Articles you may be interested in A hybrid electron cyclotron resonance metal ion source with integrated sputter magnetron for the production of an intense Al+ ion beam Rev. Sci. Instrum. 86, 093301 (2015) A beam experiment is presented to study heterogeneous reactions relevant to plasma-surface interactions in reactive sputtering applications. Atom and ion sources are focused onto the sample to expose it to quantified beams of oxygen, nitrogen, hydrogen, noble gas ions, and metal vapor. The heterogeneous surface processes are monitored in situ by means of a quartz crystal microbalance and Fourier transform infrared spectroscopy. Two examples illustrate the capabilities of the particle beam setup: oxidation and nitriding of aluminum as a model of target poisoning during reactive magnetron sputtering, and plasma pre-treatment of polymers (PET, PP). © 2013 AIP Publishing LLC.
I. INTRODUCTION
Glow discharges at low pressure are the nucleus of many industrial applications, mainly thin film growth, plasma etching, and surface modification. 1 Knowledge of elementary processes taking place at surfaces in contact with plasmas are of crucial importance to tailor the physical and chemical properties of materials. Ion bombardment and chemical reactions on the surface determine to a great extent the mechanical properties of hard coatings, 2, 3 the extent of polymer cross-linking and roughness during plasma treatment, 4, 5 and the oxidation processes undergone by targets during reactive sputtering. 6 The use of quantified particle beams permits to analyze the heterogeneous processes occurring during plasma-surface interactions experimentally. 7, 8 The classic experiments of Winters and Coburn pioneered the interaction between etchants (F, Cl, H, and combinations) and silicon, and they served as motivation for the first complete beam setup dedicated to plasma research. 9 Later on, many technical approaches and facilities specifically dedicated to vacuum beam experiments have been developed. The main points of interest are: (1) to have an accurate control of the characteristics of the particle beams and (2) to characterize the sample surface by means of in situ diagnostic techniques. Table I compares the main characteristics of important beam facilities reported in the fields of technological plasmas and film deposition. The list is completed with beam experiments that have been used in thermal plasma applications, concretely to investigate the interaction of fusion plasmas with materials.
As evidenced in Table I , beam experiments require an accurate selection of surface diagnostics. Ion beam diagnostics at the sample position are routinely performed by means of a Faraday cup, QMS, 26, 27 or RFEA. 15, 28 Additionally, in situ tracking of the optical properties and the chemical composition and bonding at the surface can be pera) Author to whom correspondence should be addressed. Electronic mail:
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formed by spectroscopic ellipsometry and Fourier transform infrared spectroscopy (FTIR). 13 Gravimetric measurements of very high sensitivity can be performed by quartz crystal microbalance (QCM). 29 For example, studies on purification treatments of carbon nanotubes and determination of the erosion rate and oxidation state of metals have proved the versatility of QCMs as diagnostic instrument in many research areas. [30] [31] [32] This work describes a particle beam setup equipped with in situ QCM and FTIR diagnostics, which is conceived to study surface processes occurring in cold plasma applications with dominant sputtering component (see Table I , 7th facility). The combination of QCM and FTIR diagnostics in a beam experiment is unique. One of the main features of the facility is its capability to send quantified beams of ions and neutrals with controlled fluxes and energies. Another highlight of the system is the relatively enhanced flux of emitted ions (up to ≈10 15 cm −2 s −1 ) compared to facilities of the same kind, e.g., MAJESTIX. The combination of particle sources sending quantified beams of reactive species, metal vapor, and intense Ar + beams, together with the in situ diagnostics by FTIR and QCM, makes this reactor an excellent tool to study elementary surface processes in specific applications where intense ion fluxes are present. [17] [18] [19] [20] [21] In order to show the capabilities of this beam setup, we consider two important applications in plasma technology: (1) poisoning in reactive magnetron sputtering of aluminum targets and (2) plasma pre-treatment of the polymers polypropylene (PP) and polyethylene terephthalate (PET):
(1) An important gap in the understanding of reactive sputtering of metals is the description of the atomistic processes that occur on the target surface, such as sputtering, dissociative chemisorption, and knock-on implantation. To model the target poisoning, an extension of the Berg model of surface coverage has to be developed since it provides the necessary scenario to analyze and model the surface processes. 33 Such study can be carried out by sending quantified beams of the involved TABLE I. Particle beam experiments together with their main features. The facility presented in this paper (von Keudell) appears on the 7th row. AES = Auger emission spectroscopy; EUV = extreme ultraviolet; FTIR = Fourier transform infrared spectroscopy; LEISS = low-energy ion scattering spectroscopy; LID = laser induced desorption; MBE = molecular beam epitaxy; OES = optical emission spectroscopy; PECVD = plasma enhanced chemical vapor deposition; QCM = quartz crystal microbalance; QMS = quadrupole mass spectrometry; REALD = radical enhanced atomic layer deposition; RFEA = retarding field energy analyzer; VUVAS = vacuum ultraviolet absorption spectroscopy; XPS = X-ray photoelectron spectroscopy. (2) The plasma exposure of polymers can also be addressed by adapting the Berg model, as will be discussed in this paper. Concretely, the described beam experiments offer a unique framework to monitor the chemical changes on the polymer surface by means of in situ FTIR. Cross-linking and etching as function of time have been studied at different ion energies and oxygen fluxes. In the context of the Berg model of surface coverage, it has been possible to quantify separately two basic processes (etching and cross-linking) that take place simultaneously in real plasma applications.
In summary, this system constitutes an excellent laboratory to tailor surface experiments involving one or more particle beams combined in different steps. Figure 1 shows a schematic top view of the reactor where the particle beam experiments were performed. The beam chamber consists of a cylindrical vessel of 20 cm inner diameter, with a load-lock attached to it. Gases are introduced to the beam chamber by mass flow controllers and are pumped downstream by a parallel combination of a turbomolecular pump and an ion getter pump equipped with a titanium sublimation pump. The base pressure is <10 −6 Pa. The vacuum system has been baked out before the operation of the ion getter pump at temperatures between 120
II. PARTICLE BEAM SETUP
• C and 150
• C for 8 h in order to reach Ultra-High-Vacuum (UHV)
conditions. The working pressure is generally of the order of a few 10 −2 Pa, which means that the mean free path of the particles (≈300 mm) is larger than the distances between sources and target (≤90 mm). Therefore, the majority of particles reach the target without undergoing collisions with the molecules of the background gas. It is important to note that the impurity level in the beam setup is not governed by the residual contamination in the UHV at base pressure, but rather by the purity of the gases introduced via the beam sources.
Up to four particle sources can simultaneously provide ion and atom beams focused on a grounded target, which consists of either a QCM (QCM holder) or a dedicated FTIR target (FTIR holder) both sited on an XYZ manipulator on the axis of the beam chamber. The distances between the outlet ports of the sources and the center of the beam chamber are 92 mm for the ECR plasma source, 72 mm for the oxygen beam source, 80 mm for the metal vapor source, and 90 mm for the Evenson source. A shutter built in front of the target is used to protect it from the particle beams and to measure the ion current. An electric resistance installed on the FTIR holder permits to heat up the samples. Moreover, the FTIR sample holder can rotate and it can also be tilted to facilitate the alignment of the IR beam. This sample holder is additionally equipped with a Faraday cup (Kimball Physics FC-70 Series), which is used to measure the ion flux density in front of the ion source (see inset in Fig. 1) .
The base pressure of the load-lock chamber is ≈10 −4 Pa. The samples are introduced into the beam chamber by means of a magnetically driven transfer rod. The load-lock admits the incorporation of a vacuum carrying case to transfer the treated samples in vacuum to other systems with compatible docking systems, such as an X-ray photoelectron spectrometer (Omicron ESCA+ System) and an UHV-Atomic Force Microscope (UHV-AFM) (Omicron VT-AFM), for example. The residual pressure inside the carrying case is around 0.01 Pa within the first 3 h after being separated from the load-lock. The conversion of this residual pressure into a gas collision rate yields a monolayer growth time of ≈1 min if we assume a sticking coefficient of 0.01 for contaminants on the surface. Considering a constant leak rate, the contamination degree is determined by the sticking coefficient of the impurities on the sample surface. Before each experiment with the vacuum carrying case, a control analysis by XPS with an untreated sample inside the carrying case should be performed to set the background of contamination.
A. Characterization of ion beam from the ECR plasma source
The plasma ion gun (type Gen 2 by Tectra GmbH) produces ions in an energy interval between 20 and 2000 eV. About 2.45 GHz microwaves are coupled into a small magnetized plasma cup to excite an Electron Cyclotron Resonance (ECR) plasma (see Fig. 1, marked (6) ). The ions from the plasma cup are extracted using a double-grid system. The bias grid, V bias , determines the ion energy, whereas the extraction grid, V ext , is used to focus and accelerate the ion beam. The ion flux density lies typically between 0.5 × 10 14 and 5 × 10 14 cm −2 s −1 at the sample surface. A circular aperture of 10 mm in diameter was added at the exit of the ion gun in order to maintain a plasma pressure of around 1 Pa while keeping the pressure in the beam chamber at 0.02 Pa. The grids and the circular aperture are made out of Mo. Eventual contamination on the samples due to sputtering of the grids and aperture by Ar + ions has been investigated by XPS. The levels of contamination due to Mo deposition are generally lower than 1 at %. Therefore, the impurity level does not affect significantly the measurements.
The relatively high ion flux provided by our ECR plasma source is similar to the fluxes inherent in some real plasma processes. Gahan et al. have reported a range of ion current densities typically comprised between 0.2 and 3 A/m 2 in RF and pulsed-DC discharges. 34 This range is equivalent to ion fluxes between 10 14 and 10 15 cm −2 s −1 , which correspond to the order of magnitude of the ion beam supplied by the ECR plasma source in our experiments.
It is worth noting that the absolute particle fluxes in beam experiments can be lower compared to the plasma counterpart that is mimicked. However, the transfer of results from the beam experiment to the plasma situation is still valid, since most heterogeneous surface reactions, such as sputtering and chemisorption, are dominated by the ion-to-neutral flux ratio only, and typical balance equations to model these processes are linear with incident particle fluxes.
The divergence in an Ar ion beam has been characterized with a Faraday cup ( Fig. 2(a) ). However, the Faraday cup is placed 4 cm closer to the ion source (see inset in Fig. 1 ) than the sample and, therefore, the measured ion fluxes are higher by an approximated factor of 1/0.35 compared to the flux at sample position. The diameter (FWHM) of the ion beam at the target position is around 20 mm, as determined from the etch profile of a hydrocarbon film deposited onto 26 × 26 mm 2 c-Si wafer after being bombarded by Ar ions at 400 eV. The spatial profile shows axial symmetry and the ion flux is uniform along the surface area of the sample either when the mass uptake is measured by QCM or when the surface chemistry is monitored by infrared spectroscopy.
All the measurements were performed by introducing an Ar gas flow of 1.0 sccm to the plasma ion source. This resulted in a partial pressure of 0.024 Pa in the beam chamber, which corresponds to a mean free path of ≈290 mm. The ion current density was measured at different ion energies by placing the Faraday cup on the symmetry axis and at different distances from the ion source, as displayed in Fig. 2 (b). The ion fluxes are analyzed using a model based on an intensity variation depending on the (1) beam divergence and (2) collisions with the background gas. The geometric factor of divergence assumes that the ion gun acts as a point source, such that the ion current at any given point along the axis can be represented by
Here, I(x) is the ion current at the axial position x from the ECR plasma source; I 0 is the ion current at a given distance x 0 ; and λ is the mean free path. The characteristic curves fit well with the experimental data for a given λ = 290 mm. The assumption of point source for the ECR plasma source does provide a good fitting of the measured ion current to the modelled curve in our working ranges of ion fluxes, energies, and distances. In a double-gridded ECR plasma source, ions generated in the plasma cup are accelerated within the space between the two grids and exit the gun at a kinetic energy equal to the potential difference set by the grids plus the plasma potential. Ideally, the ions should impinge onto the grounded target at ion energy e(V bias + V p ) ≈ eV bias , as plotted in Fig. 3(a) . However, if charge exchange collisions occur in the acceleration stage, ions at lower energies appear. If we estimate a mean free path of 6.9 mm for Ar ions at 1 Pa, i.e., the approximated pressure within the plasma cup, 35 100 ions undergo 15 collisions in the 1 mm grid separation resulting in 85% of the ion beam flux being unaffected by charge exchange collisions. The remaining ions (15%) undergo collisions con- tributing to the Ion Energy Distribution (IED) at energies below eV bias . Deviations from the expected ion energies may also be introduced by the presence of double ionized species. Figure 3 (b) shows the IED of Ar ions at bias voltages, V bias , of 30 V, 59 V, and 108 V. The measurements were performed with a Semion RFEA from Impedans. 28 The plasma potential of the ion source (≈15 V) becomes visible by a shift of IED peak maxima (marked with an asterisk) with respect to the adjusted bias voltages. The FWHM ranges between 10 and 15 eV and permits to estimate the uncertainty in the ion-beam energy. These measurements permit us to conclude that the influence of charge exchange collisions and multiple ionized Ar species on the peak positions in the IEDs can be neglected.
The ECR Ar plasma generated within the ion gun is also an important source of VUV radiation at wavelengths of 104.9 and 106.7 nm. 1 This VUV background may affect the surface processes that are studied, especially in the case of polymers and resins. Currently, the effect of VUV alone can be isolated by suppressing the ion flux emanating from the source by an electrostatic lens in front of the ion gun acting as an ion screener. In the future, it is planned to install an ion beam bending sector in front of the plasma source in order to investigate the effect of ions without VUV.
B. Characterization of atom beams
In this section, we describe the different atom beam sources. Hot capillaries were used to dissociate gas molecules by thermal cracking, whereas an Evenson source was employed to obtain atomic species by means of dissociation in microwave plasma. Finally, beams of metal atoms were obtained from the evaporation of metal pellets inserted in an effusion cell.
Hot capillaries: Oxygen and hydrogen beam sources
The Oxygen Beam Source (OBS) (Dr. Eberl MBEKomponenten GmbH) produces a focused beam composed of atomic and molecular oxygen incident at 45
• to the target.
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This source consists of an iridium capillary which, heated up to 1800
• C, acts as cracking tube for oxygen molecules flowing inside. At this temperature and a gas flow of 0.2 sccm, the dissociation degree is 15% according to the supplier. Thus, the composition of the oxygen beam should be 15% (O) and 85% (O 2 ). In addition, some O 2 may impinge from the diffuse background due to the steady partial pressure of O 2 in the beam chamber at a typical pressure of a few 10 −3 Pa. This estimate reveals that the oxygen molecule flux from the background is similar to the sum of the direct fluxes of O and O 2 from the capillary source, which indicates that the oxygen beams used in the following experiments are composed of a mixture of oxygen molecules and atoms with a flux ratio of j O 2 /j O ≈ 10. This molecular background has to be taken into account for surface systems sensitive to the impact of molecules, such as bare metals. In case of semiconductor surfaces, the cross sections for oxidation are much smaller and only the impact of the atoms alone governs the surface reactions.
Expressed in absolute fluxes, a molecular oxygen flux ranges between 10 16 and 10 17 cm −2 s −1 , at a flow of 0.1-0.7 sccm O 2 through the capillary source. The atom species reach the target with energies corresponding to 1800
• C and a pronounced directionality of the beam. A Hydrogen Beam Source (HBS) is also available, whose working principle is equivalent to the OBS but the capillary is made of tungsten. 37 
Evenson source: Oxygen and nitrogen beam source
This atom source, which is oriented 45
• with respect to the target, is based on a microwave plasma excited in an Evenson cavity. 38 The gas flows through a S-bent quartz tube with a length of 30 cm and 9 mm in inner diameter with a shutter at the end. Molecular dissociation of the reactive gases is promoted within a glow discharge in an Evenson cavity, which is cooled by compressed air. The supplied microwave energy is coupled to the cavity by changing the resonator volume using a manual stub tuner. The quartz tube narrows just after the cavity to increase the pressure inside the plasma region while maintaining a low pressure in the beam chamber. This constriction also reduces the back flow of gas from the beam chamber into the microwave plasma source. Moreover, the Sshaped design of the quartz tube avoids direct exposure of the treated sample to the VUV radiation from the discharge. The dissociation efficiency depends on the supplied power, the gas flow, and the injected gas. The fluxes of atomic oxygen at the target generated by the microwave source using gas flows between 3 and 5 sccm are comparable to the ones obtained from the hot capillary. The calibration was performed by measuring the etching rate of a soft hydrocarbon film at a substrate temperature 200
• C sequentially exposed to the Evenson source and the OBS, as reported in Ref. 17 .
An important advantage of the Evenson source is its capability to dissociate species which cannot easily be cracked by thermal dissociation. The plasma ignited in the microwave cavity is used to produce atomic nitrogen, which is not possible to obtain by thermal dissociation due to the high bonding energy of the N 2 molecule. At this stage, only an estimated value of the atomic flux of nitrogen at the sample surface can be provided since the dissociation efficiency of the source is not calibrated. By assuming a maximal dissociation degree of 4% at a supplied power of 40 W, 39 the upper limits of N fluxes at the exit of the source are equal to 0.7 × 10 17 and 1.2 × 10 17 cm −2 s −1 at gas flows of 3 and 5 sccm, respectively. An estimation of the collision rate at the target requires information about divergence of the beam. Considering that the dominant contribution of incident species on the target owes to the background gas, the direct flux impinging the target surface can be at least one order of magnitude less than the flux estimated at the outlet of the source.
Metal vapor source
A beam of metal atoms is generated by an effusion cell WEZ (Dr. Eberl MBE-Komponenten GmbH) consisting in a "cold-lip" pyrolytic BN crucible of 2 cm 3 . In case of aluminum, the crucible is partially filled with Al pellets (Aldrich Chemistry, 99.999%) as vapor source. The effusion cell is installed under the OBS (Fig. 1, marked (4) ), and generates a beam of Al atoms that impinge the QCM with an incidence angle of 70
• to the normal of sample surface. The orientation of the crucible has to be carefully selected so that the molten aluminum cannot exit the source as a liquid. A cooling shroud and a shutter are integrated in the effusion cell. Although the melting temperature of Al is 660
• C, the vapor pressure starts increasing significantly from ∼900
• C. Figure 4 (a) shows the aluminum evaporation measured with the QCM. The deposition rate follows approximately an exponential curve at source temperatures between 900
• C and 1200
• C. The working temperatures are selected between 1050
• C and 1150
• C to provide an aluminum atom flux comparable to the flux of the other incident species in the beam chamber (Fig. 4(b) ).
In order to investigate the interaction of the metal atoms with other particle beams, QCM measurements under simultaneous bombardment with Al atom beam and Ar ions were performed. Figure 4(b) shows the etching/deposition rates measured with the QCM at different Al-crucible temperatures. First, Al sputtering by Ar + etching was performed at 400 eV of ion energy. The argon ion sputter rate is ∼1 nm/min. Second, the Al deposition rate was measured for the effusion cell operated at 1060
• C (3 × 10 13 cm −2 s −1 ), 1100
• C (6 × 10 13 cm −2 s −1 ), and 1130
• C (1.1 × 10 14 cm
. The crucible temperatures were regulated according to the calibration curve in Fig. 4(a) . Finally, both etching and metalizing were carried out at the same time. The sputter rate due to the incident Ar + ions and the deposition rate due to Al adsorption can simply be summed up to explain the mass variation rate as registered by the QCM during the combined impact, so no synergistic effects are observable.
III. IN SITU DIAGNOSTICS
An appropriate in situ surface diagnostic facility requires characterization techniques that are non-invasive, that show high spatial resolution, and with the possibility to perform time-dependent characterization. Surface characterization by QCM and FTIR meet these criteria. On one side, QCM measurements provide mass variation rates during sputtering and deposition processes. On the other side, FTIR spectroscopy measures the absorption bands on the target during plasma treatment, characterizing the active bonding groups at the sample surface. The inherent probing depth in the case of FTIR is of the order of the wavelength of the probing light, which is a few micrometers. Since the thin film polymer sample (≈50 nm) is a small fraction of this probing depth, the whole thickness of the film can be analyzed with this technique. QCM measurements provide as well information of the whole sample because the crystal frequency shift accounts for variations of the total mass.
A. Quartz crystal microbalance
Mass variation rates were measured with a QCM (Maxtek BDS-250) consisting of circular slabs of AT-cut quartz resonators with 0.5 mm thickness and 14 mm diameter. The exposed surface is a circular area with 8 mm diameter. The piezoelectric crystal shows a resonance frequency of 6 MHz. These slabs are coated by metallic layers on each side playing the role of electric contacts. The rear electrode is a gold layer, whereas the front side (exposed to the beams) is coated with an Al film of 1 μm thickness. The QCM measurements are very sensitive to the crystal temperature. Therefore, the QCM holder must be water-cooled during the whole experiment in order to avoid any thermal drifts. The error bars are lower than 1 Hz with a stable temperature, which allows measuring mass variations with submonolayer resolution. In our case, the temperature is kept constant by water cooling, so we calculate the uncertainty due to temperature fluctuation is ≈10
−5 %. Two QCMs are installed in the holder (dual unit), and their resonance frequencies are recorded simultaneously. A built-in two-position shutter selects the crystal to be exposed to the particle beams. The purpose of working with a two-crystal system is to use the signal of the covered (by the shutter) crystal as reference signal in order to detect drift effects due to temperature variations in the background. This is useful when very sensitive and long measurements are required, like in the study of a monolayer deposition using low particle fluxes. The control unit of the QCM consists of an SQC-310 Series Deposition Controller from Inficon.
The frequency shift of the QCM is converted into mass variation, m, by means of the Sauerbrey equation:
where N q is the frequency constant of an AT-cut quartz resonator (1.668 × 10 5 Hz cm), ρ q is the quartz density (2.65 g/cm 3 ), A is the active area (2.01 cm 2 ) and f q is the resonant frequency without attached mass. The thickness variation rates and the atomic fluxes during deposition/etching are obtained from the mass variation rate, m/ t, by considering the atomic mass and the density of the deposited/etched film. The minimal time resolution of the QCM is 0.1 s. Such time scale permits to resolve surface processes faster than in the case of in situ FTIR, as we will discuss in Sec. III B.
The exposure of the QCM to a particle beam yields initially a short transitory regime in the frequency variation. Such transition is generally caused by the recombination heat of incident molecules, ions, or VUV photons. After this transitory regime, a steady state in the frequency variation is achieved if the parameters of the particle sources are constant. From here onwards, one obtains constant deposition or etching rates, which are the input parameters of the sputtering models. The transitory phase results in an offset in the frequency curve of the QCM, which has no effect on the net mass variation rates.
To test the reliability of QCM measurements and to show the dynamic behavior upon exposure to different beam compositions, mass variation rates of a Diamond-Like Carbon (DLC) thin film (200 nm) were measured by sending an Ar + beam of 400 eV in presence of O 2 injected by the OBS. The DLC films were previously deposited on the QCM by means of RF PECVD using another reactor in capacitive configuration with acetylene atmosphere at 1 Pa. 41 The Ar gas flow was set to 1.0 sccm all the time. Figure 5 shows the thickness variation of DLC during Ar/O 2 sputtering at different O 2 fluxes. A mass density of 2 g/cm 3 was assumed for the DLC films. Table II. differentiated by the slope in the etching curve: cleaning of the passivated surface followed by physical sputtering. The first minutes of etching showed a small variation probably indicating a balance between the mass uptake due to argon implantation and the argon sputtering. The jump at the beginning might be caused by a thermal change due to the effects of both heat of recombination and exposure to the VUV photons emitted by the ECR-plasma of Ar. After 10 min of steady state sputtering, we additionally introduced 0.2 sccm of O 2 (step 2). The film etching at constant rate was approximately three times faster than in step 1. In the following steps (3 and 4), the oxygen flow was increased to 0.5 and 0.7 sccm. The progressive increase in etching rate in presence of O 2 is attributed to the chemical sputtering of carbon due to the formation of volatile H 2 , CO, CO 2 , and H 2 O molecules. 43 Finally (step 5), the DLC film was etched again only by the Ar + beam, recovering an etch rate similar to that in step 1 but not identical probably due to residual oxygen in the chamber, aside of oxygen atoms implanted in the DLC film in previous steps. These results have been compared to literature values in Table II. The information displayed in Fig. 5 can be expressed in terms of the effective sputter yield, Y eff , which is the ratio between the flux of sputtered C atoms, , and the Ar + flux density, j Ar : Y eff = /j Ar . Figure 5 shows that such yield monotonically increased with the oxygen concentration in the beam chamber. The calculated values of Y eff are listed in Table II , and they have been compared to the results of Hopf et al. using the ratio R = j O 2 /j Ar + as parameter. 44 Our measurements agree with the data of Hopf et al. Moreover, here we provide more accurate sputter yields since the rates have been evaluated in situ. The roughness of the Al coating is of the order of 1 μm, as measured with a profilometer. This roughness can promote intrinsic stress of the DLC film. Since stressed DLC films show issues in substrate adhesion, high stress levels could lead to an apparent increase in the sputter efficiency due to reduced adhesion to the substrate. Since the measured yields are similar to or smaller than the ones in the literature, we assume that the influence of film stress was not significant in this experiment.
This control experiment shows that in situ QCM measurements in our beam setup are capable to reproduce experimental data reported in the literature.
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B. Fourier transform infrared spectroscopy
Etching and chemical modification of the samples are monitored in situ with a FTIR spectrometer (Bruker IFS 66) in reflection mode at an incidence angle of 70
• (Fig. 6) . The IR beam enters and leaves the main chamber through KBr windows. The beam reflected at the sample is registered by a Mercury Cadmium Telluride (MCT) detector cooled down with liquid nitrogen and located outside the reactor. The IR beam path was continuously purged with compressed air to minimize the IR-absorption by CO 2 and water. In some cases, a continuous pumping of the liquid nitrogen cooled MCT detector might be advised to avoid condensation of residual water on the MCT chip inside the detector. Such an ice layer causes a broad absorption peak around 3400 cm −1 . A very high sensitivity in FTIR measurements is required to analyze the first nanometers corresponding to the interaction depth of the incident species. To enhance the sensitivity in IR absorption, Optical Cavity Substrates (OCS) were used. They consist of an oxidized silicon wafer with an aluminum backside coating. 45 The thickness of the oxide layer is adjusted to a specific thickness to be resonant with IR probing wavelengths of interest. The OCS method can resolve reflectivity changes that correspond to the removal of submonolayers of the material deposited on the top. This configuration increases substantially the IR sensitivity being equivalent to other schemes such as multiple internal reflections (MIR). 45 The FTIR measurements are not influenced by the surface roughness of the samples because their RMS value is lower than the characteristic wavelengths of the IR radiation.
The IR reflection spectrum between 400 and 6000 cm
while a spin-coated OCS is put at sample position ( (2) in Fig. 6 ) shows roughly a Planck's curve corresponding to black body radiation of the IR globar in the FTIR spectrometer. Some intervals within this spectrum cannot be analyzed due to measurement artifacts. Noisy modulations between 3500 and 4000 cm −1 as well as the peaks in the interval 1500 and 2000 cm −1 correspond to stretching vibrations of water. The bands between 3000 and 3500 cm −1 are generated by ice condensed on the MCT detector window due to residual water contamination. The peaks between 2800 and 3000 cm −1 correspond to CH x vibrations from absorbance of protective layers and contaminations on the windows and mirrors in the IR pathway, as well as from the polymer probed sample. The strongest absorption in the spectrum at 2350 cm −1 owes to CO 2 along the IR pathway. Finally, the absorption at around 1030 cm −1 corresponds to SiO 2 from the OCS. As an example of the capabilities of the in situ FTIR, Fig. 7 shows a typical series of normalized spectra from a PP spin-coated film being exposed to Ar + bombardment at 200 eV. Before the treatment, a reference spectrum R 0 is measured. Then, the FTIR spectra R are continuously sampled during the exposure of the target to the particle beams. About 200 scans were averaged every 30 s and they constituted one measurement. Although the FTIR measurements can be performed with a time resolution down to 2.7 s, a time interval of 30 s was chosen to enhance the signal-to-noise ratio. The time interval between the spectra displayed in Fig. 7 is 150 s. Each sample spectrum is divided by the reference spectrum so that the etching of the film becomes visible as an increase in reflectivity at specific characteristic IR absorption bands of the polymer. After switching on the Ar + beam, R/R 0 increases at the spectral region of the CH x -band between 2800 and 3000 cm −1 , indicating the removal of the CH 2 and CH 3 symmetric and asymmetric stretching groups. In addition, the spectra reveal also the disappearance of CH x bending groups in the wavenumber region between 1350 and 1500 cm −1 . The reduction of the polymer film thickness during exposure to the particle beams must be implemented in an etch model. Such thickness variation can be calculated from the peak heights by correlating the change in IR signal with the changes in film thickness. This is realized in a calibration experiment by completely etching a film with known thickness, as being determined by AFM. The absolute change in R/R 0 of a determined absorption peak can then be correlated to the film thickness. It is worth noting that the gain of IR signal with the OCS method permits to measure a relative change in reflectivity of R/R 0 = 10 −4 down to a time resolution of 30 s.
The following of fast chemical reactions on polymer surfaces is a challenging aspect. By reducing the particle fluxes in this facility the necessary FTIR acquisition time can be made compatible with the reaction rates on the polymer surface. This is, however, not limiting the predicting capabilities of the experiment because the surface state depends on ion fluence and not directly on ion flux. For instance, the surface activation of polymers with characteristic time of a few seconds is here achieved after several minutes, which is the necessary time to reach the critical ion dose for obtaining a stationary cross-linked surface.
IV. EXAMPLES
In this section, we describe the application of particle beam experiments to the study of heterogeneous surface processes characteristic of two plasma applications: (i) target oxidation and nitriding in reactive magnetron sputtering, and (ii) plasma pre-treatment of polymers.
A. Target poisoning during reactive magnetron sputtering (Al:O, Al:N)
In reactive magnetron sputtering of Al, the addition of oxygen causes hysteresis effects in the deposition rate due to oxidation of the target surface (target poisoning). 33 One of the consequences is a dramatic reduction in deposition rate. The sputter rate does strongly depend on the surface state of the target: roughness and chemical composition play here a critical role. Sequential exposures of oxygen and nitrogen on Al are chosen to simulate the sputtering of Al in a reactive atmosphere of a mixture of argon, oxygen, and nitrogen. Both oxidation and nitridation are studied separately to quantify individual sticking coefficients and sputter yields. QCM measurements have been already used to investigate the oxidation processes during target poisoning. In our facility, Kuschel et al. studied the oxidation of Al targets by modeling the surface coverage with oxygen in terms of sputter yields, sticking coefficients, and fluxes of the involved particles with Ar ion energies ranging between 200 and 400 eV. 18 There, the same Al electrode of the QCM was used as beam target. The proposed set of balance equations is an extension of the Berg model, which explains the hysteresis effect of the compound target during reactive sputtering. 33 That work introduced in the model an additional term for knock-on implantation of oxygen atoms due to ion bombardment in order to describe the ion-enhanced oxidation of the Al target.
Recently, Kreiter et al. addressed the ion-enhanced oxidation of an Al target by upgrading the previous QCM experiments regarding two aspects: (i) adding an aluminum atom source to mimic also aluminum re-deposition at the target surface during magnetron sputtering, 46 and (ii) investigating the surface with in situ FTIR, to directly monitor the build-up of oxygen on the surface. 21 The objective of adding an Al beam to the experiment is to take into account the oxidation enhancement on the target surface due to any arriving flux of Al. In real sputtering processes, the re-deposition of Al due to backscattering covers surface sites that were initially oxidized. The immediate effect is an increase of oxidation rate due to the fresh metallic sites located on the buried oxygen atoms. This effect has been incorporated in the rate equations of the coverage model as a new term including the flux of Al atoms and their sticking coefficient on an Al surface. The FTIR results were successfully fitted with the same parameters that were used for modeling the mass variation rates measured by QCM. The beam experiments verified thereby the validity of the rate equation model from Kuschel et al. and, moreover, extended it to the poisoned regime of the target. All input parameters such as sputtering yields for Al and oxide as well as sticking coefficients for oxygen (0.015) and aluminum (≈1) are consistent with literature values.
Here, we show new data measured with the QCM concerning the sputtering of aluminum surface with argon ions and nitrogen as reactive gas. Argon ions were produced by the ECR plasma source, whereas nitrogen atoms and molecules were produced by the Evenson source. Figure 8 shows the influence of N 2 flux on the sputter yield of an Al target. The plot shows sputter yield values that enclose the sputtering of both Al atoms and AlN x surface groups. The error bars in the sputter yields are calculated from error propagation taking into account the QCM uncertainty and the uncertainty introduced by the ion flux, which is directly obtained from the Faraday cup measurements (≈5 × 10 13 cm −2 s −1 ). A smoother dependence of yield with the N 2 flux at 600 eV than at 400 eV is observed. Bombardment with nitrogen atoms was achieved by dissociation of N 2 molecules when the plasma within the Evenson source was switched on (see Fig. 8, open symbols) . The activation of the source resulted in a reduction of ≈70% of the effective sputter yield. Indeed, the bombardment with a nitrogen atom beam may increase the efficiency in surface coverage because of the higher probability of chemisorption of nitrogen atoms on surface sites of the target compared to nitrogen molecules. A rough estimation of N flux in the N/N 2 incident beam at the target based on the dissociation degree is made in Sec. II B 2. Mass spectrometry measurements must be carried out to obtain a real quantification of this collision rate.
The sticking coefficient of nitrogen atoms on clean Al surfaces was estimated from the data shown in Fig. 9 . The measurement started with an Al surface previously cleaned with an Ar + bombardment until the passivated oxide layer was removed. Afterwards, a constant N 2 flux was introduced in the chamber. The gas flow was 3 sccm. The effective sticking coefficient, i.e., the ratio between adsorbed particles and N 2 flux, diminishes with time as long as the surface sites are covered with nitrogen atoms. The extrapolation at t = 0 provides an approximate value of 2 × 10 −4 , which is two orders of magnitude lower than the sticking coefficient of oxygen molecules on aluminum (0.015). This very small sticking probability suggests that the deposition of nitrogen atoms is negligible compared to oxidation for similar fluxes of nitrogen and oxygen impinging onto an aluminum surface.
This study using the QCM has shown the variation of the sputter yield of aluminum depending on the impinging   FIG. 9 . Evolution of the effective sticking coefficient of N 2 on Al exposed to a constant flux of nitrogen. The sticking coefficient at zero surface coverage is determined by extrapolation of the dataset as indicated. flux of N 2 and N. The yields ranged between 0.2 and 0.7 at 400 eV of Ar + energy, whereas they were around unity at 600 eV. Also, we have been able to measure a sticking coefficient of nitrogen molecules of ≈2 × 10 −4 at zero surface coverage. Its value is much lower than the one corresponding to oxygen (0.015).
B. Plasma pre-treatment of polymers (PET, PP)
The interaction of plasmas with polymer surfaces is a very common process step in many technologies. Polymers such as PET are coated with silicon oxide layers to enhance their barrier properties or their scratch resistance. 47 In addition, polymers like PP are plasma-treated to make them hydrophilic, as a prerequisite for a subsequent dying, gluing, or printing process. In all these processes, modification and etching of an interface on top of the polymer are triggered by ion bombardment in the very first phase of plasma treatment. The effects of ion bombardment must be then described by an adequate model of polymer sputtering. In general, the actual sputtering rate of a given polymer should lie in between two extreme cases: a high yield corresponding to chemical sputtering and a low yield corresponding to physical sputtering. [48] [49] [50] In a previous work, Grosse-Kreul et al. analyzed PET thin films deposited on an OCS by spin-coating. The samples were exposed to quantified beams of argon ions and of oxygen atoms and molecules in our beam setup. 20 The thickness reduction and change in surface composition were evaluated by in situ FTIR. The etch rate was modeled with a simple rate equation model based on a balance between the ion-induced cross-linking of the pristine PET film surface, the ioninduced sputtering of this cross-linked surface, and the ioninduced sputtering of the pristine polymer. After the onset of ion bombardment, the etch rate was very high, but decreased rapidly by one order of magnitude to a lower steady state etch rate due to a gradual transition of the pristine polymer into an interconnected surface layer. The etch yields at steady state were of the order of one irrespective of ion energy (range explored: 20-800 eV). Moreover, the addition of oxygen to the incident particle flux did not increase the etch rate, but only changed the surface composition. The incorporation of oxygen was confirmed both by a decrease in the C=O absorption group (as determined by FTIR) and by an enhancement in surface energy on a treated sample as measured with the water contact angle method.
By comparison, in this work, PP thin films are exposed to particle beams of argon ions and oxygen atoms and molecules at various energies and fluences. Their surface state is continuously monitored by in situ FTIR. Polymer films of around 30 nm thickness were deposited on OCS by spin-coating, following the procedure described by Song et al. 51 The RMS roughness is of the order of 2-3 nm, as measured by AFM. Analogous to the PET experiments, a transition from a fast initial etch rate to a lower steady state rate was measured when the PP films were bombarded by argon ions sent by the ECR plasma source. Also, the steady state rates are rather similar, although the ion energy is varied in a broad range, from 20 to 800 eV. The rate equation model of Grosse-Kreul et al. was fitted to the experimental data and it revealed sputter yields of the order of 1 for pristine PP at the beginning of the treatment and 0.1 for cross-linked PP in steady state. The contribution of the UV radiation to PP etching was around 0.1 nm/min, very similar to the one measured in PET. The separation of this contribution from the total etch rate provided the sputter yields due only to ions. The values corresponding to cross-linked PP in steady state at low ion energies decreased down to 0.1. In addition, the yields determined from the Monte-Carlo simulation Transport and Range of Ions in Matter (TRIM) are very different from the modeled sputter yields. Such discrepancies owe to the TRIM view of the polymer as an amorphous solid, and the process of chemical sputtering is not taken into account in the simulation.
The influences of atomic and molecular oxygen on PP were investigated using either the OBS or the Evenson source. The operation of any of these beam sources did not show any significant modification within the treatment time. Both sources are expected to deliver similar fluxes of atomic oxygen. Figure 10 shows, in a first step, how the bombardment of a pristine PP surface only with O atoms and molecules (Evenson source) did cause only a mild etching, lower than 0.1 nm/min in the steady state. These rates were calculated from the evolution of the CH x stretching groups at 2916 and 2954 cm −1 . As confirmed by in-vacuum XPS measurements using the vacuum carrying case in a later experiment (data not shown here), this observation is interpreted as a net oxygeninduced etching of PP without surface oxidation -no oxygen was detected in the treated sample. In the following step, the treatment with additional Ar + at ion energy of 20 eV simultaneous to the pure oxygen treatment did not reveal any synergistic effects between oxygen species and VUV photons at the PP surface. In fact, the ion bombardment at such low ion energies is very weak and the ion gun might only act as a VUV source from the ECR plasma.
V. CONCLUSIONS
Heterogeneous surface processes in plasma applications relevant to reactive sputtering and polymer pre-treatment have been successfully mimicked using a particle beam experiment facility. On one side, QCM measurements have demonstrated that ion-induced oxidation is an important mechanism in target poisoning during reactive magnetron sputtering of aluminum targets. Aluminum poisoning with nitrogen is much weaker compared to oxygen poisoning due to the much reduced sticking coefficient of nitrogen on aluminum surfaces.
On the other hand, irradiation of PET films with argon ions and oxygen atoms and molecules has been monitored by in situ FTIR and shows that chemical sputtering is a dominant process in plasma treatment of this polymer. Surface modification of PP films shows qualitatively similar trends although simultaneous irradiation with argon ions and oxygen atoms does not promote a synergistic effect.
In summary, particle beam experiments with in situ diagnostics by QCM and FTIR are well suited for studying plasma-surface interactions, as the studies of target poisoning and polymer pre-treatment illustrate in this work. Moreover, this kind of experiments can be extended to a variety of research lines due to the flexibility of the reactor setup.
