INTRODUCTION
The self-reducibility of some NP-complete sets plays a crucial role in the research on reductions to sparse sets. See [S, 9, 161 for results regarding sparse polynomial time m-reductions from NP-complete sets. Results for more general reducibilities appear, among others, in [18] . If polynomial time Turing reductions are considered, the reduction class of the sparse sets can be characterized as the nonuniform class P/poly, and other nonuniform classes have similar characterizations. As part of the study of potential nonuniform properties of certain sets, very interesting consequences for uniform complexity classes are shown in [13] , clarifying the relationships between nonuniform and uniform computational models. These results are obtained by three seemingly different methods, called there the "round robin tournament" method, the "self-reducibility" method, and the "recursive delinition" method.
Later research on structural complexity-theoretic properties of sets determined that the second and third methods clearly correspond to particular cases of the general notion of polynomial time self-reducibility. More precisely, the "selfreducibility" method applies to sets exhibiting a disjunctive self-reducibility structure, while the "recursive definition" method applies to sets having a truth-table self-reducibility structure, both as defined in [ 143. It is natural to wonder whether the round robin tournament method can be cast as well into a self-reducibility * We are interested in studying the possibility of such a subsumption. This method applies to sets having a "game" structure corresponding to alternating computations, which should be captured by more general self-reducibility structures.
The two main problems are in some sense analogous: to "push up" self-reducibility structures out of PSPACE, where all sets with standard self-reducibility lie, and to "push them down" below P, whose sets are trivially self-reducible under the standard definition.
We propose here new definitions of self-reducibility structures allowing using the same techniques to show properties of complexity classes above PSPACE or below P. We obtain several of the results of [13] , together with other results, as corollaries of our main theorems. Thus, we partially answer Mahaney's question by presenting a partial subsumption of the round robin tournament method by a selfreducibility method.
The subsumption presented here is not complete, since not all the results of [ 131 are obtained. Moreover, the round robin technique (playing all advices against each other) is not used in the proofs. This issue is discussed more in depth in [4] , where the technique is applied not only to games but to arbitrary self-reducible sets, thus completing the subsumption of the round-robin tournament method.
In order to present in a more precise way the contributions of this paper, let us present compactly the results of [ 131. (Some definitions are provided below.) 1. THEOREM.
(a) If NP z P/poly then the polynomial time hierarchy collapses to .z,nn,.
(b) If PSPACE E Pjpoly then PSPACE = Z2 n II,.
(c) rf EXPTIME s PSPACElpoly then EXPTIME = PSPACE # P.
(d) rf EXPTIME s P/poly then EXPTIME = Z2 A II,, which implies P # NP. (e) If NLOG E DLOG/log then NLOG = DLOG.
(f) For every k, if P c DSPACE(logk n)/log then P 5 DSPACE(logk n).
(g) If NP s P/log then P = NP. (h) rf PSPACE z P/log then PSPACE = P.
Considering self-reducible sets, a general property which allows one to prove such kind of results was isolated in [2] , where parts (a) and (b) of Theorem 1 were obtained from more general principles. Other results were deduced as well from the same principles. However, as indicated above, under the standard definition selfreducible sets are always in PSPACE, while every set in P is trivially self-reducible. The relationships to logarithmic advice were not clear either. Therefore, other parts of Theorem 1 could not be obtained.
We define here a self-reducibility property which holds for certain EXPTIME-complete sets and prove an analogous general theorem about those sets from which we derive parts (c) and (d) as corollaries, together with other results. We should point out that this theorem subsumes the proof in [2] , so that all the parts of Theorem 1 referring to polynomial advice follow uniformly from the same fact. This definition is presented in Section 2, together with several properties, and the theorem is proved in Section 3. Then we present a definition of logspace self-reducibility appropriate to work with classes possibly smaller than polynomial time, which is done in Section 4, where we prove some properties. This concept of self-reducibility is based on oracle machines which are restricted to query only certain words depending on the input. The definition is highly technical, but its intuitive explanation is (we hope) quite clear. We show in Section 5 that this definition has also a general property analogous to those of the just mentioned references, from which we obtain as corollaries parts (e) and (f) of Theorem 1.
In Section 6 we use the same technique to obtain a new result, comparing uniform P with nonuniform NLOG. Here the closure under complements of nondeterministic space classes [ 12, 211 plays a crucial role. Section 7 is devoted to obtaining new results, of very similar flavor, for the classes LOG(CFL) and LOG(DCFL) of sets reducible in logarithmic space to context-free languages (resp. deterministic context-free languages). We close the paper with a short section of conclusions.
All our sets consist of words over the alphabet r= (0, 1 }. Larger alphabets will be assumed when necessary. We denote by 1 the empty word. The set of all words is denoted r*, and the length of a word x is denoted 1x1. We assume a fixed easily computable pairing function denoted by angular brackets ( , ). The reader is assumed to be familiar with the standard complexity classes DLOG, NLOG, P, NP, PSPACE, the polynomial time hierarchy, and the like; for definitions see [3] . There is no generally agreed notation for exponential time classes; we denote by E the class of sets decided in time 2O("), and by EXPTIME the class of sets decided in time 2"k for some k. EXPTZME coincides with APSPACE (alternating polynomial space). See [7] for complexity classes defined by alternating machines, which will be used in Section 2. SAT denotes the well-known NP-complete problem of deciding the satisfiability of boolean formulas, and QBF the PSPACE-complete problem of deciding the truth of quantified boolean formulas. See [3] for undefined notions.
The notation C/F for nonuniform classes is used as in [ 133; see also [3] . Thus C/F denotes the class of sets decidable by machines as specified by C with the help of an advice function from F. Formally:
DEFINITION.
Let C be a complexity class and F a family of functions from N into r*. Then C/F denotes the class of all sets A such that for some BE C and h E F it holds that VX (x~A-<x,WI))EB)
We will use classes such as DLOG, P, PSPACE, and the classes of the polynomial time hierarchy in place of C, and the functions bounded in length by polynomials or by logarithms in place of F. More precisely, the class PO& contains all functions h from fV into r* such that [h(n)1 is bounded by a polynomial in n, and the class log contains all functions h from N into r* such that Ih( is bounded by c. log IZ for some constant c.
POLYNOMIAL TIME SELF-REDUCIBILITY STRUCTURES
In this section self-reducibility structures defined by polynomial time machine are considered. The notion studied in [2] , defined below, is denoted here ldq-selfreducibility, which stands for "length-decreasing queries." We recall next two facts from the mentioned reference, regarding the complexity classes that bound the region where ldq-self-reducible sets may exist, which are P and PSPACE. Then we define wdq-self-reducibility, which stands for "word-decreasing queries," and prove analogous facts for this structure. The region where wdq-self-reducible sets may exist is exponential time; the fact that this region is broader than PSPACE allows us to show that not all the sets in E possess this self-reducibility structure; the analogous statement for ldq-self-reducibility is currently open, even under the assumption P # PSPACE. Essentially, this concept corresponds to the definition of self-reducibility proposed in [18] , the difference consisting in that the condition on the queries is expressed there by requiring that the machine only asks queries smaller than the input in a (fixed) partial order satisfying some natural conditions, namely:
DEFINITION. A set
(a) If x is smaller than y then 1x1 < p( I yl) for some polynomial p. (b) It is decidable in polynomial time whether x is smaller than y. (c) Every decreasing chain is bounded in length by a polynomial of the length of its maximum element.
Our definition captures the main self-reducible sets (such as some NP-complete, co-NP-complete, and PSPACE-complete sets). The more general definition, in turn, is invariant under polynomial time isomorphism and is required in some particular applications of the concept.
The following properties of the ldq-self-reducible sets are known (see [2] ): Proof. Part (a) is immediate since a machine which never queries any oracle satisfies the condition. Part (b) can be proved by solving the queries recursively, and keeping track of the recursion in a polynomially high stack. To prove (c), argue inductively as follows: since on the empty word no queries are possible, I E A o 1 E B. If A equals B up to length n -1, then all the queries on inputs of length n are answered in the same way in both computations of M under respectively A and B, and therefore A equals B also at length n. This argument can be seen also in [2] . 1
As mentioned above, it is open whether there exists a set in PSPACE which is not self-reducible, even assuming P # PSPACE. Thus, it may be the case that part (b) is actually an equivalence.
The first new polynomial time self-reducibility structure we will study is defined as follows.
DEFINITION.
A set A is polynomial time wdq-self-reducible if and only if there is a polynomial time deterministic oracle Turing machine such that A = L(M, A), and on each input x of length n every word queried to the oracle either has length less than n, or has length n and is lexicographically smaller than x.
Observe that this definition allows exponentially long decreasing chains to exist, but keeps the running time of the self-reducing machine polynomially bounded. Of course, every ldq-self-reducibility structure is a wdq-self-reducibility structure. Parts (a) and (c) of Proposition 4 hold for this definition. Part (b) has to be adjusted :
rf A is wdq-sew-reducible then A E E.
Proof
Given the set An Fn-', the set A nP" can be constructed in time 2"" using the self-reducing machine. Thus, 1x1 many iterations of the construction starting at length 0 allow one to decide membership of x in A in linear exponential time. 1 Proposition 6 was suggested by Jacob0 Toran. Observe that the polynomial time bound on the self-reducing machine could be relaxed to a linear exponential time bound and the result would still hold.
It appears that wdq-self-reducibility corresponds to E much in the same way as lqd-self-reducibility corresponds to PSPACE. It is well known that P # E, since the gap between P and E is large enough to allow the time hierarchy theorem to apply. Moreover, tally sets exist in E -P. In the next result we use this fact to show that the converse of Proposition 6 does not hold.
PROPOSITION.
There is a set in E which is not wdq-self-reducible.
Proof
Consider any tally set TG 0* in E -P. Since for each length n there are no words smaller than O", if T is wdq-self-reducible then it is Idq-self-reducible. But every tally Idq-self-reducible set is trivially in P; hence T is not wdq-selfreducible. 1 Observe also that there exist tally sets in PSPACE -P if and only if exponential space and exponential time differ.
To end this section, we show how to relate wdq-self-reducibility to computations of alternating Turing machines, obtaining wdq-self-reducible sets in the deterministic time classes below E. Recall from [7] 
p rovided that f(n) 3 log n. Thus, we can use universal sets for alternating machines as complete sets for deterministic time classes. A technical problem arises: in order to decide the universal set within ASPACE(O(f )), alternating machines with arbitrary alphabets must be simulated on a fixed alphabet. We introduce the following notion to overcome this problem: for a given alternating machine M which uses space f(n) and with tape alphabet of cardinality c, we say that M uses normalized space c. f (n).
DEFINITION.
Letfbe a time-constructible function. We denote Kfthe following universal set : KY= { (m, 0", M, 1) 1 M is an alternating machine, I is a configuration of M, and M starting at I accepts in alternating time m and alternating normalized space f( n ) > .
We assume as a technical detail that the tupling encodes the number m in the most significant bits of the tuple, so that the word coding (m, 0", M, 1) is always lexicographically smaller than the word coding (m', 0"', M', Z') when m < m'.
For appropriate functions f; the set K, is complete in a deterministic time class, and furthermore exhibits a self-reducibility structure. We prove it for the case of K~i,, obtained for the linear space bound f(n) = n.
LEMMA.
The set K,in defined as above for linear normalized space bounds is wdq-self-reducible, and is polynomial time m-complete for the classes E and EXPTME.
Proof
The self-reducibility structure is inherited from the alternating computations corresponding to the machine M; it can be described as follows: on input This set can be decided in linear alternating space since the simulation of normalized space can be carried out with a fixed alphabet; therefore it is in E = ASPACE [7] . Completeness for E follows from the following reduction: if M is an alternating linear space machine, and Z(x) denotes the initial configuration of M on input x of length n, then x is accepted by M if and only if (2'", O'", M, Z(X) ) is in Klin, where the constant c (dependent on 44) takes care of the normalization of space. It has been shown by padding techniques that every set that is polynomial time m-complete for E is also polynomial time m-complete for EXPTZME. 1
Considering other sublinear functions in place off, wdq-self-reducible complete sets can be found for other deterministic time classes below E. The argument is entirely analogous. For instance, such complete sets exist for DTZLWE(~~("'~")) using f(n) = log2 n, and for DTZME(n"("("') ), where s(n) is any unbounded function such that f(n) = (log n) 's(n) is time-constructible. We will use these sets in the next section.
POLYNOMIAL ADVICE CLASSES
This section is devoted to obtaining results from the definition of wdq-selfreducibility regarding the interconnection between uniform and nonuniform complexity classes, in particular those defined by polynomially long advice. Our aim is to find a framework in which parts (a), (b), (c), and (d) of Theorem 1 appear as natural consequences of more general facts about self-reducible sets.
In [2] , the following result is shown: Both statements follow from Theorem 11 by taking SAT and QBF respectively for A, and using the facts that if C, = C, then PH = C,, and that C, is closed under m-reducibility.
THEOREM. Zf A E zi/poly and
The key point now is that Theorem 11 carries over to wdq-self-reducible sets. Moreover, membership in PSPACE/poly is a meaningful condition for wdq-selfreducible sets, and we can extend the result to this nonuniform class. which is a Ci + 2 predicate since B is Xi. (b) It is very similar. Now membership in A can be expressed as: x is in A if and only if there is a polynomially long advice string y which is correct for A up to length 1x1, such that (x, v) E B, where B is now in PSPACE. The fact that y is correct for A up to length n can be tested in PSPACE by the same universal predicate as before using M' and the PSPACE algorithm for solving the queries to B. Cycling through all the polynomially long advices until finding a correct one and using it to decide membership in A yields a polynomial space decision procedure for A. [ Using this result, we will get results from the existence of wdq-self-reducible sets in deterministic time classes proved in the previous section.
14. THEOREM. Let F be a family offunctions such that DTIME(F) has wdq-selfreducible complete sets. Then :
(a) DTIME( F) G Z,./poly implies DTIME(F) c C, + z. (a) Zf EXPTZME G P/poly then EXPTIME G z2 n 17,.
(b) Zf EXPTIME E PSPACEJpoly then EXPTIME E PSPACE.
Note that right to left inclusions in the right-hand sides are immediate, and therefore the corresponding inclusions are actually equalities. Also note that Corollary 12, proven in [2] using the same principle for ldq-self-reducibility, can be seen also as a consequence of Theorem 13, since ldq-self-reducibility implies wdq-self-reducibility.
Thus, parts (a) to (d) of Theorem 1 follow uniformly from Theorem 13.
We can present now other classes to which Theorem 14 applies. An immediate case is E. Indeed, all the classes appearing in the previous corollary are closed under polynomial time m-reducibility, and EXPTZME is the closure of E under the same reducibility. Thus, E c P/poly implies EXPTZME E P/poly, and the corollary holds for E as well as for EXPTIME. Other classes for which we get such results can be found following the same guidelines, recalling the discussion following Lemma 10 ; an example could be :
COROLLARY.
Zf DTZME(n"('Og")) c P/poly then DTIME(n"""g")) c 2, n II,, and tf DTZME(n"('og") ) c PSPACElpoly then DTIME(n"""g"') c PSPACE.
To end, we show how to obtain the consequence P # NP as in Theorem 1 (d) from weaker hypothesis.
Let E(n) be a nondecreasing unbounded function such that (log n) . e(n) is time-constructible, and such that DTZME(n"'"') #P (such functions JO.!& L.BALCAZAR can be obtained as in the time hierarchy theorem). Zf DTZME(n"'"') is included in P/poly, then P # NP.
Proof: By Theorem 14, under these hypothesis, DTZME(n"'"') is included in C,. Therefore P # C,, which implies P # NP. I Note that E(n) can be as small as desired, given DTZME(n"'"') # P. Hence, the hypothesis "DTZME(n"("') is included in P/poly" can be read as "a polynomially long advice saves computation time." The corollary shows that if this is the case, then P # NP.
LOGSPACE SELF-REDUCIBILITY
Some technical concepts are required for setting up a concept of self-reducibility in logarithmic space. We are going to present the appropriate model of oracle Turing machine, which is based on a property similar to a characterization given in [19] of certain nondeterministic oracle machines. The property that identities our model is that all the queries are small variations of the input; more precisely, every query is equal to the input in all but the last logn symbols, where n is the length of the input.
Let us motivate this machine model, by explaining why more natural definitions present important drawbacks. If we look for a definition of logspace selfreducibility, determinism and log work space are clearly out of discussion; but the way of bounding the oracle tape raises some problems, as can be expected by those readers aware of the discussions regarding these issues.
Indeed, a logspace self-reducing machine in which the oracle tape obeys the space bound does not furnish any structure in the accepted set, since a set defined by such a self-reduction procedure is already in DLOG. To see this, consider a machine that simulates the self-reducing machine, and when a query is made pushes the configuration onto a stack and starts solving the query; when a final state is reached with nonempty stack, it pops the stack and continues with oracle answer in accordance with the final state, and when a final state is reached with empty stack it stops in the corresponding state. The space required for the stack decreases very fast, since each query is logarithmically smaller than the previous one and thus the computations on a query are made in a logarithmically smaller space. If the space for the outermost computations is log n, then the space needed for the remaining part of the stack is less than (log log n)*, which is asymptotically smaller than log n. Thus a constant factor compression of tape yields a DLOG decision algorithm.
On the other hand, if the oracle tape is not bounded then PSPACE-complete sets can be obtained. This is easy to see from the self-reducibility structure of QBF, in which the queries are constructed scanning and copying the input, substituting a constant for one of the variables; to identify which one, its index can be stored in logarithmic space.
The reason behind this problem is that the actual amount of resources used by the self-reduction procedure is in some sense less important than the mathematical structure enforcing its finiteness. Let us informally speak of the "depth" of a preorder on I'* as the maximum length of its descending chains, as a function of the size of the maximum word in the chain; and of the "size" of a preorder as the number of elements smaller than a given one, as a function of the size of this one. Then, as the QBF example shows, logarithmic work space self-reducibility is enough for reaching PSPACE-complete sets, provided that the query condition gives a "polynomial depth" of the recursion. Comparing with the wdq-selfreducibility, we see that while a polynomial depth preorder corresponds to polynomial space, an "exponential size" recursion tree yields somehow E-complete sets, and therefore it is natural to suggest that a "polynomial size" preorder be used for the sets in P. However, as the first example shows, plainly bounding the length of the queries by a logarithm is not enough. The reason is that in this case the polynomially many elements that can be queried on each input of length n are just the words of length at most log n: the same set for all the exponentially many words of that length! A more flexible structure is needed, in which it should be possible that the recursion tree depends substantially on the input. Thus the model to consider next is the model described above, in which queries are equal to the input in all but the O(log n) last symbols. Without loss of generality, we can restrict our self-reducing machines to modify only the last log n symbols by assuming a large enough query tape alphabet.
Another view of this model, which will become clearer after the examples presented in Propositions 25 and 27, is the following: the input consists of two parts, a main data structure and a fixed number of elements of it, given in some sense by logarithmic length pointers; then the queries consist of the same main data structure, which is invariant in the whole-self-reduction tree, and different pointers coded in the logarithmically long varying section. Still another very informal view, which we use just to motivate the name, is that the machine can be thought of as somebody that is given a standard sentence, learned by heart, which allows him to start speaking, leaving his natural silent state, in order to ask afterwards for a very small piece of information. Thus we call them shy machines. The following notation will be useful for the formal definition.
Notation.
Let x and w be words such that IwI = loglxl. We denote sub(x, w) the word resulting from substituting the word w for the last loglxl symbols of x.
Notice that sub(x, w) is a word of the same length as x, and that they can be compared according to the lexicographic criterion.
DEFINITION.
A shy machine is a logspace oracle Turing machine, with no bound on the oracle tape, such that on input x every query is of the form sub(x, w) for some w of length loglxl.
A point that should be observed is that on input sub(x, w) the queries made by M are themselves again of the form sub(x, u), since sub(sub(x, w), u) = sub(x, u).
We define next logarithmic space self-reducibility in terms of shy machines. The self-reducibility structure is enforced to be well founded via a restriction analogous to that of the "word decreasing queries" self-reducibility proposed in Section 2, in the sense that we use a lexicographical comparison in the condition on the queries. 20. DEFINITION. A set A is self-reducible in logarithmic space (logspace selfreducible for short) if and only if there is a logarithmic space shy machine M such that A = L(M, A), and on every input x every word queried by M is lexicographitally smaller than x.
The following properties correspond to Proposition 4 for the new definition. They locate logspace self-reducible sets and state the uniqueness of the self-reducible set defined by a given shy machine M, respectively.
PROPOSITION. (a) Every set in DLOG is logspace seljlreducible. (b) Every logspace self-reducible set is in P.
ProoJ Part (a) is immediate, since a logspace machine that does not query is a shy machine and observes whichever condition is required on the queries. Part (b) can be shown in a similar way as Proposition 6, cycling in lexicographic order through all the polynomially many words of the form sub(x, u). 1
The uniqueness of the self-reduced set can be shown separately for each length. This fact will be useful later on, and can be proven by the same argument as in Proposition 4(c). 22 . PROPOSITION. Let M be a shy machine which always queries words smaller than the input in the lexicographical order, and let A = L(M, A). Let B be a set of words, all of them of length n, such that for every word x of length n, x is in B if and only if x is in L(M, B). Then B is precisely the subset of all the words of length n in A.
Observe that the argument for each length is independent of the other lengths due to the fact that shy machines always query words of the same length as their input. The consequence is the uniqueness of the full self-reduced set of the machine: We show next that logspace self-reducible sets exist; our examples are quite natural encodings of complete sets for certain complexity classes.
24. DEFINITION. Let AGAP (standing for acyclic graph accessibility problem) be the set of all words of the form G #s# t, where G encodes an acyclic graph, s and t are nodes of G, and there is a path in G leading from s to t. We require further that the nodes are labeled according to a topological sort in such a way that the label of each node is a number of length log IG #s # tl.
Note that the requirement of G being an encoding of a graph topologically sorted only means that the numbering of the nodes is such that the source of each edge has a number smaller than its target: this can be tested easily in logspace and implies acyclicity, so AGAP is in NLOG. Using standard techniques, it is not difficult to see that AGAP is complete for NLOG under logspace reductions. (In order to obtain an acyclic graph, start from a NLOG machine that counts the number of steps performed during its computation: this gurantees absence of loops.) 25 . PROPOSITION. AGAP is logspace self-reducible.
Proof
On input G# s# t, if s is a predecessor of t in G then accept, otherwise query the oracle about all the words G#s# t', where t' is a predecessor of t in G. If the alphabet is appropriately chosen, the queries have the required form for a shy machine, and the topological sort implies that the queries are smaller than the input. Clearly logspace s&ices. 1
Our next example is a particular encoding of the circuit value problem.
DEFINITION.
Let CVP (standing for circuit value problem) be the set of all words of the form u# C# g, where u is a binary string, C is an encoding of a fan-in 2 boolean circuit with IuI inputs, and g is a gate of C, which we designate as output gate, and which takes value 1 on input u. We require that each gate is labeled by a number of length log Iu # C# gl, and that the label of each gate is greater than the labels of its two input gates.
It can be seen that CVP is complete for P under logspace reductions [ 151. Our requirements about the encoding are irrelevant for the proof. We have the following property.
PROPOSITION.
CVP is logspace self-reducible.
Proof
It is similar to the previous one, but the self-reducibility is no longer disjunctive. On input u# C# g, if g is an input gate then check the corresponding symbol of u; otherwise, let g, and g, be the gates that are inputs to g, query the oracle about u#C#g, and u#C#g, to obtain their respective values, and apply to the answers the boolean function corresponding to gate g. For an appropriate alphabet the queries have the form needed by a shy machine, and the requirement on the numbering guarantees that they are lexicographically smaller. i
The self-reducibility of these sets will be used in the next sections. Other logspace self-reducible sets are presented in Section 7.
DETERMINISTIC LOGSPACE WITH ADVICE
In this section we show a property of logspace self-reducible sets which yields as particular cases parts (e) and (f) of Theorem 1. It is very similar to the properties of self-reducible sets presented in previous sections. This property is stated as follows :
28. THEOREM. Let A be a logspace self-reducible set. If A E DLOGJog then A E DLOG.
Proof We show how to decide A in deterministic logarithmic space. The algorithm just cycles over all possible advices of the appropriate length, searching for a correct one, and when found it uses the DLOG algorithm with this advice. The self-reducibility structure is used to check the correctness of each possible advice.
More formally, let A = L(M, A), where M is a shy machine which witnesses the logspace self-reducibility of A. Further, let 44' be a logspace machine and let h be such that VX (x~A*(x,h(lxl)>~L(M'))
given by the fact that A belongs to DLOG/log. Without loss of generality we assume that the alphabet is large enough so that Ih( = log n. We say that an advice w of length log n is correct for Now we can easily derive part (e) of Theorem 1 as announced. Just apply Theorem 28 to the set AGAP, which was shown in the previous section to be logspace self-reducible and NLOG-complete.
29, COROLLARY.
If NLOG s DLOGllog then NLOG = DLOG.
Similarly, Theorem 28 can be applied to CVP, yielding the following:
30. COROLLARY.
If P E DLOGJlog then P = DLOG.
It is easy to see that in Theorem 28 the class DSPACE(logk n) is substituted for DLOG (keeping the advice logarithmically bounded) the proof carries through. This yields as a corollary of part (f) of Theorem 1.
COROLLARY.
For every k, if P z DSPACE(logkn)/log then P c DSPACE(logk n).
NONDETERMINISTIC LOGSPACE WITH ADVICE
The results in the previous section indicate that for classes having a complete logspace self-reducible set, being included in nonuniform logarithmic space amounts to being included in the corresponding uniform class DLOG; i.e., the advice is in some sense useless. It is natural to wonder whether a similar result can be obtained under the hypothesis that P is included in nonuniform nondeterministic logarithmic space: is it possible again to "get rid of" the advice and show an equality with the corresponding uniform class?
In this section we prove a theorem that allows one to obtain precisely this result, thus completing in some sense the "map" of implications between the uniform and nonuniform classes P, NLOG, and DLOG. The proof is similar to that of Theorem 28, and requires the use of the complement closure theorem [ 12,211 and of a consequence of it: the collapse to NLOG of the logarithmic space hierarchies. which exist since A E NLOG/log. Again, we assume that the alphabet is large enough so that [h(n)/ = log n. The notion of correct advice for a given word x is defined exactly as in the deterministic case:
Corr(x, w): Vu (sub(x, U) EA -(sub(x, u), w) E L(W)).
We claim that the predicate Corr(x, w) can be tested in nondeterministic logspace. We will do this by considering the following deterministic logspace oracle machine M" : input(y, w>; simulate M on y, on query z, query (z, w ).
This machine is designed to use L(M) as oracle. We show our claim by proving the following equivalence : Conversely, if the right-hand side of (*) holds then the set of words sub(x, u) such that (sub(x, u), w ) E L(W) is consistent with the self-reducing machine M. By an inductive argument as in the proof of Proposition 4(c), restricted to the words sub(x, u), we obtain that sub(x, U) E A o (sub(x, u), w) E L(W), and therefore w is correct for x. This proves the claim that correctness can be decided in NLOG. Now it is immediate to prove the theorem: on input x, guess a correct advice w, check its correctness in NLOG, and use it to decide whether x E A by simulating M' on (4 w>. I
In the same manner as in the preceding section, this theorem can be applied to CVP : 34, COROLLARY.
If P E NLOG/log then P = NLOG.
Once more, the proof carries through if a class of the form NSPACE(logk n) is substituted for NLOG (but again keeping the advice logarithmically bounded). We obtain :
COROLLARY.
For every k, if P c NSPACE(logkn)/log then P s NSPACE(logk n).
REDUCIBILITY TO CONTEXT-FREE LANGUAGES
As interesting class contained in P is the closure of the class of context-free languages under logspace m-reducibility, denoted LOG(CFL), which has been recently shown to be closed under complements [6] . Its analog class for the deterministic context-free languages is LOG(DCFL). They have been characterized in [20] in terms of multihead pushdown automata and logspace polynomial time auxiliary pushdown automata. Their relationship to the logspace complexity classes is obviously related to the open question of whether context-free languages can be decided in logarithmic space. We show here that languages in these classes can be captured by certain logspace self-reducible sets, and therefore results like Corollaries 30 and 34 can be obtained for them.
Our results are based on a smart technique presented in [S], which is based in turn on the decision procedure for context-free languages of [l]. Reference [8] applies this technique to auxiliary pushdown automata. Although we apply it to pushdown automata as in [ 11, we follow the approach of the former since it is closer to our goal: we want to make apparent the logspace self-reducibility structure underlying the technique. For the proof of our main theorem in this section we will require the following two lemmas.
LEMMA.
(a) There is a pushdown automaton M,, with no Il-transitions, which accepts by empty store, such that L(M,) is complete for LOG(CFL) under logspace m-reducibility.
(b) There is a deterministic pushdown automaton M2, with no A-transitions, which accepts by empty store, such that L(M,) is complete for LOG(DCFL) under logspace m-reducibility.
Proof. (a) The hardest context-free language of Greibach [lo] does not contain the empty word and is complete under homomorphism for the class of context-free languages that do not contain the empty word; therefore it is logspace m-complete for LOG(CFL). By a known result of automata theory (see [ 11, Theorem 5.5 .1]), it is accepted by empty store by a pushdown automaton with no i-transitions.
(b) In [20], a deterministic context-free language is exhibited that is logspace m-complete for the class of deterministic context-free languages (Lemma 8 and proof of Lemma 9 of [20], see also footnote in p. 413). Also, in the same reference, it is shown (Lemma 7) that every deterministic context-free language is logspace m-reducible to a deterministic context-free language recognized by empty store by a deterministic pushdown automaton with no A-transitions. Our claim follows from the transitivity of the logspace m-reducibility. 1
Let AuxPDA,,(log) denote the class consisting of those sets decidable by nondeterministic logspace auxiliary pushdown automata in polynomial time and, similarly, AuxDPDA,,(log) for deterministic logspace auxiliary pushdown automata.
37. LEMMA. The following equalities hold: LOG( CFL) = AuxPDA,,(log) LOG(DCFL) = AuxDPDA,,(log).
We omit the proof; it is Theorem 1 in [20]. Now we present our main theorem of this section. For closely related material and analogous notation and properties, see the proof of Theorem 1 of [S], part (b) implies (c).
THEOREM. Let M be a pda with no A-transitions which accepts by empty store. There is a set A E LOG(CFL)
which is logspace self-reducible, such that L(M) E DLOG(A). Furthermore, if M is deterministic then A E LOG(DCFL).
The proof requires development of some definitions and notation. Given the pushdown machine M as in the theorem, a surface configuration of M on input w is a triple ( p, q, Z); p is the position of the input tape head, q is a state of M, and Z is the top symbol in the pushdown. A pair of surface configurations P, Q is realizable if and only if there is a partial computation of M on input w starting at a configuration c1 corresponding to surface configuration P, ending at a configuration c2 corresponding to surface configuration Q, and such that the height of the pushdown is the same in c, and in c2, and during that computation this height never drops below this threshold. Note that realizability depends on the input.
We encode pairs of surface configurations on input w as strings of length log 1 WI over a large enough alphabet. We assume that this encoding is such that the following condition holds: if in surface configuration Ql the input tape head is scanning a symbol strictly at the left of the symbol scanned in surface configuration Q2, then the encoding of the pair (P, , Q, ) is smaller in the lexicographic ordering than that of (P,, Q2) for every P,, P,. This is attained by encoding the position of the tape head in component Q into the most significant digits of (P, Q ).
The key to the self-reducibility structure is given by the following definition [8] .
39. DEFINITION. Pairs (P,, Q,) and (P2, Q2) yield pair (P3, Q3) if and only if P, = P3 and either:
(i') Q1 = P, and M goes in one step from Q2 to Q3 without changing the pushdown, or (ii) M goes in one step from Q1 to P, pushing a symbol Z, and M goes in one step from Q2 to Q, popping the same symbol Z.
The core of the proof is in our next lemma.
LEMMA.
Starting from all identity pairs (P, P> and interating the "yield" relation, exactly the set of all realizable pairs is obtained.
Proof. Identity pairs are clearly realizable, and the definition of the "yield" relation implies that realizable pairs always yield realizable pairs. Conversely, suppose that the pair (P, Q ) is realizable via a computation P = PI, P2, . . . . P, = Q. If t = 1 then P = Q and the pair is a base identity pair. Assume that t > 1 and, inductively, that computations shorter than t can be obtained by the "yield" relation. If the transition from P,+ I to P, does not change the pushdown, since we can assume by induction hypothesis that (P, , P, _ I ) has been obtained from the "yield" relation, part (i) yields (P, Q). The definition of realizability prevents the transition from P 1-l to P, from being a pushing move; thus, assume that the pushdown is popped, and consider the first pushing move in the partial computation, say from P, to P r+l. Inductively, (PI, Pi) and (Pi+I, P,pl) are realizable and therefore can be obtained from the "yield" relation. Applying part (ii) of the definition of "yield" gives (P, Q>. I Of course, in order to decide whether two pairs yield another the input must be known. An important point in the previous proof is that every realizable pair (excepting identity pairs, of course) can be obtained by applying the "yield" relation to pairs having strictly smaller encodings, due to the fact that the pushdown machine M has no l-transitions.
We are now ready to prove Theorem 38.
Proof (Of Theorem 38). The set whose existence is asserted in the statement is the set A formed by all the words of the form w # (P, Q ), such that on input w the pair (P, Q ) is realizable.
A={w#(P,Q)Ioninputwthepair(P,Q)isrealizable}.
We show that the theorem holds. To see that A E LOG(CFL), we argue that A is accepted in linear time by a logspace AuxPDA, which on input w # (P, Q ) sets up itself on configuration P and simulates M, keeping in a counter the height of the stack, and checking that Q is reached with no extra symbols left on the stack. By Lemma 37, A E LOG(CFL). Moreover, if M is deterministic then the AuxPDA is deterministic also, and therefore A E LOG(DCFL).
To see that A is logspace self-reducible, we take advantage of the characterization given by the "yield" relation. Consider a shy machine that on input w# (P, Q) accepts if P = Q, else searches for smaller pairs that yield w # (P, Q ) and queries the oracle to find whether they are realizable. It is easy to see that the queries have the right form ; its correctness follows from Lemma 40. Proof: Apply Theorem 38 to the pushdown automata described in Lemma 36 to obtain logspace self-reducible sets complete respectively for LOG( CFL) and LOG(DCFL).
Then the results follow from Theorems 28 and 33. 1
As a final remark, notice that this result does not say that if context-free languages can be decided by nonuniform logspace models then they can be decided by uniform logspace models: the hypothesis required is that the whole class LOG(CFL) is included in DLOG/log. The reason why the proof does not work from a weaker hypothesis, like the context-free languages being in DLOG/log, is that this second class is not closed under logspace reducibility, since each advice is valid for only one length and a reducibility may map the words of a given length to words of polynomially many different lengths. Therefore the membership of context-free languages in DLOG/log does not guarantee membership in the nonuniform class of the logspace self-reducible complete set for LOG(CFL).
CONCLUSIONS
This work was based on the definition of polynomial time self-reducibility, which we have called here ldq-self-reducibility since it is characterized by queries that decrease in length. This definition was useful as a tool to study structural properties of sets between P and PSPACE. We have developed two new notions of selfreducibility. The first one is wdq-self-reducibility, where queries are only required to decrease in the lexicographic ordering, and gives a definition which captures sets in E, thus possibly out of PSPACE. The second one corresponds to logspace selfreducibility, and is refined enough to discriminate among sets in P; this definition required to develop an appropriate model of oracle machine. We have demonstrated that the most interesting properties of Idq-self-reducible sets in nonuniform classes hold as well, for appropriate classes, for these two new forms of selfreducibility.
Thus, our definitions allow one to obtain known and new consequences in the comparison between uniform and nonuniform classes. Using wdq-self-reducibility, we obtain a general property from which all the statements of Theorem 1 that correspond to polynomial advice classes follow uniformly; among them, ttio properties that were derived in [2] from the similar property for ldq-self-reducible sets. Other new consequences are obtained for other complexity classes.
Using logspace self-reducibility, we obtain similar but stronger general properties, so that if a nonuniform model corresponding to deterministic (resp. nondeterministic) logarithmic space is able of deciding logspace self-reducible sets then the nonuniformity capability can be "switched off," and equalities such as P= DLOG or P= NLOG follow. Similar results compare NLOG to DLOG, LOG(CFL) and LOG(DCFL) to NLOG and DLOG, and P to DSPACE(logk n) and to NSPACE(logk n). Therefore parts (e) and (f) of Theorem 1 are also obtained among other results. Comparing both definitions, we see that we have two properties similar in spirit, one of them appropriate to work between P and E and the other one appropriate to work in classes below P.
It is also interesting to compare the three definitions of self-reducibility, and the complexity classes to which they correspond, from the point of view of the mathematical structure of the preorder than ensures the well-foundedness of the series of recursive calls. Bounded space classes such as PSPACE correspond to (polynomially) bounded depth preorders, while bounded time classes such as P and E correspond to (polynomially, resp. exponentially) bounded size preorders, in the sense indicated in Section 4. The most peculiar point is that, for the natural uses of these notions, the resource bounds of the self-reducing machine appear to be much less relevant than the well-foundedness structure. The fact that logarithmic work space suffices to self-reduce PSPACE-complete sets is curious, but it can be superseded by the fact that, under appropriate encodings, even EXPTZME-complete sets such as those of Lemma 10 seem to be wdq-self-reducible via logspace machines. It even could make sense to fix some very strong resource bound to the self-reducing machines, such as logarithmic work space, and impose various reasonable bounds on either the depth, the size, or both, of the preorder corresponding to the wellfoundedness of the recursive structure, to check whether in this way self-reducibility structures corresponding to each of the natural complexity classes are found. The author has pursued this line of research for some small steps, finding no really interesting new results, but possibly a greater development would be worhtwhile.
From all the parts of Theorem 1, two of them remain that do not follow from the results reported here. The original proof uses the round-robin tournament method, that as we have shown is not intrinsically necessary for the other uses it had. The remaining parts correspond to logarithmic advice and classes in the ldq-selfreducibility realm. A forthcoming work [4] will show a theorem stating a principle such as those presented here, and relating ldq-self-reducibility to log advice classes. From it, these two parts of Theorem 1 will follow, again among new results, and it will be argued that it subsumes the round-robin tournament method, finally answering in the positive Mahaney's question.
