The problem of eliminating variables from a set of polynomial equations arises in many symbolic and numeric applications. 
Wu-Ritt method.
In practice, resultant based algorithms have been shown to be most effectice for certain applications.
The result ant of a set of polynomial equations can be expressed in terms of matrices and determinants and the bottleneck in its comput ation is the symbolic expansion of determinants.
In this paper we present interpolation based algorithms to compute symbolic determinants.
The main char- In the rest of the paper we use upper case bold face letters to denote matrices and lower case bold face letters to represent l-dimensional vectors. All the other symbols represent scalar variables.
Linear Algebra
Algorithms for resultant computation deal with matrices and determinants.
As a result, we utilize many properties from linear algebra for efficient resultant computation.
In this section we review some techniques from linear algebra and use them 
We will represent this linearization as PA + Q. The determinant of CL (~) = PA+ Q corresponds exactly to the determinant of L(A). At each step perform a corresponding operation is performed on Q.
As a result the determinant of PA + Q remains a constant, where P and Q are updated with row operations (like Gaussian elimination).
After the row operations P and Q are of the form
where PI and Q1 are square matrices of order nl, P2
and Q2 are matrices of order nl x n -nl. Moreover, Q4 and the corresponding null matrix in P are square matrices of order n -nl.
Let us consider the case when Q4 is a singular matrix.
As a result, we construct the matrix R =
[Q3Q41Of order nl x n. Using row operations find the rank of R. Let the rank be r and represent its submatrix structure as where Q; is a non-singular square matrix of order r. In the case nl > 0, r = O, PA + Q is a singular matrix. The rest of the algorithm analysis involves reorganizing the submatrices P and Q, such that P 1 and Q 1 are square matrices of order n -r. The resulting system is similar to P and Q is (4), such that Q4 (which has order r after these row operations and readjustment of elements in the submatrices) is nonsingular.
Given P and Q corresponding to (4), the determinant of PA + Q is equal to determinant of
In case, G1 is non-singular, the problem can be reduced to an equivalent companion matrix, otherwise the above algorithm for computing a companion matrix of a system of the form PA + Q can be used recursively by substituting G1 and G2 for P and Q, respectively. The fact that G1 and G2 are matrices of order less than n implies that the algorithm terminates after a finite number of steps.
The complexity of this step can be as high as 0(n4) in the worst case. However, such inst ante are very rare in practice and for most cases its complexity is bounded by 0(n3).
We will use this bound in the rest of the analysis. where p = max(n, din). In the event di = n, q = (n + I)m -1 and the overall running time is 0(nm+2 + nzm-l).
In Macaulay's, Sylvester's and some of Dixon's formulation of resultants, each entry of the matrix is a linear polynomial in the coefficients of the given system of equations. As a result we express M as
where Ml is a numeric matrix and entries of~are polynomials in yl, . . . , Y~-1. We either multiply fi by Ml-l or use the transformations presented in the previous section to reduce it to characteristic polynomial computation problem.
Since computing the characteristic polynomial involves a constant factor as compared to determinant, we have reduced the symbolic complexity by one variable.
Sparse Interpolation
The dense interpolation algorithm is practical for small values of m (upto three or four). This is due to the fact that q is of the order of d~. Furthermore, the determinant, F(yl, . . . . ym ), maybe a sparse polynomial.
To circumvent these problems Manocha and tant is a polynomial of the form R(x, y, z, A). Let us express the resultant as a polynomial in A and say the coefficient of the lowest degree term is P(z, y, z). We are only interested in P(z, y, z) as opposed to the entire polynomial R(x, y, z,~). P(z, y, z) can be decomposed as P(x, y, z) = F(z, y, z)G(z, y), where F'($, y, Z) is the implicit equation and G(x7 y) corresponds to the projection of seam curves (images of base points) [MC92] . Given a prime p, the comput ation of F'(x1 y, z)modp using dense interpolation algorithm takes about 1180 sec. on an IBM RS/6000 for a bicubic parametrization with base points [MC92] . Using the improved interpolation algorithms presented in Section 3, computation of P(z, y, z)modp takes about 58 sec. on IBM RS/6000 for the same parametrization. Thus, we see a speed-up of 20.5 by using algorithms presented in this paper over the earlier algorithm based on resultants and multivariate interpolation. s
