The urgently growing number of security threats on Internet and intranet networks highly demands reliable security solutions. Among various options, Intrusion Detection (IDSs) and Intrusion Prevention Systems (IPSs) are used to defend network infrastructure by detecting and preventing attacks and malicious activities. The performance of a detection system is evaluated using benchmark datasets. There exist a number of datasets, such as DARPA98, KDD99, ISC2012, and ADFA13, that have been used by researchers to evaluate the performance of their intrusion detection and prevention approaches. However, not enough research has focused on the evaluation and assessment of the datasets themselves and there is no reliable dataset in this domain. In this paper, we present a comprehensive evaluation of the existing datasets using our proposed criteria, a design and evaluation framework for IDS and IPS datasets, and a dataset generation model to create a reliable IDS or IPS benchmark dataset.
Introduction
heavy anonymization to remove any information which could identify an individual IP [20] .
CDX (United States Military Academy 2009):
The CDX dataset shows how the network warfare competitions can be utilized to generate modern day labeled dataset. In this dataset common attack tools namely Nikto, Nessus, and WebScarab have been used by attackers to carry out reconnaissance and attacks automatically. Benign traffic includes web, email, DNS lookups, and other required services. CDX can be used to test IDS alert rules but it suffers from lack of traffic diversity and volume [12] .
Kyoto (Kyoto University -2009):
This dataset has been created using honeypots, so there is no process for manual labeling and anonymization, but it has limited view of the network traffic because only attacks directed at the honeypots can be observed. It has ten extra features such as IDS Detection, Malware Detection, and Ashula Detection than the previous available datasets which are useful in NIDS analysis and evaluation. Since normal traffic is simulated repeatedly during the attacks and only produces DNS and mail traffic data, which does not reflect real world normal traffic, there are no false positives. False positives are important as they minimize the number of alerts [13] [14] [15] .
Twente (University of Twente -2009):
To create this dataset, three services OpenSSH, Apache web server and Proftp using auth/ident on port 113 were installed to collect data from a honeypot network using netflow. Some sideeffect traffic such as auth/ident, ICMP, and irc traffic which are not completely benign or malicious are generated. Moreover, it contains some unknown and uncorrelated alerts traffic. This dataset is labeled and is more realistic but the lack of volume and diversity of attacks is an obvious shortcoming. [5] .
UMASS (University of Massachusetts -2011):
The dataset includes trace files which are network packets and some traces on wireless applications [26, 28] . It has been generated using a single TCP-based download request attack scenario. The dataset is not useful for testing IDS and IPS techniques due to the lack of variety of traffic and attacks [27] .
ISCX2012 (University of New Brunswick -2012):
This dataset was generated by a dynamic approach and the authors present a good guideline for generating realistic and useful IDS evaluation datasets. Their approach consists of two parts namely Alpha and beta profile. The Alpha profile carries out various multistage attack scenarios to stream the anomalous segment of the dataset. While the Beta profile, which is the benign traffic generator, generates realistic network traffic with background noise. Real traces are analyzed to create profiles to generate real traffic for HTTP, SMTP, SSH, IMAP, POP3, and FTP protocols. The dataset generated by this approach consists of network traces with full packet payloads and relevant profiles. However, it does not represent new network protocols since nearly 70% of todays network traffics are HTTPS and there are no HTTPS traces in this dataset. Moreover, the distribution of the simulated attacks is not based on real world statistics [1] .
ADFA (University of New South Wales -2013):
To create the ADFA dataset, authors installed Apache, MySQL and Tikiwiki to offer a web service, Database server, remote access and FTP server. This dataset includes FTP and SSH password bruteforce, Java based Meterpreter, Linux Meter-preter payload and C100 Webshel attack vectors. It contains normal training and validating data and 10 attacks per vector [23] . In addition to lack of attack diversity and variety of attacks, the behavior of some attacks in this dataset are not well separated from the normal behavior [24, 25] .
Proposed Framework
Over the years network attacks have evolved from a simple low-scale to a more sophisticated large-scale problem. During this period there has been considerable research and development into attack detection strategies, but only limited research in testing these techniques against realistic data. One of the key reasons was the legal and privacy issues associated with sharing captured data.As a result, the majority of the published works are evaluated by:
Replaying publicly available datasets: One obvious way to test and evaluate a detection system is to replay real attack traffic [2, 4] .
Generating traffic:
Artificial generation would seem to be the only practical way to generate both attack and benign traffic. Unfortunately, both hardware and software traffic generators are far from being ideal for simulating such attacks. Curl-loader is one of the open source tools to generate artificial traffic.
Testbed design strategies:
An essential requirement for deploying synthetic traffic traces is to have an experimental setup and a traffic generation software. There are three commonly used testbed design strategies:
• Simulation: In this method, attackers, targets and network devices are all simulated [6] . NS-2 and Opnet are two examples of network simulators that are used.
• Emulation: It is a step forward in realism over simulation. Real machines are used as attackers and targets, and only the network topology is recreated in software [7] .
• Direct physical representation: In this technique, the desired network topology is built by physically arranging a network of routers, switches, and computers [8] .
The literature reviewed above highlights the shortcomings of various approaches used for building datasets. Although significant studies have been done on IDS dataset generation, little research has been conducted on the evaluation and assessment of IDS and IPS datasets. In proposing a new framework, we have taken into account the evaluation and assessments that have been done. Scott et al. presented three major criteria in datasets: Redundancy, inherent unpredictability and complexity or multivariate dependencies [29] . Heide-mann and Papadopoulos used trace data in research to find common problems that cut across types of data and defined four aspects, namely privacy and anonymization, unavailable type of data such as local-observation or localinference, developing new techniques, and moving target and coverage. They suggested that one of the most important aspects even when some data already exist is continued observation [31] .
Ghorbani et al. discussed the IDS and evaluation criteria of these systems and believe that datasets are valuable assets in this domain. But since there are some issues in the creation of these datasets such as synthetic traffic generation or difficulties in collecting real attack scripts and victim software, all of them suffer from the fact that they are not good representatives of the real world traffic [30] .
Nehinbe outlined an evaluation based on previous work regarding some aspects such as privacy issues, approval from owners, documentation problems, labeling, and anonymity [28] . Shiravi et al. defined evaluation criteria with six aspects: Realistic network, realistic traffic, labeled dataset, total interaction capture, complete capture, and diversity of attacks. They also assessed five previous datasets based on these aspects [1] .
Given the shortcomings of the existing datasets, we believe that a comprehensive and wholesome framework for generating IDS/IPS benchmarking datasets is needed. The following section defines the features of such a framework. All in all, we define eleven features as follows:
1. Complete Network Configuration: Having a complete computer network is in fact the foundation of an offline dataset to represent the real world. Several attacks have revealed their true faces only in a perfect network which has all equipment such as number of PCs, server(s), router, and firewall. So it is necessary to have a realistic configuration in the testbed to capture the real effects of attacks. 2. Complete Traffic: Traffic is a sequence of packets from a source (that canbe a host, router, or switch) to a destination (a host, a multicast group, or a broadcast domain). Based on the traffic generation techniques it is possible to have realistic, pseudo-realistic, or synthetic traffic in a dataset. The pseudo-realistic partially has the real world traffic, such as injecting network attacks into a benign dataset. 3. Labeled Dataset: While a dataset for evaluating different discovery mechanisms in this domain is important, tagging and labeling data are also important. If there are no correct labels, without a doubt, it is not possible to use a dataset and the results of the analysis are also not reliable. For example, in network datasets, only after converting pcaps to netflows it is possible to have reliable labels for flows. But, these are labeled datasets which do not clearly state the name and type of the attacks and only label them as benign or malicious. In other words, it is possible to have unlabeled, partially-labeled, and fully-labeled datasets. 4. Complete Interaction: For the correct interpretation of the results evaluation, one of the vital features is the amount of available information for anomalous behavior. Therefore, having all network interactions such as within or between internal LANs is one of the major requirements for a valuable dataset. 5. Complete Capture: Even in a complete traffic dataset, it is essential to capture all traffic, so as to be able to evaluate the proposed detection systems. It seems some of the datasets capture traffic partially and remove part of the traffic which is non-functional or not labeled. In order to have an accurate evaluation of IDS systems, it is neccessary for the dataset to complete capture. The removal of this traffic which have a significant role in the calculation of the false-positive rate of an IDS system, make the dataset weak. 6. Available Protocols: There are many different types of traffic, some of which are vital for testing an IDS system such as bursty traffic. Bursty traffic is an uneven pattern of data transmission and can cover some protocols such as HTTP and FTP. Interactive traffic includes sessions that consist of short request and response pairs such as applications involving real-time interaction with users (e.g., web browsing, online purchasing). In latency sensitive traffic the user has an expectation that data will be delivered on time such as VOIP and Video conferencing. In Non-Real-time traffic such as news and mail traffics, timely delivery is not important. A complete dataset should have both normal and anomalous traffic. 7. Attack Diversity: In recent years, threats have expanded their scope into intricate scenarios such as application and app attacks. Equation (1) is used for measuring the proposed framework. In this equation, W as a flexibility coefficient is the weight of each feature, which can be defined based on the organization request or type of the IDS system that has been selected for testing. Since we have eleven features in our framework, we have to define eleven W for any scenario. V is the coefficient of each subfactor that can be defined based on experiences or distribution of sub-factors in different scenarios. We have two features with sub-factors: Attacks and protocols. In these features V should be defined for each different sub-factor as well. Similarly, F is the appearance of a specific factor and sub-factor in the dataset that can be binary (0 or 1) or multi-valued.
where n is the number of features and m is the number of coefficients for each factor. In the proposed framework, for two features "attacks" and "protocols" the value of m is 7 and 5 respectively but for the other features m = 1. To better understand the equation, the analysis of two datasets is shown in the next section with a specific value of W and V. Table 1 shows the weaknesses and strengths of eleven available datasets which have been listed and explained in Section 2 based on related documents and research and the proposed new dataset (Section 4); as is evident only the proposed dataset covers all criteria. Some of the features values are not shown because of lack of metadata and complete documentation. In order to apply the proposed framework to each dataset and calculate the score, it is necessary to define the W and V using a realistic scenario. Here we have selected two famous datasets KDD99 and KYOTO, to evaluate the framework. 
Evaluation of Current Datasets
One of the other shortcomings of the available datasets is the distribution of the protocols. The rapid growth of the Internet has changed the protocols distributions deistically hence finding a valid document will be very difficult. As a way forward, we observed the traffic of our research center for one month to find this distribution. For a group of six protocols the usage percentage and distribution was http (10%), https (74%), ssh (2%), ftp (6%), email (1%), and other (7%). So, the V vaules for protocol factor will be [0.1, 0.74, 0.04, 0.08, 0.04]. Table 2 shows the value of the KDD and KYOTO datasets in this scenario which are 0.56 and 0.85, respectively. Figure 1 shows the comparison between KDD and KYOTO datasets based on the binary values from Table 1 and the  scores from Table 2 . 
Generating Reliable Dataset
In this section, we present a systematic approach to generate a realistic IDS dataset. It consist of two components namely B-Profile and M-Profile. The B-Profile is responsible for profiling the abstract behaviour of human interactions and generate a naturalistic benign background traffic. The M-Profile is used to describe and perform attack scenarios. Profiles can be applied to a diverse range of network protocols with different topology, because they represent the abstract properties of human and attack behavior. To have a complete representation of real world network, it is crucial to include gateway, router, switch, servers and PCs in the implemented network.
B-Profile:
To produce benign background traffic, B-Profile is designed to extract the abstract behaviour of a group of human users. It tries to encapsulate network events produced by users with machine learning and statistical analysis techniques. The encapsulated features are distributions of packet sizes of a protocol, number of packets per flow, certain patterns in the payload, size of payload, and request time distribution of protocols. Once B-Profiles are derived from users, an agent or human operator can use them to generate realistic benign events and simultaneously perform M-Profile on the network. Organizations and researchers can use this approach to easily generate realistic data sets; therefore, there is no need to anonymize data sets. As shown in Figure 2 , benign profile models are created in two steps:
• Individual Profiling: The most popular protocols in network traffic are HTTP, HTTPS, FTP, SSH, and email protocols which a rich dataset should contains events from all of them. There are several ways to capture user's activities such as Man In The Middle (MITM), network sniffing, browser and email histories. The input for the first step is the users' behaviours in term of mentioned protocols. Network activities of each user are recorded daily (day and protocol) and a histogram of events with 48 bars (every 30 minutes) is calculated. Figure 3 shows the individual profile of a user for one day.
• Clustering: In the clustering step, individual user profiles are analyzed against other users to create clusters of users with similar behaviour and distribution. In real world scenario, it is impossible to determine the exact number of groups since each group represents one particular abstract behaviour. Therefore, to have a flexible clustering, XMeans clustering algorithm [36] is preferred to other algorithms such as KMeans since it can automatically learn the number of clusters.
One of the influential factors in clustering is the distance function. In some applications choice of the distance function is more important than the clustering algorithm itself [40] . Since individual profiles are time series data, classic distance function such as Jaccard, Euclidean, and Cosine show poor performance in clustering them. We have used Dynamic Time Warping (DTW) [37] for XMeans clustering. DTW is an algorithm for measuring similarity between two given time-dependent sequences and provides a better performance than classic distance functions since the individual profile is a time-dependent profile. DTW is an extension of Euclidean distance that employ a local (non-linear) alignment. Given two time series 
The path is computable by means of dynamic programming with the following formula:
Finally, the centroid of each cluster is calculated and considered to be the abstract behaviour of users in that cluster. To generate traffic from B-Profiles at the start of the day, an agent will randomly select a B-Profile from the available collection of profiles to mimic human behavior. To keep the requests as realistic as possible, a slightly modified web-crawling mechanism is devised to demonstrate the browsing behaviors of users for HTTP and HTTPS. The Agent function is a multi-threaded Python script that can execute requests in parallel. The same procedure can be used for the other protocols as well.
M-Profile:
This section tries to define attack scenarios in an unambiguous manner. In the simplest case, users can interpret these profiles and subsequently apply them. In an ideal case, autonomous agents along with compilers would be employed to interpret and execute these scenarios. Six different attack scenarios are considered, which can cover all of the attack categories listed on [39]:
• Infiltration of the network from inside: In this scenario a vulnerable document viewer should be exploited. First victim receives a malicious document through the email. After successful exploitation, a backdoor will be executed on the victims computer and then the backdoor start to scan the internal network for other vulnerable boxes, and exploit them if it is possible.
• Unsuccessful infiltration of the network from inside: Attacks are not always successful and this issue should be reflected in the dataset to make it more realistic, The following scenario is defined:
• Send an email which contains a malicious URL to the victims on behalf of admin@[...] (using email spoofing) • Exploit a browser vulnerability and get a reverse shell (as a limited user) • Unsuccessfully try to do privilege escalation to elevate current user privilege
• Acquire browser cookies of users for different sites (as we could not acquire administrator user in the previous step) • Get access to victim's accounts through collected cookies Denial of Service (DoS): As DoS is one the prominent network attacks, this attack also should be available in any dataset. In this scenario, HTTP DoS is utilized; there are some tools available which can make web servers completely inaccessible using a single machine. These tools start by making a full TCP connection to the remote server. The tool holds the connection open by sending valid, incomplete HTTP requests to the server at regular intervals to keep the sockets from closing. Since any web server has a finite ability to serve connections, it will only be a matter of time before all sockets are used up and no other connection can be made.
• Collection of web application attacks: In this scenario a vulnerable web application is developed. In the first step, victim website is scanned through a web application vulnerability scanner, then the attacker can conduct different types of web attacks on the vulnerable website (including SQL injection, command injection, unrestricted file upload).
• Brute force attacks: Brute force attacks are common against networks as they tend to break into accounts with weak username and password combinations. The final scenario has been designed with the goal of acquiring different services accounts by running a dictionary brute force attack against the main server (at least two major services should be chosen).
• Recent attacks: There are some attacks based on famous vulnerabilities that can be conducted during a specific amount of time. These are extraordinary vulnerabilities which sometimes affects millions of servers or victims, and normally it takes months to patch all vulnerable computers around the world. Some of the most famous vulnerabilities in recent years are Heartbleed, Shellshock and Apple SSL library bug.
Analysis and Evaluation
According to the proposed evaluation framewrok a complete dataset should cover eleven criteria. As the last row on the Table 1 shows, the new dataset generating model comprises them all. To cover the complete network configuration criteria, a network which includes gateway, router, switch, servers and PCs has been implemented.
As presented in the previous Section 4, the proposed dataset generator is composed of two parts: M-Profile and B-Profile. M-Profile generates malicious traffic by performing a variety of real world attack scenarios. On the other hand, B-Profile can easily generate real world benign traffic by profiling and executing user behavior. Hence, these two profiles guarantee the generation of a complete traffic dataset.
In accordance with the mentioned network topology, the dataset generator provides complete benign network interaction. Moreover for the malicious traffic, M-Profile provides complete network interaction as it considers both infiltration from inside and outside network attacks. Further, as the existence of the dataset's complete capture is essential in evaluating IDS systems, our dataset generator can fulfill this criterion by considering whole network traffic.
In respect of modern networks, our dataset generator is designed in a way to generate traffic which contains popular network protocols including HTTP, HTTPS, SSH, FTP, SMTP, IMAP and POP3. Consequently, the generated traffic reflects real world network protocols that are necessary for evaluating IDSs.
Moreover, for the malicious part of the dataset, we record the complete traffic and interaction data when we conduct each attack. According to Section 4, a complete range of attacks has been proposed on different scenarios (M-Profile) which is supporting the attack diversity criterion. Of course, having all generated network traffic and system logs along with resource usage, such as memory and CPU during experiments indicates supporting the heterogeneity criterion.
For labeling and tagging the dataset, we suggest two layer labeling. Firstly, we label the data based on the benign and attack days. Secondly, for each group of features, such as network traffic and resource usage, we tag each record based on the name of the specific attack. The main advantage of this type of labeling is having a reliable tag for each traffic flow record and related set of features which is vital for future analysis and characterization.
On the other hand, saving trace files and extracted feature set is one of the emerging requests of researchers in this domain. In this dataset, we also need to present a set of features in network traffic such as protocol, source bytes, destination bytes, sending packets, receiving packets, and flow size, as well as resource usage features, such as running service rate, processor usage, memory usage and service error rate.
Finally, to have sufficient information about the dataset, it is necessary to cover four sections in the metadata and documentation. It should explain the network topology and give complete information about the network environment such as the number of machines, operating systems, and the common installed applications. In the benign section, it is essential to know the number of users and explain the type of activities and related application that agents run on each machine. The malicious section should have the types of intrusions and attacks which are simulated. As the last part, presenting the labeling method and having a list of extracting features with clear definitions is crucial.
Conclusion
In this paper, we have studied the existing IDS datasets in order to find the characteristics of a reliable dataset. We also presented a new framework to evaluate datasets with eleven criteria: attack diversity, anonymity, available protocols, complete capture, complete interaction, complete network configuration, complete traffic, feature set, heterogeneity, labeled dataset, and metadata. The proposed framework considers organization policy and conditions using a coefficient, W, which can be defined separately for each criterion. Furthermore, we proposed an ideal IDS dataset generating model that can cover all eleven criteria. In the future, we plan to generate a new dataset based on the proposed model and make it publicly available.
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