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Abstract. The effect of outlier numbers and location on regression coefficient
is studied by comparing the estimated regression coefficient and Mean Square Er-
ror (MSE) resulted by M-estimator, MM-estimator, and by Ordinary least square
(OLS). In order to show the robustness of robust regression methods we used four
sample sizes: n = 20, 60,100 and 200 which contaminated by 5%, 10%, 15%, 20%,
25% and 30% outliers located in the center and end of the data. The result shows
that MM-Estimator is the most robust method compare to M-estimator and OLS.
1. PENDAHULUAN
Untuk menyelidiki atau membangun model hubungan antara dua vari-
abel kuantitaif atau lebih analisis regresi adalah salah satu metode statistika
yang sering digunakan. Jika X merupakan variabel independen and Y vari-
abel dependen, fungsi relasi dari keduanya dapat ditulis:
Y = f(X)
Secara umum model regresi linier dapat ditulis:
Y = Xβ + ε, ε ∼ N(0, σ2I)
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dengan:
Y(n×1) adalah vektor variabel tak bebas
X(n×k) adalah matriks variabel bebas
β(k×1) adalah vektor parameter yang harus diduga
ε(n×1) adalah vektor galat
Pedugaan parameter regresi pada model di atas umum dilakukan de-
ngan menggunakan metode kuadrat terkecil (MKT) yang merupakan metode
penduga terbaik karena bersifat tak bias dan memiliki ragam minimum
(efisien) di antara semua penduga tak bias linier. Metode MKT dapat di-
gunakan bila asumsi yang mendasarinya terpenuhi. Jika salah satu asumsi
tidak terpenuhi maka penduga MKT dapat menjadi bias dan tidak lagi
efisien [9].
Salah satu asumsi yang harus dipenuhi adalah asumsi normalitas.
Asumsi ini sangat berkaitan dengan inferensia model. Umumnya asumsi
normalitas tidak akan terpenuhi bila data mengandung pencilan (outlier).
Pencilan akan membuat bentuk sebaran data menjadi tidak simetrik dan
lebih menjulur ke arah pencilan. Untuk mengatasi masalah tersebut data
dapat di transformasi. Tetapi pada umumnya peneliti kurang menyukai cara
tersebut. Salah satu metode alternatif yang bisa digunakan adalah metode
regresi robust. Metode ini dapat langsung diterapkan pada data yang yang
tidak memenuhi asumsi normalitas atau data yang mengandung pencilan
tanpa harus mentransformasi data terlebih dahulu [6].
Dalam tulisan ini kami akan memperlihatkan ketegaran metode pendu-
ga-M dan penduga-MM terhadap data pencilan dan membandingkannya
dengan metode MKT dengan melihat kuadrat tengah galat (KTG) dari
dugaan koefisien regresi yang dihasilkan masing-masing metode.
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2. PENDUGA-M DAN PENDUGA-MM
Penduga-M (M-estimator) diperkenalkan oleh Huber pada tahun 1964.
Penduga-M menggunakan pendekatan yang sederhana antara komputasi










ρ((yi − xib)/σˆ) (1)
dengan:
e∗i : skala / derajat residual ke-i;
ρ(ei) :fungsi simetris dari residual atau fungsi yang memberikan kontribusi
pada masing-masing residual pada fungsi objektif;
σˆ = 1, 5 med |ei|, i = 1, 2, . . . , n.
Fox [3] menyatakan bahwa sebuah ρ yang baik harus mempunyai sifat-
sifat:
1. ρ(e) ≥ 0
2. ρ(0) = 0
3. ρ(e) = ρ(−e)
4. ρ(ei) ≥ ρ(ei′) untuk |ei| > |ρi′ |
Contohnya, untuk penduga kuadrat terkecil ρ(ei) = e2i . Jika ψ = ρ
adalah turunan dari ρ. Maka untuk meminimumkan persamaan (1)
n∑
i=1
ψ((yi − xib)/σˆ)xi = 0 (2)
ψ(·) merupakan fungsi influence yang digunakan untuk memperoleh bobot
(weight). Dengan fungsi pembobot wi =
ψ(e∗i )
(e∗i )




wi((yi − xib)/σˆ)xi = 0 (3)
Persamaan (3) jika dibuat kedalam bentuk matriks menjadi:
XTWXb = XTWy (4)
Persamaaan (4) meminimumkan
∑n
i=1wi(yi − yˆi)2, persamaan ini disebut
juga kuadrat terkecil terboboti (weighted least square). Weighted least
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square tersebut dapat digunakan sebagai alat untuk menghitung penduga-
M. Sehingga parameter penduga menjadi:
b = (XTWX)−1XTWy)
Pembobotan tersebut bergantung residual dan koefisien dugaan. Untuk
mendapatkan estimasi parameter parameter diperlukan solusi iterasi yang
disebut IRLS ( Iteratively reweighted least squares). Metode IRLS terdiri
dari tahap-tahap berikut:
1. Taksir vektor awal menduga b0, dari b0 didapatkan residual ei,0.




3. Dengan menggunakan Weighted Least Square didapatkan penduga pa-
rameter robust yang baru, bR,0 = (XTW0X)−1XTW0y dimana W0
adalah matriks diagonal dari bobot dengan elemen diagonal ke-i adalah
wi,0.
4. Dugaan parameter bR,0 dari tahap 3 digunakan menjadi b0 dalam
tahap 1, lalu pilih juga residual, σˆ, dan bobot yang baru. Ulangi
kembali tahap 3.
Tahapan diatas dilanjutkan sampai diperoleh penaksir parameter yang kon-
vergen.
Penduga MM diperkenalkan oleh Yohai [10], yaitu sebuah metode yang
secara simultan mempunyai dua sifat, yaitu penduga yang bersifat break-
down point tinggi dan efisiensi tinggi, atau dengan kata lain penduga-MM
bertujuan menghasilkan sebuah penduga yang breakdown point tinggi serta
mempertahankan efisiensinya, dimana breakdown point dan efisiensi meru-
pakan sifat terpenting dalam penduga robust. Untuk memperoleh sifat pen-
duga yang memiliki breakdown point tinggi dan efisiensi tinggi, metode
penduga-MM menggabungan 2 metode resgresi robust dalam tahap perhi-
tungannya, yaitu metode robust yang memiki breakdown point tinggi se-
bagai penduga awal, dan metode robust yang memiliki efisiensi tinggi pada
proses perhitungan iteratifnya.
Prosedur penduga-MM dapat dibagi dalam tiga tahap sebagai berikut:
1. Menghitung nilai penduga awal dengan metode Least Trimmed Square
(LTS) yang memiliki nilai breakdown-point tinggi. Perhitungan pen-
duga LTS sama dengan metode MKT, yaitu meminimumkan jumlah
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kuadrat galat, namun metode LTS menggunakan subhimpunan data
terbaik berukuran h [4].
2. Menghitung parameter skala (scale parameter) σˆ menggunakan pen-











i = 1, 2, . . . , n; m = iterasi 0, 1, . . . ,m
3. Menghitung penduga akhir menggunakan algoritma penduga M. Prin-







dengan e2(i) = (yi − yˆi)2 = (yi − xiβ)2









Dalam penelitian ini kami meneliti dua kasus letak pencilan, yaitu
pencilan terletak di tengah garis regresi dan pencilan terletak di ujung atas
garis regresi. Simulasi data menggunakan bantuan perangkat lunak SAS
versi 9. Prosedur atau tahapan-tahapan simulasi sebagai berikut:
1. Membangkitkan vektor galat (e(0)) dari sebaran normal baku (N(0, 1))
berukuran n× 1 dengan n=20, 60, 100 dan 200.
2. Menetapkan elemen vektor x dari bilangan bulat mulai dari 1 sampai
20 (untuk n = 60 maka elemen vektor x ditetapkan sebagai bilangan
bulat dari 1 sampai 60, untuk n = 100 vektor x ditetapkan sebagai
bilangan buat 1 sampai 100, dan untuk n = 200 vektor x ditetapkan
sebagai bilangan bulat dari 1 sampai 200).
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Tabel 1: Nilai dugaan koefisien regresi pada letak pencilan di tengah dan di
ujung
n Pen βˆ0 βˆ1 βˆ0 βˆ1
cil Letak Pencilan di tengah Letak Pencilan di ujung
an MKT M MM MKT M MM MKT M MM MKT M MM
20 5% 1,57 1,16 1,09 1,00 1,02 1,00 -2,09 1,66 0,52 1,45 1,13 1,08
10% 1,61 1,97 0,83 1,00 1,19 0,98 -3,32 1,40 0,35 1,62 0,97 1,05
15% 1,98 1,19 1,11 1,05 0,95 0,97 -4,56 2,20 1,15 1,84 1,11 0,96
20% 2,06 1,18 1,67 1,09 1,01 0,97 -6,06 -0,91 0,56 2,11 1,60 1,07
25% 2,08 1,64 1,88 1,15 1,14 1,09 -7,39 -2,73 -7,28 2,35 1,68 2,35
30% 2,53 1,69 2,24 1,13 1,39 1,13 -7,44 -5,16 -7,29 2,38 2,04 2,40
60 5% 2,34 1,05 1,08 1,00 1,01 1,00 -5,32 0,98 1,02 1,32 1,00 1,00
10% 2,75 0,81 0,53 1,03 0,95 1,01 -10,13 0,94 1,02 1,57 1,02 0,99
15% 3,11 0,98 0,57 1,08 0,97 1,01 -15,05 1,12 1,19 1,85 1,05 0,99
20% 3,00 0,92 0,76 1,13 0,95 1,02 -17,38 -12,77 1,06 2,02 1,88 1,00
25% 2,23 0,92 1,12 1,21 0,95 1,12 -18,94 -15,85 -18,15 2,16 2,07 2,13
30% 2,20 1,11 1,55 1,26 1,27 1,25 -20,97 -16,02 -20,13 2,31 2,12 2,28
100 5% 2,86 1,04 0,74 1,01 0,99 1,01 -7,38 1,50 1,28 1,26 0,99 0,99
10% 4,39 1,01 0,93 1,03 1,01 1,00 -15,14 1,01 0,79 1,50 1,01 1,01
15% 4,96 0,95 0,95 1,07 1,00 1,00 -21,77 0,95 0,88 1,74 1,00 1,00
20% 5,25 1,30 1,33 1,12 1,01 1,00 -25,75 -24,62 1,03 1,90 1,01 1,00
25% 4,36 1,16 2,52 1,18 1,00 1,09 -30,47 -29,34 -26,20 2,11 1,00 1,98
30% 2,47 0,85 1,00 1,27 1,27 1,25 -33,09 -30,89 -31,67 2,27 1,27 2,24
200 5% 5,28 0,99 1,09 1,01 1,00 1,00 -16,50 1,02 1,29 1,27 1,00 1,00
10% 7,83 1,08 0,84 1,03 1,00 1,00 -32,04 1,04 0,63 1,52 1,00 1,00
15% 9,24 1,04 1,02 1,07 1,00 1,00 -43,94 0,89 1,08 1,74 1,01 1,00
20% 9,04 1,05 1,09 1,12 1,00 1,00 -53,69 -51,85 0,94 1,93 1,90 1,00
25% 7,10 1,16 3,06 1,19 1,00 1,08 -58,04 -61,01 -29,01 2,06 2,11 1,53
30% 3,90 1,46 1,54 1,27 1,27 1,26 -62,24 -62,78 -58,95 2,20 2,22 2,16
Tabel 2: Nilai KTG pada letak pencilan di tengah dan di ujung
n Pen βˆ0 βˆ1 βˆ0 βˆ1
cil Letak Pencilan di tengah Letak Pencilan di ujung
an MKT M MM MKT M MM MKT M MM MKT M MM
20 5% 0,61 31,89 0,18 0,00 0,19 0,00 5,38 25,42 0,40 0,10 0,25 0,00
10% 0,81 28,69 0,17 0,00 0,10 0,00 15,17 12,70 0,19 0,32 0,09 0,00
15% 0,24 14,05 0,22 0,01 0,07 0,00 25,14 94,34 0,20 0,56 1,84 0,00
20% 0,47 7,95 0,26 0,02 0,14 0,00 37,79 302 0,68 0,92 8,09 0,01
25% 0,40 7,58 0,31 0,04 0,47 0,02 53,19 490 49,97 1,40 11,05 1,34
30% 0,48 19,65 0,41 0,06 0,68 0,06 51,84 554 49,59 1,55 16,13 1,53
60 5% 1,53 8,91 0,04 0,00 0,00 0,00 30,18 4,81 0,11 0,08 0,01 0,00
10% 4,37 7,32 0,07 0,00 0,01 0,00 106 7,41 0,12 0,29 0,01 0,00
15% 6,07 6,34 0,05 0,00 0,01 0,00 231 10,75 0,07 0,66 0,01 0,00
20% 5,63 6,13 0,07 0,01 0,01 0,00 302 1.957 0,08 0,93 6,17 0,00
25% 2,62 0,59 0,40 0,04 1,01 0,01 375 3.126 319 1,29 10,93 1,12
30% 0,50 3,21 0,11 0,07 0,71 0,07 413 38.446 379 1,56 14,83 1,47
100 5% 4,61 3,72 0,04 0,00 0,00 0,00 91,71 3,58 0,05 0,08 0,00 0,00
10% 12,21 1,20 0,04 0,00 0,00 0,00 289 0,60 0,04 0,28 0,00 0,00
15% 16,24 3,32 0,02 0,00 0,00 0,00 558 3,91 0,04 0,58 0,00 0,00
20% 16,84 8,14 0,05 0,01 0,00 0,00 810 6.082 0,05 0,92 6,86 0,00
25% 8,65 16,87 1,27 0,04 0,00 0,01 1.026 9.748 865 1,27 12,35 1,11
30% 1,81 7,20 0,06 0,07 0,72 0,07 1.114 11.202 1.041 1,55 16,02 1,50
200 5% 18,21 2,64 0,02 0,00 0,00 0,00 353 1,93 0,03 0,08 0,00 0,00
10% 48,77 1,29 0,02 0,00 0,00 0,00 1.202 0,42 0,04 0,30 0,00 0,00
15% 67,56 1,88 0,02 0,00 0,00 0,00 2.160 0,49 0,03 0,58 0,00 0,00
20% 62,90 1,71 0,01 0,01 0,00 0,00 3.278 25.575 0,05 0,94 7,47 0,00
25% 38,35 2,26 4,57 0,04 0,00 0,01 3.909 36.411 2.433 1,25 11,84 0,80
30% 7,74 2,08 0,18 0,07 0,73 0,07 4.486 40.996 4.157 1,60 14,95 1,53
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(a) (b)
Gambar 1: Plot sebaran dugaan koefisien βˆ0 letak pencilan (a) di tengah
dan (b) di ujung pada n = 20
(a) (b)
Gambar 2: Plot sebaran dugaan koefisien βˆ1 letak pencilan (a) di tengah
dan (b) di ujung pada n = 20
3. Membangkitkan vektor pencilan (out(s)) berukuran n × 1 yang ele-
mennya adalah nol kecuali beberapa elemen yang dijadikan pencilan.
Pencilan yang diberikan sebanyak 5%, 10%, 15%, 20%, 25% dan 30%
dari ukuran data (n).
4. Menambahkan vektor out(s) pada vektor e(0) sehingga diperoleh vektor
e yang sudah terkontaminasi pencilan, yaitu: e(s) = e(0) + out(s)
5. Dengan menetapkan β0 = 1 dan β1 = 1, bangkitkan vektor y yaitu
y = 1+ x+ e(s). Gabungkan x dan y sebagai himpunan data sampel.
6. Menduga koefisien regresi berdasarkan model y = βx + ε terhadap
x dan y menggunakan metode MKT, penduga-M, dan penduga-MM.
Simpan nilai βˆ yang diperoleh dari masing-masing metode.
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(a) (b)
Gambar 3: Plot sebaran dugaan koefisien βˆ0 letak pencilan (a) di tengah
dan (b) di ujung pada n = 200
(a) (b)
Gambar 4: Plot sebaran dugaan koefisien βˆ1 letak pencilan (a) di tengah
dan (b) di ujung pada n = 200
7. Ulangi langkah 1 sampai 6 sebanyak 10 kali.










, m = 10
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(a) (b)
Gambar 5: Nilai KTG βˆ0 letak pencilan (a) di tengah dan (b) di ujung pada
n = 20
(a) (b)










, m = 10
4. HASIL DAN PEMBAHASAN
Nilai dugaan koefisien regresi metode MKT, Penduga-M, dan Penduga-
MM untuk ukuran sampel 20, 60, 100, dan 200 untuk prosentase pencilan
5, 10, 15, 20, 25, dan 30 pada letak pencilan di tengah dan di ujung dis-
ajikan pada Tabel 1. Pada letak pencilan di tengah, nilai dugaan βˆ0 dari
ketiga metode pendugaan sangat dipengaruhi oleh jumlah pencilan, sedan-
gkan pada letak pencilan di ujung metode nilai βˆ0 dan βˆ1 MKT saja yang
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(a) (b)
Gambar 7: Nilai KTG βˆ0 letak pencilan (a) di tengah dan (b) di ujung pada
n = 200
(a) (b)
Gambar 8: Nilai KTG βˆ1 letak pencilan (a) di tengah dan (b) di ujung pada
n = 200
sangat terpengaruh oleh pencilan. Hal ini juga dapat dilihat lebih jelas pada
Gambar 1.a- 4.b. yang merupakan contoh plot koefisien regresi untuk n = 20
dan n = 200 pada pencilan di tengah dan di ujung. Pada Gambar-gambar
tersebut terlihat bahwa nilai βˆ0 metode MKT bergeser jauh dari angka 1,
sedangkan nilai MKT bergeser sedikit dari angka 1.
Nilai dugaan koefisien regresi Penduga-MM untuk n = 20, 60, 100,
dan 200 mendekati nilai awal β0 = β1 = 1 pada pencilan 5-20 persen (Tabel
1). Hal yang sama ditunjukkan pada Gambar 1.a-4.b. Ini menunjukkan
bahwa Penduga-MM merupakan penduga yang paling baik dalam menduga
koefisien regresi dibandingkan MKT dan Penduga-M. Nilai dugaan MKT
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sangat terpengaruh oleh pencilan dengan semakin menyimpangnya nilai
dugaan koefisien regresi terhadap nilai parameter yang sebenarnya yaitu
β0 = β1 = 1. Pada pencilan 25% dan 30% ketiga penduga memberikan
nilai dugaan yang kurang baik dengan nilai bias yang cukup besar. Hal ini
menunjukkan bahwa ketiga penduga ini sangat terpengaruh oleh pencilan.
Nilai-nilai KTG koefisien regresi kedua metode dari hasil pengulangan
sebanyak 10 kali pada setiap letak pencilan disajikan pada Tabel 2. Nilai
KTG dihitung untuk mengetahui ketepatan kestabilan nilai dugaan. Bila
nilai KTG kecil berarti nilai dugaan lebih baik. Pada Tabel 2 juga terli-
hat bahwa metode MM memberikan hasil yang sangat baik sampai dengan
pencilan 20% untuk letak pencilan di tengah dan di ujung. Hasil yang lebih
jelas terlihat pada Gambar 5.a-8.b. Nilai KTG Penduga-MM yang jauh
lebih kecil dibandingkan kedua penduga yang lain menunjukkan bahwa dari
ketiga metode yang dicobakan metode Penduga-MM merupakan metode ro-
bust yang sangat bisa diandalkan bila pencilan berjumlah sampai dengan
20% baik pada letak pencilan di tengah ataupun letak pencilan di ujung.
5. KESIMPULAN
Metode penduga- MMmerupakan metode robust yang lebih baik diband-
ingkan metode MKT dan metode robust Penduga-M pada jumlah pencilan
sampai dengan 20% dari jumlah data dalam menduga nilai koefisien regresi
linier baik pada letak pencilan di tengah maupun pada letak pencilan di
ujung.
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