1. Introduction. In Part I of this paper our main interest is to generalize to elliptic equations the following theorem of PhragmenLindelof : THEOREM 
// f(z) -> a as z -> oo along two straight lines, and f(z) is regular and bounded in the angle between them, then f(z) -> a uniformly in the whole angle as z -> oo.
A generalization of the classic Phragmen-Lindelof theorem to elliptic equations was given by Gilbarg [1] and Hopf [4] . A refined form of that classic theorem, due to the Nevanlinnas [5] , [6; 42-44] and Heins [3] , was generalized to elliptic equations by Serrin [8] ,
In generalizing Theorem 0 we shall make an extensive use of the Gilbarg-Hopf results.
In Part II we generalize to parabolic equations both the classic Phragmen-Lindelof Theorem and Theorem 0.
In § 2, Theorem 0 is proved for elliptic equations defined in any 2-dimensional domains (Theorems 1, 2). The case n>2 is treated in §3, for domains contained in a half space. In § 4 we consider the behavior of solutions in an angular neighborhood of the origin, and we obtain results similar to those of § §2, 3. In § §5, 6, generalizations to parabolic equations are given: Theorems 7, 9 extend the classic PhragmenLindelof Theorem and Theorems 8, 10 extend Theorem 0.
The results in Part I are somewhat analogous with Theorems 2, 3, 3' of Gilbarg-Serrin's paper [2] . The similarity appears both in the type of conditions imposed on the coefficients of the elliptic operator and in the assertions. It is however important to note that our results cannot be obtained by the Gilbarg-Serrin methods (6) Λ(0) = 0, Λ(l) = l, 0£f R (k)£l if O^fc^l, and (4), (5) follow. Note, in proving (5) , that iPJcf-) is bounded \R J as i2->co. The construction of f R proceeds as in Hopf's proof [4] Define r 0 to be such that if r>r 0 then Be(r)<l-γ r jd. Then, the last inequality for / shows that Hopf 's method can be applied to prove that L/R^O, provided that f R satisfy:
where 5 = (0, x 2 ) (k is a monotone function of x 2 ). Solving (10) we obtain,
where
The verification of (6), (7) is immediate and the proof is thereby completed.
LEMMA 2. Suppose DaK β , n-2. Assume that L satisfies (i), (ii) and that (a^x)) is continuous at infinity with a ίj (oo) -S ίj . If r Q is sufficiently large, then there exists a function w(x), defined in D rQ , and having the following properties:
if xeD rQf and 
Using the harmonicity of v(x) we conclude, after some calculations (see [1 p. 414] ), that (12) is a consequence of the inequalities:
where A lf A 2 are proper constants and ε(r) is defined by (g). Taking r 0 to be such that 2A 1 ε(r) + 2A/rp(r)<l-δ (0<^<l) if r>r 0 (note that rp(r)-^O), and using the elementary inequalities we conclude that if f(v) satisfies:
then (13) As in Theorem 1, the restriction α tj (oo) = δ <i can be dismissed, but then in (16) and in r λ~Ί/ p{r), β should be replaced by β'. In analogue with Theorem 2, one can formulate an extension of the Gilbarg-Hopf theorem to the case 0</2^2τr. Serrin's results [8] (20) we get the function f{t) = t\ which satisfies (a)-(d).
With Lemmas 2 and 3 at hand, we can use the argument used in proving Theorem 1 and thus get the following. it is therefore assumed that OeZλ
We first observe that the construction of w(x) in Lemma 4, can be easily modified to derive functions w r (x) defined in Cr=C rQ f)\x\>r for all 0<r<r 0 , and having the following properties: here, r 0 is assumed to be sufficiently small, and, (α^(#)) is assumed to be continuous at #=0 with a tj (0) = δ iJm With the aid of w r (x) we can prove an analogue of the Gilbarg-Hopf theorem.
If Lu^O in C ro , ^0 on ΘC rQ and and if r 0 is sufficiently small (depending on <5), then u^O in C rQ .
We can now use the method used in proving Theorem 1, noting that the role that w(x) played in that proof is now given to the function
frj(k\-))
of Gilbarg-Hopf. The following theorem is thus proved. The continuity assumption on the a tJ (x) at x=0, can be weakened. The case n-2 can be treated in a similar manner. Note that now, instead of modifying Lemma 4, we rather modify Lemma 2 and thus Another way to treat the case n=2, is to reduce it to Theorem 1, using the mapping z' -z"*^. We thus get the following. THEOREM 6. Let DaK β , and assume that L satisfies (i) , (ii) and that {a i3 (x) By using the same mapping z' = z~* lβ , we can derive theorems analogous with the , [4] ) and Serrin's ([8] ) theorems, provided that L satisfies the assumptions of Theorem 6.
In the case ^^3, β^π 9 such theorems can also be obtained, by using the transformation x' t = x t l\x\ n (i = l, --,^). where T a =Dn\x\ 2 +\t\=R. Let K β denote the cone with angular opening β, whose axis is the positive ί-axis and whose vertex is in the origin. In what follows, u(X) is assumed to belong to C\D). In Theorems 8, 10 u{X) is also assumed to be continuous in D. 
, if if is sufficiently large, and
The function u(X)=u(X)-σ(R)v R (X) f
where σ(#)= min (0, m{R)), is nonnegative on dC R and Lu(X)<^0 in C B . Applying the (weak) minimum principle [7] , we conclude that ϋ(X)^0 in C B . Taking R=R h -> CXD and using ( (4) is satisfied.
With Theorem 7 and Lemma 5 at hand, we can now proceed as in the proof of Theorem 1 and get the following. 6 THEOREM 9. Let DaK β , 0</3<2τr, and assume that L satisfies (i), (ii). // Lu(X)^0 in D, u(X)^0 on dD, and if (6) lim^^^^-O (R k -+oo as fc-»°° Rl then u(X)^0 in D.
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Taking v B (X) = 2(\x\*+Bt + C)]R 2 (B and C are proper constants), we proceed as in the proof of Theorem 7. Details will be omitted. The remark that follows Theorem 7 applies also to Theorem 9.
Lemma 5 can also be generalized to the case DaK βy Indeed, the function w{X) may be defined as follows:
Proceeding as in § 5, we get the following theorem.
THEOREM 10. Let DaK βf 0<β<2π, and assume that L satisfies (i), (ii). // Lu(X) = 0 in D and (7) lim^-=0,
and if u(X)~>0 on dD as \X\ -• oo, then u(X)->0 uniformly in D as
|X|-*co.
Note that (7) can be replaced by the stronger assumption (70 R
