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Thermoelectric materials provide a solid state route for the direct conversion between ther-
mal and electrical energy. Hence, thermal gradients can be used to generate power of up to several
kWe, or driven DC power can be used to pump heat in or out of a system. Recent pushes in ther-
moelectric research are for power generation materials with higher efficiency. These materials can
be used to recover energy from the waste heat of vehicles’ exhaust systems, and as power generators
for extraterrestrial exploration when coupled with a radioactive heat source.
The goal of this dissertation will be to demonstrate a new synthesis technique for the current
state of the art thermoelectric material for high temperature power generation, silicon germanium
(SiGe). This technique is referred to as the single element (SE) spark plasma sintering (SPS) tech-
nique because the single elements of silicon, germanium, and their n and p type dopants are alloyed
together during the SPS consolidation process. This novel synthesis technique is two orders of
magnitude faster than the original technique for alloying this material and one order of magnitude
faster than the current technique used for alloying this material. The innovation and newness of
this technique presented to the scientific community is closely tied to material science, while the
understanding of the resulting thermoelectric material and its properties are perceived through a
physics lens.
In order to fully demonstrate that the SE SPS technique alloys SiGe several scientific studies
and investigations are performed. First, SiGe is alloyed using the current state of the art method,
mechanical alloying (MA). Powders of MA SiGe are traditionally consolidated by a conventional hot
press (HP). These materials are employed by NASA for deep space power generation on radio-isotope
thermoelectric generators (RTGS). Hence, there is readily available published data for MA+HP SiGe
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used in RTGs. The SiGe powder that is MA by the author is consolidated using the SPS process,
MA+SPS. Therefore, an initial study was conducted to ensure that the SPS consolidation process
was not having any adverse effects SiGe as compared to the HP technique. Essentially it will be
shown that SiGe produced by the MA+HP method and the MA+SPS method are equivalent. This
guarantees that the synthesis and characterization techniques used at the complex and advanced
materials laboratory (CAML) by the author agree with published standards.
Second, once the first study has demonstrated that no adverse effects occur by using the
SPS to consolidate SiGe, a study was conducted to show that undoped single elements of silicon
and germanium can be alloyed in the SPS. To confirm that undoped SiGe is truly alloyed using the
SE SPS technique, the structural properties of the resulting materials were investigated. Based on
the densities, x-ray diffraction patterns, derived lattice constants, and Vegard’s law it will be shown
that the SE SPS method does successfully alloy multiple compositions of undoped SiGe.
The third and most important study demonstrated that SiGe alloyed using the SE SPS
synthesis technique can be successfully doped to a n and p type thermoelectric (TE) material. This
required an investigation of all of the TE transport properties of these materials. A significant in-
vestigation and commentary will be provided for the lattice thermal conductivity of SiGe. The need
for this investigation arises from the difference in synthesis processes between the traditional MA
and the novel SE SPS techniques. The MA powder is already alloyed into micron sized powders that
are consolidated by the HP for an extended time (>1 hour), which allows for grain growth. The
SE SPS method relies on diffusion being promoted by the electric field assisted sintering technique
and occurs over a very short period of time (<30 minutes). Therefore it can not be assumed that
grain growth is not effected by the time dependent processes of sintering and diffusion with the
SE SPS process. As will be discussed grain size plays a role in the lattice thermal conductivity of
SiGe. It is surprising and physically interesting that the MA+HP standards and the SE SPS sam-
ples have lattice thermal conductivities that indicate the dominant scattering mechanism is the same.
The physical insight provided by the fourth study is made possible by the existence of the
new SE SPS synthesis method for SiGe. The MA method is optimized by the addition of GaP to
the n-type SiGe materials during processing. The explanation for this optimization is a subject of
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debate within the community. Although, a staunch conclusion can not be made due to the need
for more samples and carrier concentration data, this initial study does indicate that one physical
explanation within the debate for the improvement of n-type SiGe with GaP additions is more co-
herent with scientific experimentation.
The fifth study is aimed to provide suggestions for future studies for improving this mate-
rial. This includes brief investigations on the effects of various nano-structure inclusions on lattice
thermal conductivity of SiGe alloys. The study is meant to be used as a tool for future students
who wish to investigate the interesting physical properties of this system.
In conclusion, this dissertation will answer the question, "Can a new synthesis technique
for the current state of the art thermoelectric material for high temperature power generation,
silicon germanium (SiGe), be formulated?" In answering this question new physical insight will be
contributed to the community. First, a new synthesis technique that is advantageously faster and
simplistic in its doping methods will be provided that will allow for rapid empirical investigations.
Second, the scattering mechanisms for lattice thermal conductivity have been investigated for this
new technique and shown to be the same as the traditionally alloyed SiGe. Third, the SE SPS
synthesis of SiGe allows for new investigations on the effects of GaP doping of n-type SiGe, which
could bring to resolution the controversy/misunderstanding surrounding this doping process. And
finally, suggestions for future studies are provided by brief investigations on the lattice thermal
conductivity of nano-composite SiGe materials and from questions that arose while reviewing the
literature of others working on SiGe.
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Thermoelectric materials were first discovered almost two centuries ago.[95] The study of
these materials have had their surges and wanes over time. Specifically, research on thermoelectrics
in the United States began a descent in the 1970s that culminated with its virtual absence during the
1980s. This tragically resulted in intellectual knowledge and experimental techniques for thermo-
electrics not being passed on from one generation to the next and almost being lost. Its rebirth was
spurred at what is now referred to as the "Woodstock of Physics", the American Physical Society
meeting on March 18, 1987, in which high-temperature superconductors(HTS) were emphasized.[20]
The introduction of HTS had a dual effect for thermoelectrics. First, HTS was discovered in a com-
plex material as opposed to the traditionally studied single elements and binary compounds. This
opened up a new frontier of materials that scientists had yet to consider even possible to be a ther-
moelectric material. If ceramics or compounds beyond binary could be a HTS, then why could not
thermoelectrics? Second, with the advent of superconductors that could operate above the boiling
point of liquid nitrogen, 77K, it became feasible to dream of a device composed of a superconduc-
tor cooled via thermoelectrics. [116] Hence, the 1990s saw a renewed interest in the field as new
concepts of materials, synthesis, theory, and characterization of thermoelectric materials were devel-
oped. This growth was further spurred by the need for new alternative energy materials. As would
be realized in the 2000s, the era of cheap energy was coming to an end. Unlike previous generations,
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Generation X (of graduate school age in the 2000s) and later received the benefit of comprehensive
volumes covering and preserving the thermoelectric research that was revived by their predecessors.
[134] This renewed interest in thermoelectrics resulted in large improvements in the materials over
the next two decades(1990-2010 A.D.). Before discussing these improvements the fundamentals of
what makes a material a thermoelectric must be understood. A background in solid state physics
is quite beneficial in comprehending the discussion as follows. A crash course review of solid state
physics focusing on electronic and thermal properties is provided in Appendix ’A’ for the motivated
reader. The unequivocally necessary ideas to thermoelectrics are discussed herein. Specifically, the
relation between the Seebeck/Peltier effect, electrical conductivity, and thermal conductivity will be
highlighted.
1.1 Thermoelectric Refrigeration and Power Generation
The two primary applications of thermoelectric materials are thermoelectric refrigeration
and power generation. Thermoelectric cooling is one of the most well established alternative refrig-
eration techniques, while thermoelectric generators(TEGs) and radioisotope thermoelectric gener-
ators(RTGs) have had many terrestrial and extraterrestrial applications.[95] Original applications
for TEGs were to power radios using the waste heat of a kerosene lamp.[139, 59] Modern day TEGs
can be found powering wrist watches or capturing waste heat from automobile exhaust systems.
RTGs have been used for over 30 years to power deep space probes for NASA.[122] The thermo-
electric refrigeration and power generation applications rely on the two intertwined fundamental
thermoelectric phenomena the Peltier effect and the Seebeck effect.
A simple thermoelectric circuit composed of two dissimilar metals is shown in Fig.1.1. In
1821, it was originally discovered by Thomas Seebeck that if the junctions of the metals, W and X,
were maintained at two different temperatures, then a electric potential would develop between Y
and Z. The ratio between the voltage, ∆V, and the temperature gradient, ∆T, gives the Seebeck
coefficient, α.[95] Interestingly Seebeck did not realize this as electrical effect, but instead described
his experiment in terms of thermomagnetism.[14] This is because his original experiment relied on
the deflection of a compass needle upon heating one of the junctions of the loop, Fig.1.1. Thus
the current generated in the loop of wire caused magnetic induction. Several of the materials used
in Seebeck’s experiment are given in Henry Duckworth’s "Electricity and Magnetism".[40] They
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included the elements: Bi, Ni, Co, Pd, Pt, Cu, Pb, Au, Ag, Fe, Te, and Sb.
Figure 1.1: Seebeck loop
The current was the result of an electric field produced by the Seebeck effect. In the case
of Seebeck’s original experiment both materials in the wire loop produced two competing electric
fields. In order to better understand the Seebeck effect, begin by simplifying the experiment to
one bar of metal, Fig.1.2. Then the conduction electrons are treated as a free flowing gas, "Fermi
gas", as described by the free electron model discussed in Sec.A.1, A.2, and A.3. Heating one end
of this ideal metal increases the thermodynamic chemical potential of the electrons on the hot side
of the material. Then the electrons will diffuse from where they are moving faster on the hot end
to the cold end. This can be thought of as the electrons (charge carriers) preferring to go to where
the energy is lower. Thus a higher density of electrons end up at the cold end of the material due
to this thermal diffusion force. This diffusion, build up of electrons on the cold side, continues
till the force due to the coulomb repulsion balances the force of thermal diffusion. Therefore the
net flow of electrons towards the cold end of the material results in a electric potential difference
between the ends of the material. This is usually expressed in terms of spatial gradients rather than
balanced thermal diffusion and coulomb repulsion forces. Hence, a thermal gradient, ∇T , in an ideal
metal produces and electric potential gradient, ∇V . These two gradients are related by the Seebeck
coefficient defined by Eq.1.1.
−α = ∇V∇T (1.1)
This model with an ideal metal can be relaxed to other materials by expressing the problem
in terms of thermal energy and electronic distribution functions. This shifts the point of view to
band structures, which are quite different for metals, semimetals, semiconductors, and insulators. In
the end, the higher energy conduction electrons at the hot end still migrate to the cold end that has
unoccupied states of lower energies. This results in the same expression for the Seebeck coefficient,
3
Figure 1.2: Idealized bar of metal demonstrating Seebeck effect.
Eq.1.1.[53, 70]
Since it is mentioned, band theory is discussed in some degree in Sec.A.4 with respect to
the semiclassical model of electron dynamics. A solid’s classification is made based on the location
of electrons in either the conduction band (top band) or valence band (bottom band). An simplistic
example of the band structure for various solids at low temperature is given in Fig.1.3. The band
structure itself is composed of the energy states available to electrons in a periodic potential of nuclei
(only certain states are quantum mechanically allowable). In the case where the temperature is zero
Kelvin, T=0K, there are no thermal or other methods for exciting electrons, so they fill the energy
states starting from the lowest state while obeying the Pauli exclusion principle. Then the energy
of the highest occupied state is referred to as the Fermi energy, EF = ǫhigheststate(T = 0). This can
be visualized by looking at the location of the Fermi energy for the metal in Fig.1.3, denoted by the
dark black line.
At T > 0, it becomes possible for electrons to be excited to higher energy states. As already
implied Fermi-Dirac statistics are needed to treat the electrons which are Fermions. Fermions are
identical indistinguishable particles with half-integer spin that must obey Pauli’s exclusion principle.
Then the concentration of electrons with energies in a certain level (E, ∆E), n(∆E), is found by
4
Figure 1.3: Band structure of crystalline solids at low temperature.[61]




f(ǫ) · g(ǫ) · dǫ (1.2)
The density of occupied states is the product of the Fermi distribution function, Eq.1.3, and
the density of allowable energy states, Eq.1.4, located within the integral in Eq.1.2.
f(ǫ) =
1




(number of states per unit energy) (1.4)
The Fermi distribution function, Eq.1.3, reduces to the a step function at T=0K. This results
in f(ǫ < EF ) = 1 and f(ǫ > EF ) = 0 keeping with the application of the Pauli exclusion principle
and the definition of the Fermi energy used earlier. For T > 0K the Fermi distribution function
remains a exponential function representing the statistical distribution of electrons. Then the energy
state at f(ǫ) = 1/2 significantly represents the energy state that has the same probability of being
occupied as being unoccupied. This energy state is known as the Fermi level for semiconductors,
5
ǫf=1/2.
One notices that ǫf must vary with temperature such that the concentration of electrons,
Eq.1.2, is constant if integrated over all energies. This is because the total number of electrons
(Fermions) must be conserved. Then for metals electrons within kBT of ǫf will contribute to con-
duction. For semiconductors there are more allowable states in the conduction band than electrons
that can occupy these states, hence in a high energy approximation (ǫ/KT >> ǫf/KT ) the Fermi
distribution function, Eq.1.3, can be replaced by the Boltzmann distribution function, Eq.1.5. Hence,
one no longer has to worry about the electrons trying to fill the same state because there are so





A semiconductor is a material where there exist a region above or below EF where g(ǫ) = 0,
Fig.1.3. This region where there are no allowable energies is referred to as the band gap. This is the
gap between the valence and the conduction band. A semiconductor is a material whose band gap is
on the order of ≈ 1− 100kBT (≈ 0.02− 2eV ) at 300K. This size gap can be breached by thermally
excited electrons at finite temperatures. Therefore, the population of electrons in the conduction
band will be dependent on both the bandgap size and temperature, which results in the carrier
concentration and electrical conductivity of a semiconductor being heavily temperature dependent.
An intrinsic semiconductor is a pure material without any dopants so that the properties of
the material is not determined by amounts of impurities. In this type of semiconductor the number
of excited electrons will be equal to the number of holes. Holes are a way that the semiclassical
model of electron dynamics addresses how carriers can have a positive charge. These are defined
and derived in Sec.A.4. An extrinsic semiconductor is one that has been doped with an impurity
in order to change the electron and hole carrier concentrations at thermal equilibrium. Based on
the number of valence electrons of the impurity atom, an electron will be donated or accepted from
the semiconductor’s conduction band. This will result in the dominant carrier concentrations in
an extrinsic semiconductor to be electrons, n-type semiconductor, or holes, p-type semiconductor.
Specific dopants for SiGe are discussed in Sec.4.2.1. The doping of semiconductors results in a shift
in the Fermi level that can be seen in Fig.1.4, where Ec represents the conduction band and Ev
represents the valence band.
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Figure 1.4: Doping of semiconductors results in a shift of the Fermi level.[111]
From Eq.1.1 one notices that the Seebeck coefficient is a rank two tensor. It can be reduced
to a zeroth order tensor, a scalar, if the material is homogeneous or only the overall Seebeck coefficient
of a composite material is desired. The overall Seebeck coefficient is found by inspecting two spatial
points of a sample. For instance, voltage leads could be placed at the top(heated) and bottom(sink)
end of the bar in Fig.1.2. These leads would measure the potential difference between the two spatial
points. Likewise, the temperature gradient between these points could be found via a differential
thermocouple (that is operating as a Seebeck device). Then the overall Seebeck coefficient, referred
to as the total Seebeck in Sec.3.1.1, is easy to compare to the scalar Eq.1.6. Measurements and data




From Eq.1.6 an important deduction can be made about the overall Seebeck coefficient
that is often measured and used to characterize thermoelectric materials. The sign of the Seebeck
coefficient will be a strong indication to whether the dominate carriers are holes or electrons in a
semiconductor. This can be interpreted by examining Fig.1.2, where electrons are the only carriers
in the n-type sample. Then the hot end of the sample has fewer electrons, and therefore a higher
potential, V. Looking from the cold end to the hot end both ∆V and ∆T are positive, resulting
in α being negative for an n-type material. Therefore, in the simplest case for non-degenerate
semiconductors a negative overall Seebeck will indicate electrons as carriers, and a positive overall
Seebeck will indicate holes as the dominate carriers. In the more complicated case of degenerate
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semiconductors and semimetals both electrons and holes contribute to the electrical transport, and
the sign of the Seebeck will follow the dominant carrier which is temperature dependent. Here
measuring overall Seebeck alone will not give the dominate carrier, so measurements of electron/hole
mobilities and effective masses along with their temperature dependencies must be performed in
order to state the dominate carrier of a material.
The Peltier effect is often viewed as the inverse of the Seebeck effect. In 1834, Jean Peltier
found that passing an electrical current between Y and Z in Fig. 1.1 causes heat to be rejected or
absorbed at W and X. A clockwise current, I, that cools W and heats X has a negative Peltier
coefficient. The Peltier heating, the rate at which the heat is exchanged at the junctions, for two
dissimilar materials A and B is given by Eq.1.7. [132, 95]
QP = ΠAB · I (1.7)
The Peltier heat is the residuum of the difference in the Fermi levels (or chemical potentials
as explained by Sec.A Eq. 13) of the two dissimilar materials. Then a current, an electron driven
by an electric field, traveling from the material with the lower Fermi level to the material with the
higher Fermi level will need to absorb heat from the lattice of the lower Fermi level material causing
cooling at the junction. A reversal of the current causes heating at the junction as the charge carriers
dump heat back into the lattice as they go from a higher to lower Fermi level, see Fig.1.5. The CRC
handbook on Thermoelectrics describes this process in terms of entropy, where energy in the form
of heat is evolved when the carriers flow from a material with higher entropy to one with lower
entropy.[105] The Peltier coefficient, ΠAB , is defined in terms of the relative coefficient of the two
dissimilar materials, 1.8. These relative terms are proportional to the Seebeck coefficients of the
materials, 1.9.





Both the Seebeck and Peltier effects are also discussed in Appendix A, Sec.A.5.
Figure 1.5: Mismatched Fermi energies in dissimilar materials.[105]
1.2 Thermal and Electrical Transport
After Seebeck’s discovery in 1821 and Peltier’s in 1834, the next big discovery in the ther-
moelectrics field was by William Thomson, also known as Lord Kelvin, in 1851. He found that given
a current and a temperature gradient there existed a heat generation or absorption within the sep-
arate materials of the thermocouple due to the temperature dependence of the Seebeck coefficient.
The gradient of the heat flux, known as the Thomson heat, for a spatial coordinate x, Thomson







Equation 1.10 becomes positive or negative depending on the direction of the current, I.
The total heat for a current passing through a homogeneous conductor would include both the
Thomson heat and the irreversible Joule heating. There are two important points to remember for
the Thomson effect. First, unlike the Seebeck or Peltier coefficients the Thomson coefficient can
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be directly measured for an individual material. Second, the relationships presented by Thomson,
equations 1.11 and 1.12, provided the fundamental link between the thermoelectric refrigeration(Π)
and power generation(α) effects.[95]




Πab = αabT (1.12)
Lord Kelvin’s pseudo-thermodynamical approach was refined in 1931 by Onsager. [137, 96]
Onsager’s approach begins by examining both thermal and electronic quanta (phonons and elec-
trons/holes) acted on by driving forces that cause propagation through a medium. For simplifi-
cation a steady-state condition where only one driving potential exist and thermal and electrical
conductivities are assumed to be isotropic. Viewing the gradient(~∇T or −∇V = ~E) as motive, the
conductivity (thermal,κ or electrical,σ) as an inherent property, and the flow rates ( ~Q or ~Je) as the
driving forces a construct similar to Newton’s second law, a = m−1 · F , is created, Eqs.1.13 and
1.14.
~Q = −κ~∇T (1.13)
~Je = σ ~E (1.14)
In reality electrons and phonons tend to interact with each other. Thus, Onsager devised
a matrix representation for Eqs.1.13 and 1.14, see Eq.1.15. Sec.A.5 introduces the Onsager matrix
terms and points to further discussions on them in solid state texts. Onsager’s 1931 Physical Review
Letter showed that the cross terms between multiple interdependent irreversible processes of a system



















It was realized by Onsager that the diagonal elements of the matrix obviously represented
the physical quantities of conductivity, L11 = σ and L22 = κ. Several years later in 1948, H.B.
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Callen derived the physical meaning of the cross-terms.[18] The physical meaning ascribed to the
cross terms by his approach are of great significance in understanding thermoelectrics. As shall be
shown the Seebeck coefficient can be described as the entropy flow per electron, and electrons will
play a role in the conduction of heat in materials. Callen began his deviation by showing that the
rate of entropy production versus the flow of charge and heat lead to another formulation of Eq.1.15,
where the driving forces are gradients of the electrochemical potential, µe, and inverse temperature,
see Eq.1.16. The relation between the electrochemical potential and the Fermi energy is covered in
Eq.13 of Sec.A.1. It is important to note that ~J is now the particle current density of electrons,



















By assuming the steady state condition where the particle current density is zero, ( ~J = 0),
and the Fourier heat equation holds, ( ~Q = −κ∇T ), the thermal conductivity can be expressed in
terms of the Onsager coefficients, see Eq.1.18. For those wishing to perform the intermediate math
steps a change of variable is required, Eq.1.17. A step-by-step application of this change of variable
will be shown soon in the deviation of the Seebeck coefficient, since this is how Callen originally




















This can be further simplified by realizing that in the absence of a magnetic field symmetry
gives L12 = L21. Then collecting the terms in the numerator that have been shown to be the
determinant of the Lij matrix, D, the thermal conductivity is expressed in the same terms as








Callen also derived the electrical conductivity for isothermal systems. By setting ∇T = 0,
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The most important derivation by Callen, begins by realizing that the rate of heat flow is
directly related to the rate of entropy flow, ~Q = T ~S. Then the first equation given by Eq.1.16 is








The second equation given by Eq.1.16 has a ∇µe dependence, see Eq.1.22, and Eq.1.21 can
be plugged into Eq.1.22 to give Eq.1.23.
Q = L21(T












Applying the change of variable, Eq.1.17, to Eq.1.23 results in a simplified expression of the




















Applying the realization that the rate of heat flow is directly related to the rate of entropy
flow, ~Q = T ~S and gathering the determinant terms as shown in the thermal conductivity deviation,
an expression for entropy flow is found, see Eq.1.26.






This equation, Eq.1.26, is very important because it expresses entropy in terms of macro-
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scopically controllable parameters, i.e. the current density and the temperature gradient. Callen
noticed that the first term could be described as the electrical current density multiplied by the
entropy flow per electron. Therefore, the physical significance of the Seebeck coefficient is that it
represents the entropy flow per electron, see Eq.1.27.
− L12
eL11T




Hence, Callen using the matrix elements Lij , otherwise deemed the ’kinetic coefficients’,




, L12 = L21 = −
ασT 2
e
, L22 = α
2σT 3 + κT 2 (1.28)
A two dimensional derivation of the Seebeck coefficient with Onsager’s coefficients is giving
in Appendix B. Callen’s treatment gives meaningful descriptions of thermoelectric phenomena, while
showing their interdependence in the cross term.
So far we have presented Kelvin, Onsager, and Callen’s quasi-equilibrium thermodynamic
work that ignored the quantum mechanical nature of electrons or phonons. Still several significant
descriptions and relations were made for thermoelectric phenomena. Rather than reproducing the
work in Appendix A, the general results of the transport properties for classical through quantum
mechanical models are restated here in a cohesive manner.
First, from the Drude’s theory for the free-electron gas the specific heat, DC electrical






























When this model is advanced to include the Pauli exclusion principle the Sommerfeld theory
is formed. This also involves switching from the Maxwell-Boltzmann distribution used with classical
gases to the quantum Fermi-Dirac distribution. This model advances the understanding of both the
















Adding a periodic potential gives rises to the semiclassical model. Usually when this model
is considered the thermal conductivity is calculated using the kinetic coefficients as discussed above
with the Callen improvements of the Thomson’s relations. This results in the Wiedemann-Franz
Relation for metals again, but the Lorenz number, L0, is a factor of two larger than the Drude
theory. The DC electrical conductivity becomes much more complex, and correspondingly so does




































Further complications beyond the semi-classical model for electrical transport properties
have implications for the relaxation-times (scattering mechanisms), and they are discussed in Ap-
pendix A. More corrections can still be deduced for the specific heat by investigating both the
Harmonic and Quantum Harmonic Crystal Theory. For the harmonic theory, the Dulong-Petit law
arises.
cv = 3nkB (1.38)
Adding quantum mechanical considerations to the harmonic theory results in a more refined











From Eq.1.28, the kinetic coefficient L22 implied that there was both a lattice (phononic)
and electronic contribution to the total thermal conductivity. Hence, for insulators one would
consider solely the lattice contribution, while for metals the electronic contribution would dominate,
see Fig.1.6. For semiconductors and semimetals, the usual thermoelectric materials, both the lattice
and electronic terms are of similar size. Therefore, maximizing the performance of a thermoelectric
material by maximizing σ and reducing κel becomes a difficult task due to the interrelations of the
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properties.
κT = κel + κph (1.40)
Figure 1.6: The electronic and phononic contributions to thermal conductivity. Note that the elec-
tronic contribution is offset and not necessarily larger than the lattice contribution in insulators.[105]
The Wiedemann-Franz relation has been demonstrated by two different theories and holds
true for many metals at room temperature. The relationship does lose it validity in certain situations.
A simple explanation for this is that the relaxation time (τ) is not always the same for Eq.1.34 and
Eq.1.30 because the thermal and electrical conductivities are different modes of transport provided by
the same carrier (electrons). The thermal relaxation time, τκ, is the average time between scattering
events that it takes for an electron to relax from its thermally excited state. Whereas the electrical
relaxation time, τσ, is the average time between scattering events needed for an electron to lose its
forward motion (relative to the driving electric field) in the crystal. A basic visual representation
is provided by Fig.1.7. Relaxation times are dependent on scattering processes. Ibach gives a
general description of the order magnitude of the wave vector required for both electric and thermal
scattering processes. He concludes that at high temperatures the difference between the scattering
processes is negligible, while at low temperatures only small wave vector phonons are available
for scattering. This results in thermal conductivity being relatively smaller compared to electrical
conductivity. Thus, the Lorenz number, L0, tends to decrease with temperature.[57]
Understanding when the Wiedemann-Franz relation fails is extremely important for ther-
moelectric research. This is due to its general use to calculate the electronic thermal conductivity
16
Figure 1.7: The difference in electronic and thermal relaxation times.
in order to deduce the lattice thermal conductivity from the experimentally measured total thermal
conductivity, Eq.1.40. Reducing the lattice thermal conductivity to its minimum value is one ap-
proach to improving the overall performance of thermoelectric materials. There are multiple sources
that fully discuss when and why the Wiedemann-Franz relation fails, but for brevity a general rule
of thumb will be provided here.[8, 118, 57, 155, 56]
The author finds that the best source for fully detailing the intricacies of the Wiedemann-
Franz relation is Ziman’s "Principles of the Theory of Solids". The fact that the ratio between the
two transport coefficients is k2T/e2 in the Wiedemann-Franz relation, Eq.1.35, is well explained
by examining the electrical current per unit field and the heat current per unit thermal gradient.
A more detailed approach compared to Ibach’s scattering processes description and the author’s
relaxation time explanation is undertaken by Ziman. He clearly states that scattering is defined
solely in terms of a vector mean free path varying over a Fermi surface for the derivation of the
Wiedemann-Franz relation. Therefore, a requirement (assumption) is made that all scattering is
elastic for the Wiedemann-Franz relation to be valid. By actually examining distribution functions
instead of hand waving, Ziman shows that ’hot electrons’ can scatter by both a horizontal (elastic)
and vertical (inelastic) process. These processes correspond directly to the electrical and thermal
relaxation processes discussed in Fig.1.7.[155]
The result is that in the region where resistivity is proportional to temperature, ρ ∝ T ,
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which happens to be at temperatures above the Debye temperature, the Wiedemann-Franz relation
holds and can be applied to calculate κe. The Debye temperature for Si80Ge20 is approximately 587
K. Therefore, Eq.1.41 implies that most of the high temperature data will follow the Wiedemann-
Franz relation, where deviations are a concern below 300C (573K). For semiconductors a value of
L0=2E-8WΩ/K
2 is selected. This value varies from earlier ones derived from first principles for
metals. Experimental results and a discussion on the Lorenz number for metals and semiconductors
can be found in the literature.[71] This value is used to calculated κph, Eq.1.42, through out this
dissertation unless otherwise noted. For more interesting reading on the Wiedemann-Franz relation
the reader is pointed towards Hutchinson’s work that describes the relations viability in terms of
phonon mean free paths and to low temperature violations of the relation by superconductors and
two dimensional crystals of purple bronze.[56, 126, 144]
T > θD , τκ ≈ τσ , L ≈ L0 (1.41)
κph = κT − L0σT (1.42)
One last concern for thermoelectric materials is bipolar conduction. This effect arises be-
cause at higher temperatures more minority carriers become involved in electronic conduction. Thus,
for semiconductors both electrons and holes will begin to contribute to electronic conduction. Since
the transport properties of thermoelectric materials are intertwined, this effect can be seen in σ, α,
and κ. The increased electrical conductivity is not as obvious as the maximum seen in the Seebeck
coefficient or the up turn of the total thermal conductivity that is a result of bipolar conduction.
Bipolar conduction is not as obvious in very high temperature operating thermoelectric materials,
such as SiGe, but the onset can be seen toward the upper end of measurements. An example of this
onset is highlighted in Fig.1.8. Further discussion of the bipolar effect, as it pertains to the tita-
nium diselenide thermoelectric system including the specific formulas for σ, α, and κ can be found
in literature. [53]
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Figure 1.8: The bipolar effect as seen in total thermal conductivity of n-type SiGe.
1.3 Dimensionless Figure of Merit and Thermoelectric Effi-
ciency
With the fundamental physical phenomena and their intertwined properties that give rise
to thermoelectric materials understood, it is obviously necessary to have a method for comparing
the quality of one thermoelectric material to another. The first attempt to formulate a method to
describe thermoelectric efficiency was put forth by Altenkirch in 1910.[3] Later in 1949, Abram Ioffe
formulated the Z parameter that evolved into the modern dimensionless figure of merit, ZT, that is








α2σ of Eq.1.43 is often referred to as the power factor. This represents the electrical trans-
port properties of a thermoelectric material. It was originally shown by Ioffe that semiconductors
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(due to their carrier concentration) would maximize the power factor and therefore the ZT, see
Fig.1.9. Recall that carrier concentration is one method for classifying a material as an insulator,
semiconductor, semimetal, or metal. The precise carrier concentration, n, needed to maximize the
power factor is material dependent, since the σ and α are also effected by carrier mobility, µ. The
carrier mobility, µ, is not the same as the previously mentioned electrochemical potential, µe. The
mobility is defines how quickly an carrier (electron or hole) can move through a material when pulled
by an electric field. It is the proportionality factor between the electric field and the drift velocity for
a conductor, Eq.1.44. The idea of the drift velocity is that carriers being driven by an electric field
(the Lorentz force) through a conductor scatter off of ions. Therefore, the carriers move through
the material with some average forward velocity that accounts for this scattering.
vdrift = µE (1.44)
Figure 1.9: Electrical conductivity and Seebeck plotted versus carrier concentration.[123]
The ZT is a simple combination of the material transport parameters to form a dimensionless
figure that allows for easy comparison of materials. A more important derivation is the overall
conversion efficiency of the entire thermoelectric element that is determined using these transport
parameters. For the power generation mode, the efficiency is determined by the electrical power
output produced from the heat flux input into the system. The power output is defined by Eq.1.45
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and has contributions from both Ohm’s law and the Seebeck effect (J is current density and E is
electric field). The heat flux has a reversible Peltier heat term and an irreversible Fourier heat flow
term as shown in Eq.1.46.
P = EJ , E = −ρJ + α∇T (1.45)
Q = αTJ + κ∇T (1.46)
The maximum efficiency, ηmax, of the entire element is determine by integrating the P/Q
ratio over the entire length of the element. A change of variable (dx = dT/∇T ) is used, and a more
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ZTm is the maximum ZT which occurs at temperature, Tm. There are two very important
lessons that can be taken from Eq.1.47. First, notice that the equation consist of both a Carnot
term and a ZT dependent term. The ZT dependent term suggests that the maximum efficiency will
be achieved when the average temperature of the hot and cold sides is equal to Tm. Second, the
Carnot term suggests that the efficiency of the entire element can be maximized by maximizing, ∆T ,
the temperature gradient between the hot and cold sides. In fact, this method actually improves
the efficiency faster than increasing the ZT peak. Therefore, in power generating thermoelectric
materials a more efficient material can be more readily achieved by broadening the ZT peak to
cover a larger ∆T rather than increasing the ZT peak. This approach could become useful for
synthesis techniques that lend themselves to the production of composite modules, such as the SE
SPS technique.
For thermoelectric materials that operate in the Peltier mode, the overall efficiency of the
entire thermoelectric element is defined as the "coefficient of performance"(COP), φ, as given by
Eq.1.48. Conversely to the power generation efficiency, the COP is maximized by minimizing the
∆T . This is because it is easier to pump heat from one side to the other right when the system
is switched on (current applied) because the initial ∆T = 0. Although SiGe is a power generation
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material, both the η and φ suggest that a good thermoelectric material will possess a high Seebeck,




















Russian scientist Abram Ioffe demonstrated the promise of semiconductors for thermo-
electric applications in 1929, Fig.1.9. Soon after the 1930’s marked the emergence of synthetic
semiconductors with high Seebeck coefficients. By 1954, H.J. Goldsmid and R.W. Douglas re-
iterated Ioffe’s work to the West, and further advances in the field of semiconductor technology
attracted much attention to the field of thermoelectrics. Specifically, RCA Laboratories spurred
on by the U.S. Navy began heavy research into thermoelectric materials because of their potential
military applications.[105] This lead to the discovery of SiGe as a thermoelectric material in the
late 1950’s.[125] Since, this time SiGe has become the established material for high temperature
power generation applications. Looking over modern day ZT values, one sees that SiGe is still the
preferred material for its temperature regime, Fig.2.1. The obvious advantage over the other high
temperature materials is that SiGe has both a p-type and n-type material. Before examining the
SE SPS synthesis process and confirming that it produces the desired SiGe alloy, it is necessary to
fully understand the general properties of SiGe. These properties along with a general history of
the material are discussed below.
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Figure 2.1: Modern day ZT values.[121]
2.1 History of Thermoelectric SiGe alloys
As stated above, the potential of silicon-germanium solid solutions as a thermoelectric was
shown in 1958 by Steele and Rosi.[125] In 1964, Dismukes et al. provided the foundation for future
optimizations with their work on silicon-rich SiGe alloys.[36] Although carried out for the U.S.
Navy, this work was later employed by NASA on Radioisotope Thermoelectric Generators (RTGs)
operating from 600− 1000oC. [105, 42] Specifically, SiGe alloys synthesized by the time consuming
zone leveling process were first used on the 1965 NASA SNAP-10 mission. An example of an multi-
hundred watt(MHW) RTG using SiGe modules as employed on the Voyager space mission is seen
in Fig.2.2
Figure 2.2: MHW RTG used on Voyager space mission.[105]
In the late 1960’s grain boundary scattering and the use of fine-grained alloys in order
to lower lattice thermal conductivity were studied for SiGe. [45, 99] This lead to D.M. Rowe’s
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study of the grain size effect on thermal conductivity. [108] In the mid-1970’s Sandia Laboratories
published a three part review on the synthesis of SiGe materials by the chill casting method. Other
investigations during the 1970’s included various milling, sintering, and pressing techniques.[75, 107]
By 1976, SiGe had become the sole material used in RTGs for all deep space power generation
applications.[105] The 1980’s saw a diminished interest in all thermoelectric research. Although the
general interest for thermoelectrics was renewed by superconductors as discussed earlier in Sec.1, for
SiGe interest was renewed in the late 1980’s when NASA was considering other power sources for
their deep space missions. This lead to a large body of research on SiGe during this time period. It
was found that in spite the promise of other advanced materials when it came to providing power
SiGe alloys remained the material of choice due to their robust nature.[142] In 1987, Vanersande
et al. at the Jet Propulsion Laboratory(JPL) found that n-type SiGe/GaP samples had a Z value
about 20-30% greater than zone leveled or hot-pressed n-type SiGe. [136] In 1989, work done by
Bruce Cook at Ames laboratory introduced mechanical alloying, as opposed to zone leveling, as a
simpler way to synthesize SiGe alloys.[26] Into the 1990’s Cook continued to optimize his mechanical
alloying(MA) method using SPEX mills. [24, 49, 30, 25, 28, 29, 27] MA is a high energy ball mill
process. Essentially, powders/specimens are loaded into robust vials filled with one to several balls.
For milling SiGe materials these vials and balls are made of hardened steel. The vials are then
placed in a specialized shaker. The striking of the balls against the sides of the vial allows for
the repeated fracturing and cold welding of the materials resulting in a fine alloyed powder. The
optimization of MA by Cook lead to his thorough investigation of the parasitic effects that oxygen
has on thermoelectric n-type Si80Ge20 (GaP and P doped).[24, 27] Since oxidation will always be
a concern for SiGe materials, a comprehensive review of Cook’s findings are provided in the next
several paragraphs.
Cook realized the need to understand the role that neutral impurities played in developing
improved SiGe alloys. It is inevitable that oxygen being highly reactive and having a solubility
of 1018cm−3 in silicon will contaminate a SiGe alloy during the handling and processing of raw
materials.[89] Cook also saw that while studies had been conducted on oxygen’s effects on the
properties of silicon little had been done for SiGe.[24] In 1974, it was first mentioned that SiO2
contaminated SiGe alloys prepared using a mortar and pestle. In 1980, this same contamination
was found in hot pressed SiGe alloys, and it was hypothesized that this contamination caused the
electrical properties to be degraded. In 1989, TEM characterization of SiGe alloys showed SiOx
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crystallites. It was not until 1991 that the total oxygen content was measured for Si80Ge20 using
neutron activation. [75, 12, 110, 143, 98]
Building on this research, Cook’s objective was to find the maximum tolerable oxygen level
for SiGe alloys that would balance the synthesis conditions with a high figure of merit. During his
study Cook noticed five major effects that oxygen had on his system. First in agreement with work
done by Doremus, it is the silicon that oxidizes in silicon germanium mixtures. [37] This oxidation if
great enough can be observed by a dulling of the surface for a specimen or a lightening of coloration
for a powder. Fig. 2.3 of SiGe samples from Clemson University’s Complex and Advanced Materials
Laboratory(CAML) demonstrate this visual change.
Figure 2.3: Commercially purchased Si70Ge30 specimen produced by Goodfellow. A)Shiny surface
without much oxidation B)Heavily oxidized surface with greenish-yellow tint C)Surface appears gray
and dulled compared to A indicating slight oxidation.
Second, this oxidation of silicon causes the bulk composition to trend toward a germanium-
rich value. Two atomic percent more oxygen will result in approximately a positive three atomic
percent change in the ratio of germanium to silicon. This composition change leads to a small shift in
the lattice parameter (about .001nm from ideal Si80Ge20 0.5472nm). Third, the presence of neutral
second phase impurities (SiOx from oxidation) lower carrier mobility via impurity scattering and
increased grain boundaries. This leads to a reduction in electrical conductivity and mobility, see
Tab. 2.1.[24]
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Designation Oxygen(at.%) σ(Ω cm)−1(x103) µ(cm2/Vs)
51-37 0.25 1.92 47.7
51-30 0.57 1.63 50.2
51-31 0.60 2.12 38.0
51B-5 2.22 0.41 22.0
51B-6 2.30 0.62 19.0
Table 2.1: Electrical properties of n-type SiGe with different oxygen contents.[24]
Fourth, large variations in oxygen will promote different micro structure when the material
is sintered. Oxides reduce the diffusion process that takes place during normal solid-phase sintering.
This results in hot pressed samples with high oxygen contents having little grain growth. This
provides a method of determining relative oxygen contamination by comparing SEM images therefore
avoiding the need to use neutron activation, see Fig.2.4.[24] The readily available SEM microscope
at CAML will prove to be an invaluable tool in quickly determining oxygen contamination.
Fifth, samples affected by oxygen will have decreased thermal conductivity. For SiGe with
high operating temperatures the reduction in lattice thermal conductivity from grain scattering is
negligible, and the phonon impurity scattering plays a role in lowering lattice thermal conductivity.
The majority of thermal conductivity reduction comes from a reduced electrical thermal conductivity.
The electronic component in large grain SiGe, see Fig.2.4, experiences a decrease from the neutral
second phase impurities. Tab. 2.2 shows the reduction in thermal conductivity from oxidation.[24]
Even through the material’s thermal conductivity is lowered by oxidation, its figure of merit, Z, is
not increased due to the larger reduction of the material’s electrical properties.
Designation Oxygen(at.%) κtot κE κL Z
51-37 0.25 45.9 18.5 27.4 0.80
51-30 0.57 44.6 15.6 29.0 0.71
51-31 0.60 45.5 19.0 26.5 0.70
51B-5 2.22 31.2 5.6 25.6 0.60
51B-6 2.30 33.8 7.2 26.6 0.56
Table 2.2: Properties of n-type SiGe, where thermal conductivity is in (mW/cm deg).[24]
With a thorough examination of oxidation in SiGe alloys as studied in the early 1990’s
complete, the history of the material continues with the theoretical limit of ZT (≈ 0.65 p-type and
≈ 1.1 n-type) experimentally being achieved for SiGe alloys that did not have nano-phases. [42, 24]
In 1991, Cronin Vining et al. studied 28 sintered and zone leveled SiGe alloys including the highest
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Figure 2.4: Micro structure of SiGe (a)2.2 (b)0.57 at. per. oxygen.[24]
published p-type ZT≈0.65 (nano-phase free). [143] This led to the theoretical limit (free of nano-
phase inclusions) for n-type SiGe alloys being reached by B.A. Cook, J.L. Harringa, C.B. Vining, and
S.H Han in 1995. [25] From this point forward all progress made in the SiGe system would have to
rely on nano-phases as suggested by Mildred Dresselhaus in 1993. [39] As opposed to Dresselhaus’s
original suggestion that the introduction of nano-phases would improve ZT via improved power
factor, it is now understood that reduced lattice thermal conductivity is the dominating benefit of
nano-structuring. [38] Hence Richard Feynman’s famous 1959 talk, "There’s Plenty of Room at
the Bottom", was given plenty of merit. Thus the late 1990’s saw the introduction of the Si-Ge
superlattices, nano-inclusions in SiGe, and new pressing methods (Spark Plasma Sintering and Hot
Isostatic Pressing) in an attempt to incorporate nano-structures into the SiGe material to improve
ZT. [31, 127, 94, 74, 32] Before this time most pressing was done using a hot uniaxial pressing
or vacuum pressing. The new millennium saw a continued study of superlattices with quantum
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dot superlattices(QDS) and nano-dot superlattices (NDSLs). [9, 10, 73, 4] Even through the nano-
phase free theoretical limit was achieved in the 1990’s, the high performance SiGe alloys used in
modern space missions have a figure of merit of ZT≈0.50 (p-type) and ZT≈0.93 (n-type). The
values for modern RTG SiGe are lower than the nano-phase free theoretical limit due to the ability
to mass produce perfectly doped alloys. Also these values are lower than current nano-structure
SiGe materials, but superlattice SiGe is not presently capable of being produced in bulk.
2.2 Properties of P,N-Type Si80G20
The thermoelectric transport and other general properties of both n-type and p-type Si80Ge20
can be found in the 1995 edition of the thermoelectrics handbook. [105] Another useful source of
information is the "New Semiconductor Materials Website". [117] The fastest measurement that
can be performed to see if one’s material is both a good thermoelectric and the correct alloy is by
checking the theoretical density. The theoretical density is composition dependent for the alloy,
Eq.2.1. Thus, for Si80Ge20 the theoretical density is 3.00 g/cc.[117]
Figure 2.5: Sample of Si/Ge crystal structure.[117]
Si1−xGex(g/cc) = (2.329 + 3.493x− 0.499x2) (2.1)
Beyond the density another important property to consider is the crystal structure of SiGe
alloys. SiGe has a diamond lattice (space group Fd3m) consisting of two inter penetrating face-
centered cubic primitive lattices, see Fig. 2.5. Similar to the density, the lattice constant is compo-
sition dependent. This idea (Vegard’s law) that a linear relation exists between the crystal lattice
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parameter of an alloy and the concentration of its constituent elements was proposed by Vegard
in 1921. [138] Dismukes formulated the slight variation from Vegard’s law for SiGe alloys in 1964,
Eq.2.2.[35] This formulation will become invaluable for proving that the SE SPS is truly alloying
different compositions of SiGe.
Si1−xGex(Ȧ) = (5.431 + 0.20x+ 0.027x
2) (Ȧ) at 300K (2.2)
The specific heat of a material is usually quite robust, not easily changed by small variations
in composition or dopants. Therefore, it is not surprising that the specific heat for SiGe alloys is
virtually the same for the n-type and p-type material, Fig. 2.6.
Figure 2.6: The specific heat of typical thermoelectric SiGe.[105]
When it comes to the thermoelectric properties of a material there are the measurable bulk
transport properties, σ, α, and κ, and the more fundamental transport properties such as carrier
concentration, n, and mobility, µ. Since synthesis techniques and dopant concentrations can have
such a large effect on n and µ, one should refer directly to the reference handbook or Vining’s
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review paper for acceptable values for thermoelectric SiGe. [105, 143] The bulk transport properties
provided by tables in the reference handbook are graphed below, Figs. 2.7, 2.8, and 2.9.
Figure 2.7: The resistivity of typical thermoelectric SiGe.[105]
Figure 2.8: The thermopower of typical thermoelectric SiGe.[105]
The properties can be combined to form the dimensionless figure of merit. As for most
thermoelectric materials the n-type ZT is greater than the p-type, see Fig. 2.10.
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Figure 2.9: The total thermal conductivity of typical thermoelectric SiGe.[105]
Figure 2.10: The ZT of typical thermoelectric SiGe.[105]
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2.3 Lattice Thermal Conductivity of SiGe
As noted in the abstract all the TE transport properties of SE SPS produced SiGe will
need to be characterized. The standard values of these properties for traditionally alloyed SiGe have
just been outlined, Sec.2.2. A physically interesting result can be found by further investigating the
lattice thermal conductivity of both MA+HP SiGe standards and the SE SPS samples. This specific
result as it pertains to grain boundaries scattering and lattice thermal conductivity is discussed in
Sec.6.4. Also Sec.7 will discuss specific attempts to include nano-structures with SiGe to reduce the
lattice thermal conductivity of the composite material as it relates bulk SiGe. For now as the basic
material properties of SiGe are being discussed, it is important to understand what gives rise to the
lattice thermal conductivity of this material.
Thermal conductivity is the proportionality constant between time rate of heat transfer,
heat flux ~Q, through a material and the negative gradient in the temperature, ~∇T , see Eq.2.3. This





If we examine the kinetic theory of gases, then in the presence of a temperature gradient a
particle’s energy must change at a rate of Eq.2.4, in order to travel with velocity ~v. c is the heat
capacity of the particle.
∂E
∂t
= c~v · ~∇ (2.4)
If there is some concentration of particles n, then the average distance a particle travels
before being scattered is vτ . τ is known as the relaxation time (time between collisions for this
simple model). The average total heat flow rate per unit area is found by summing over all the
particles, Eq.2.5.
κ = −ncτ 〈~v · ~v〉 ~∇T = −1
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ncτv2~∇T (2.5)
Rearranging Eq.2.5 to match Eq.2.3 the thermal conductivity, κ, is expressed as Eq.2.6.
The total heat capacity as it depends on the individual heat capacity of the particles, C = nc, and
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This deviation of the thermal conductivity from kinetic theory can be applied to various
methods of excitations (electrons, phonons, etc). The method as it applies to lattice thermal con-
ductivity is performed in section 3 of chapter 1.1 in Thermal Conductivity: Theory, Properties, and
Applications. [135] This is built on the harmonic theory for crystals where atoms in a solid vibrate
around equilibrium positions, Sec.A.8. The vibrations are of the atoms are interconnected, and
the lattice vibrations of the crystal can be denoted by their standing waves, normal modes. These
normal modes are discussed for both one and three dimensional lattices in relation to the classical
harmonic theory in Sec.A.8. It becomes necessary to apply quantum mechanics to harmonic crys-
tal theory in order to explain deviations in the heat capacity of a material from the Dulong Petit
limit, Sec.A.9. Thus in the quantum harmonic theory of crystals, normal modes can be expressed
as quanta of crystal lattice vibrations, phonons. Then dispersion curves, which shows the connec-
tion between the wave vector and the wave frequency, have two branches as shown in Sec.A.8 and
Sec.A.9 (in a diatomic lattice). For small wave vectors the dispersion relation takes the same form
as sound waves and long wavelength modes in an ionic crystal can interact with electromagnetic
radiation; therefore, these branches (modes/phonons) are referred to as optical(upper branch) or
acoustic(lower branch). If a temperature gradient exist, then thermal energy is propagated by wave
packets of various normal modes (phonons). Optical modes (phonons) have a small group velocity
which makes them in effective at transporting heat through a material, but they can still effective
thermal conductivity by scattering acoustic phonons, who are the main heat conductors. Using this
understanding of crystal lattice vibrations (phonons) the lattice thermal conductivity found in Eq.2.6
can be derived. One begins by using the phonon distribution function and assuming that scattering
processes will tend to restore a phonon distribution to its equilibrium at a rate proportional to the
departure from equilibrium (Boltzmann equation). Another way of stating the requirement made by
Boltzmann’s transport equation is that the phonon mean free path is much greater than the phonons
wavelength. The total heat flux carried by all the phonon modes is expressed in a similar fashion
to Eq.2.5. Then the lattice thermal conductivity from the phonon distribution approach, Eq.2.7,
is expressed in terms of phonon wave vector, ~q; phonon frequency, ω~q; phonon group velocity, vg;
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This is the point where approximations must be made in order to achieve the desired result
of expressing the lattice thermal conductivity in simple terms (Eq.2.6) using the phonon distribution
approach. The assumptions those of the Debye theory. Specifically, the average phonon velocity,
v (≈ vsound in solids), replaces the phonon group velocity; the frequency for all the branches is
expressed by the average phonon velocity, ω~q = vq; and the phonon velocities are the same for all
polarizations (i.e. if there were a longitudinal and two transverse acoustic branches, say ωL1 , ωT1 ,





Transforming to an integral, applying the Debye approximation, and making several substitutions
requiring knowledge of the Debye frequency (ωD) and temperature (θD) to Eq.2.7 leads to a lattice













(ex − 1)2 dx (2.8)








Hence by defining the mean free path of the phonons as l(x) = vτq(x), the lattice thermal
conductivity is expressed analogously to the derivation from kinetic theory, Eq.2.6, see Eq.2.10. The
difference being that the mean free path, average velocity, and heat capacity are now for phonons







The major point to learn from the Debye approximation for lattice thermal conductivity,
Eq.2.8, is that the lattice thermal conductivity is dependent on the relaxation time of various phonon
scattering processes. For many purposes such as: crystals with a large amount of defects, crystals
with appreciable amounts of isotopes, and the discussion of SiGe within this dissertation, the Debye
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approximation works well for calculating lattice thermal conductivity. The Debye approximation
includes phonon-phonon scattering processes where total crystal momentum is not conserved, Umk-
lapp or U-processes. These processes follow the Boltzmann equation assumption made to obtain
Eq.2.7. Since they return non-equilibrium phonon distributions back to equilibrium, they have a
thermal resistance. The Debye approximation does not account for normal processes, N-processes,
which are non-resistive because they conserve both energy and momentum.[135]T he N and U pro-
cesses can be thought of quite simply as two phonons colliding to form a single phonon. For the N
process, where energy flow is not changed, there is no thermal resistance. If a crystal existed with
only N-processes available for phonon-phonon interactions, then the lattice thermal conductivity
would be infinite. For the U process, where momentum is destroyed and the directional flow of
energy is altered, thermal resistance is able to arise. More reading on these processes can be found
in basic solid state texts and in Sec.A.10.[13]
The N processes were first accounted for in calculations of lattice thermal conductivity us-
ing the Callaway model.[135] Modern calculations of the lattice thermal conductivity of SiGe are
based on a relaxation time approximation model that includes both U and N processes. Essentially,
Callaway’s work was modified by Steigmeier and Abeles, then it was adopted by Vining, Slack,
and Hussain for SiGe, and finally it appears in modern work by Minnich for modeling SiGe nano-
composites. [86]
Refocusing on Eq.2.10 and relaxation times, it was empirically discovered by Matthiessen in
1862 (before quantum mechanics) that the scattering mechanisms were independent of each other.
Matthiessen’s original work was on carrier mobility and the electrical conduction of metals and al-
loys, but it has been extended by other scientists. If the scattering mechanisms are independent,
then the overall collision rate is the sum of the collision rates of the participating scattering pro-
cesses, Eq.2.11. Some scattering processes that can participate are: scattering from point defects
(impurities, isotopes, mass defects, etc.), τimp; scattering from dislocations or strain fields, τstrain;
scattering from phonon-phonon interactions (U-processes in the Debye approximation), τph−ph; and
scattering from boundaries of the crystallites (grain boundaries of different orientations or crystal di-
mensions), τB . Recalling the relation between the relaxation time and the mean free path a phonon,
l(x) = vτq(x), used to obtain Eq.2.10, one realizes that Eq.2.11 could be expressed in terms of mean
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The average velocity in the Debye approximation is approximately the velocity of sound in
a solid. This approximation holds very well for SiGe materials. For example longitudinal phonons
in the 001 direction of Si80Ge20 have a velocity of vL = 7727 m/s, while transverse phonons in the
001 direction have a velocity of vT = 5380 m/s.[128] If one was to average this velocity using the
correct methods prescribed by Tang, they would find a value quite similar to the velocity of sound in
Si80Ge20. The velocity of sound can be calculated using the traditional formula that is dependent
only on the characteristics of the media, Eq.2.13. Here β represents the bulk modulus of a material
and ρ represents the density. Hence we find that between room temperature and 1173K the velocity
of sound (the average phonon velocity within the Debye approximation) for Si80Ge20 only varies by











It is also handy to point out that the specific heat capacity for Si80Ge20 at high temperatures
(300-1200K) only varies by 20%, 0.65-0.77 J/g-K.[105] Since v(x) and C(x) used in Eq.2.10 have been
shown to be fairly constant at higher temperatures, based on Eq.2.12 it can be stated that at higher
temperatures the lattice thermal conductivity will reflect the dominant scattering process, the one
with the shortest mean free path! Even when one scattering process is dominating, other processes
can be visible and the overall thermal conductivity is shaped by all the factors in Eq.2.10.
The lattice thermal conductivity versus temperature curve of Si80Ge20 follows the usual
trend found by Debye/Callaway models, Fig.2.11. Typically, an empirical power law can be applied
to devise the temperature dependence of lattice thermal conductivity. At low temperatures one
expects that C(x) as derived by the Debye method, Sec.A.9, will affect the lattice thermal conduc-
tivity, Eq.2.10, with its T 3 dependence. Then the lattice thermal conductivity can be expressed as
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κph ∝ T 3−a, where ’a’ is an empirical value that is material dependent and a defect is described
by 1/τ ∝ ωa. Hence, at very low temperatures κph ∝ T 3 when boundary scattering, 1/τ ∝ ωa=0,
is dominant. As temperature increases the number of boundaries and defects do not change and
more phonons are excited. Therefore, after a certain temperature the contribution from these scat-
tering mechanisms (ones effecting longer wavelength phonons) to thermal resistivity remains fairly
flat. This is represented by the fact that at high temperatures when the temperature dependence
has a 1/T trend, the thermal conductivity approaches some minimum value and not zero. Also,
as temperature increases the phonons being excited have shorter wavelengths. Then at some point
roughly 10 − 20% θD, the θD termperature being the point where the maximum frequency of the
phonons have been excited, U-processes begin to effect the thermal resistivity. The U-processes have
a 1/T dependence at higher temperatures because beyond θD adding heat to the system only serves
to excite more phonons (that can contribute to phonon-phonon scattering), since all the frequencies
up to ωD have been excited. Then N ∝ T and l(x) ∝ 1/T . It is important to note that similar to
this general discription for lattice thermal conductivity, Fig.2.11, Slack has produced theoretical and
experimental curves that show the dominance of various scattering mechanisms for Si and Ge.[44]
Figure 2.11: Example of dominate mechanism for thermal conductivity.[135]
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Having addressed the fundamentals features of lattice thermal conductivity for SiGe, it is
important to note that grain boundary scattering in this material can greatly affect the total lattice
thermal conductivity. This was shown by Slack for n-type Si70Ge30 by graphing the calculated lat-
tice thermal conductivity versus grain diameter, see Fig.2.12.[119] Notice that reductions in lattice
thermal conductivity begin around 3µm, which is the mean free path of the dominant heat carrying
phonons. These phonons have a wavelength of 4.5nm, therefore it is not surprising that the mini-
mum lattice thermal conductivity is reached when grain diameters are on the size order of the this
wavelength. Significant to notice for this study is that for larger grain sizes (> 1µm) we expect the
lattice thermal conductivity of SiGe to have relatively similar values if dopant concentrations are
the same. Since grain boundary growth could be affected by the new SE SPS synthesis technique,
it is very important to investigate this physical transport property of our material. A full discussion
of grain boundaries for SE SPS samples versus traditionally prepared MA samples will be provided
in Sec.6.4.
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Figure 2.12: Calculated lattice thermal conductivity versus grain diameter for n-type Si70Ge30 at
300K.[119]
2.4 Recent Advances for SiGe alloys
In 2008, collaborative work between Boston College, MIT, and GMZ Energy produced
nano-structured SiGe bulk alloys via MA that avoided past problems with oxidation and showed
that nano-structures can be successfully incorporated. They reported ZT values of ZT=0.95 (p-type)
and ZT=1.3 (n-type).[146, 64] This work opened the door for examining whether the reduction in
lattice thermal conductivity arose in the alloy through scattering by point defects, or from the nano-
size effects by the strong interface scattering of phonons. Previous studies before this one were
unable to differentiate between the two causes for phonon scattering. [153] The success of bulk
nano-structure SiGe led to further theories on the maximum obtainable ZT for this material with
nano-phases. [11]
During this time others within the MIT collaboration began to investigate the viability
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of ultra-low content SiGe alloys with the bulk nano-composite approach. Essentially this work
showed the trade off between traditional Si80Ge20 with an average ZT of 0.49 and a cost of $9/Watt
and nano-structured Si98Ge02 with an average ZT of 0.32 and a cost of $1.7/Watt. This ap-
proach provides a trade off of the material’s overall performance (Watt/mass) with its economic
cost(Dollar/Watt). [16] The reason that this cost per watt is significant for thermoelectric materials
is because lower economic cost expands the applicability of these materials beyond their current
niche markets. Often certain cost per watt goals are set by the DOE, such as for solar cells that
have a goal of $1/Watt.[33]
Further improvements to bulk nano-structured SiGe alloys were recently shown by the MIT
group. These improvements relied on modulation doping (adding an additional Si phase). [151]
This idea will be revisited in suggestions for future work, and the SE SPS method has potential for
modulation doping to further improve the ZT of the materials it alloys. These recent advances in
SiGe coming out of the MIT collaborations involve a large group of researchers that includes Mildred
Dresselhaus and those who worked on SiGe at the Jet Propulsion Laboratory in the 1990’s. There-
fore, it is essential for anyone interested in SiGe alloys to pay close attention to their work, since it





Clemson University’s Complex and Advanced Materials Laboratory (CAML) has built itself
as a laboratory that performs world class measurements on state of the art thermoelectric mate-
rials. A mixture of custom and commercial built systems are used to characterize the transport
properties of materials from low (10-300K) to high (373-1373K) temperatures. A strong knowledge
of physics along with a persistent attention to sample preparation and data analysis are necessary
to correctly interpret one’s results. Details such as, observing the smoothness of the slewed data
in low temperature resistivity measurements or checking for samples being semi-transparent to the
laser’s wavelength in thermal diffusivity measurements, should not be overlooked. These details are
not always written down in manuals or published in papers, but knowledge of them is necessary.
One typically learns them through a laboratory’s oral tradition or through intimacy in studying and
repairing the apparatus used for the measurements. The original custom low temperature systems
were designed by Pope, Littleton, Zawilski, and Tritt. [102, 103, 152] Since the construction of the
two original systems around 1999-2001, new group members have all had a hand in learning the
systems through constructing duplicate systems. CAML now operates three custom resistivity and
Seebeck systems and three custom thermal conductivity systems. It would be redundant to restate
and reproduce the collective knowledge of CAML, but herein an introduction and basic fundamentals
of the measurement systems at CAML are discussed. Specifically, it is important to note that an in
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depth study on the thermal conductivity measurements performed at CAML was conducted by Jus-
tine Andrews Edwards. [5] This master thesis provides further insight into the thermal conductivity
measurement systems discussed below and has appendices with instructions on how to prepare and
mount samples for the measurements. Aspects such as the general uncertainties of these systems
are not always discussed, and an effort will be made with each technique to leave the reader with an
general idea of uncertainty associated with the measurement. Specifically examples will be provided
for the thermoelectric SiGe alloy when possible.
3.1 Low Temperature Transport
Low temperature measurements, 2-300K, can furnish essential insight into systems that
cannot be provided by higher temperature measurements. Electrons experience less thermal excita-
tion and there exist a smaller population of phonons at lower temperatures, which has the benefit
of reducing phonon-phonon and phonon-electron interactions. As discussed in Sec.A.9, the Debye
temperature, ΘD, gives the temperature that below it modes (phonons) begin to be "frozen out".
Inversely above ΘD all the phonons are excited. It is noted that when in the range of 10% or less than
the Debye temperature, ΘD, the stucture and defects (structual, magnetic, imputrity, addition, etc.)
are the dominant scattering factor for electrons and phonons. An example of when these various
scattering mechanisms dominate thermal conductivity is shown in Sec.2.3 Fig. 2.11.[135]
3.1.1 Electrical Resistivity and Seebeck
A custom low temperature resistivity and Seebeck system R&S, 10-300K, designed by Pope,
Littleton, and Tritt is located at CAML. [102] The system has a high through put of samples
made possible by its removable puck design and achieves a high density of data from slewing its
temperature. It is custom built for thermoelectric materials measuring both resistivity and Seebeck
simultaneously but has been used to study other interesting systems such as Single-Walled Carbon
Nanotube Bundles. [52] In the end it is important to remember that even when custom designed
systems give data like resistivity and Seebeck that in reality the computer is giving the results based
off of the different measured voltages and the sample dimensions one gives it. Thus everything the
system measures is a voltage including the temperature which is found by converting the measured
voltage of a differential thermocouple using a table.
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The standard dimensions for a sample are 2x2x8mm3. These dimensions are a compromise
between the needs of the low temperature resistivity measurements that require a long narrow sample
and the needs of the low temperature thermal conductivity measurements that prefer a short fat
sample. One can see that the length and cross-section factor into both the resistivity and thermal
conductivity equations, Eq. 3.4 and Eq. 3.10. The preference for a longer sample is due to Ohm’s
law. The system is inputing a known current into the sample. The current is known by measuring
the voltage across a known standard resistor that is in series with the sample. This standard
resistor is chosen to be on the same order of magnitude as the sample. Knowing the current across
the sample, the voltage being measured across the voltage leads is maximized by maximizing the
resistance of the sample. Since the resistivity of the sample is intrinsic, resistance is maximized by
the bias choosing of the longer sample. Simply put when it comes to resistivity measurements the
chosen length of the sample is a signal-to-noise issue. When it comes to the cross-sectional area,
the narrow part of the sample, there are two issues. First, resistance is inversely proportional to
the cross-section. Hence, narrower samples once again provide a larger signal-to-noise ratio. Second
to have a meaningful measurement entailing the entire sample and obeying Ohm’s law, the current
density needs to be uniform between the voltage leads. It is suggested by Tritt that the leads are
placed at least the width of the sample (assuming a square cross-section) from the ends where the
current is inputted. [53]
The removable sample mount, puck, is set up as seen in Fig. 3.1. It consists of a copper
base that is thermally sunk to the system via thermal grease (Apiezon N Grease) and its natural
copper to copper contact, a smaller copper block to which a 39Ω heater is attached with 5 minute
epoxy, and a 24 pin dual in-line package(DIP) socket (Newark #66f9190) that is thermally sunk
to the copper pieces by Stycast 2850, a two part thermal epoxy produced by Emerson Cummings.
The sample is mounted between the base and the heater’s copper block using silver paste (Dupont:
4929N) or PbSn solder over Ni plating. The 39Ω heater is powered through pins 8 and 9. One
current input wire, I+, is painted/soldered between the sample and the heater’s copper block (pin
20). The other current input wire, I-, and a ground are soldered to the copper base (pins 13 and 17).
The two voltage leads used for measuring resistivity are attached to the sample of length l at about
(1/3)*l, VR−, and (2/3)*l, VR+ (pins 18 and 19). The two voltage leads, VTEP− and VTEP+, used
for measuring Seebeck are attached the same way as the current input wires(pins 16 and 21). This
placement relies on the assumption that the thermal and electrical conductivities of copper are high
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enough so that no potential or thermal gradients exist within the copper base and heater block. A
differential thermocouple is embedded into the copper blocks near the sample contact surfaces in
order to measure the temperature gradient, ∆T , across the sample(pins 6 and 7). Fig. 3.2 shows
the pin layout of the removable chip. A mounted SiGe sample is seen in Fig. 3.3.
Figure 3.1: Removable sample mount for low temperature resistivity and Seebeck measurements.[102]
Figure 3.2: Pin layout for the custom low temperature resistivity and Seebeck measurements.
Data is collected as the system cools to 10K and as it warms back to 300K producing
cooling and heating curves. The cooling/heating rate or slewing temperature is set to 0.25 K/min
creating a quasi-steady-state where the change in temperature during each individual data point
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Figure 3.3: SiGe sample mounted for low temperature resistivity and Seebeck measurements.
measurement(1-2seconds) is very small. The system maintains a constant temperature difference
of 5K between the copper blocks. Therefore, the ends of the sample are held 5K apart following
the same assumption as the voltage leads placement above. The measurement temperature for each
data point was taken as the sum of the base temperature of the system and half of the temperature
measured across the differential thermocouple, see Eq. 3.1. This is the temperature approximately
at the center of the sample.




The resistance of the sample is found by measuring the voltage, Vmeasured, between the
leads, VR− and VR+, with the current in one direction and then the other. This is done so that the
thermoelectic voltage, α∆T , generated by the temperature difference across the sample, specifically





(I+ − I−) =
[VIR(I
+) + α∆T ]− [VIR(I−) + α∆T ]
(I+ − I−) (3.2)
Notice that ∆T represents the unknown temperature gradient between the voltage leads and
not the ∆T measured by the differential thermocouple for the Seebeck calculation. The resistance
should be independent of current direction such that I− = −I+. Then it follows that VIR(I−) =
−VIR(I+). Applying this to the second part of Eq. 3.2, one finds that the equation for resistance
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that takes into account the thermoelectric voltage generated by the sample is simplified to Eq. 3.3.
R =
[VIR(I
+) + α∆T ]− [−VIR(I+) + α∆T ]










Therefore, the ∆T representing the unknown temperature gradient between the voltage
leads does not have to be known. All that is required to find the resistance of the sample is the
voltage measured by the two leads, VR− and VR+, and the current. From the resistance resistivity
can be determined using the sample’s geometry, Eq. 3.4. This equation assumes a rectangular sample
with a uniform cross-sectional area, A, and a length between the leads, l. Any shape with a uniform
cross-sectional area can be chosen for this equation, but it is much easier to cut rectangles than





The Seebeck calculation for a given temperature is based on a two conductor scenario as
discussed in Figs. 1.1, 9, and 10. This is because the Seebeck coefficient is taken as the voltage
between the copper blocks, VTEP− and VTEP+, divided by the temperature difference as found
by the differential thermocouple, ∆T . In order to calculate the sample’s Seebeck coefficient, the
Seebeck voltages of the copper wires must be subtracted out of the open circuit voltage that was








Concerns over offset voltages due to instrumentation are discussed in Pope’s original paper
on the custom low temperature R&S system. [102] Since the samples being measured are thermoelec-
tric (α > 100µV/K), even the largest offset voltages (1-5µV/K) caused by poor electrical contact
will not introduce more than 5 percent error. In fact, the majority of the error associated with the
low temperature R&S system comes from the geometry of the sample. Basic error analysis is left to
the reader, but if the room temperature resistivity of a SiGe alloy is ≈ 4.5Ω-cm, the sample’s cross
section is 0.2 ± 0.05cm by 0.2 ± 0.05cm, and the voltage lead separation is 0.6 ± 0.05cm, then by
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Eq. 3.4 it is easy to envision 5 percent error arising from the dimensions in the resistivity measure-
ments. The uncertainty of the custom built low temperature R&S system is approximated based on
the systems ability to reproduce literature values of both platinum and Bi2Te3, which is consistently
within 7 percent.[102]
3.1.2 Thermal Conductivity
A custom low temperature thermal conductivity system, 10-300K, designed by Pope, Zaw-
ilski, and Tritt is located at CAML. [103] Similar to the R&S system, which measures resistance and
calculates resistivity, the low temperature thermal conductivity system measures thermal conduc-
tance, K, and calculates thermal conductivity, κ. The system also relies on a removable puck design
to achieve a high through put of samples. A steady-state power sweeping technique is employed to
measure thermal conductance. The system is designed to fit the same samples as used in the custom
low temperature resistivity and Seebeck system. The standard dimensions for a sample, 2x2x8mm3,
where discussed as a compromise between the needs of the two systems previously in Sec. 3.1.1. The
reason for long narrow samples for resistivity and Seebeck measurements was covered. The thermal
conductivity measurements on the other hand requires short fat samples. The main reason for this
sample shape is to avoid power loss through radiation in the sample. The radiative heat transfer
of an ideal radiator is given by the Stefan-Boltzmann Law, Eq. 3.6, where P is power, A is surface
area of the radiator, σ is a constant, and T is the temperature difference between the radiator and
its surroundings. [88] From Eq. 3.6 it is clear that the surface area of the sample needs to be min-
imize to avoid power loss. This surface area is directly proportional to the length and the thermal
conductance is inversely proportional to the length. Therefore, the limiting factor in deciding the
length of the sample is maintaining a long enough sample for the resistivity measurements, and a
long enough sample to establish a thermal gradient over which ∆T can be measured between two
points, Eq. 3.9. To maximize the cross-sectional area and minimize the surface area for a sample of
a decided length, the cross-sectional area is chosen to be square.
P = AσT 4(j/m2s) (3.6)
The samples are mounted on modified commercial pucks designed by Quantum Design for
their PPMS systems AC Transport option, Fig. 3.4. [103] The samples are silver pasted/soldered
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to the copper base of the mount. A 120Ω strain gauge heater is attached to the top of the sample
using 5 min epoxy. A 1mil (0.001 inch) constantan-chromel differential thermal couple is soldered
to #38 copper wires that are stycasted to the sample at distances similar to the voltage leads, VR−
and VR+, of the resistivity measurements. This configuration achieves maximum thermal contact
while insulating the sample electrically from the thermocouple.
Figure 3.4: Sample mount for thermal conductivity measurements.[103]
Once the sample is mounted, the puck installed, and the system evacuated (≤ 10−3 Pa) a
cryocooler cools the system down to a starting temperature of 10K. The base temperature is stabi-
lized to within ±30mK by a Lakeshore 340 temperature controller before any data is collected, and
each data point is also stabilized to within ±30mK. Fig.3.5 and Eq.3.7 shows how the temperature
of the incremental data points, Tmeasured, is found. The first term of the equation is the temperature
at the base of the sample, the second term is a length, β, of the sample multiplied by a factor that
is the thermal conductance per length of the sample, and the third term is the temperature between
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the thermocouple ends.
Figure 3.5: Measurement temperature for thermal conductivity measurements.







Once the temperature is stable, i.e. the steady-state condition is met, a small electrical
power is input into the strain gauge heater, P = I2R. It takes approximately 2-3 minutes for the
heat flow to become uniform. The current, I, is calculated from a measured voltage drop across a
standard resistor in series with the heater. The nominal value of the heater’s resistance is not precise
as one would want to calculate thermal conductance, Eq.3.9. Therefore, the voltage drop across the
heater and Ohm’s law are used to measure the heater’s resistance, R, for each calculation of power.
This is the power input into the heater, Pheater = I
2R, but to find the power across the sample
thermal loss terms must be considered, Eq.3.8. The small voltage drop between the two leads from
the puck to the heater has been determined and is accounted for in the heater power calculation.
Psample = I






Several precautions are taken to reduce loss terms. First, only two wires run from the heater
to the puck and then four wires from the puck to the measurement panel. Small phosphor bronze
wires, which is four times less thermally conductive than copper at room temperature, are the final
two leads that connect to the heater. The thermocouple has low thermal conductance because it is
1mil and composed of constantan-chromel-constantan (κ ≈ 20Wm−1K−1) at room temperature.
With a uniform heat flow the power(Eq.3.8) and ∆T (measured by the differential thermo-
couple) are recorded. Then the power is slightly increased, the ∆T equilibrated, and the power and
∆T recorded again. This process is repeated several times in order to obtain a power versus ∆T
graph at a given temperature as decided by Eq.3.7. A least squares fit is used to determine that the
data is linear. Then the slope of this graph is the thermal conductance, Eq.3.9. To run one sample
from 10-300K takes approximately 24 hours. Hence, the thermal conductance has been measured
by cooling the system down to the lowest desired temperature, and then taking data at various sta-
bilized temperature points during the warming process. Data is taken during the warming process
instead of the cooling because it is much easier to stabilize (equilibrate) the temperature during the
warming process. This has to do with the controllability of pumping heat in with an ohmic heater
versus pumping it out with a cold finger.
With the thermal conductance measured, the sample’s dimensions give the thermal conduc-
tivity, Eq.3.10. ’A’ represents the cross-sectional area of the sample, l is the length between the





The sample’s geometry once again plays the same role as it did for resistivity, Eq. 3.4,
in contributing to the uncertainty in thermal conductivity, Eq.3.10. If the reader took it upon
him/herself to work out the uncertainty in the case of resistivity, then SiGe allows them to easily
do so for thermal conductivity. The room temperature thermal conductivity can be assumed to
be ≈ 4.5 W/m-K, and the dimensions are once again 0.2 ± 0.05cm by 0.2 ± 0.05cm for the cross
sectional area and 0.6± 0.05cm for the lead separation. Hence, the math stays the same and merely
units change. It is once again easy to envision 5 percent error arising from the dimensions. The
system being custom built there is no precise uncertainty to quote, but in general a well cut and
mounted thermoelectric sample should have approximately 10 percent uncertainty associated with
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the custom low temperature thermal conductivity measurements. In the end,"the true test of any
measurement techniques viability comes through the accuracy and reproducibility of the measured
data." [103]
Although it was not an issue for the SiGe alloys, it is important to note that above ≈150
K radiation loss can become an issue when using the steady state technique. This will cause data
to curve upward. Typically as long as the radiation term is not greater than 15 percent of the total
value, a correction to the data can be perform as described by Pope et al. [103]
3.1.3 Dimensionless Figure of Merit
Both the custom low temperature systems were design to perform measurements on the
exact same sample in the same direction. Therefore, the ZT as calculated for low temperatures,
10-300K, represents the sample with all defects, texturing, anisotropy, etc. included. Also, the
cross-sectional dimensions that were compromised to be conducive for both measurements, fit into
the calculations for the electrical conductivity and thermal conductivity in the same manner, Eq. 3.4
and Eq. 3.10. Thus, the uncertainty from the cross sectional area of the sample is canceled as the
ratio of conductances (instead of conductivities) in ZT. The lengths’ uncertainties would also cancel,
but the actual measurements occur at leads placed at different lengths in the two systems. Taking
into account the uncertainties of both custom systems, the ZT for low temperature measurements
is ≈7 percent.
3.1.4 Hall Coefficient
As covered in Sec. 1.3 the power factor is maximized at a certain carrier concentration, which
is material dependent. Therefore, it would be convenient to have a method for determining the carrier
concentration, n. This property can be found by measuring the Hall Effect, which is discussed in
Sec.A.1. This includes a general setup of Hall’s experiment as seen in Fig. 3. Interestingly at the
time of Hall’s original experiment the electron was undiscovered, therefore Hall was only able to
state that voltage produced (Hall voltage, VH) was proportional to the product of the magnetic
field strength (H) and the initial current (Ix). In modern times we are aware of the Lorentz force,
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Eq.3.11, that indicates the force on a charge particle traveling in a magnetic field.[47]
~Fm = q~v × ~B (3.11)
The Hall effect is then this magnetic force being balanced out by the electrostatic force,
~Fe = e ~E = (eV )/d. The electrostatic force arises from the electrons deflected by the magnetic field
building up on one side of the material. Writing the current in terms of velocity, I = neAv or
v = I/neA, then substituting this value of v into Eq.3.11 and setting it equal to the electrostatic





Hence, one could envision measuring the thickness (d) of a sample, the current (Ix), the
applied magnetic field (Bz), and the Hall voltage (∆Ey) to determine the carrier concentration, n.
In reality, four measured Hall voltages are averaged to account for thermal, thermoelectric, Nerst,
and Ettinghausen contributions. These are (+I,+B), (-I,+B), (+I,-B), and (-I,-B). At CAML a
physical properties measurement system (PPMS) using an AC current and reversible field is used
to measure Hall voltages.
As one might quickly realize from the assumptions made to write Eq.3.12 the position
of voltage leads are essential, so that the perpendicular x,y, and z coordinates are maintained.
Specifically, the voltage must be measured between two points on a line perpendicular to the flow
of the main current. Also these leads must be placed far enough in on a sample (away from the
current inputs), such that a uniformly distributed current is established through the cross-section of
the sample. Likewise, the sample must have reasonable dimensions (8x4x1mm3) so that the leads
can be well spaced. This width (4mm) gives a large enough signal from the two points measuring
the voltage perpendicular to the current flow, and this thickness (1mm or less) also allows for a
uniform distribution of the current to be established before measurements are performed.
As with all low temperature measurements for SiGe alloys Ni-plating and PbSn solder is
used to make electrical contacts to the sample. The actual configuration used in the PPMS is a
three probe method (this does not include the two current leads), Fig. 3.6. One notices that the
positive lead for the Hall voltage is replaced by two leads, +VA and +VB . These leads go to both
ends of a high precision potentiometer. The center take off point of the potentiometer then acts
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as the positive lead for the Hall voltage (+VV irtual). This allows a bridge balancing method to be
performed, where if the potentiometer is balanced such that the voltage is zero when H = 0, then
notwithstanding the magnitude of the driving current any voltage +VV irtual that arises is due solely
to the Hall effect.
Figure 3.6: Three probe configuration used to measure Hall voltage.[53]
The Hall coefficient for several p-type and n-type SiGe samples prepared by both MA and
SE SPS were measured. This was to ensure that the carrier concentration of in-house MA standards
reproduced published results, and the SE SPS samples when properly doped matched SiGe samples
alloyed via the traditional MA technique. This data will be reported in Sec. 6.1. The magnetic
field was swept from ±0.5 Tesla and the temperature and current were held constant, while the Hall
voltage was measured. Then VHall versus H ≈ B is graphed. Using a y = mx + b method, one
realizes that Eq.3.12 with b = 0 implies that the slope of this graph gives Eq.3.13. This equation





It is important to notice that this measured carrier concentration is the "effective carrier
concentration" because there can be contributions from both holes and electrons. Formulas and dis-
cussion of how the effective carrier concentration is an average of the electron and hole concentrations
weighted by their mobility can be found in texts on electronic materials. [66]
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3.2 High Temperature Transport
Characterization of high temperature transport data is essential for high operating tempera-
ture thermoelectric materials, such as SiGe alloys. The benefits of low temperature characterization
methods, were discussed in Sec.3.1. Specifically, the electrical and thermal transport properties are
measured in the same direction eliminating the high uncertainty from the area when ZT is calcu-
lated. Also due to the fact that the low temperature systems are custom built for thermoelectric
materials and operate at lower temperatures, they are more trustworthy than commercially pur-
chased high temperature systems. Still there are benefits to high temperature measurement systems
besides their necessity to characterize a material. One simple benefit is the added certainty of one’s
data when the trends and magnitude of the measurements align between high and low temperature
systems. This goes further when the thermal conductivity systems are considered. This is because
the low and high temperature systems take measurements in perpendicular planes of the sample.
Therefore, anisotropy is quickly realized by any mismatches (beyond uncertainty of the measurement
apparatus) in the thermal conductivity data. Thus, high temperature characterization systems are
essential to measuring SiGe and have the added benefit of indicating inhomogeneity or isotropy
issues that could arise when using a novel synthesis technique.
3.2.1 Electrical Resistivity and Seebeck
A commercial ZEM-2 system manufactured by ULVAC Technologies, Inc. was used to
simultaneously measure the Seebeck coefficient and resistivity for high temperatures (50-800oC).
Depending on the sample data was not always collected all the way up to 800oC. This saves time
and prolongs the life of the electrode and thermocouple leads of the ZEM-2. Newer ULVAC ZEM
systems are capable of measuring up to 1000oC using a type-R thermocouple. Since no sharp features
were expected in the data and data density is proportional to time, data points were collected every
50− 100oC. In order to make sure no large irreversible effects were occurring to the samples, data
was taking up to the maximum desired temperature, and then several data points were measured
during cooling. While no large irreversible effects are expected it is well known that thermoelectric
SiGe slowly becomes more electrically resistive as it is temperature cycled. This is due to the
supersaturating of the dopant elements, boron and phosphorus.[105] Exact methods for annealing
samples to stabilize them, and methods for thermally resetting samples are covered in the literature.
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[16, 28]
Similar to CAML’s custom low temperature R&S, the ZEM-2 uses a four probe technique
to measure resistivity. Since the ZEM-2 is a commercial system, it is built to be versatile and
measure more than just thermoelectric materials. Therefore rather than having soldered leads,
mechanical springs make pressure contacts for the electrodes and voltage leads. Also, the voltage
leads are not a single wire as with the custom low temperature R&S, but are built to be both a
voltage lead and thermocouple. The thermocouple leads (voltage leads) are housed in a twin bored
ceramic tube. The junction, or head, of the thermocouple is exposed at the end of the ceramic tube,
and the junction itself is carefully designed to be flat (parallel) to the samples surface. A type-K
thermocouple designed to be flat, thin, and have a junction where both materials touch the sample
at a point cost about $1000 United States Dollars(USD). This is in contrast to the general type-K
thermocouple used in household gas furnaces that cost about $30 USD. Therefore, it becomes more
obvious why extra care is taken in sanding these thermocouple(voltage leads) with only fine grit
sandpaper (800 grit or greater) and repeated unnecessary maximum temperature, 800C, runs are
avoided. The thermocouple junction is pressed and held by mechanical springs to the samples surface
creating a good thermal and electrical contact. The main advantage of the voltage lead also being a
thermocouple is that the temperature and electric potential are probed at the same point of contact.
These difference from CAML’s custom low temperature R&S have the advantage of allowing the ZEM-
2 to be more commercial, versatile, and have a high through put of samples, but they come with
the draw back of the data being slightly less trustworthy than the custom systems built specifically
for thermoelectric (semiconductor) materials. The reason for having less confidence in the higher
temperature ZEM compared to the custom R&S is based on several factors. First, the contacts in
the low temperature system are made with solder/conductive paste as oppose to the ZEM’s pressure
contacts. Thus the ZEM has greater contact resistance and the corresponding issues that arise with
it. Second, the ZEM has only predetermined spacing for the voltage leads. This results in the length
used for calculating resistivity not neccessarily being optimized, Eq.3.4. Third, the voltage leads
and thermocouple leads are built together on the ZEM. This gives a larger uncertainty in the length
compared to the custom low temperature system again. Hence, the Seebeck has greater uncertainty
from the first factor and the resistivity uncertainty suffers from all three factors. Therefore for the
samples that show the most interesting properties, it is important to make sure that the ZEM-2 and
custom low temperature R&S converge at room temperature.
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Of course a single temperature measurement is not adequate to measure Seebeck coefficients,
thus two thermocouple(voltage leads) are aligned vertically along the sample. Then considering their
points of contact, point 1 and 2, corresponding to temperatures, T1 and T2 respectively, a ∆T is
determined ∆T = |T1 − T2|. While the temperatures are probed the potential difference, ∆V ,
between the negative leads of each thermocouple gives both the Seebeck voltage (when I = 0) and
the voltage due to Ohm’s law plus Seebeck (when I 6= 0). Fig 3.7 shows these thermocouples and
voltage leads along with the interpretations of their signals.
Figure 3.7: The signals measured by the ULVAC ZEM-2 thermocouples(voltage leads).
When it comes to placing the actual sample in the ZEM Ohm’s law must be kept in mind.
This is because one wants to avoid heating due to ohm’s law (joule heating) of the sample. It can
easily be envisioned that joule heating would create an added voltage drop from heat dissipation
(power loss) on top of the usual voltage drop that is measured. A sign that this is occurring can
be seen in the V-I plot that is performed when the sample is installed. Specifically the V-I plot
would be non-linear (non-Ohmic). The V-I plot is a two probe measurement taken at the voltage
leads. It is recorded for several currents usually on the order of mA before the system is switched
into measurement mode. Selection of the "proper" current is not covered by the ZEM manual or
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discussed in the literature. Perhaps a general understanding is expected of those who have made it to
the level where they are operating such an apparatus. For the benefit of others a short discussion for
this current selection when working on thermoelectric materials is given here. An inherent resistance
exists in thermoelectric samples. Then for samples that have been cut to certain dimensions for the
ZEM a particular resistivity will exist between the voltage leads. The idea is that the current is
selected such that the potential difference between the voltage leads due to ohmic loss is on the
order of 10’s of millivolts. It should not be less than 1mV nor more 75mV. Traditionally at CAML
one aims for values of 15-40mV. If the potential difference resulting from the current selection is too
low, then the uncertainty from the Keithley meter and more importantly stray voltages (Johnson
noise, switching noise, etc.) becomes an issue. As always in measurements it is important to have
a large signal to noise ratio. These mV values are general rules of thumb. For some materials it
might be necessary to make calculations or measurements of noise voltages, in order to determine the
minimum signal that is required. At this point, it is tempting to misinterpret the systems measuring
range by thinking in terms of the Seebeck voltage. After all the Seebeck voltage is measured along
the same leads as the resistivity voltage. Since the Seebeck voltage is on the order of 10-100s of
µV the system (Keithley meter) must be able to accurately measure in this range. So why does
one not aim for 0.1-1.0 mV when selecting the potential difference via the current selection of the
V-I plot. The reason is that the V-I plot is a 2-probe measurement, therefore it includes a contact
resistance. This contact resistance that shows up in the V-I plot does not show up in the actual
measured resistivity of the sample. Hence, the "proper" current selection is still done by estimating
the expected resistance of the sample. This can easily be done for thermoelectric materials because
only three lead spacings (3mm, 6mm, or 9mm) are available on the ZEM, the samples are cut to
standard dimensions (cross-sectional area, 2mmx2mm), and most thermoelectric materials have a
resistivity of around 1mΩ-cm. Since most the SiGe samples where cut to 2x2x10mm3 the 6mm
lead spacing was often selected. Also SiGe is a standard thermoelectric material having resistivity
values on the order of 1mΩ-cm. By using Eq. 3.4 to solve for the resistance of SiGe, using Ohm’s





0.002 ∗ 0.002(m2) = .015Ω
0.01(A) ∗ 0.015(Ω) ≈ 150(µV )
(3.14)
Hence, setting the current to 10mA will give about a 150(µV ) signal that is on the order of
the Seebeck for SiGe and other thermoelectric materials. In the end one is not finding the "proper"
current, but instead aiming to set the current to an estimated value that gives a good signal for the
Seebeck, while avoiding joule heating that will cause a non-linear V-I plot.
With the sample installed, an ohmic (linear) V-I plot, and a current that provides the
"proper" Seebeck signal selected the ZEM is ready to run. Its methodology for measurements
begins with stabilizing the entire system at a base temperature as determine by a thermocouple
inserted into a nickel sleeve, see Fig. 3.8. The heat source establishing this temperature is six
halogen lamps located at the focal point of six reflecting surfaces. Once at the base temperature,
a platinum heater located in the lower arm is used to create a temperature gradient, ∆T , across
the sample. This ∆T is usually set to 5, 10, and 15K for SiGe samples because of their dimensions
and intrinsic thermal conductivity of about 4 W/m-K. If the samples were shorter or the thermal
conductivity were higher (10 W/m-K), then a ∆T would be harder to establish and lower values
such as 4, 8, and 12K would be used. The ∆T is measured via the previously discussed vertically
aligned thermocouples, TC1 and TC2. With the base temperature and ∆T of 5K stabilized, the
voltages of each thermocouple and the voltage between the negative leads of the thermocouple are
measured with the current both off and on. These measurements are repeated every few seconds as
ZEM-2 keeps the last three data points looking for them to have a low enough standard deviation.
Once a satisfactory standard deviation is found the three points are averaged and appended to a tab
delimited text file. From here the ZEM moves to the next ∆T and then to higher base temperatures
where it repeats these stabilization and measurement steps. See Fig. 3.9 for the basic setup of the
heater and thermocouples.
The raw data collected in the text file requires further analysis by another program provided
by ULVAC with the ZEM. The measurement program previously calculated the resistivity-resistance
via Eq. 3.15, where V1 is the potential across the probes, TC1 and TC2, while V2 is the potential
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Figure 3.8: External view of the ULVAC ZEM-2 system.
measured across a standard resistor. A sample of the raw data for an n-type mechanically alloyed
Si80Ge20P2 is provided in Table 3.1. The columns are as follows: Temperature(TTC1, see Fig. 3.7,
∆T (TTC2−TTC1), ρ (sample resistivity at T +∆T ), Seebeck (V/K), ∆DC (Vα,measured), and αwire




×R× cross− sectional area
length, TC1 to TC2
(3.15)
Vα,sample = Vα,measured (aka : ∆DC) + αwire ∗∆T (3.16)
Temp. (C) ∆T Resis. (Ω-cm)E-3 See. (V/K)E-4 ∆DC (V)E-4 Wire See. (V/K)E-5
96.8 1.20 1.477 -1.66 -2.26 2.28
99.7 2.36 1.486 -1.64 -4.40 2.29
101.5 3.58 1.492 -1.63 -6.65 2.29
Table 3.1: N-type MA Si80Ge20P2 raw data file from ZEM.
The purpose of Eq. 3.16 is to account for the additional contribution from the thermocouple
leads to the Seebeck voltage. For one temperature point, there are three sets of data taken at
the three separate ∆T values (5,10,15K). The actual ∆T between the probe leads will be closer
to (1,2,3K) because the set ∆T ’s are for the temperature difference between the upper and lower
electrodes. In the analyzed data file the three temperature and resistivity values are simply the
averaged values from the raw data, see Table 3.2. It is more complicated for the Seebeck coefficient,
and one should not make the mistake of merely averaging the three Seebeck data points in the raw
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Figure 3.9: Probe Schematic of ZEM-2.
data. Instead, three corrected Seebeck voltages are found using Eq. 3.16 and the raw data file.
Then these corrected Seebeck voltages are graphed against their respective ∆T ’s from the raw data
file, see Fig. 3.10. As one would expect this graph would have a slope of ∆V /∆T , which is the
thermopower. In this case for SiGe an expected value of approximately -161 (µV/K) is found.
Temp. (C) Resistivity (Ω-m)E-5 (∆V/∆T )E-4 Wire See. (V/K)E-5 See. (V/K)E-4
99.3 1.49 -1.84 2.29 -1.61
Table 3.2: N-type MA Si80Ge20P2 analyzed data file from ZEM.
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Figure 3.10: Analyzing raw ZEM data to determine the Seebeck coefficient.
3.2.2 Thermal Conductivity
High temperature (373K-1373K) thermal conductivity is not measured directly as it is via
thermal conductance measurements at low temperatures (10-300K) because the radiation loss be-
comes too large. This radiation loss is the same as the one discussed in the low temperature
thermal conductivity section, Sec.3.1.2. There are several methods with various pros and cons that
exist for indirectly measuring high temperature thermal conductivity, such as the comparative tech-
nique, transient line source method, and laser flash thermal diffusivity method, that are detailed in
"Thermal Conductivity". [135, 105] The chosen method at CAML is the laser flash method. For
this method the total thermal conductivity is calculated using Eq. 3.17, where d is density, cv is
specific heat, and D is thermal diffusitivity.
κ = d ∗ cv ∗D (3.17)
3.2.3 DSC and Specific Heat Capacity
Measuring cv for Eq. 3.17 would prove quite difficult in practice, since holding a material’s
volume constant as you vary the temperature is not very feasible for most materials. Therefore, cv
is approximated as cp, which can be measured using a Differential Scanning Calorimetry (DSC) and
the ratio method. A full physical derivation of this approximation and related derivations from first
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principles can be found in qualifier preparation manuals (problems 1075-1076).[79] A more general
proof, still from first principles, is provided here. First, heat capacity is defined as the amount of








From the first law of thermodynamics, the conservation of energy, the following thermody-
namic identity arises:
dU = TdS − PdV − µdN (3.19)
Also, enthalpy, one of the four thermodynamics potentials, is defined as:
H = U + PV (3.20)
Holding the pressure and number of particles constant while taking the derivative with
respect to T of Eq.3.20, one notices that with rearranging Eq.3.19 and taking the derivative with
respect to T the same results are achieved. Therefore, for constant pressure and number of particles




















Similarly using Eq.3.19 and taking the derivative with respect to T, while holding the volume




















Now in more general terms, for moderate changes in temperature and pressure the volume
of a liquid or solid is fairly constant. Hence, the derivative of Eq.3.20 would become:
∂H = ∂U + ∂(PV ) ≈ ∂U + V ∂(P ) (3.23)
Recall that the molar volume of liquids or solids are fairly small. Hence, moderate changes
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in pressure result in:
∂H ≈ ∂U (3.24)






Cp ≈ Cv (3.26)
The DSC is more than a tool for determining heat capacity. It also probes many types of
structural and other transitions that affect the specific heat capacity of a material. Such effects like
glass transitions, solid-solid phase transitions, partial or full melting, or degassing can be seen in the
DSC curves of a sample. These signatures in the DSC curve can be used to find the melting points,
sample purity, and the decomposition temperature of the sample. The actual DSC measurements at
CAML are made using a Netzsch Pegasus 404C, see Fig.3.11. Due to the sensitivity of the method
used for analysis three measurements must be conducted to determine the heat capacity. First, a
baseline is measured so that the background can be subtracted from the next two measurements.
Second, a standard material with a known heat capacity is measured. This material is usually
sapphire. Several different standards of different masses are available. This is so that the molar
mass of the sapphire can be chosen to be on the same order of magnitude as the molar mass of
the sample. This is important because a ratio method will be used, and the signal size needs to
be on the same order of magnitude. Third, the sample is measured. Due to the sensitivity again,
the sample must be flat and mirror polished on the surface making contact with the bottom of the
crucible holder. This is so that an accurate reading of the change in temperature of the sample
with respect to the heat inputted can be made. After all three curves are measured, the baseline is
subtracted from both the standard and the sample DSC curves. Then the ratio between the known
standard and the sample curves gives the specific heat of the sample.
More details on the exact structure of the DSC stage, a comparison of the DSC techniques
to others, and exact instructions for measuring a sample can be found in various sources. [5, 92, 53]
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Figure 3.11: DSC 404C used for determining specific heat.[91]
3.2.4 Density
When using the Laser Flash diffusivity method to calculate high temperature (373K-1373K)
thermal conductivity, the density of the material must be known, as realized from Eq. 3.17. At
CAML three different methods for measuring density exist. They are the traditional dimensional
method, the Archimedes method, and the gas pycnometer method. Each of these methods find
volume from which density is calculated, d = m/V , where d is density, m is mass, and V is volume.
In order to best understand each method, a simple experimental comparison of each method and
its associated precision and accuracy is provided for the typical American penny. Since 1982 the
penny has been constructed of an alloy of Zn99.2Cu0.8 electro-statically plated with Cu. Hence, the
theoretical density of a penny should be close to ≈ 7.2g/cc. First the mass of the penny is found
to be 2.501 +/- 0.002g using an Ohaus AdventurerPro Balance Precision AV213 scale. With the
dimensional method the volume is found using a Westward IP54 digital caliper whose precision is
+/-0.02mm. Of course the penny much like the standard disc shaped samples coming out of the
SPS are not perfect disc, but the geometric formula V = πr2 ∗ t, where r is the radius of the penny
and t is the thickness, is still used. Eq. 3.27 shows that for a worst case analysis the density is
6.36 + /− 0.95(g/cc) using the dimensional method.
The Archimedes method was devised by its name’s sake around 250 B.C. Legend has it
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that King Hiero II had a rather untrustworthy goldsmith make him a new gold crown. He charged
Archimedes with discerning if the crown was made of pure gold, no cheaper silver used as filler,
without destroying it. Obviously, the crown could not be melted down to determine density using
the known methods. While taking a bath, Archimedes noticed that the level of the water in the tub
rose as he got in. Water being relatively incompressible would be displaced by a volume equal to
that of the crown when the crown was submerged. Thus dividing the weight of the crown by the
volume of water displaced, the density of the crown could be obtained. The pure gold crown would
have a greater density than one alloyed with cheap metals. Archimedes excited by his discovery took
to the streets naked crying with great fervor, Eureka! This is of course legend, and its more likely
that his method was derived by principles found in his treatise On Floating Bodies. The actual
measurement conducted at CAML assumes that 1cc of water has a mass of ≈1g. [7] This varies with
temperature introducing unaccounted for uncertainty. By determining the weight of the sample in
air and then immersed in water the difference between the two weights will equal the volume of the
objected weighed. Hence, for the penny Eq. 3.28 shows that for a worst case analysis the density is
7.15 + /− .071(g/cc) using the Archimedes method.
The gas pycnometer method uses an AccuPyc 1330 Pycnometer. It is capable of measuring
absolute density of solids and slurries having volumes from 0.1-10cc. The AccuPyc works by measur-
ing the amount of gas displaced by the sample. The theory for this method is published, and it only
requires working knowledge of the ideal gas law.[84] Pressures are observed upon repeatedly filling
the sample chamber and then discharging it into a second empty chamber to allow computation of
the sample’s solid phase volume. Helium gas molecules rapidly fill the tiniest pores of the sample
and only the truly solid phase of the sample displaces the gas. Several insertable sample chambers
of 1 cc, 3.5cc, or 10 cc can be selected to provide the best fit. A more precise Ohaus Explorer Pro
Analytical EP64C scale (+/-0.0002g) is used with the AccuPyc. Eq. 3.29 shows that for a worst
case analysis the density is 7.237 + /− .021(g/cc) using the gas pycnometer method.
2.502± .002g
(π[(1.892∓ 0.1)/2]2cm2) (0.14∓ 0.1cm) = 6.36± 0.95(g/cc) (3.27)
2.502± .002g
(2.502∓ .002g)− (2.151± .002g) = 7.15± 0.071(g/cc) (3.28)
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2.5012± .0002g
0.3456∓ .0012cm3 = 7.237± 0.021(g/cc) (3.29)
In the case of the penny, 88%, 99%, and 100% theoretical density was found using the di-
mensional, Archimedes, and gas pycnometer methods respectively. The gas pycnometer method is
apparently the best method for examining a penny. Although, the Archimedes method was only 1%
off. Many are quick to conclude that the gas pycnometer being the most precise tool for measuring
density makes it the most precise method for measuring density, but one must always be careful
to consider what they are measuring. Consider an actual sample that has been SPSed and assume
that it has micron size pores. The gas pycnometer will give the highest density because its pres-
surized He can get into all the cracks of a sample returning the value of 100% theoretical density.
The Archimedes method will give an envelope density which will be closer to a true value for the
sample’s general shape, say 98% theoretical density, see 3.12.
Figure 3.12: On the far left, He filling all the samples pores giving 100 percent theoretical density. In
the center, water’s high surface tension creates an envelope around the sample preventing micron size
pores from filling giving 98 percent theoretical density. On the far right, air bubbles add buoyancy to
the sample making it appear lighter when weighed under water giving 90 percent theoretical density.
This issue of the gas pycnometer giving artificially inflated values for the density was dis-
covered on Mo3Sb5.4Te1.6 samples by Dr. Holgate and myself.[149, 150] For a hot pressed sample
without pores the Archimedes method and pycnometer agree on a density of 8.57 g/cc. When this
sample is SPSed pores form and the pycnometer gives artificially high values of 8.64g/cc, while
Archimedes finds ≈ 8g/cc. Fig. 3.13 shows scanning electron microscope images of the two samples.
It is concluded that even though the gas pycnometer is the highest precision tool; it can give
artificially inflated values for the density. Therefore, all densities for SiGe alloys were measured using
the Archimedes method (approximately 1% uncertainty, as can be seen in the penny experiment).
67
Figure 3.13: a)Hot pressed Mo10 without pores. b) SPSed Mo10 with pores. These pores can lead
to precise but inaccurate densities via the gas pycnometer method for determining density.[54]
3.2.5 Thermal Diffusivity
The thermal diffusivity is measured using a Netzsch LFA 457 MicroFlash system. Being
a commercial system it can measure many different shaped samples as long as the thickness is a
constant between 0.5mm and 5.0mm. All of the SiGe alloy samples were formed in the SPS with a
10 mm or 12.7 mm die. As a result the measurements were performed on these diameter discs that
were approximately 1-3mm thick. As implied by the name the system pulses a 1064 nm laser on the
bottom of the sample and then uses an infrared detector to measure the temperature profile on top
of the sample as a function of time. A typical signal from the infrared detector for SiGe alloys is
seen in Fig. 3.14.
Figure 3.14: Typical signal from the laser flash’s infrared detector for the SiGe alloy. Notice that
the half rise time is ≈ 200ms at 200oC
This half-time of the rise and saturation of the infrared detector signal is used to calculate
the diffusivity. The theory for this calculation has been well developed.[2, 114, 50, 93] The adiabatic
condition is assumed. This requires that the initial temperature of the sample is isothermal, the
sample is homogeneous, and no heat is exchanged with surroundings. Hence, adiabatic heat transport
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allows the theory to be treated as mathematically one dimensional. The LFA 457 is designed with the
adequate heat control system to almost always guarantee the initial temperature being isothermal.
Also the sample holders are made of silicon carbide, which in most cases means that no heat is being
exchanged with the surroundings. Therefore, it is left up to the scientist to understand whether or
not the sample is homogeneous. An non-homogeneous sample would of course bring into question
one’s certainty in the data. All of the SiGe alloy samples discussed herein meet the homogeneity
condition. Then by solving the 1-D heat flow equation using Fourier analysis and the boundary
conditions of the sample’s geometry (specifically thickness), the relationship known as the Parker
equation gives the thermal diffusivity, Eq. 3.30. D is the diffusivity, L is the sample thickness, and





Also as long as the initial assumptions for the laser flash method itself are met, one sees from
this equation that only two controllable variables exist that give uncertainty in the measurement. Of
course the method itself has some associated uncertainty, but for now the uncertainty introduced by
the experimentalist shall be investigated. First is the half-rise time, its value can vary slightly (1-2%)
based on the fitting method selected in the program. In the end, the Cowan plus pulse correction
fitting is selected because it is the most advanced method and takes into consideration the drop at
the end of the signal in Fig. 3.14. Therefore, the second variable of sample thickness is really the
only one to take into account for SiGe alloys. Assuming that great care is taken in sanding the
samples the best precision that can be claimed is that of the caliper, Westward IP54 digital caliper.
As with many digital calipers the rated accuracy is 0.02mm. Then examining the Parker equation




= 1.837± 0.04mm2/s (3.31)
Not all samples are perfectly sanded. Supposing that the sample was moderately sanded
the precision would be 0.05mm. Then the uncertainty in the diffusivity increases ±5%. Perhaps the
sample was well sanded, +/-0.02mm, but it was one of the thinner ones around 1mm thick. Then
the uncertainty in the diffusivity would be roughly ±5%. This analysis gives an idea of uncertainty
associated with the samples thickness for the laser flash method. It is an encouragement to those
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who would use the laser flash method to take extra care in sample preparation, so that they can
have full confidence in the data. The tightest dimensional uncertainty of ±2% will be needed in order
to have a confidence of 10% with the high temperature thermal conductivity data. With moderately
sanded samples this uncertainty in high temperature thermal conductivity increases to 15%. For this
reason and the fact that the laser flash method has trouble meeting the adiabatic condition close
to room temperature for the system (the temperature exterior of the system, the heat bath, is very
close to the temperature of the system), the data from the custom built low temperature system is




In 1965, SiGe alloys were first used in RTGs operating from 600 − 1000oC by NASA for
the SNAP-10A mission. The zone leveling technique was used to prepare these materials. This
technique, like many other SiGe synthesis techniques, is complicated by the large miscible gap of
the silicon and germanium solid solution, see Fig. 4.1. Hence, preparing SiGe alloys requires some
effort to produce a homogeneous sample.[129] The CRC Handbook of Thermoelectrics indicates that
accurate control of process parameters is necessary for the synthesis of reproducible samples.[105]
Figure 4.1: Phase diagram of Si and Ge along with SE SPS alloying points.[129]
In 1974, Sandia Laboratories presented a review on the preparation of hot-pressed (HP)
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SiGe ingots.[75] This report provided a method for synthesizing SiGe alloys through a chill cast
technique. The report noted that the particle size distribution played a major role in achieving
dense homogeneous samples with a HP. More importantly, the report showed that although solid
state diffusion does occur during the HP process, the degree of homogenization was only effective
at short distances. Hence, it was concluded that physical mixing of pure silicon and germanium
powders followed by HP was inadequate to prepare a homogeneous alloy.[129]
A large volume of work on SiGe arose in the early 1990s from research spurred by NASA. In
1990, Cronin Vining et al. reported confirmation of the hypothesis that sintered silicon-germanium
alloys are superior to single-crystal materials.[143] Bruce Cook and others at Ames Laboratory
conducted extensive studies investigating the mechanical alloying (MA) of SiGe. [24] [25] [49] MA
is a form of ball milling where the balls impact the powders and the side of a vial with such a large
energy that elemental powders of Si and Ge are literally cold welded together. Typical MA time for
SiGe alloys is 10 to 15 hours. MA SiGe and densification by the HP is the current method used to
produce SiGe alloys for RTGs.[106, 129]
It would be both cost and time effective if SiGe alloys could be formed during the sintering
process. Proceeding will be a discussion of the synthesis of Si80Ge20P0.59 and Si80Ge20B0.25 from
commercially available single elements via SPS. The idea of SE SPS of materials is not entirely
new, and it has been shown for the P-type skutterudite CemLanFeCo3.0Sb12, MoSi2, and Zintl
materials.[55, 41, 148] The issue for the SE SPS synthesis of the skutterudite materials is that the
N-type material has yet to be produced. Shown here the SE SPS method when applied to SiGe
produces both p-type and n-type samples that match the modern day materials used in RTGs.[129]
4.1 Alloying Silicon Germanium
Of the four methods for alloying SiGe outline above, the MA and SE SPS method were
performed at CAML. The MA method was performed because it is the present method for producing
thermoelectrically viable SiGe. As will be shown, if the samples produced by CAML via the MA
method are well aligned with the published values of MA samples, then there exists an added
certainty in the measured values of samples produced via the SE SPS method. The choice of specific
starting materials, the reasoning for processing procedures, and the details of these two types of
alloying as performed at CAML will be outlined in their respective sections below.
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4.2 Mechanical Alloying of SiGe Alloys
4.2.1 Alloying Powder
N or P type SiGe samples were synthesized from raw elemental chunks using the traditional
mechanical alloying process originally forged by Bruce Cook.[106] The details of the materials used
for sample synthesis is given by Tab. 4.1. Specimens (chunks) of silicon were chosen over silicon
powders because it has been shown to reduce oxidation contamination of the final SiGe alloy.[24]
The raw materials were stored under a Argon atmosphere in a Labconco Protector glovebox. A
Spex 8000M high energy mill as used in Cook’s studies was available at CAML. A hardened steel
vial with flat ends was chosen because of its time efficiency at alloying SiGe over other materials and
round ended vials.[49] The raw materials were stoichiometrically weighed and added to the vial in
the glovebox. The stoichiometry was based on eighty percent Si and twenty percent Ge molar ratios,
3699.8g/mol. Then the dopant of P for n-type samples or B for p-type samples was calculated on top
of these values. The reason that P or B produces n-type or p-type conductors can be understood
by observing the valence band structure for Si or Ge. First, notice that Si and Ge both have 4
valence electrons in a shell that has eight available spaces for electrons. Therefore, Si or Ge can
share electrons to covalently bond with four other atoms of each other. Hence, a lattice of bonded
Si and Ge atoms can be formed. A small number of impurity atoms can be introduced to a Si/Ge
lattice. Depending on the number of valence electrons of the impurity atom, an electron will be
donated or accepted from the semiconductor’s conduction band. Boron acts as a acceptor impurity
creating a hole, while phosphorus acts as a donor impurity giving an electron to the conduction
band.
Due to powder lost in the milling process excess P and B were added to the vials. From
literature, 2 molar percent P and 1.7 molar percent B produces optimally doped thermoelectric
samples.[28, 42] As discussed in the reference handbook, over saturating of the dopants, specifically
B, is common in SiGe. This over saturating causes the samples thermoelectric properties to vary
as B or P precipitates out of the sample into the grains. [106] This precipation will not be seen
in any of the P samples because of the required heating and time required to degrade the samples
properties, but it is very important to be aware of for the B samples. As will be seen in SE SPS
electrical data a proper anneal should be performed on B samples. The anneal conditions are well
known in the literature. [42]
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The vial was closed in the glovebox sealing an Argon atmosphere inside the vial by an o-ring
and treaded cap. The vial was then loaded in the SPEX 8000 and milled 15-60 hours. The material
was alloyed after 15 hours, but the extended milling time of 60 hours was to study the effects of
refined particle size. The powders were collected and stored in bottles at natural atmosphere.
Material Manufacturer Purity % Form/Particle Size
Silicon Alfa Aesar 99.9999 100g Lump
Germanium Alfa Aesar 99.9999 25g ingot
Boron Alfa Aesar 99.0 -325 mesh
Red Phosphorus Alfa Aesar 99.999 lump
Table 4.1: Elemental suppliers, purities, and sizes for MA samples.
4.2.2 Sintering MA powder
Once p-type and n-type SiGe powder was obtained by the MA process, it was necessary to
sinter the material into a disc so that the bulk thermoelectric properties could be determined. Before
the 2000’s, common practice was to HP these materials. Many studies have been conducted on the
HP of SiGe. [107, 24, 75, 32] Recently, it has become more prevelant in the field of thermoelectrics to
SPS materials. The interested reader can learn more about the various sintering methods and how
they relate in Sec.C. Many publications give general conditions used for SPS SiGe alloys. [55, 94]
Using this data as a guide optimal SPS sintering conditions were to be determined by varying one
of the parameters of the SPS while holding the others constant. The reason for this study is two-
fold. First by determining the optimal SPS condition, it can be held constant as the SiGe alloys
are varied. Second for studies that involve nano-structuring, it is important to know the minimum
sintering temperature and pressure so as to avoid destroying the nano-structures during sintering,
see Sec.7.2 on Si//TiO2 particles.
To begin investigating the effects of various SPS parameters 13 grams of Si80Ge20P2 was
prepared using the MA procedures outline in the previous section. A milling time of 60 hours was
chosen. Upon collection the powders were sieved to be between 53 to 500 µm, so that varying
starting grain size would not give misleading results as the SPS parameters were studied. This
range of powder sizes is fairly large, but it is chosen because large effects from the grain sizes
are not expect to occur until below the 50 µm point. This was first noted by Parrot when he
showed that grain sizes of approximately 40 µm increased thermal resistance by 9% and grain sizes
of approximately 4 µm increased thermal resistance by 26%.[99] The sieved powders were named
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Figure 4.2: The intertwined thermal and electrical properties of SiGe alloys as presented by Vin-
ing. [143] Note: While alpha is used at CAML for the Seebeck coefficient other authors use S as in
this work.
DTG 062. X-ray diffraction (XRD) of the powders confirmed the material was the desired single
phase.[48] To quickly determine if any of the varied SPS parameters were having large effects on the
samples, the thermal conductivity data is determined. This is because the thermal and electrical
properties of SiGe alloys are intertwined as shown by Vining et al. in Fig. 4.2. [143] Therefore, if the
measured density of the SPSed samples are relatively the same, >96% theoretical, then by making
the safe assumption that the heat capacity has not changed one can intelligently approximate that
multiple samples’ thermoelectric properties are similar if the thermal diffusivities are similar. To
garner the reader’s trust that the SiGe alloys produced at CAML do obey this general rule presented
by Vining, Fig. 4.3 presents the power factor versus thermal conductivity of a large batch of MA
Si80Ge20B1.7 samples. Notice that as long as the thermal conductivity plots follow the same trend
and the thermal conductivity at 373K is between 3.8-4.6 (W/m-K) then the overall thermoelectric
properties of the material are relatively the same.
The most obvious SPS parameter to vary is maximum holding temperature. Based of the
publications mentioned above, reasonable settings were chosen for the other SPS parameters that
were to remain constant. They are 12/2 on/off pulse ratio, 40MPa of pressure, a holding time
of 10 minutes at the maximum temperature, and cooling the sample without pressure. The first
temperature point that was investigated was 980C. This temperature was chosen based on the fact
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Figure 4.3: The interconnected properties of CAML MA samples, similar to Vining’s work. [143]
that the displacement of the ram began in the positive direction (the sample began to compact)
at 900C. Higher temperatures at 1100C, 1200C, and 1250C were also chosen to be tested. The
sample produced at 1200C cracked, and was not studied further. The cracking is attributed to
the melting that begins to occur around this temperature and the resulting stress in the sample.
The sample produced at 1250C begins to melt down the sides of the die during sintering and was
not recoverable. Therefore, the 900C and 1100C maximum holding temperatures are both viable
options for sintering high density (>96% theoritical) Si80Ge20P2 samples. Comparing the thermal
conductivity of these two samples, ’DTG062 980C’ and ’DTG062 1100C’, one will notice that the
maximum holding temperature does not play a huge role in the thermoelectric properties of the
material. It is important to note that due to the sensitivity to doping (along with milling times)
different batches of material will vary in their properties. [28, 42] This is demonstrated by comparing
two samples from ’DTG 016 and DTG050’ a different batch of Si80Ge20P2 MA for 9 hours that was
SPSed using the same conditions as ’DTG062 980C’(MA for 60 hours), see Fig. 4.4.
Once, the optimal temperature range was discovered to be between 980C-1100C the next
step in optimizing the SPS conditions is the pressure parameter. Since further studies would eventu-
ally be conducted on materials with nano-structures, the maximum holding temperature was chosen
to be held constant at 980C. Pressure is dependent on the size of the die because the actual adjusted
parameter is the force of the rams, 1.5 to 20 kilo Newtons. The die diameter selected for all the
experiments was 12.7mm. Therefore, the minimum pressure possible is approximately 15MPa. The
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Figure 4.4: Maximum holding temperature does not effect SiGe alloy properties, but properties can
vary across batches of MA powders. Rocket ships represent the published values for n-type SiGe
used in NASA’s RTGs.
maximum pressure is limited by the strength of the graphite die which was 60MPa. For applications
requiring more pressure, one would consider using 100MPa rated graphite or constructing the die
out of silicon carbide. The other parameters 12/2 on/off pulse ratio, a holding time of 10 minutes at
the maximum temperature, and cooling the sample without pressure were still held constant. The
60 MPa sample cracked, which is not unusual when using the highest pressure available for a die.
This is because any slight misalignment of the die and rams adds stress to the sample. The other
samples 15 MPa, 27MPa, and 40MPa all fall within the acceptable 3.8-4.6 (W/m-K) range at 373K
and follow the trend of the published RTG standard, see Fig. 4.5.
The following SPS parameter to be optimized and understood for MA SiGe is the pulse
on/off ratio of the direct current. This parameter has been known to effect interfaces within a
material and cause electromigration of Ni in samples by effecting the current density through the
sample.[97] Before fully discussing the motivation for investigating this parameter it is important
to more throughly understand the pulse time. The SPS uses a DC pulse generator (Thyristor, not
inverter type) that enables precise control of the number of pulses. Essentially, the wall supplies
3 phase AC power at 60 Hz or a period of (1/60)=16.6 ms. The generator rectifies the AC signal
into 6 DC peaks giving a pulse frequency of (6*60)=360 Hz. Therefore, the period of each pulse
is (1/360)=2.7 ms. The SPS allows the user to select the on/off pulse ratio. The general setting
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Figure 4.5: Sintering pressure does not effect MA SiGe properties.
suggested by the manual is a pulse ratio of 12:2, which is a pulse time of 32.4 ms on and 5.4 ms off
as one can see in Fig.4.6.[43]
One should realize that adjusting the on/off pulse ratio alters the time that the DC genera-
tor engerizes and pauses. Hence, varying the pulse ratio slightly changes the current/time required
to reach a maximum holding temperature, but for the SiGe samples a constant maximum holding
temperature of 980oC was achieved for all the samples. A classic material of alumina has been used
to investigate the effect of varying the pulse time by Shen et al.[115] For alumina it was found that
at lower temperatures the on/off pulse time effected the densification rate but full density was still
achievable. At higher temperatures the on/off pulse time effected the grain growth of alumina.[115]
This prospect of grain growth provides motivation for investigating this parameter with SiGe since
grain size effects this materials TE properties.
For MA SiGe a general 12:2 pulse ratio, an extended on 99:1 pulse ratio, and an extended
off 01:09 pulse ratio were investigated. The resulting samples all fell within the acceptable 3.8-
4.6 (W/m-K) range at 373K and followed the trend of the published RTG standard, see Fig. 4.7.
This should not be taken for granted. As an example from previous research the traditional type-I
78
Figure 4.6: Excerpt from SPS manual demonstrating the actual on/off time (ms) for the 12:2 pulse
ratio.[43]
Sr8Ga16Ge30 clathrate can be successfully SPSed.[145] When small Ni substitutions are included
to form Sr8NixGa14−xGe31, the SPS processed material becomes quite difficult to produce. Over
three months of research was conducted on consolidating this material through the SPS method, and
originally it was reported that the Ni inclusion made consolidation by SPS impossible.[130] After
further studies it was found that correctly varying the on/off pulse parameter the current density
was optimized to produce well sintered samples even when Ni was included. The specific parameter
in this case was 06:09 on/off pulse ratio with the pressure is set to 4kN (≈ 30MPa) and the current is
adjusted manually not exceeding 50A/min as the maximum rate of increase. The maximum holding
temperature was 600C for 10 minutes. Hence, even though varying the pulse ratio had no effect on
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Figure 4.7: Adjusting on/off pulse ratios (deviations in current density) does not effect MA SiGe
properties.
MA SiGe this result should not be automatically assumed. It is important to state that varying
the pulse ratio should effect the current density as much as a slight increase in the heating rate.
Therefore since varying the pulse ratio did not effect the MA SiGe properties, an extensive study
on varying the heating rates was not conducted.
The last parameter that was investigated to see if it affected the thermoelectric properties
of MA SiGe was the quench rate. This parameter is important to investigate if for no other reason
then the basic idea that quench rates have been traditionally linked to grain growth. Fortuitously,
quenching without pressure from the water cooled rams, quenching directly into a water bath, or
quenching into a liquid nitrogen bath from 980C seem to have negligible effects on the properties
of MA SiGe. Thus, the thermal conductivity of the quenched samples fall within the acceptable
3.8-4.6 (W/m-K) range at 373K and followed the trend of the published RTG standard, see Fig. 4.8,
indicating the overall thermoelectric properties are similar.
It is concluded from this set of data that within reasonable settings the SPS parameters will
not have any beneficial or adverse effects on MA SiGe compared to the traditional HP method. The
SPS does have two small benefits compared to the HP. First, it requires a much shorter sintering
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Figure 4.8: Quench rates do not effect MA SiGe properties.
time. Second, it tends to create a more dense sample for SiGe materials. Therefore, a standard
set of SPS conditions was formulated for all MA SiGe samples from here on. That is two to three
sheets of graphite foil were placed between the ram and the sample. Also, a pressure of 40MPa,
a maximum holding temperature of 980C for approximately 10 minutes, a on/off pulse ratio on
12/2, and quenching in vacuum without pressure were selected. These parameters, also acted as a
springboard for developing the SE SPS discussed in the following section.
4.3 SE SPS process
Being able to alloy SiGe using the SE SPS can seem like a deceptively simple idea - "Place
single elements of powder into engineered sintering system, push a button, and the correct alloy comes
out". Although the idea is beautifully succinct without consideration of the physical properties of
the material, there is no reason to assume it should work. The basic idea would naturally occur to
anyone spending an extended time sintering materials. In truth, scientist at Sandia Laboratories in
the 1970’s asked themselves the same question using the traditional method of the consolidation, the
hot press(HP). Their work found solid state diffusion does occur for Si and Ge during the HP process,
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but the degree of homogenization was only effective at short distances. Therefore, physical mixing
of pure silicon and germanium powders was inadequate to prepare a homogeneous sample using the
HP.[75] This work was reproduced and confirmed using the HP available at CAML. Another very
important lesson came from this publication. It was that the particle size distribution played a key
role in achieving dense homogeneous samples with HP. Therefore whether motivated by original
conscious thought or by others’ work, one might begin to concede that developing the SE SPS for
SiGe is as not straightforward and simple as it appears. [55, 41, 148]
At CAML, several months of research was conducted to discover the optimized SE SPS.
The earliest studies showed that the SE SPS did provide a markedly improved SiGe alloyed sample
compared to the SE HP technique, but inhomogeneity and multiple phases existed in the sample.
Still this study gave hope that the SPS was promoting diffusion more than the HP, and could possibly
be used to alloy SE powders of Si and Ge.[80] From here two approaches began to branch out. The
first approach involved a custom die or some from of SPS alloying followed by short milling (less than
10 minutes) and then reconsolidation in the SPS. Although physically interesting that the SPS could
promote diffusion and alloy single phase SiGe using this multi-step process, it was realized that this
process was almost as labor intensive as the traditional MA method. Therefore with the knowledge
and gained confidence that the SE of Si and Ge could be alloyed in the SPS, it was back to the
drawing board to develop another method that was advantageous to the traditional MA method.
Truly, the SE SPS method needed to be advantageous to the traditional MA in several ways. First,
the method need to eliminate the need for milling. This would reduce the economic cost of the
mill, the time cost of milling, the labor associated with milling, and the powder lost considerations
associated with milling. Hence, it was realized that the SE SPS alloying needed to be optimized
into a single consolidation step. Second, the SE SPS process once optimized needed to be able to
provided novel avenues for investigating manipulating the final material’s properties. The fact that
the SE SPS process meets this second criteria shall be demonstrated later, sections 7 and 8. For now
it remains to be demonstrated that the first criteria can be met. Many experiments were conducted
studying the necessary starting powder size to optimal temperature profiles which allow the SE
SPS process to alloy SiGe in a single step. Further studies kept in mind the lessons learn by Sandia
Laboratory in the 1970’s on particle size and by Ames Laboratory in the 1980’s on oxidation of SiGe.
Hence, many different sizes of starting elements were chosen for SE SPS, Tab. 4.2. Traditionally
for mechanically alloyed SiGe high purity ingots or specimens of starting elements are chosen to
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reduce oxygen contamination.[24] For good measure SE SPS studies were conducted on high purity
ingots of Si and Ge ground in an agate mortar. It was discovered that germanium tended to melt
and conglomerate in these samples resulting in inhomogeneity. However, these same high purity
ingots were successfully used to MA standards, namely DTG ntype, using the already discussed
MA technique.[106, 49] Similar studies also found that using Si powders of -325mesh (44µm) with
the SE SPS process also resulted in inhomogeneous samples. Providentially, the smallest micron
sized commercially available Si powder (1-20µm), which also happens to be the least expensive
Si powder, produced homogeneous SiGe samples when coupled with the correct SPS parameters.
Further chronological discussion of the development of the SE SPS becomes convoluted. Therefore,
the refinement of the SE SPS process will be given in a more convincing and modest format following
from alloying of various undoped compositions (x = 0, 10, 15, 20, 30, 40, and 50) of Si100−xGex to
alloying of doped thermoelectrically interesting Si80Ge20. [129]
Material Manufacturer Purity % Form/Particle Size
Silicon Alfa Aesar 99.9985 cystalline/amorphous 1-20µm
Silicon Alfa Aesar 99.999 -325 mesh (44 µm)
Germanium Alfa Aesar 99.999 -100 mesh (149 µm)
Boron Alfa Aesar 99.0 -325 mesh
Red Phosphorus Alfa Aesar 99.0 amorphous -100 mesh
Gallium phosphide Alfa Aesar 99.999 <6mm pieces
Table 4.2: Elemental suppliers, purities, and sizes for SE SPS.
The basic preparation of SE SPS SiGe samples is already in publication by the author. The
following two paragraphs paraphrases this publication in denoting how the samples were prepared
for the dissertation.[129]
The basic preparation of samples began by weighing out stoichiometric amounts of powders
and lightly mixing them in a mortar and pestle (in air). Then the powders were mixed by a GlenMills
Turbula T2F shaker-mixer for 10 minutes. A Dr. Sinter SPS-515S made by Fuji Electronic Industrial
Co. was used to sinter the materials. The powders were loaded in a 12.7 mm graphite die with
three layers of graphite foil on the rams. The pressure was set to 5KN (≈ 40MPa), and the on/off
pulse ratio was set to 12:2. Depending on the Ge content of the sample the temperature profile of
the SPS must be varied. Two separate temperature programs were used. For Si100−xGex (x = 0,
10, 15, 20, 30) program 1 was used: ramp to 870oC in five minutes, continue to 920oC in three
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minutes, hold 920oC for ten minutes, ramp to 1020oC in three minutes, and hold 1020oC for ten
minutes. The final temperature has to be increased to 1080oC to achieve a homogeneous x=0.30
sample. Program 2 was used for Si100−xGex (x = 40, 50): ramp 870
oC in five minutes, continue to
920oC in three minutes, hold 920oC for five minutes, ramped to 980oC in three minutes, and hold
980oC for eighty minutes. At the end of the temperature profile the pressure was relieved and the
sample cooled in the chamber under vacuum. This method produced single phased SiGe alloys at
various compositions as shown at the beginning of the chapter in Fig. 4.1. Further discussion of
these samples will be covered in the section on structural analysis.[129]
Thermoelectrically viable Si80Ge20 alloys were doped to n-type and p-type using the dopants
listed in Tab. 4.2. For the n-type samples powders were weighed out in stoichiometric amounts of
Si80Ge20Px, where x=2, 5, 10, and 20. For the p-type samples powders were weighted out in stoi-
chiometric amounts of Si80Ge20Bx, where x=0.25, 0.5, and 1.7. The powders were prepared using
the same method as the undoped Si80Ge20 sample above. The reasons for higher nominal concen-
trations of phosphorus and lower nominal concentrations of boron as compared to the traditionally
MA SiGe nominal dopant concentrations will be discussed in the section on the transport properties
of these materials.[129]
4.3.1 SE SPS with GaP additions
Bruce Cook investigated GaP doping additions to MA n-type SiGe as mention previously in
Sec.2.1. Cook’s work on GaP additions was motivated by a publication by Vanersande at JPL.[136]
The idea behind the additional doping of GaP is to improve the power factor of n-type SiGe by
optimizing the carrier concentration. Zone leveled GaP doped SiGe samples have shown power fac-
tor improvements, but the reproducibility of these samples were erratic at best. MA SiGe samples
with GaP additions have shown reproducible power factor enhancements.[42] This has lead to a
controversy in explaining the physical reason that this additional dopant causes power factor en-
hancements, which is discussed further in Sec.6.5. N-type SiGe produced by the SE SPS method
could offer new insight into this controversy. Therefore, GaP additions of varying ratios are added to
SE SPS SGP10 samples. The ratios are 1:1, 1:2, and 1:5 GaP to P nominally, or 1:2, 1:3, and 1:6 Ga
to P nominally. Since P is remaining constant at 10 atomic percent, this corresponds to 2, 5, and 10
atomic percent of GaP. The motivation for these ratios come from previous publications, specifically
the ratio of 1Ga:3P obtained by the SE SPS SGP10+(GaP )5 is the optimal ratio for the MA method.
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The GaP dopant used to produce these various SE SPS samples is listed in Tab. 4.2. Preparation of
the SE SPS GaP addition samples is the same as the SE SPS SGP10 samples mentioned previously
in Sec.4.3. The only difference is that GaP is crushed for 5 minutes into a fine powder using an




The previous section, Sec.4, discussed the alloying techniques used to produce SiGe for this
study. Several experimental methods for confirming that the believed alloy is actually produced are
available at CAML. The first and quickest method is the test the density of the sample. Following this
measurement, further structural analysis can be performed using x-ray diffraction (XRD), energy-
dispersive x-ray spectroscopy (EDS), and scanning electron microscopy (SEM). These methods and
their confirmation of the SiGe alloy being of the desired composition and structure are discussed
below.
5.1 Density analysis of materials
After consolidation of either MA or SE SPS SiGe, the density is immediately measured
using the Archimedes’s technique, Sec.3.2.4. As seen in Tab. 5.1, all the samples discussed in this
study achieved at or above 96% theoretical density. This assures that porosity will not present
a problem when interpretting the resistivity data of samples. The GaP doped samples’ density
increases correspondingly with higher dopant concentrations. This is due to GaP having a theoretical
density of ≈ 4.14 g/cc, which is much greater than the base theoretical density of Si80Ge20, ≈ 3.00
g/cc. Hence it is easy to confirm that GaP is not being lost in the SPS process by simply measuring
the density of the SPS pellet.
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Name Synthesis Tech. Nom. Comp. Measured (ρ) Theoretical (ρ)
120109 SGB1.7 SE SPS Si80Ge20B1.7 2.90 3.0 (97%)
120216 SGB0.25 SE SPS Si80Ge20B0.25 2.89 3.0 (96%)
120216 SGB0.50 SE SPS Si80Ge20B0.50 2.88 3.0 (96%)
111207 SGP2.0 SE SPS Si80Ge20P2 2.94 3.0 (98%)
120109 SGP2.0 SE SPS Si80Ge20P2 2.88 3.0 (96%)
111221 SGP5.0 SE SPS Si80Ge20P5 2.88 3.0 (96%)
120109 SGP10.0 SE SPS Si80Ge20P10 2.94 3.0 (98%)
120109 SGP10.0n2 SE SPS Si80Ge20P10 2.89 3.0 (96%)
120124 SGP10.0b2 SE SPS Si80Ge20P10 2.87 3.0 (96%)
120124 SGP20.0 SE SPS Si80Ge20P20 2.93 3.0 (98%)
DTG062 980C MA Si80Ge20P2 2.97 3.0 (99%)
DTG062 1100C MA Si80Ge20P2 2.95 3.0 (98%)
DTG062 15MPa MA Si80Ge20P2 2.97 3.0 (99%)
DTG062 27MPa MA Si80Ge20P2 2.98 3.0 (99%)
DTG062 water MA Si80Ge20P2 2.95 3.0 (98%)
DTG062 LN MA Si80Ge20P2 2.96 3.0 (99%)
DTG062 99/01 MA Si80Ge20P2 2.96 3.0 (99%)
DTG062 01-09 MA Si80Ge20P2 2.98 3.0 (99%)
SG(GaP)2P10 SE SPS 1GaP:5P 2.99 3.0 (100%)
SG(GaP)5P10 SE SPS 1GaP:2P 3.06 3.0 (102%)
SG(GaP)10P10 SE SPS 1GaP:1P 3.13 3.0 (104%)
Table 5.1: Densities of SiGe alloys in (g/cc).
5.2 Structure Analysis Using X-ray Diffraction
A Rigaku Miniflex was used to measure the the XRD patterns of both the MA and SE SPS
samples. The standard peak positions for Si80Ge20 can be found in the literature, see Tab. 5.2.[48]
For the MA samples due to the particle size distribution and the random order of the polycrystalline
powders, the pre-SPS powder has much broader XRD peaks compared to the more crystalline peaks
of the post-SPS MA samples, see Fig.5.1.
Peak Indices Angle Height (percentage)
1 111 28.2 100
2 220 46.9 51.7
3 311 55.7 36.8
4 400 68.7 9.2
5 331 75.7 15.1
6 422 87.4 22.3
Table 5.2: Standard XRD pattern data for Si80Ge20.
The two temperature profiles for SE SPS mentioned in Sec.4.3 were developed over the course
of many experiments. It was quickly realized that higher temperatures or longer holding times were
necessary in order to promote diffusion and homogeneity in samples. The key was determining
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Figure 5.1: Crystallinity of pre- and post-SPS MA Si80Ge20, DTG 062.
how closely to approach the melting point of Ge (937oC) and then hold this position in order to
give the Ge time to diffuse into the Si. Just diffusing the materials together does not produce a
homogeneous sample though. Therefore after a certain amount of time, the temperature is increased
again to a high enough level to promote more diffusion and the formation of a homogeneous material,
see Fig.5.2. This figure shows XRD results for several SE SPS Si80Ge20 samples with increasing
maximum holding temperatures. At 920oC the raw powders begin to form an extremely Si-rich and
Si-poor phase of SiGe. By 1000oC, almost single phased Si80Ge20 has been achieved, but a Si-rich
SiGe secondary phase is present. This secondary phase is represented by the small shoulder on the
XRD peaks. It is known to be a Si-rich phase because XRD is in reciprocal space. Therefore, Si-
rich phases which have smaller lattice constants in real space will appear further apart in the XRD
reciprocal space. A single phase material is formed at a maximum holding temperature of 1020oC.
Studies were conducted beyond this temperature, but it was found that at 1040oC, 1060oC, 1080oC,
and 1100oC SiC could form between the Si and the graphite foil protecting the rams. Therefore,
right around 1020oC is the optimal maximum holding temperature for alloying Si80Ge20 using the
SE SPS technique.
Further confirmation of the material’s elemental composition was determined using energy
dispersive X-ray spectroscopy (EDS) measured with an Oxford X-act equipped on a Hitachi S-3400N
SEM. This tool is quite crude in determining exact composition, but gives relative values. It was
especially useful for determining the homogeneity across the surface of a sample. This test was
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Figure 5.2: As the maximum hold temperature of the SPS is increased pure powders of Si and Ge
in a 80:20 atomic ratio are seen forming single phase peaks of Si80Ge20.[129]
performed by measuring 3-5 randomly selected sites across the surface of a sample to see, if very
similar concentrations of Si, Ge, and P were present. Results within error showed no deviations in
these concentrations from one site to another. The average values of these sites are presented in
Tab. 5.3. The large uncertainty in these measurements are in part due to the need for perfectly
smooth flat surfaces and the inherent difficulties with using x-ray on light elements. There are two
important points to this data. First, there is no inhomogeneity across the surface of these samples.
Second in Sec.6.1 when phosphorus deficiencies are discussed, this data adds further confirmation
of this assertion.
It is both sensible and desirable to always gather the most knowledge and understanding out
of the data one collects. There is much more to XRD patterns then matching their peak locations
to confirm the crystal structure of a sample. Any good text on X-ray diffraction will cover grain
size or particle size calculations and discuss the broadening of peaks that can be attributed to
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Name Synthesis Tech. Si (at) Ge (at) P (at)
DTG 062 MA 80.6 17.7 1.6
120109 SGP10.0 SE SPS 77.4 21.1 1.4
120124 SGP20.0 SE SPS 81.6 17.4 1.0
120124 SGP10.0b2 SE SPS 81.4 18.0 0.7
111221 SGP5.0 SE SPS 84.3 15.2 0.5
120109 SGP2.0 SE SPS 82.2 17.7 0.2
Table 5.3: Energy dispersive X-ray spectroscopy of various SiGe alloys confirming elemental con-
centrations.
nano-inclusions.[34] Especially significant for this study was confirming Vegard’s law for the various
compositions of SiGe. As introduced in Sec.4.3 various concentrations of Si100−xGex (x = 0, 10, 15,
20, 30, 40, 50) were prepared by the SE SPS method. The lattice constant of these alloys should vary
fairly linearly with increasing Ge content, Sec.2.2. Using the XRD patterns the lattice constant can
be extracted using the indices of the two strongest peaks, 111 and 220, Bragg’s law (Eq.5.1), and the
plane-spacing equation such that one finds Eq.5.2. These calculated lattice constants of the various
compositions of SE SPS SiGe provide added proof that this synthesis method can successfully alloy
Si100−xGex.
λ = 2dsinθ (5.1)
d2 =
a2
h2 + k2 + l2
(5.2)
Confirmation of elemental concentrations and densities are not fundamental proof that the
desired alloy has been achieved. Neither do the more fundamental XRD patterns by themselves
prove that the desired alloy is achieved. This is more of the limitation of the XRD available at
CAML not being a high resolution XRD. With the currently available XRD resolution we are only
able to state that a phase is present. The absences of a phase in the data is not conclusive proof
that it is not there, merely that it is below the XRD’s resolution. Therefore, it is by examining the
structure using all of these available tools in concurrence that allows the confident statement that
the desired SiGe alloys have been achieved using either the MA or SE SPS synthesis techniques.
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Transport Properties of SE SPS
SiGe alloys
The MA and SE SPS synthesis techniques and procedures were covered in Sec.4. Following
this it was shown through structural analysis that the MA and SE SPS techniques produced the
desired SiGe alloys, Sec.5. It remains to be demonstrated that Si80Ge20 alloyed by the SE SPS
method can be doped to produce materials with thermoelectric properties comparable to modern
day RTGs. As with all synthesis methods for SiGe, some additional attention has always been
given to producing the n-type (phosphorus) doped material. For the original zone leveling technique
vapor pressure of phosphorus over the liquid zone was required for proper n-type doping.[105] In
the chill casting technique, phosphorus is held in a water cooled hopper and added to the SiGe
melt right before quenching.[75] For the MA synthesis technique founded by Bruce Cook, additional
nominal phosphorus above the solid solubility limit is added into the ball mill vials. [28, 42] As
will be discussed below, even larger nominal concentrations are needed to achieve proper doping for
the n-type SE SPS samples. P-type (boron) samples also have considerations that were previously
discussed in Sec.4, but since phosphorus is so much less stable vaporizing, at 610oC, they were
investigated first. Therefore, in the following discussion of transport properties n-type samples will
be discussed followed by the p-type samples.
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6.1 Electronic Transport
As discussed in Sec.1.2 and Sec.3.1.4, the carrier concentration is closely tied to the electrical
transport properties of a material. It is directly related to the electrical conductivity by Eq.1.30,
and therefore inversely proportional to the Seebeck coefficient Eq.1.37. For further understanding












The carrier concentration is also directly related to the dopant concentration. Thus, in order
to maximize the electrical properties of SiGe for thermoelectric application the carrier concentration
must be optimized, Fig.1.9. This optimization is limited by the solid solubility of the dopant into
SiGe. Rough solid solubility calculations give about 1.0 atomic percent as the maximum limit of
phosphorus in Si at lower temperatures (2.4 atomic percent can be achieved for optimal conditions
at very high temperatures)[83], similarly 0.4 atomic percent as the maximum limit of boron in Si.
Cook found that 2.0 atomic percent was preferable to attain maximum doping of the n-type SiGe
material using the MA method. The need for this higher nominal concentration is attributed to
appreciable loss of the dopant from transfer of powders in and out of the vial and to the milling
process were powder can migrate and be lost into the vial’s threads.[28] It is important to note that
for the chill cast synthesize method a 0.55 weight percent (0.6 atomic percent) of phosphorus is used
to achieve optimal doping.[143] Similar to the MA n-type SiGe, Cook found that due to powder
lost in the MA method higher than solid solubility limit nominal concentrations of ≈ 1.7at.% are
needed for the p-type material. A comparison of the solid solubility limits of these materials in Si
are provided by Fig.6.1. [67]
The SE SPS method also struggles with achieving the optimal carrier concentration in n-
type phosphorus doped materials. Like the MA process this is due to powder lost but in a different
form. Since the SE SPS alloys materials around 1000oC, the phosphorus is literally lost through
vaporization. This process can easily be seen occurring by watching the dynamic vacuum of the SPS,
which begins to spike around the vaporization temperature of red phosphorus 610oC.[78] Thus, it
is no surprise that the final phosphorus dopant levels are very different from the initial nominal
compositions in the SE SPS process. The question then presents itself, " Is there a nominal P
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Figure 6.1: Comparison of the solid solubility of phosphorus and boron dopants in silicon.[67]
composition for the SE SPS process that will result in the desired carrier concentration (electrical
properties)"? The study conducted to answer this question investigated SE SPS Si80Ge20Px samples
with nominal amounts of phosphorus from 2 to 20 atomic percent. The nomenclature for the SE
SPS samples were shortened to SGPx to only show the nominal Phosphorus levels, where x=2, 5,
10 and 20. Also included in the study was DTG ntype, as previously introduced this material is
synthesized following MA methods similar to those used for the published modern day RTGs.[106]
The SE SPS SGP2 concentration of 2 at.% (nominally) was selected due to this being the
optimal concentration for the MA process. It was quickly realized from EDS data that the final
phosphorus content for this sample (P ≈ 0.2) was generally lower than the MA in house standards
P ≈ 1.0 − 1.5. Thus, the concentrations of 5 and 10 at.% were synthesized using the SE SPS
method. The SGP5 sample (P ≈ 0.5) was still a little low compared to the MA standard, while
the SGP10 (P ≈ 1.5) match the MA standard quite well. The SGP20 sample was then prepared to
investigate the result of highly over doping the nominal phosphorus concentration. The EDS data
matched the SGP10 and MA standard. This along with the increased peak in the dynamic vacuum
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of the SPS leads to the assumption that extra nominal phosphorus beyond the amount needed to
achieve maximum doping is vaporized away in the SE SPS process. Please recall that in regards to
the uncertainty of the EDS data for phosphorus these values cited are not believed to be the actual
concentration. The EDS is merely acting as a very useful tool to compare the general quanities and
concentrations of phosphorus from one sample to another as stated in Sec.5. Therefore, in order
to make any conclusions about the supposed phosphorus concentration of the samples the carrier
concentration of the materials must be investigated. It is assumed that if the SE SPS samples attain
the sample carrier concentration as the in house MA standard and the published range of values,
then the SE SPS sample has similar phosphorus doping content, see Tab. 6.1.[129]
Sample Synthesis Technique µ(m2/V s) ∗ 10−4 n (m−3) ∗1026
Published Range Zone/MA + HP 41 - 56 1.07 - 1.68
DTG 062 MA + SPS 48.4 1.40
SGP20 SE SPS 43.3 1.36
SGP10 SE SPS 44.0 1.54
SGP5 SE SPS 44.9 0.64
SGP2 SE SPS 28.2 0.43
Table 6.1: Carrier concentrations and mobility for the published standards, the in house standard
(DTG 062), and various nominal concentrations of P in Si80Ge20.[143, 129]
One quickly noticed that SE SPS SGP10 and SGP20 do in fact have similar carrier con-
centrations compared to the in house standard and the published range of accepted values. While
the two SE SPS samples, SGP2 and SGP5, believed to be phosphorus deficient have carrier con-
centrations below the accepted values for the n-type thermoelectric material. Further reading on
optimized carrier concentrations can be found in the reference handbook. Specifically, this refers to
work by G.A. Slack on the n-type material.[105, 119]
Further confirmation that the electrical transport properties of published modern day n-type
RTGs (RTG ntype) produced by MA, the in house MA standard (DTG ntype), and the properly
doped SE SPS (SGP10) are well matched is confirmed by examining the resistivity (ρ = 1/σ) and
thermopower (Seebeck coefficient) versus temperature data, see Fig.6.2 and see Fig.6.3.
As seen in Fig.6.2, the resistivity values of the SE SPS SGP10 sample falls between the two
standards.[129] The phosphorus deficient SE SPS SGP2 and SGP5 have higher resistivity correspond-
ing directly to their lower carrier concentration.[129] As pointed out in Sec.A.6, electron-impurity
and electron-defect scattering would dominate electrical conductivity at lower temperatures. This
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Figure 6.2: Electrical resistivity as a function of temperature for n-type SiGe alloys synthesized via
MA and SE SPS.[129]
generally means that more impurities in a material will result in a higher resistivity (specifically the
resistivity at the approaching y-axis intercept on Fig.6.2). For this specific circumstance where the
impurities are contributing large amounts of carriers to the material the general rule does not hold,
and instead decreasing resistivity is seen with increasing dopant impurities. The thermopower is in-
versely proportional to carrier concentration. Hence, the standards and SE SPS SGP10 have similar
thermopower, but SGP2 and SGP5 have an elevated thermopower due to the phosphorus deficiency,
Fig.6.3.[129] The exciting finding of these two figures is that agreement of carrier concentration
measurements point towards bulk electrical transport properties that are well matched.
Once optimal doping of phosphorus was achieved in SE SPS Si80Ge20, discovering the
optimal doping of boron was much more straightforward as anticipated. This is because no powder
loss should occur from transferring like the MA process. Also unlike the phosphorus doping where
phosphorus was expected to vaporize, Boron is highly stable not melting until 2076oC. Hence,
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Figure 6.3: Seebeck coefficient as a function of temperature for n-type SiGe alloys synthesized via
MA and SE SPS.[129]
it was presumed that if direct doping by the inclusion of the single element of boron in the SE
SPS process was possible, then only boron concentrations up to the solid solubility limit would be
required. To validate this supposition, three different SE SPS ptype samples were prepared. The
first sample had a nominal concentration of 1.7 at.% of boron in Si80Ge20Bx. This is of course
the concentration used for MA samples that is well over the solid solubility limit to compensate for
powder lost. Then two other nominal concentrations of boron at or below to the solid solubility
limit were synthesized. Similar to the n-type samples, the nomenclature for the SE SPS p-type
samples are shortened to SGBx to only show the nominal boron levels, where x = 0.25, 0.5, and
1.7. Also once again a published standard for the MA p-type material used for RTGs is provided
for comparison, RTG ptype. The graphs of the bulk electrical transport properties are provided in
Fig.6.4 and Fig.6.5.[129]
In contrast to the n-type samples, most of the SE SPS p-type samples are over doped in
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Figure 6.4: Electrical resistivity as a function of temperature for p-type SiGe alloys synthesized via
MA and SE SPS.[129]
Fig.6.4. This was expected, and as also presumed the SE SPS sample with boron doped toward
the solid solubility limit, SGB0.25, aligns well with the published RTG p-type standard. Note that
the zone leveled SiGe materials usually have approximately 0.23 at.% boron. [143] The Seebeck
data, Fig.6.5, once again shows the trend that the more heavily doped material with larger carrier
concentrations will have a decreased value due to the fact that α ≈ 1/n. It should be noted that
these boron doped samples are proof of concept samples and have not been annealed to allow the
maximum dissolution of boron as traditionally performed.[28] Thus for the rapid synthesis via SE
SPS and investigation of SiGe p-type materials’ properites below 600oC a doping concentration of
0.25 at.% boron is appropriate. This includes all the p-type samples prepared for investigation
of manipulating the lattice thermal conductivity. For samples that would be used at the usual
operating temperature, 1000oC, of p-type Si80G20 a more appropriate doping level would be closer
to 0.40 at.% boron. This can be seen by investigating the effects of annealing SGB0.5, Fig.6.6,
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Figure 6.5: Seebeck coefficient as a function of temperature for p-type SiGe alloys synthesized via
MA and SE SPS.[129]
using the traditional annealing techniques.[28] These results are expected and agree with the known
supersaturation of the dopant levels as discussed in the reference handbook.[105] Since, it is not
graphed it should be stated for the benefit of the reader that the SE SPS samples that have high
dopant concentrations, SGB0.5 and SGB1.7, do not have a increased power factor over SGB0.25 or
RTG ptype. This is because of the relation between the Seebeck coefficent and electrical conductivity
as previously shown in Fig.1.9.
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Figure 6.6: Anneal treatment effects on the electrical resistivity of boron doped SE SPS SiGe.
6.2 Thermal Transport
Although not shown the heat capacity for DTG ntype, SGP10, and SGB0.25 were measured
using a Netzsch DSC. These values fell within +/-0.01 (J/g-K) of the values published in the reference
handbook.[105] Hence, as expected the specific heat and the densities are relatively unaffected by
the chosen synthesis process, Sec.2.1. The thermal conductivity of the n-type samples are presented
in Fig.6.7. Notice that the thermal conductivity of the in-house standard, DTG ntype, is slightly
lower than the published RTG ntype.[146] This could be explained by smaller grain sizes in the DTG
ntype sample that were generated by the extended MA time of 60 hours compared to the traditional
10-15 hours.[129] Reductions in lattice thermal conductivity due to grain size manipulation is well
known in SiGe.[108, 99, 45, 143] The total thermal conductivity of SGP2 and SGP5 is lower than
the other samples due to a reduced κe. This correlates to the phosphorus deficiency and higher
100
resistivity for these samples shown in Fig.6.2 and Tab. 6.1.[129] Fig.6.7 shows that SE SPS SGP10
and the RTG ntype are almost identical having similar electrical and lattice thermal conductivity
to each other and to standards from the reference handbook.[105]
Figure 6.7: Thermal conductivity as a function of temperature for n-type SiGe alloys synthesized
via MA and SE SPS.[129]
Similarly, it is realized for the p-type samples that the SE SPS SGP10 and the MA RTG
ptype standard have almost identical electrical and lattice thermal conductivity too, Fig.6.8. Espe-
cially important as noted in Sec.3.2, the high temperature measurements of thermal conductivity
for both the n and p type samples were taken in a plane perpendicular to the direction of the low
temperature measurements. It is then concluded that since the low temperature and high temper-
ature measurements can be smoothly fit, the samples’ transport properties are considered isotropic
for the purposes of calculating ZT via Eq.1.43. For traditionally MA SiGe, which has a cubic crystal
structure, it is redundant to use this method to show that the material is isotropic. Likewise, since
the SE SPS seems to produce the desired structure, Sec.5, it might also seem redundant, but it is
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always good practice to prove that new synthesis techniques do not introduce unexpected results.
Figure 6.8: Thermal conductivity as a function of temperature for p-type SiGe alloys synthesized
via MA and SE SPS.[129]
6.3 Dimensionless Figure of Merit
The thermoelectric dimensionless figure of merit, ZT, is calculated for of both the n-type
and p-type SiGe materials, Fig.6.9.[129] Examining the n-type material, one notices that the pub-
lished MA RTG standard and the MA in-house standard align. This gives assuredness that the
measurement systems and techniques used at CAML agree with those used for others’ publications.
Therefore when one sees that the SE SPS SGP10 aligns with RTG ntype, it can be said with surety
that optimized dopant concentrations for the SE SPS method results in materials that match the
performance of modern day n-type RTG SiGe. Further, it is seen that the optimally doped p-type
SE SPS SiGe also aligns with the RTG standard. It is concluded that the SE SPS method is then
a viable alternative for alloying thermoelectric SiGe compared to traditional methods.
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Figure 6.9: The thermoelectric dimensionless figure of merit of MA standards, published RTGs,
and SE SPS SiGe. Notice that the SE SPS materials match the performance of modern day RTG
materials.[129]
The SE SPS offers multiple advantages compared to traditional techniques. First following
the evolution of the four synthesis techniques, one sees that the evolution is not in increased perfor-
mance of the material but in synthesis time, Tab.6.2. This advantage offers not only a reduced cost
in time, but also a method that allows for rapid experimentation on multiple samples to see effects on
the materials properties, such as lattice thermal conductivity Sec.7. Second, the method combines
the alloying technique with the consolidation technique. This allows for the reduced infrastructure
cost of a mill ($20,000-$40,000 USD), and it simplies the doping process. Although, phosphorus
doping still requires large nominal compositions, the boron doping becomes straightforward falling
within solid solubility limits. Finally, the SE SPS process does not require chunks of high purity Si
and Ge ingots that have been stored in an Argon atmosphere glovebox. Instead, due to the dynamics
of the SE SPS Si powders that have been sitting on the shelf for over two years produce samples
that revival materials synthesized using other methods.
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Method Process Time (hours) Homogeneity
Zone Leveling 100 Difficult
Chill Casting, BM, and HP 24 Moderate
Mechanical Alloying 15 Batch Dependent
Single Element Spark Plasma Sintering 1 Lightly Batch Dependent
Table 6.2: Presented here is the evolution of alloying techniques for SiGe. Notice it is not improve-
ment in the material’s performance but the process time that marks the evolution. Homogeneity for
the first two methods struggles with the large miscibility gap of SiGe.
6.4 Lattice Thermal Conductivity SE SPS
It has now been shown that the SE SPS method synthesizes thermoelectrically viable n and
p type SiGe, Sec.6.3. As mentioned in Sec.2.3, there is concern that this new synthesis method
could result different micromorphology than MA samples leading to differences in lattice thermal
conductivity between materials. The reason that the SE SPS process could lead to different grain
sizes is because of the differences between the conventional HP and SPS sintering, Sec.C. Specifically,
the SPS requires much shorter times to sinter and promote diffusion in materials. These two processes
are traditionally time and temperature dependent. The time dependence of diffusion can be seen
at its most fundamental level in Ficks second diffusion law, Eq.6.2. This law shows that the rate
of compositional change, dCxdt , is equal to the diffusivity, D, times the rate of the change of the
concentration gradient, ∂
2C
∂x2 . The temperature dependence of diffusion is expressed in the diffusion
rate by the Arrhenius equation, Eq.6.3, where D0 is the maximum diffusion coefficient, EA is the
activation energy, R is the gas constant, and T is the temperature. The point made by Arrhenius
is that the diffusion rate in a system will increase with temperature. This time and temperature
dependence of diffusion leads to a time and temperature dependence for grain growth. Essentially,
longer times or higher temperatures can lead to larger grains in a sinter polycrystalline material. For
further reading, Paul Heitjans discusses diffusion and dedicates an entire chapter to grain growth in









The main point is that the shorter time and low temperatures of the SPS sintering process
104
could lead to reduced grain growth compared to the traditional HP consolidation technique. Hence,
the grain size versus lattice thermal conductivity will be investigated for n-type SiGe produced by
the MA+HP, MA+SPS, and SE SPS techniques. The calculation for room temperature lattice
thermal conductivity and its grain size dependence was shown in Sec.2.3. From Cook’s work on
MA+HP samples, it has been shown that MA samples (without oxygen contamination) will tend
to have an average grain size of about 25 µm, Sec.2.1 Fig.2.4. This MA+HP sample has a lattice
thermal conductivity of about 4 W/m-K at room temperature.[24] The in house MA standard, DTG
062, was milled for 60 hrs, instead of 15 hrs to further reduce initial powder size. Thus it is not
surprising that the MA+SPS sample has grains that average about 2 µm. Whether this effect is
solely from the reduced starting powder size and the SPS technique lessening grain growth or from
oxidation would require more in depth studies. This does not prevent the important investigation
of examining the grain size versus lattice thermal conductivity for this material. The SE SPS had
starting powders of Si ranging from 1-20 µm and Ge of ≈44 µm, hence it is not surprising that grains
ranging from 1-40 µm are found in the SE SPS sample. The relation of measured lattice thermal
conductivity versus calculated thermal conductivity based on grain size is shown in Tab.6.3. The
grain size can be taken as a simple average from SEM images (Fig.6.10), or a more precise analysis
can be performed using software such as Image J (open sourced by the National Institute of Health).
These two methods were applied to the samples prepared at CAML, and they found similar results
within their uncertainty. In order to make the grains of sinter SiGe samples visible in the SEM, it is
necessary to etch their surfaces. This was performed by placing a 4:1 ratio of water to hydrofluoric
acid on the polished surface of samples for approximately 5 minutes. It is extremely important that
proper safety procedures are followed when handling hydrofluoric acid. It can be absorbed through
the skin and can cause lasting tissue damage or death without warning due to the fact that pain is
not felt until a day after contact. Its vapors are lethal, so all work must be performed in a chemical
hood. Also, it reacts violently with glassware (use proper plastic containers).
Method Avg. Grain Size (µm) Measured κph (W/m-K) Calculated κph (W/m-K)
MA + HP 25 4.0 ±0.4 4.6
MA + SPS 2 4.0 ±0.4 4.2
SE SPS 20 5.0 ±0.5 4.6
Table 6.3: The grain size dependence of lattice thermal conductivity as calculated by Slack for n-type
SiGe materials at room temperature is compared to measured values.[119]
The amazing result seen in Tab.6.3 is that the measured lattice thermal conductivities of
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Figure 6.10: N-type Si80Ge20 etched with hydrofluoric acid to reveal grain boundaries:(A) MA
sample;(B) SE SPS sample. Notice that MA grains are typically 1-5 microns, while SE SPS grains
tend to be larger ranging from 1-40 microns.
MA+SPS and SE SPS agree with the theoretical modeling based on grain sizes. It is physically
surprising that the SE SPS is able to produce samples with predicted lattice thermal conductivity
because there was no reason to assume that the shorten sintering time would not have adverse effects
on grain growth (lattice thermal conductivity via the τB). Based on this last factor; the fact that
materials were able to be optimally doped to achieve desired carrier concentrations (Sec.6.1); and the
resulting agreement between published standards, in-house standards, and the new SE SPS samples
it can confidently be stated that a novel technique for producing thermoelectric SiGe has been shown.
By closely investigating physical theory and carefully measuring the corresponding properties the
physical understanding of this material is shown to be the same even when synthesized under very
different processes!
6.5 Reproducibility and GaP doping
The immediate question someone familiar with thermoelectric SiGe might think of is, "
What is the effect of doping with GaP and P using this new synthesis technique?" Work from the
Jet propulsion laboratory (JPL) in 1987 stated that GaP additions to n-type phosphorus doped
SiGe lead to increased Z-values.[136] Substantiation of these results were provided by work at Ames
laboratory on the effects of GaP additions on MA n-type SiGe. It was found that a Ga to P doping
ratio of 3:1 was the optimal doping level to achieve the expected higher Z-values.[29] Both of these
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labs through their publications suggested that the solid solubility of P in SiGe was increased by the
GaP. During the time of these publications Cronin Vining released an internal memo to his fellow
scientist working on this material on his opinion that sufficient scientific evidence was not present to
suggest that GaP effected the materials chemistry and increased solid solubility limits.[140] Vining
had his opportunity to openly confute the suggestion of increased solid solubility when providing the
chapter on SiGe for the CRC reference handbook.[106] He acknowledges that the presence of GaP did
improve the thermoelectric properties of n-type SiGe, but points out that Han found similar carrier
concentrations in MA n-type SiGe doped only with P. Therefore, Vining suggests that GaP effects on
precipitation kinetics and grain size [alloying method dependent] plays more of a role in improving
the Z-values than its effects on chemistry and solubility. Hence, when one includes GaP additions
with their material they must consider the fundamental physical reason they believe it will improve
their materials properties. If they believe it truly increases solid solubility, then any alloying method
should experience an Z-value increase at an optimal GaP addition. On the other hand, it is the
author’s belief that Vining is correct. This is further confirmed by personal experimentation using
the new SE SPS alloying technique. If the n-type SiGe material has been doped to its maximum
limit with P for the SE SPS and GaP does not increase solid solubility, then the addition of GaP
will not increase carrier concentration. Therefore, the resulting material will merely be a composite
of thermoelectric viable (Si80Ge20Px) and GaPy which is not thermoelectrically viable. Hall data
confirming carrier concentrations would be favorable to confirm this hypothesis, but due to the cost
of liquid He and time constraints this data is not available. Instead, the next best data available is
offered as compelling evidence that GaP does not increase the solid solubility of phosphorus in SiGe.
That is because the SE SPS Si80Ge20GaPyPx material is expected to be a composite of a good
thermoelectric and a bad thermoelectric material. Then the resulting sample should have declining
bulk electrical transport properties (power factor). Three Si80Ge20GaPyP10 where y=2,5,10 samples
were prepared via the SE SPS method as outlined in Sec.4.3.1. These samples are represented by
their Ga:P ratio in Fig.6.11.
The increasing density of these samples in Fig.6.11, listed in Tab. 5.1, suggest that GaP
(theoretical density ≈ 4.14) is in fact present in the samples. Thus, it can be concluded that Vining’s
stance appears more preferential because the addition of GaP does decrease the power factor of SE
SPS n-type SiGe. The use of GaP will still remain quite ubiquitous as a dopant to SiGe due to
the prevalent use of the traditional MA technique. It is better for those who use MA and GaP to
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Figure 6.11: The effects on the bulk electrical transport properties with increasing GaP dopant in
SE SPS n-type SiGe. Notice that the ratios are given in Ga to P content following the nomenclature
of published works on this topic instead of GaP to P ratios.
synthesize SiGe to use a well-tempered scientific explanation in their choice of the additional dopant.
A good example of a pestiferous claim is found in a recent publication from Caltech, "The use of both
P and GaP dopants has been shown to increase effective doping levels beyond what is possible with
P alone for n-type Si0.8Ge0.2 thermoelectric alloys." [16] This shows that the author has either a
large proclivity towards one explanation of GaP doping or is nescient of the other opinions presented
in the latest edition of the thermoelectric reference handbook.[106]
The SE SPS method was demonstrated to alloy high performance SiGe, Sec.6.3. This
demonstration only displayed one SE SPS n-type and p-type sample matching the performance of
traditionally MA standards. Providing entire sets of electrical and thermal transport graphs for large
numbers of samples synthesized to have the same dopant concentrations and performance would be
both hard to read and occupy an imprudent amount of space. Hence, these properties are measured
on multiple samples, but the compilation of the values will just be shown by examining the ZT. To
convince the reader that the SE SPS technique is reproducible four samples of the n-type material
were prepared to have the same phosphorus dopant concentration that was optimized to match the
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performance of MA standards. The first of these two samples are from the same batch of SGP10
powder. They are denoted batch 1 followed by number 1 or 2. This shows that one larger batch of
powder (10g) can be used to produce multiple samples in separate SE SPS runs. The next sample is
from a second batch of SGP10 powder. The purpose of this sample is to show that from one batch of
mixed powder to another the same material properties can be achieved. The final sample is SGP20.
The purpose of this sample is to demonstrate that slight over doping of nominal phosphorus will
still produce high performance samples as discussed in Sec.6.1. Thus, Fig.6.12 demonstrates that
the SE SPS alloying technique is reproducible within batches, from batch to batch, and robust to
extra nominal phosphorus additions.
Figure 6.12: Examining the ZT values of four different SE SPS n-type samples prepared to have
optimal dopant levels as they compare to each other and the MA standards, it is evident that the
SE SPS reproducibly synthesizes high performance materials.
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Chapter 7
Lattice Thermal Conductivity of
Thermoelectric SiGe alloys
By 1995 the nano-phase free n-type and p-type thermoelectric SiGe alloys had reached their
dimensionless figure of merit’s theoretical limit, ZT ≈ 1.1 and ZT ≈ 0.65 respectively. [25, 143]
These limits were proposed by Cronin Vining. For the electrical modeling he used the relaxation time
approximation of the Boltzmann equation. The scattering mechanisms of acoustic lattice vibrations
and ionized impurities were included for the carriers. The lattice thermal conductivity was model
using a modification of Steigmeier and Abeles’ model. This includes several scattering mechanisms
for phonons. They are three-phonon umpklapp processes, normal three-phonon scattering processes,
scattering from point defects, and scattering of phonons by charge carriers. The total model predicts
transport coefficients with a 15% uncertainty and has two key assumptions. They are that the
material is highly doped and is composed of larger grains (nano-free).[141]
Hence, any further improvement of SiGe alloys would have to be found beyond optimiza-
tion of the power factor through doping to achieve ideal carrier concentrations. It was theoretically
suggested by Mildred Dresselhaus that lower dimensionality (nano-structured) materials would have
improved Seebeck values.[39] This spurred much investigation in the field into nano-structured ther-
moelectric materials, and it was realized that small improvements in Seebeck may occur but large
improvements in ZT came from reduced lattice thermal conductivity.[38] Full theories for how nano-
structuring SiGe could lead to large ZT improvements by reducing the thermal conductivity by
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a factor of at least two have been published.[85] Essentially, the basic idea of these theories is to
introduce nano-features through out a bulk lattice without creating defects, dislocations, and voids.
In order to do this one would most likely have to use nano-particles that are closely lattice matched
to bulk matrix. Then the nano-particles would be able to scatter phonons without shortening the
electronic mean free path. The advantage of the particle being on the nano-scale, specifically 1-
20nm, is that this range is on the same scale as the mid/long wavelength phonons. These phonons
dominate heat conduction in a material. Thereby scattering them would greatly reduce the thermal
conductivity of a material. [68, 82] The SE SPS method as developed in the proceeding chapters
allows for the rapid synthesis of SiGe alloys. This enables one to expeditiously investigate many
different attempts to distribute nano-structures into a SiGe bulk matrix. Several attempts made at
CAML are outlined below. Promising results will be addressed in Sec.8.2 suggesting future works
that could be pursued by others.
7.1 Direct Nanoparticle Inclusion
The most obvious method to include nano-structures into a bulk SiGe matrix is by direct
mechanical mixing of nano-particles with the SiGe alloy. This process when combined with MA
has been shown successful by other groups.[64, 146] Instead of concerning oneself with the delicate
selection of a preferential nano-particle, the rapid SE SPS synthesis process enables experimental
investigation of any readily available nano-structure. For CAML these nano-structures were SiO,
TiO, and Yttria-stabilized zirconia (YSZ). For the SiO particles, the nanoparticles were directly
mixed with the pure elements of Si, Ge, and P in the 3-D mixer before the SE SPS process. Initial
concentrations of 1 and 3 wt.% showed no appreciable change in the materials properties from
the nano-free SGP10. Therefore, a larger concentration of 7.5 wt.% was investigated to see if any
deviation larger than the uncertainty of the measurements could be seen in the data. Sadly, it was
found that 7.5 wt.% of SiO nanoparticles (1-10nm) in SE SPS SGP10 actually lead to no significant
change in lattice thermal conductivity, while degrading the electrical conductivity of the composite.
It is common for nano materials to clump together or conglomerate due to their higher surface
energies and tensions. When this occurs they are not evenly distributed in the bulk matrix and are
nolonger effective as an additional scattering mechanism for the entire sample. Due to experiemtal
experience, it is the author’s believe without further investigation that the SiO nanoparticles are not
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well-distributed in the bulk matrix and therefore are not reducing the lattice thermal conductivity.
The next readily available nano-particle was TiO (1-10nm). Inclusion of these particles us-
ing the same method as the SiO nano-particles had even more lackluster results. For 7.5 wt.% of TiO
nanoparticles (1-10nm) in SE SPS SGP10 an fifty percent increase in lattice thermal conductivity
was realized. This can easily be related to the fact that TiO has a thermal conductivity twice that
of the SiGe bulk matrix.
Figure 7.1: Effect on lattice thermal conductivity by direct mixing of YSZ nanostructures with SE
SPS SiGe.
These two experiments show that even through rapid synthesis of SiGe enables experimental
examination of any nano-particle one might choose to include in the bulk matrix, it is still essential
to apply wisdom in selecting the nano-material. Therefore, a more wise choice of a nano-particle to
include by direct mixing into a SiGe lattice would be YSZ. This material is well lattice matched being
both cubic and having a lattice constant of 0.512nm compared to Si80Ge20 whose lattice constant is
0.548nm. YSZ also happens to have a large Seebeck value of at least 400µV/K.[1] This would seem
to be the perfect non-silicide that could be chosen. A preliminary study has been conducted on ≈ 2
vol.% inclusions via mixing in SGB0.25. The p-type material was chosen to correspond to p-type
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studies being conducted in a collaborative work with the University of Virginia. This study shows a
reduction in lattice thermal conductivity that falls within the uncertainty of the measurement appa-
ratus, Fig.7.1. The main issue with the YSZ inclusions is that they decrease electrical conductivity
by a factor of two. The promising part of this work turns out not to be large reductions in lattice
thermal conductivity but quantifiable increases in thermopower. Currently the ≈ 2 vol.% YSZ
samples display a twenty percent improvement in the Seebeck coefficient. If further improvements
in Seebeck value can be achieved with proper doping without larger effects on the overall electrical
conductivity, then for an optimal concentration of YSZ it would be possible to discover improved
thermoelectric performance in this material. Further studies are planned by Ali Lahwal and will be
addressed in Sec.8.2.
As mentioned in the introduction to this section, theories for which nano-particle would
significantly reduce the lattice thermal conductivity of SiGe have been published.[85] One of the
materials suggested by this theory is MnSix. CAML does not have synthesis methods that would
produce these ideal theorized materials that have nano-particles perfect evenly distributed through
the bulk matrix. The capability to produce nanostructured MnSi1.75 does exist at CAML using the
melt spinning(MS) process. Therefore, several grams of nano-structured MnSi1.75 were prepared.
Then approximately 1 vol.%MnSi1.75 was included with SGB0.25. The lattice thermal conductivity
of this material along with its final ZT is provided in Fig.7.2. Just like the YSZ studies we find no
concernable reduction in lattice thermal conductivity. Quick analysis of the diffusivity data of 3 and
6 vol.% MnSi1.75 do not offer any obvious improvements in lattice thermal conductivity. In fact
merely including 1, 3, or 6 vol.% elementMn seems to have the same effects. Even though improved
lattice thermal conductivity is not discovered in Fig.7.2, there is one alluring result. The ZT of the
SE SPS SGB0.25 is consistently 10-20% greater than the published standard. The reasoning for this
result is that the ease of preparing and doping the SE SPS samples compared to the MA samples
allows optimal boron concentrations to be repeatedly attained.
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Figure 7.2: Effect on lattice thermal conductivity and ZT by direct mixing of MnSi nanostructures
with SE SPS SiGe.
7.2 Core Shell treatments
The more traditional alloying method, MA, was also used to investigate manipulating the
lattice thermal conductivity. This work was part of a collaborative work with the University of
Virginia(UVA) and NanoSonic Inc. for the Department of Energy (DOE). The hope being that
lessons learned for manipulating the lattice thermal conductivity of MA samples can be translated
to SE SPS alloying. The first experiment involved including 2.5 wt.% Si/T iO2 core shell nano-
particles into a MA p-type SiGe bulk material. The Si/T iO2 core shell nanoparticles were prepared
by NanoSonic Inc. UVA provided the MA powder and the additional 5 minute ball milling time
to disperse the Si/T iO2 into the p-type SiGe powder. The powders were sent to CAML where
the materials were consolidated by the SPS and then characterized. A sizeable study not shown
here was conducted on the optimal maximum holding temperature of the SPS for these materials.
This temperature was found to be 880oC. This temperature was high enough to sinter the material
without destorying the core shell nano-particles. This presents an issue because the operating
temperature for SiGe thermoelectrics is 1000oC. Therefore, if these materials were annealed or
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processed by SPS at higher temperatures the core shell nano-particles would decompose and degrade
the properties of the material. Still, the study provided a proof of point that core shell nano-particles
could be used to reduce the lattice thermal conductivity of MA p-type SiGe, Fig.7.3. To persuade the
reader that the nano-structuring of the core shells are the source of the lattice thermal conductivity
reduction a TEM micrograph showing the existence of these structures after SPS is provided, Fig.7.4.
Figure 7.3: An approximate 30 percent reduction in lattice thermal conductivity is achieved via
mixing nano-structured core shells of Si/TiO2 with MA p-type SiGe.
Similar to the work in Sec.7.1 proof of point concepts for reducing lattice thermal conduc-
tivity are only so useful. These reductions must be sustainable for operating temperatures and not
be dominated by degradation of the electrical properties. Therefore, a wise decision must be made in
choosing the core shell material. Once again YSZ is a promising material due to its crystal structure
and thermopower. Initial results, Fig.7.5, show that YSZ coatings are capable of greatly reducing the
lattice thermal conductivity. These coatings are applied directly onto MA p-type SiGe. The current
issue is that these coatings are too thick, degrading the electrical conductivity of the material. This
thickness issue is easily realized by examining the sample’s density because YSZ is twice as dense
as SiGe. Further studies are planned and will be conducted by Ali Lahwal as addressed in Sec.8.2.
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Figure 7.4: Core shells of Si/TiO2 directly mixed via five minutes of ball milling with MA p-type
SiGe and consolidated through SPS show 5-20nm structures.[100]
Figure 7.5: Approximately 50 percent reduction in lattice thermal conductivity is achieved via
coating nano-structured YSZ directly onto MA p-type SiGe.
116
7.3 Surface Roughening and Hydrothermal treatments
Another method for reducing lattice thermal conductivity is via grain boundary engineering.
This method has been shown to be quite successful for thermoelectric PbTe materials.[63] Therefore,
due to the author’s experience with hydrothermal coatings a sodium treatment was applied to 1-20
µm Si powder used for the SE SPS process. The Si appeared to react quite differently than Te based
systems to the hydrothermal treatment growing much larger (visible to the eye) Na crystals. Since
nano-structures are not believed to be formed, a reduction in lattice thermal conductivity is not
expected. Interestingly, it was discovered that residual Na caused a order of magnitude change in
resistivity and a 200 µV/K shift in Seebeck coefficient for the n-type material. Although speculative
calculations indicate that the decreased resistivity will always dominate the improved thermopower,
it is still physically interesting that the thermopower can be varied so easily. An even more simplistic
method for engineering the grain boundaries is by surface roughening. Si 1-20 µm powders were
magnetically stirred in a bath of high molarity phosphoric acid for 40 minutes. These powders were
then rinsed in water and acetone and vacuum dried before being used in the SE SPS process to
from Si80Ge20P10, also known as SGP10-Acid. The result is a 20-25% reduction in lattice thermal
conductivity of the material, Fig.7.6. The issue remains again that the electrical properties are
degraded by an order of magnitude. The promising results of lower lattice thermal conductivity
with this issue alone would warrant further investigation but another issue exist. It is that the
acid treatment tends to leave a residue that is the source of this reduction of electrical properties
and could also be the source for this reduction of lattice thermal conductivity. Therefore, with
more promising methods to improve the thermoelectric performance offered by Sec.7.2 and 7.1 the
hydrothermal and surface roughening are not suggested for further study.
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Figure 7.6: Approximately 20-25 percent reduction in lattice thermal conductivity is achieved via




In physics, students are taught to explain the "what" and "how" of physical occurrences.
A basic example of this usually taught in beginning physics lab is gravity. The initial observation is
made that an object falls if released from a height. The innate question is to of course ask, "Why
does the object fall?" To truly answer the ’why’ question leads to many other ’why’ questions.
Why does the object exist? Why do I exist? Why does my interaction with the object make a
difference? To answer these questions requires a science before science. As Anthony Rizzi expounds
in his book both philosophy and wisdom are needed to truly answer why.[104] As doctors in the
philosophy of physics it is important that we are able to formulate clear answers to why fundamental
physical phenomena are what they are. For our young and beginning students though the question
is formulated to the easier to digest question, "What causes the object to fall?" Often by this point
students have attained an improper(second-hand) knowledge of Newtonian physics. Then it is with
ease that they are persuaded that "gravity" a force that arises from the mutual attraction of objects
with mass is the cause of the object falling. The proper (experienced/discovered for themselves)
knowledge they gain is by answering "How does the force of gravity and the mass of the object effect
the fall?" For this several experiments based on elemental scientific reasoning are conducted. This
reasoning known as the scientific method is taught at a very young age, Fig.8.1, and an arguably
more developed version of this method is even used by graduate students seeking their doctoral
degrees, Fig.8.2. [23, 19, 69] From multiple experiments measuring the time it takes for objects
of various masses to fall the same distance, students discover the same gravitational force causes
all the objects to fall at 9.8 m/s2. It is well known by most students that feathers do not fall as
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rapidly as steel balls in a common environment of air. This is later explained by air resistance(drag).
Hence, with the proper knowledge of describing how the objects fall and the improper knowledge
explaining that gravity is the cause, students enjoy the "Eureka!" experience of discovering gravity.
After attaining some form of proper knowledge of gravity more advanced students go on to discover
that the gravitational force of the moon on the earth contributes to the ocean tides via the tidal
force.
Figure 8.1: Scientific method as presented to youth.[23]
Similar to beginning students asking questions such as, "What causes an object to fall?",
there was a path based in proper knowledge and experiment leading to answering the main question
of this dissertation. This path began with the knowledge that previous experiments had shown that
the SPS promoted diffusion. [80, 97] From personal experimental experience (Type-I Clathrates and
120
Mo3Sb5.4Te1.6) it was understood that the parameters of the SPS greatly effected the process which
promotes diffusion. Lack of solid state diffusion was shown in the literature to prevent the alloying
of single elements of Si and Ge in the traditional hot press consolidation method. [75] Therefore the
question, "Can a new synthesis technique for the current state of the art thermoelectric material
for high temperature power generation, silicon germanium (SiGe), be formulated?" was asked. The
path of asking and answering this question through hypothesis, experimentation, and reporting of
the successful results have been covered in this dissertation.
8.1 Answering the Research Questions
The primary goal of this dissertation to discover a novel rapid synthesis method for SiGe
was demonstrated in the SE SPS technique. Its primary advantage over traditional techniques is its
decrease in synthesis time of the material by over an order of magnitude. The technique’s validity
is best illustrated by the ability to alloy multiple compositions of SiGe, Fig.5.3. More importantly
repeated hypothesis and experimentation was used to refine this alloying technique to be applicable
to both n-type and p-type doped SiGe, Sec.6. This resulted in thermoelectrically viable SiGe alloyed
via the SE SPS technique that matched the performance of modern day thermoelectric SiGe used
in radio-isotope thermoelectric generators, Fig.6.9. The robust and facile nature of producing SiGe
using the SE SPS method was further demonstrated by additional experiments producing multiple
n-type SE SPS samples, Fig.6.12. Hence, a new and innovative synthesis technique for TE viable
SiGe has been presented. Beyond this physical insight was given showing that the lattice thermal
conductivity remains the similar between synthesis techniques even though differences in sintering
times could have lead to differences in grain boundary scattering, Sec.6.4. Also, this new technique
allowed for new investigations into the effects of GaP doping on n-type SiGe, Sec.6.5. Hence, the
question set forth by this dissertation has been answered.
Beyond this future studies are suggested by examining the various nano inclusion methods
for SiGe. Direct mixing of nanostructures into the bulk SiGe material showed some promise, Sec.7.1,
but the most significant realization from this data set was that the SE SPS method appears to
simplify and optimize the p-type doping process. Methods of grain boundary engineering that
did not involve the use of core shells gave very little incentive for further investigation, Sec.7.3.
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Meanwhile, direct application of wisely chosen core shells onto a bulk SiGe alloy had very promising
results, Sec.7.2. The studies reviewed in this section showed both a proof of concept that core
shells could significantly reduce lattice thermal conductivity, and it suggested a core shell for future
studies.
8.2 Final Remarks
The success of rapidly synthesizing thermoelectrically viable SiGe is commended by its ap-
plicability to quickly investigate multiple methods to improve the materials performance by reducing
its lattice thermal conductivity in the research setting. This is tempered by its current applicability
to the thermoelectric module market. The market size for power generation thermoelectric modules
is $50 million USD. The buy-in to this market for materials, labor, and infrastructure is approxi-
mately $1-2 million USD. Therefore, based on the fact that the SE SPS method produces SiGe with
similar thermoelectric performance compared to traditional methods, entering this market based on
increased synthesis rates is too risky. Hence for the SE SPS method to be viable to the market,
breakthroughs on the research side greatly improving the ZT will be required. The probability of
these breakthroughs is greatly increased by the improved synthesis rates. Further study has been
recommended for Ali Lahwal, the graduate student assuming charge of SiGe projects in CAML
lab. Specifically, investigations into 4 and 8 vol.% YSZ directly mixed with powder for the SE
SPS process could yield better material performance by improved thermopower and lattice ther-
mal conductivity. Even more exciting are the initial results showing that YSZ nanoparticles can
be well distributed onto SiGe or Si particles greatly reducing lattice thermal conductivity, Fig.7.5.
Continued collaboration with UVA and Nanosonic Inc. will hopefully prove fruitful. The ability
to place the YSZ with Si offers methods of distributing these particles in an alloy produced by
the SE SPS method. It also opens the possibility of one considering other materials that could
be used for modulation doping.[48, 151] Also promising for future investigation is the possibility
that lower concentrations of Ge are possible in the SE SPS method. By reducing the Ge content
the cost per Watt would be greatly reduced. [153] Similar to the known techniques of GaP being
studied, Sec.6.5, other known doping techniques to improve the thermoelectric performance such as
nano-BN inclusions could be investigated. These are noted by the Glen Slack who developed the
phonon crystal electron glass (PCEG) concept.[120] Also the commercial availability of nano silicon
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although expensive (≈$200 USD) raises the question of the effects of SE SPS process on nano Si
and bulk Ge powders. Thus, the goal of discovering a novel rapid synthesis method for SiGe and
fully understanding the physical properties of the TE material has been shown and suggestions are
offered for those wishing to further this work.
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Appendix A Review of Solid State Physics
Several chapters from Solid State Physics by Ascroft and Mermin are reviewed providing a
broad range of topics covering the transport of electrons and phonons in metals are summarized. [8]
Within this appendix ’the textbook’ refers to Solid State Physics by Ascroft and Mermin. It is not
the author’s intention to claim any of Ascroft and Mermin’s work as his own, and it is understood
that the following sections are a review based heavily on Ascroft and Mermin’s textbook provided
solely for the benefit of the reader.
A.1 Chapter 1: The Drude Theory of Metals
Paul Drude introduced his theory of metals at the beginning of the 20th century. It was
based off of J.J. Thomson’s recent discovery of the electron. By applying the kinetic theory of gases
to a metal, Drude was able to predict electrical and thermal conduction for a metal.[8] Kinetic
theory matured during the 19th. Depending on which introductory physics book one examines
kinetic theory is based on 3 or 5 postulates. The importance being that a gas can be understood
on an atomic scale using this theory.[113, 131] When applying kinetic theory to a metal, it becomes
necessary to assume two particles. Drude without the benefit of modern quantum theory correctly
assumed the positive charge to be attached to heavy immobile particles, while the lighter negatively
charged valence electrons where free to move throughout the metal. Ascroft and Mermin elucidate
this assumption by stating, " that when atoms of a metallic element are brought together to form
a metal, the valence electrons become detached and wander freely through the metal, while the
metallic ions remain intact and play the role of the immobile positive particles in Drude’s theory".
In order to correctly define the electron "gas", one must first define core electrons as those bound
to the nucleus to form a metallic ion, and conduction electrons as valence electrons that can wander
far away from their parent atoms. Then the electron gas is viewed as the conduction electrons of
mass m moving according to the kinetic theory of gas along a background of immobile ions.[8]
Drude’s theory makes four basic assumptions. First, electrons only interact during collisions.
This is known as the independent electron approximation, where electron-electron interactions be-
tween collisions are neglected, and the free electron approximation, where electron-ion interactions
between collisions are neglected. Second, analogous to kinetic theory, collisions are instantaneous
events that change the velocity of an electron. Third, the probability of an electron experiencing
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a collision is inversely proportional to the relaxation time. The relaxation time, also known as
the mean free time or collision time, is the average time an electron will travel between collisions.
Fourth, due to the first assumption the only way for electrons to reach thermal equilibrium with
their surroundings is via collisions.
Ascroft and Mermin study four important applications of Drude’s theory. First, they in-
vestigate direct current (DC) electrical conductivity of a metal. This begins with the traditional
definition of current density. Then based on Drude’s basic assumptions the average velocity has no
initial velocity contributions because the electron emerges with the additional velocity of −eEτm in a
random direction. Therefore, the DC electrical conductivity becomes obvious, if one knows ohm’s
law.






During Drude’s time the average electronic speed for the mean free path was calculated from
the classical equipartition of energy. This is an order of magnitude too small at room temperature.
Hence, it becomes obvious that that electrons do not merely bump off the ions as Drude originally
thought. In light of Drude’s imprecise postulate it is advantageous to study the τ independent
quantities that are more accurate. Electrical conductivity studied under a spatially uniform static
magnetic field and spatially uniform time-dependent electric field present opportunities to discover
these τ independent quantities. In both cases it must be noted that individual electron collisions
introduce a frictional damping term to the equation of motion for the momentum per electron.
The second application of Drude theory, the Hall effect, relies on this frictional damping
term being in the equation of motion. Hall’s experiment was designed to find out if a current carrying
wire in a magnetic field or only the moving electrons in the wire experience the force from the field.
It was concluded that magnetic field deflected the current towards one side of the wire creating a
state of stress in the conductor. The state of stress is a transverse voltage now known as the Hall
voltage. A general setup of Hall’s experiment is seen in Fig. 3.
The quanes of interest for the Hall Effect are magnetoresistance (see Eq. 2) and the Hall
coefficient (see Eq. 3).
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Quantum theory of solids is needed to account for positive Hall coefficients, but application





Where n is the charge carrier density, e is the electron charge, and c is the speed of light.
We see that contrary to modern knowledge of a magnetic field and temperature dependence, Drude
theory predicts the sole parameter for a metal that the Hall coefficient relies on is the density of
the carriers. The Complex and Advanced Materials Laboratory (CAML) at Clemson has a Physical
Properties Measurement System (PPMS) that experimentally measures RH and makes it possible
to study its dependence on n, T , and ~B. It is important to note that opposite of Hall’s observation
confirmed by Drude’s theory some metals do have a magnetic field dependence for resistance that
can be quite extensive.
The third application of Drude’s theory, is the deduction of alternating current(AC) conduc-
tivity. The accompanying perpendicular magnetic field to the electric field in the electromagnetic
wave is ignored, and the electromagnetic wave is considered to be spatially uniform during the de-
duction of the AC conductivity. The first assumption is justified by realizing that the magnetic field
128
term is 10−10 of the electric field term. The second assumption is only valid when the electronic
mean free path is small compared to the wavelength of the field. This can be satisfied for many
metals by choosing visible light whose wavelength is 103 − 104Ȧ. Upon applying the Drude theory
Ashcroft and Mermin show that for certain complex dielectric constants and plasma frequencies,
no radiation will propagate in a metal, or radiation can propagate causing the metal to become
transparent. This can be observed in a laboratory using alkali metals and ultraviolet light.
The ability to explain the Wiedemann-Franz relation (1853) is the fourth and most im-
portant application of Drude’s theory. The theory rightly assumes that the majority of thermal
conduction is provided by the conduction electrons and not the ions. Thermal conductivity is de-
fined using the steady state method, where heat is supplied to a hot end of a bar at the same rate
that it flows away (see Fig. 4). Then the thermal current density, ~jq, is parallel to the heat flow and
has a magnitude equal to the thermal energy per unit time crossing a unit area perpendicular to
the flow. The proportionality constant, κ, between the thermal current and temperature gradient
in Fourier’s Law is known as the thermal conductivity.
~jq = −κ∇T (5)
Figure 4: Schematic of steady state thermal conductivity.
Applying the Drude theory a rough "one-dimensional" argument is made to find that the






To arrive at this equation multiple thermal averages are assumed, but a deeper discussion
on this calculation is withheld until the semi-classical model of electron dynamics is introduced. By
dividing Eq. 6 with electrical conductivity (Eq. 1) and applying classical ideal gas laws to cv and v,



























It is important to note that Drude’s calculation of electrical conductivity was off by a factor
of two, which caused his value in Eq. 8 to be twice the given value. Thus Drude’s calculation was
in impressive agreement with experiment. Two more errors went unnoticed in Drude’s calculation
because of their canceling effect. First, the electronic contribution to specific heat at room tempera-
ture is two order of magnitudes smaller than the classical prediction. Second, at room temperature
the mean square electronic speed is two order of magnitudes larger than the classical prediction.
This error in specific heat becomes much more obvious when Drude applied it to the relaxation
time independent Seebeck coefficient. It becomes obvious that classical statistical mechanics is not
fully capable of describing the metallic electron gas. Therefore, Ascroft and Mermin begin applying
quantum statistics to continue exploring the free electron theory.
A.2 Chapter 2: The Sommerfeld Theory of Metals
The application of quantum theory and the Pauli exclusion principle to Drude’s theory
results in the Sommerfeld theory. This new theory is based on replacing the Maxwell-Boltzmann
distribution used for ordinary classical gases with the quantum Fermi-Dirac distribution, Eq. 9.
















In order to justify the use of a quantum distribution in a classical theory, Ashcroft and
Mermin begin by examining the ground state of the electron gas. The method of solving the
T=0 state is to find the energy levels of an electron in the volume V , and then use the Pauli
exclusion principle to fill those levels. The single electron wave function can be satisfied with the
time independent Schrödinger equation. The confinement of the electron in the volume V requires the
addition of the Born-von Karman (periodic) boundary condition. The solution of this Schrödinger
equation is giving in chapter two, equations 2.6, 2.7, and 2.16. The N-electron ground state is based
on two opposite spin electrons located on the k=0 level with zero energy. It is built up by adding
electrons to the unoccupied one-electron levels of ascending energies. Ashcroft and Mermin point
towards the proportionality between the energy and wave vector to argue that large values N will
give regions that appear like a sphere. It is more intuitive for me to think of this sphere using Eq. 10,
where i = 1, 2, 3 and NLi is the length along one of three Cartesian axis. Then large values of N
create small values of ∆k forming a sphere. The radius of the sphere is kF , the Fermi wave vector.
The ground state of the N-electron system is summarized as having all the single particle levels less
than kF occupied and greater than kF empty. Where kF can be described by the electronic density





It follows that other important terms can be described from this discussion of the N-electron
ground state. First a sphere formed by the occupied one electron levels and of radius kF is called
the Fermi sphere. The surface of this sphere separating the filled and empty levels is referred to as
the Fermi surface. The energy of the highest occupied one-electron level is the Fermi energy, and










It should be noted that this Fermi surface is a mental image we conjure up while trying to
describe nature. In actuality the surface is not usually spherical, and physical phenomenon such as
superconductivity and spin density waves illustrate non-Fermi liquid behavior. For metallic elements
the Fermi velocity of the ground state electron gas is about one percent the speed of light. This
is quite different from the classical gas view, where at the ground state both the temperature and
velocity are zero. A useful tidbit for the chemist is that the Fermi energy has the magnitude of
typical atomic binding energy.
The ground state energy of N electrons in a volume V is calculated by summing over all the
energies levels inside the Fermi sphere. The assumption that macroscopically large systems (cm3)
are the same as infinite volumes allows one to convert from a sum into an integral over k-space. The
results are the ground-state energy, the pressure exerted by the electron gas, and the compressibility
(bulk modulus) giving in equations 2.31, 2.34, and 2.36. Once again the classical gas theory predicts
different values, this time for the energy per electron. A metals compressibility does not depend
only on the free electron gas pressure, but equation 2.36 achieves the correct order of magnitude.
In order to explore the thermal properties of the free electron gas further, one must consider
the system at T 6= 0. This requires the use of statistical mechanics to evaluate the ground and
excited states of the N-electron system. Assuming the N-electron system is in thermal equilibrium
at some temperature, T, the partition function helps to express the weight assigned to the energy of
each of the N-particle stationary states, equation 2.38 of the textbook. Averaging over these states
develops the useful quantity fNi needed to discover the free electron gases thermal properties. f
N
i is
the probability of an electron occupying an one electron level i. Making some algebraic assertions and
observations Ascroft and Mermin discover that this probability has a dependence on the chemical






Summing Eq. 12 over all the i levels, gives the total number of electrons, N, as a function
of temperature, T, and chemical potential, µ. This equation, 2.49 in the textbook, allows one to
discover the chemical potential and replace it in other formulas with temperature and density. Note
that a comparison of the ground state distribution function equation, 2.51 in the textbook, and
the limit approaching zero of equation 12, equation 2.52 in the textbook leads to the connection
between chemical potential and Fermi energy, see Eq. 13.
lim
T → 0µ = ǫF (13)
The important physical distinction should be maintained that while Fermi energy and chem-
ical potential are very similar up to room temperature for metals; they are still different phenomena.
The greatest application that arises from this switch of Maxwell-Boltzmann to Fermi-Dirac
statics is the calculation of the electronic contribution to the constant volume specific heat. Ascroft
and Mermin spend several pages (43-47 and appendix C) developing the energy density, u, electronic
density, n, and density of levels, g(e) to which they apply the Taylor expansion about e=u. This
relies on the fact that the temperature, T, of interest in metals is much smaller than the Fermi
temperature. The result of this expansion is the Sommerfeld expansion. Once the Sommerfeld
expansion is applied to the electronic energy and number densities, the specific heat of the electron










k2BTg (ǫF ) (14)
For free electrons where the density of levels at Fermi energy is given by equation 2.65 in









Comparing this to the result for an ideal gas, cv = 3nkB/2, Fermi Dirac statistics reduces the
specific heat by only a small amount ( .01 at 300K). Therefore for metals at room temperature there
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is no observable contribution to the specific heat from electronic degrees of freedom. A qualitative
argument based on the temperature dependence of the Fermi function can be used to explain this
difference in specific heat. While only true as a rough estimate, figure 2.4 of the textbook, gives this
argument (see Fig. 5).
Figure 5: Figure 2.4 from Ascroft and Mermin.[8]
To be further discussed in the review of chapter 23 it is realized that at low temperatures (few
Kelvin) the electronic and ionic contributions of specific heat have a linear and cubed temperature
dependence. The linear term, y, can be calculated using the free electron theory as seen on pages 48
and 49 of the textbook. But it is important to note that it only agrees experimentally with the alkali
and noble metals. Metals such as Fe, Mn, Bi, and Sb which are popular in the thermoelectrics field
have large deviations from this theory which are clarified in chapter 15 where the band structure of
these metals are examined.[8]
In conclusion, Sommerfeld improved upon the Drude model by replacing the classical Maxwell-
Boltzmann velocity distribution, equation 2.1 in the textbook, with the Fermi-Dirac distribution,
Eq. 9. In order to justify using this quantum mechanical construct with classical theory, one’s abil-
ity to describe the motion of the electron must not violate the uncertainty principle. The typical
momentum of an electron in a metal is on the order of ~kF , thus the uncertainty ∆p must be small
compared to this value. Using this approximation for ∆p and the uncertainty equation Ascroft
and Mermin,page 50, discover that the applying the Fermi-Dirac distribution is impossible if one is
considering electrons localized to atomic distances (angstroms). Since conduction electrons travel
freely through the volume of a metal, this localization within atomic distances is not often an issue.
Limits to Drude’s model where position of the electron does have an effect and the theorem that
expands these arguments from one electron to N noninteracting such electrons are giving on page
51 in the textbook.
It is important to notice that the Drude model only differs with the use of Fermi-Dirac
statistics when the electronic velocity distribution effects the phenomena being considered. There-
fore, table 1 shows the phenomena that change with the inclusion of Eq. 9. The mean free path is
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Phenomenon Drude Model Sommerfeld Model
Mean Free Path l = (rs/ao)
2
ρu










Lorenz number 1.11× 10−8WΩ/K2 2.44× 10−8WΩ/K2
Thermopower Q = −1.42kBTǫF ∗ 10
−4V/K Q = −0.43 ∗ 10−4V/K
Table 1: Comparison between Drude model and Sommerfeld model.[8]
affected by the difference between the average electronic speed (from equipartition of energy), vo,
and the Fermi velocity, vF . The Fermi velocity along with the specific heat change the thermal
conductivity calculations between the models. Recall that two compensating errors result in the
Lorenz value of the Drude model being on the same order of magnitude as the Sommerfeld model.
Then the Sommerfeld specific heat reduces Drude’s overestimation of thermopower.
The properties not shown in table 1: DC and AC conductivity, the Hall coefficient, and
magnetoresistance all stay the same whether one uses the Drude or Sommerfeld model. They are
covered in Section one of this paper, see Eqs. 1, 2, and 4. These values not changed between Drude
and Sommmerfeld models are affected if one assumed an energy-dependent relaxation time as will
be discovered in the review of the Semiclassical model (chapters 12 and 13).
A.3 Chapter 3: Failures of the Free Electron Model
The free electron model is unable to fully treat the following transport properties: Hall co-
efficient, magnetoresistance, thermoelectric field, Wiedemann-Franz Law, temperature dependence
and directional dependence of the DC electrical conductivity, and the AC conductivity. Static ther-
modynamics used in the free electron model also present several inadequacies. Specifically, the linear
and cubic terms in the specific heat and the compressibility of metals need more thermodynamic
consideration. Also two fundamental questions went unexplained in the chapters covering the free
electron model: 1) What determines the number of conduction electrons? and 2) Why are some
elements nonmetals? There are three assumptions in the free electron model that lead to error in the
Drude and Sommerfeld theories. First, the ions effect on the dynamics of the electron between col-
lisions is ignored. Second, the ions role as a source of collisions is not studied. Third, the possibility
that ions can independently effect physical phenomena is ignored. These ions that we are ignoring
when we consider electrons moving in free space are usually arranged in periodic arrays. And with
our knowledge that these arrays form crystal lattices we definitely realize the need to relax our free
electron approximation. All the issues raised here are briefly covered in chapter 3 (pages 57-63) of
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Figure 6: Table 12.1 from Ascroft and Mermin.[8]
Ascroft and Mermin.
A.4 Chapter 12: The Semiclassical Model of Electron Dynamics
The Block theory on which the semiclassical model is built was introduced in chapter 8. It
extended the equilibrium free electron theory of Sommerfeld to cases where a non constant periodic
potential is present. A good summary between Sommerfeld and Bloch’s theories is given on page
214 of Ascroft and Mermin, see Fig. 6.
As covered in the summary of chapter two as long as the electron is not localized on the
scale of Å, then classical mechanics can model the dynamics of the free electron gas. Hence the
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Taking the quantum mechanical view Eqs. 17 represent the dynamics of a wave packet of
free electron levels. These levels are described by their mean position, r, and mean momentum, k,












g(k′) ≈ 0, |k′ − k| > ∆k (18)
The semiclassical model involves treating electrons in this manner in a general periodic
potential. Ascroft and Mermin do not justify this model. They merely describe it, give several key
limitations, and state the major physical consequences of it. First, it is realized that Bloch’s theory
(not to mention long mean free paths in metals) force us to abandon Drude’s model of electron-ion
scattering. For Bloch’s theory the electron’s interaction with the fixed periodic array of ions is
completely known via the Bloch wave function (Bloch levels are stationary solutions) as a solution
to the Schrödinger equation. Hence, we find the physically significant fact that a perfect periodic
crystal has infinite conductivity. Ascroft and Mermin describe this using the wave viewpoint of the
electron, "In a periodic array of scatterers a wave can propagate without attenuation because of
the coherent constructive interference of the scattered waves." It is experimentally observed that
metals have electrical resistance, and that no perfect crystal exist in real solids. This is due to the
existence of impurities, missing ions, imperfections, or even thermal vibrations of ions. Thus without
detailing which scattering mechanism exist, Ascroft and Mermin assume that some scattering is
always occurring in metals. With this assumption they seek to describe the motion of Bloch electrons
between collisions. The mean velocity of an electron in a definite Bloch level, equation 12.3 in the
textbook, is used to suggest that a wave packet of Bloch levels can be constructed similar to the free
electron wave packet, Eq. 18. These wave packets are described by the semiclassical model, Eq. 19,
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g(k′) ≈ 0, |k′ − k| > ∆k (19)
In examining how broad this wave packet, Eq. 19, is when the spread in the wave vector is
less than the dimensions of the Brillouin Zone, Ascroft and Mermin discover that the packet must
be spread in real space over many primitive cells, see Fig. 7.
Figure 7: Figure 12.1 from Ascroft and Mermin.[8]
Hence, the semiclassical model is best used to describe the response of the electrons to an
externally applied electric/magnetic field that vary slowly over the dimensions of the wave packet,
Eq. 19, i.e. very slowly over several primitive cells. Thus we call it the semiclassical model because
the periodic field of the ions is treated quantum mechanically, while the externally applied fields are
treated with classical mechanics.
As far as the quantum mechanical treatment of the periodic field, the semiclassical model is
based solely on the band structure of metals and their functions ǫn(k). No other information about
the periodic potential of the ions is needed. Hence, the main application of the model is to show
the connection between the metal’s band structure and its transport properties. The model can be
used in either direction deducing transport properties from calculated band structures or observing
transport properties to deduce features of the band structure.
When the band structure, ǫn(k), is given, the semiclassical model predicts the evolution of
the electron’s position, r, wave vector, k, and band index, n, in the presence of external electric or
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magnetic fields over time, E(r, t) and H(r, t) , according to three rules:
1. The band index is a constant of motion, such that there are no inter band transitions.
2. The equations of motion given by the time evolution for the electron are:














3. The full quantum mechanical treatment used by the Bloch theory is applied. All distinct wave
vectors for a single band are located in a single primitive cell of the reciprocal lattice. For thermal
equilibrium the Fermi distribution, equation 12.7 in the textbook, gives the contribution to the
electronic density.
There are a few restrictions and limitations for the semiclassical model put forward by
Ascroft and Mermin. First, several assumptions made by the theory create a situation where con-
sidering only a small number of bands is needed to describe the metal or semiconductor. Second,
crystal momentum is not equivalent to the Bloch electron’s momentum. Third, in the limit of zero
periodic potential the electron will become a free electron; therefore, the semiclassical model breaks
down. This lends one to notice that the periodic potential must have some minimum strength before
the semiclassical model can be applied. No proof is presented, but the inequalities that the slowly
varying amplitudes that electric and magnetic fields must satisfy are given by equations 12.8 and 12.9
of the textbook. These inequalities are violated by electric breakdown where electrons make inter
band transitions due to the applied field in homogeneous semiconductors and insulators, or they are
violated by magnetic breakthrough which should always be considered when applying large magnetic
fields. Also there are small frequency and wavelength conditions for these inequalities, equations
12.10 and 12.11 in the textbook, that prevent inter band transitions and enable meaningful wave
packet discussion.
Having described the semiclassical model and given its key limitations, Ascroft and Mermin
set out to give several of its major physical consequences. First, it is realized that filled bands, ones
139
with energies lower than the Fermi energy, are inert. A proof similar to Liouville’s theorem which
fits with the semiclassical model is presented on page 222-223, but a simpler explanation comes from
the quantum mechanical approach. If every level is full of electrons according to Pauli’s exclusion
principle, then the phase space density cannot increase. The semiclassical model’s prohibition of
inter band transitions prevents it from decreasing. Hence, it must stay the same. Therefore, it is
concluded that only partially filled bands need to be considered when using the semiclassical model
to predict the electronic properties of a solid. Then conduction is due only to electrons located in
partially filled bands. This is the answer to a question the free electron model was unable to address
as previously mentioned in chapter 3. A very important discussion on which elements and crystal
structures lend themselves to being insulators or conductors based on the semiclassical model and
partially filled bands is provided on page 223. Due to the brevity of this review it is not reproduced,
but it is a great set of general rules for one to know.
Second, motion in applied DC electric fields is different between the semiclassical model and
the free electron (classical model). In fact for a uniform static electric field the equation of motion,
Eq. 21, with the general solution given by equation 12.17 of the textbook, gives the counterintuitive
result that shifting the wave vector of every electron identically will not generate a current. This
result is not surprising for the semiclassical model when one takes into account the velocity of the







Graphing the k dependence of velocity leads to the realization that there are regions where
the velocity decreases with increasing k, meaning that the electron’s acceleration is opposite of the
applied field, see Fig. 8. This is a result of the force provided by the periodic potential, buried in
ǫ(k) in the semiclassical model. It is observable in the behavior of "holes".
The semiclassical model addresses how carriers can have a positive charge, where the free
electron model could not explain. Three important points explain how electrons in a band create
currents that behave as positive charge carriers. First, when examining the electron band’s contri-
butions to current density, equation 12.21 in the textbook, it is noticed that current produced by
electrons occupying specified levels is equal to the current in two other cases. One case is if the spec-
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Figure 8: Figure 12.4 from Ascroft and Mermin.[8]
ified levels are unoccupied. The other case is if all the unspecified levels are occupied with particles
of charge opposite of the electron, +e. Hence, electrons are the charge carriers that physically exist,
but one can conveniently consider the current being carried by holes. Holes are imaginary particles
of charge +e that fill the levels in the band that are unoccupied by electrons. Second, due to a
one to one mapping of the available time evolution orbits as seen in figure 12.5 of the textbook, the
unoccupied levels in a band evolve in time under applied fields exactly as they would if they where
occupied by electrons. This implies holes continue to follow equations 20 and 21, 12.6 of the text-
book. Third, if one examines eq. 21 with positive or negative accelerations, equations 12.22-12.26 in
the textbook, one discovers electrons in levels close to the band maximum respond to driving fields
as if they had a negative mass, -m*. Then it is much easier to describe the motion in equation 12.22
of the textbook as a positive particle with mass, m*. Hence, holes do follow equations 20 and 21.









This mass tensor effects the particle’s dynamics for holes around anisotropic maximas or
electrons around anisotropic minima.
The third physical consequence begins by removing the electric field from equations 20
and 21, which gives equations 12.32 and 12.33 in the textbook. This enables Ascroft and Mermin to
study semiclassical motion in a uniform magnetic field. An immediate conclusion can be drawn from
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the equations that the component of k along the magnetic field and the electronic energy, ǫ(k), are
constants of motion. Therefore, electrons will travel the curves formed by the intersection of surfaces
of constant energy with planes perpendicular to the magnetic field. Looking at the projections on real
space shows the classical observation that for free electrons with spherical constant energy surfaces
and circular intersections with planes have a projection that is just a 90o rotation of the circles.
Hence, the free electron moves in a circle if its motion is projected on a plane perpendicular to the
magnetic field. The semiclassical consequence to remember is that the orbits are not necessarily
circular or closed because the energy surfaces no longer have to be spheres. An open curve orbit
is shown in figure 12.8 of the textbook. The rates at which the electrons transverse semiclassical
orbits created by uniform magnetic fields, which is the period in simplified problems, is derived in
equations 12.36-12.41 of the textbook.
Now that the semiclassical motion in a uniform magnetic field has been shown, the fourth
physically important consequence is quickly revealed by adding the electric field back into equations
12.32 and 12.33 of the textbook. This gives the semiclassical motion in perpendicular uniform electric
and magnetic fields. It turns out that the motion in real space perpendicular to the magnetic field
is once again the k-space orbit rotated and scaled, but it also has an additional term of a uniform
drift velocity introduced by the electric field. Equations 12.45-12.48 of the textbook are the updated
equations of motion in this case.
The last two physical consequences of the semiclassical model arise when one investigates
applying a crossed electric and magnetic field with the assumptions of a large magnetic field (104
gauss) and the energy of the band structures, ǫ(k), are close to where the planes of surfaces of
constant energy intersect the magnetic field perpendicularly, ǭ(k). From this starting point Ascroft
and Mermin derive the high-field Hall effect and magnetoresistance. The high-field Hall effect begins
by investigating the case where all the occupied (unoccupied if discussing holes) orbits are closed.
It is important to note that not only is a high magnetic field required, but also a fairly pure crystal
and low temperatures are needed to observe the high-field Hall effect. The modern day experimental
apparatus, a Quantum Design PPMS, uses liquid helium and a superconducting magnet to achieve
these parameters. Following a similar analysis to deriving the DC conductivity in the Drude model,
















for electrons and holes respectively. Hence, the Lorentz force does such a good job of keeping the
electrons from gathering energy from the electric field that uniform drift velocity, w, perpendicular
to E give dominant contributions to the current. Applying Eq. 3 to eqs. 24 and 25 the high field









For the situation where multiple bands contribute to the current density one simply replaces
the charge carrier density, n in Eq. 26, with the total density of electrons minus the total density
of holes, neff . Thus provided the orbits are closed, the field is large enough that each orbit is
transversed many times before a collision, and unoccupied orbits’ carriers are treated as holes then
the fifth physical consequence of the semiclassical model, the high field hall coefficient, represented
by Eqs. 26 and 27 is found.
Suppose that one of the bands have an open orbit. Then the magnetic field no longer sends
the electrons in periodic motion along the electric field’s direction as it does with closed orbits.
Without the magnetic field to inhibit it, the driving electric field is able to give energy to the
electrons. Now the current is no longer Eqs. 24 and 25, but for an orbit in the direction of n̂ it has
a contribution proportional to the projection of E along n̂:
143
j = σ(0)n̂(n̂ ·E) + σ(1) ·E) (28)
,where σ(0) becomes a constant as H goes to infinity and σ(1) goes to zero as H goes to infinity.
In this case the Hall coefficient is no longer represented by Eqs. 26 and 27, and more importantly
the magnetoresistance no longer approaches a constant in the high field limit. The non-saturating
magnetoresistance is a physical indicator that Fermi surfaces can even have open orbits! Figure
12.11 and equations 12.5-12.62 of the textbook are used to derive the sixth physical consequence of
the semiclassical model, see Eq. 29. The vanishing of σ(1) in the high field limit, leaves one with a





n̂′ · σ(1) · n̂′ (29)
In summary there are six physical consequences of the semiclassical model. First, filled
bands are inert leading to the fact that electrical conduction comes only from partially filled bands.
Second, motion in an applied DC electric field implies the existences of "holes". Third, studying
motion in a uniform magnetic field shows that orbits are not always circular or closed because the
energy surfaces no longer have to be spheres. Fourth, the semiclassical motion in perpendicular
uniform electric and magnetic fields is the same as the magnetic field but with an additional term
of a uniform drift velocity introduced by the electric field. Fifth, for closed orbits the high field
hall coefficient is represented by Eqs. 26 and 27. Finally, the magnetoresistance, eq. 29, in the
semiclassical model can grow without limit in an increasing field.
A.5 Chapter 13: The Semiclassical Theory of Conduction in Metals
The discussion of the semiclassical model in chapter 12 was rather qualitative. Therefore,
Ascroft and Mermin spend chapter 13 describing conduction beginning with the non equilibrium
distribution function, gn(r,k, t), where the number of electrons in the nth band at time t in the phase
space volume dr dk about the point r,k is gn(r,k, t)drdk/4π
3. Without applied fields or temperature
gradients g reduces to its equilibrium form, the Fermi function. Finding the closed expression for
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g is based on allowing the motion between collisions to be described by the semiclassical Eqs. 20
and 21 and applying the relaxation-time approximation.
To describe collisions based on the relaxation time approximation one continues to assume
that the electrons collide in an infinitesimal time interval, dt, with the probability dt/τ as before,
but now the collision rate depends on position, wave vector and band index, τ = τn(r,k). Based on
the assumption that the distribution of electrons after the collision is not dependent on the structure
of gn(r,k, t) prior to the collision, Ascroft and Mermin assert dg does not depend on any particular
form of the full non equilibrium distribution function, gn(r,k, t). Then based on the equation 13.2 of
the textbook, which is the assumption that electrons in a region about r with a gn(r,k, t) appropriate
to a local temperature do not have collisions that alter the form of the distribution function, Ascroft
and Mermin decide that since dg can be calculated using any particular form of g it is best to choose
this equation, the local equilibrium form. It is known that some electrons in band n with wave vector
k near point r during the time dt will have collisions that alter their band index or wave vector,
dt/τn(r,k). Then due to the assumption that Eq. 13.2 of the textbook is to remain unaltered by
these collisions, the distribution of the electrons coming out of the collisions in band n with wave
vector k during the same time interval must compensate for this loss. This gives the mathematical





With this understanding of the relaxation-time approximation Ascroft and Mermin begin
to calculate the non equilibrium distribution function.
As stated above, the number of electrons in the nth band at time t in the volume element
drdk about r,k is:




This equation can be restructured by grouping the electrons based on their last collision
occurring prior to t at some interval dt′ about t′. Eq. 30 can be used to write the total number
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of electrons arising from collisions at rn(t
′)kn(t
′) in the time interval dt′, equation 13.6 in the
textbook. Then exploiting Liouville’s theorem where the volumes in rk-space are preserved dr′dk′
can be exchanged for drdk. Of course only some of the electrons, Pn(r,k, t; t
′), make it from time
t′ to t without having anymore collisions. Then equation 13.6 of the textbook multiplied by this
probability and summed over all possible times t′ for the last collision up to time t gives another












Comparing these two expressions, Eqs. 31 and 32, for the number of electrons in the nth
band reveals the non equilibrium distribution function. Simplifying the notation such that the nth
band is understood and that r, k, r′, and k′ dependence is assumed when t or t′ appears the non






g0(t′)P (t, t′) (33)
Examining the probability of an electron colliding between t′ and t′ + dt′ in the limit as dt′
goes to zero gives a differential equation that enables one to rewrite Eq. 33. Then integrating by
parts and assuming that no electron exist infinitely long without collision allows the local equilibrium
distribution function with a correction (the result of a computed P (t, t′)) to be expressed, Eq. 34.








Evaluating the time derivative of g0, 13.18 of the textbook, and applying the semiclassical
equations of motion, Eqs. 20 and 21, gives the semiclassical distribution function in the relaxation-
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time approximation under very general conditions.

















This semiclassical distribution function, Eq. 35, can be simplified in three different cases.
First, weak electric fields and temperature gradients reduce the second term in Eq. 35. Second, spa-
tially uniform electromagnetic fields and temperature gradients and position independent relaxation
times leaves the t′ dependence entirely in P (t, t′) and v(kn(t
′)) (and perhaps E or T in the cases
that they are time dependent). Third, energy-dependent relaxation time, τ(ǫ), only has significant
effects in metals in the neighborhood of ǫF . This simplies Eq. 35 to equation 13.21 of the textbook.
This distribution function equation with the energy dependent relaxation time simplifica-
tion, Eq. 13.21 of textbook, is the beginning point for calculating the semiclassical DC electrical
conductivity of metals. This equation is further reduce by noting that H = 0 for DC currents and
assuming a uniform temperature, Eq. 13.22 of the textbook. Recognizing that number of electrons
per unit volume was discussed at the beginning of the chapter Ascroft and Mermin express the cur-
rent density in a band, j, as a function of the distribution function, Eq. 13.23 of the textbook. Then
the classical equation of Ohm’s law, j = σE, enables the deduction of the conductivity. Conductivity












There are four important properties of DC electrical conductivity in the semiclassical model.
First, the conductivity is anisotropic where in a general crystal structure j and E are not necessarily
parallel. Second as discussed in chapter 12, the conductivity does not depend on filled bands. Third,
the formal analysis by equations 13.26-13.28 of the textbook shows that DC conductivity can be
written from the hole’s perspective. Fourth, with the right conditions of the effective mass tensor
the Drude form of the DC conductivity is recovered, Eqs. 13.29 and 13.30 of the textbook.
By adding a temporal dependence, e−iωt, to the electric field Ascroft and Mermin are able to
derive the AC electrical conductivity using the same approach as they did with the DC conductivity,
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Eqs. 13.31-13.34 of the textbook. The AC conductivity reduces to Eq. 37 in the ωτ >> 1 limit.
This limit can be thought of as an fixed frequency with infinite relaxation time or collision free
system. Therefore a full quantum mechanical solution can be formed, Eq. 13.37 of the textbook.
This equation reduces back to Eq. 37 showing the consistency between the semiclassical model and













Thermal conductivity for metals evaluated via the free electron model or the semiclassical
model remains the same. It is the Wiedemann-Franz law, Eqs. 7 and 38. In both cases the ther-
moelectric field is ignored and they are not necessarily a good methods for calculating the thermal
conductivity of semiconductors. The main difference is the process by which semiclassical model
arrives at the Wiedemann-Franz law, which in turns gives it a larger range of validity. It begins with
by defining the thermal current based on entropy current densities, Eqs. 13.38-13.42 of the textbook.
Then with a thermal current density that is dependent on the distribution function, Eq. 13.42 of the
textbook, Ascroft and Mermin reduce the equation by evaluating g(k) with no magnetic field and
a uniform electric field and temperature gradient. To correctly express their results, a new matrix’s
notation, Lij , is defined by Eqs. 13.46-13.53. With the thermal conductivity tensor defined by Eq.
13.56 of the textbook and the thermal current density written in this new notation, Eq. 13.45 of
the textbook, Ascroft and Mermin deduce the thermal conductivity, Eq. 38. It holds for arbitrary
band structures. The situations where Eq. 38 deviate from actual results are covered in chapter 3.
It is clear from the derivation of Eq. 38 via the semiclassical model that these deviations arise not









The Seebeck effect was introduced in chapter 1, page 24. In order to actually measure this
effect, one must have a junction of two separate metals so that a thermoelectric voltage is present.
It is also pertinent that the leads are in thermal equilibrium with the sample to avoid having a
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temperature gradient across the circuit. A general circuit is given by Fig. 9. Note that if the goal
was to measure the absolute thermoelectric voltage in a metal, then one of the two metals in the
circuit needs to be superconducting. The two voltmeter leads are attached to different metals that
obviously will have different chemical and electric potentials. Therefore it is important to realize that
the current is driven by the electric field and some diffusion current, ǫ = E+(1/e)∇µ. Recalling that
the thermopower is defined as this potential difference over the temperature gradient, Q = ǫ/∇T ,
Ascroft and Mermin look to simplify equation 13.45 of the textbook that gave the thermal current
density. By assuming that little current flows, j ≈ 0, and utilizing Eqs. 13.50 and 13.51 of the









Figure 9: Figure 13.1 from Ascroft and Mermin.[8]
The σ′ is not some physical variation of the DC conductivity but should be treated just as the
quantity found by Eq. 13.65 of the textbook. As covered in chapter two, the semiclassical Seebeck
coefficient is approximately three times larger than the free electron model due to the thermal
averages of energies and velocities. Even with this semiclassical expression for the thermopower,
Eq. 39, an accurate theory on thermopower is difficult to achieve because of lattice vibrations effect
on thermal energy and relaxation-time.
The Peltier effect, an inverse to the Seebeck, is derived in a very similar fashion as the
Seebeck effect. Its circuit consist of a current being forced through two dissimilar metals that are
maintained at a uniform temperature. At the junction of these metals heat will either be rejected or
absorbed. A schematic is given by Fig. 10. The relation between the Peltier coefficient and Seebeck
coefficient as first derived by Lord Kelvin is Π = TQ. Oddly enough Ascroft and Mermin do what
half of all thermoelectric groups do and leave the discussion of the Thomson effect for later as a
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problem for the observer. Working these important thermoelectric effects out completely, fully going
through the needed Sommerfeld expansions and integration by parts, is not to difficult and is usually
covered in a two week period for advance solid state classes.
Figure 10: Figure 13.2 from Ascroft and Mermin.[8]
As an added thought to the end of this chapter, Ascroft and Mermin point out the effects
of a uniform magnetic field on DC electrical conductivity, Eqs. 13.69 and 13.70 of the textbook.
A.6 Chapter 16: Beyond the Relaxation-Time Approximation
Electron scattering depends on the non equilibrium electronic distribution function. This
breaks the relaxation-time approximation that neither the electron collision rate nor distribution of
emerging electrons is effected by the distribution function, page 244 and 245 of the textbook. The
rate is effected because the Pauli exclusion principle forces electrons to scatter into empty levels.
The emerging electron distribution is effected by both the exclusion principle limiting the final levels
and the outputs dependence on the input that depends on the distribution function. The specific
cases where the relaxation-time approximation holds, its limitations, and its physical significance
was previously discussed in chapter 12 and 13. This chapter takes a more in depth look at electron
scattering in order to provide a better picture of collisions and conduction.
A Bloch electron experiences no collisions in a pure crystal, perfect periodic array of ions.
Therefore there are two sources that can cause scattering. First, impurities or crystal defects (point,
planar, etc) can provide a local scattering center. Second, thermal vibrations of ions lead to devia-
tions in their array, which contribute to scattering. It is important to note that thermal vibrations
of ions is the dominant scattering mechanism at room temperature, which is frozen out leaving im-
purity and defect scattering at lower temperatures. Another scattering mechanism that is not just
for Bloch electrons and will be covered in chapter 17 is electron-electron scattering. This scattering
150
is usually dominated by thermal vibration or defect scattering.
In order to better model these scattering processes, the relaxation time approximation is
foregone for a new description of collisions. Based on multiple assumptions listed on page 316 of
the textbook and a new quantity Wk,k′ the scattering probability is defined, Eq. 40. With this
equation and the electronic distribution function, the probability per unit time that an electron
with wave vector k will have a collision is constructed, Eq. 41. Notice that for the relaxation time











Wk,k′ [1− g(k′)] (41)
It can also be beneficial to examine Eq. 41 from the perspective of a rates of change. Eqs.
16.3-16.4 of the textbook gives the number of electrons scattered out of an infinitesimal volume
element in a time, dt. Similarly, collisions also provide a way for electrons to scatter into the
volume element, which is treated by Eqs. 16.5-16.7. The differences between the relaxation time
approximation and this general treatment of collisions is given by Table 16.1 of the textbook, Fig. 11.
The two equations for electrons scattering in and out of a volume element given in this table are
combined into one equation for the total rate by Eqs. 16.8 and 16.9 of the textbook.
Abandoning the relaxation time approximation does not just create the need to re-evaluate
scattering, but it also creates a situation where one can no longer describe the non equilibrium
distribution function using solutions from the semiclassical equations of motion from all past time
as in chapter 13. Studying a case with no collisions and applying the semiclassical equations of
motion, Eqs. 21 and 20, the evolution of the electrons are given by Eqs. 16.10 and 16.11 of the
textbook. With brief analysis Ascroft and Mermin justify adding corrections for collisions, Eq. 42,
resulting in the famous Boltzmann equation, Eq. 43. On the left side are the drift terms and on the
right side is the collision term. Ziman’s Electrons and Phonons and modern day papers make use of
this important equation in extracting information on the transport of solids.[154] [17] [85] As pointed
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Figure 11: Table 16.1 from Ascroft and Mermin.[8]
out by Ascroft and Mermin one will see the distribution function found using the relaxation-time
approximation in chapter 13, Eq. 34, is the solution to Eq. 43 when Eq 16.9 of the textbook is
applied (the relaxation-time approximation for the general collision treatment).
g(r,k, t) =
(collisionless evolution)
g(r− v(k)dt,k− Fdt/~, t− dt)
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Electron-electron scattering and the scattering caused by thermal vibrations of ions, to be
discussed in chapter 17 and 26 respectively, are not dominate at lower temperatures. Instead, the
non-temperature dependent electron-impurity interactions will dominate the scattering. Therefore
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one can consider the specific case of elastic scattering by localized impurities randomly distributed
throughout the lattice. The scattering probability for this case is giving by equation 16.14 of the
textbook. Leaving the deviation of 16.14 to the student Ascroft and Mermin exploit the results of
the equation. First, the delta function, δ(ǫ(k)− ǫ(k′), forces the scattering to be completely elastic.
Second, the probability does not rely on the electronic distribution function g, this just reiterates
the absences of electron-electron scattering. Third, the scattering probability function is symmetric
such that Wk,k′ =Wk′,k due to the potential being Hermitian. This symmetry simplies the collision
term of equation 16.8 to equation 16.18 of the textbook.
There are three problems that could not be treated fully by the relaxation-time approxi-
mation. First, the Wiedemann-Franz Law (relation if you work for Dr. Tritt), Eq. 38, was only
generally solved in the chapter 13 discussion. It was not covered that the relation only holds if the







This mathematical equation holds for the electron-impurity scattering that is energy con-
serving, equation 16.14 of the textbook, but it will not hold for nonzero Wk,k′ with ǫ(k) 6= ǫ(k′).
The analytical reason that the elastic scattering condition presented by Eq. 44 is enough to satisfy
the Wiedemann-Franz relation is not provided, but Ascroft and Mermin do give a qualitative dis-
cussion on their reasoning. The charge of the electrons is −e such that the only way collisions will
reduce the electric current is by changing the velocity of each electron. Recalling equation 13.42 of
the textbook the charge for a thermal current is (ǫ − µ)/T . Hence, if energy is conserved in each
collision (charge is obviously conserved), then the thermal current behaves the same as the electric
current. On the other hand, if the electron’s energy, ǫ, is not conserved, then the thermal current
does not follow the electric current’s behavior. Collisions which change both energy and velocity
of electrons, inelastic collisions, have a very different effect on the thermal and electrical currents.
Therefore we would no longer expect a simple relation (Wiedemann-Franz) to hold between the two
conductivities. In conclusion, the Wiedemann-Franz relation holds if the change in energy of the
electrons from the collisions is small compared to kBT , i.e. the energy is relatively conserved. This
is true in the high and low temperature regimes, but from ten to several hundred Kelvin inelastic
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collisions cause deviations from the Wiedemann-Franz relation.
Second, the Matthiessen’s rule is not treated fully by the relaxation-time approximation.
Assume that the sources of scattering are physically distinguishable, say impurities and electrons.
If these sources do not effect each other’s scattering, then the total collision rate, W, is just a











Assuming k-independent relaxation time for each source and realizing that resistivity is











= ρ(imp) + ρ(ele) (46)
Simply stated, in the presence of several sources of scattering the total resistivity is the
sum of the individual resistivities caused by each source. Since impurity scattering is temperature
independent and electron-electron scattering goes as T 2 Matthiessen’s rule predicts ρ = A + BT 2.
Matthiessen’s rule does not hold when τ is dependent on k in the relaxation-time approximation.
This is because the electrical conductivity is proportional to some average τ̄ in the relaxation-time










When the relaxation-time approximation is not used, Matthiessen’s rule can still fail based
on the fact that an electron’s scattering rate is dependent on the configuration of all the electrons.
Therefore, a more general tool that can be crude in its approximations is Matthiessen’s inequality:
ρ ≥ ρ(1) + ρ(2) (48)
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The third problem not fully treated by the relaxation-time approximation is that of scat-
tering in isotropic materials. In order to apply the relaxation time approximation when considering
elastic impurity scattering in an isotropic metal, there are two necessary conditions. First, the
energy, ǫ(k), depends solely on the magnitude of the vector k. Second, the probability of scatter-
ing between the k and k′ levels is zero unless k = k′ such that the scattering is elastic, and the
scattering probability depends on the common value of their energies and the angle between k and
k′. The analytical justification is giving by equations 16.26-16.32 of the textbook to conclude that
applying these two conditions allows one to find that the relaxation-time approximation gives the
same description as the full Boltzmann equation for isotropic elastic impurity scattering as long as
the relaxation-time is that of equation 16.32 of the textbook. It is important to note that forward
scattering differs from wide-angle scattering in its effects on collision rates, and that in chapter 26
this is used to explain the temperature dependence of DC electrical resistivity.
A.7 Chapter 17: Beyond the Independent Electron Approximation
By using the independent electron approximation Ascroft and Mermin have avoided the
effects of electron-electron interactions up to this point. A Schrödinger equation that treats metals
with N-electrons is given by equation 17.2 of the textbook. The problem is that one can not directly





∇2ψ(r) + U(r)ψ(r) = ǫψ(r) (49)
First, the potentials of the ions must be considered, see equation 17.3 of the textbook. Then
one must account for the fact that the electric fields of all the other electrons, treated as a smooth
distribution of charge, is felt by the electron, see equation 17.4 of the textbook. Assuming that these
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Where i represents the spin and orbital quantum numbers of the one-electron level, and it
is noticed that the sum is over all the occupied one-electron levels. So it is obvious that a Hartree
equation is associated with each occupied one-electron level, ψi(r). In order to solve one of these
equations (find the energies) one guesses the Uel, the term in the square brackets. Then iteration
is used where the resulting wave functions, ψi(r), give new potentials, U
el, that are solved until
repeated iterations do not change the potentials. This use of iterations is the reason that the
Hartree method is considered a self-consistent field approximation. Solving the Hartree equations
is not an easy mathematical task, but it is much more possible than solving the full Schrödinger
equation given by equation 17.2 of the textbook. The difference between the two methods lies in the
fact that the Hartree method treats the electron as interacting with the field of all the remaining
electrons averaged together.
There are three parts of the electron-electron interaction that need further consideration
than the basic Hartree approximation. First, the Hartree approximation does not provide a way for
electrons of like-spin to avoid each other. This can be accounted for by including the Pauli principle,
equations 17.8-17.11 of the textbook, which introduces the need for a Slater determinant of one-
electron wave functions, equations 17.12-17.13 of the textbook. The result is that each electron of
a given spin is surrounded by an exchange hole, a small volume around the electron which like-spin


















It is important to note that the direct term, Uel, is still nonlinear in ψ just like Eq. 50. Unlike
Eq. 50 it is no longer U(r)ψ(r), but is an integral operator
∫
U(r, r′)ψ(r′)dr′. Therefore, solving the
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Hartree-Fock equations exactly is very difficult. The case where it is manageable is the free electron
gas, which can be solved by letting the periodic potential be constant and setting ψi to be a set of
orthonormal plane waves (or for the more ambitious chapter 32 covers spin density waves). The free
electron case of the Hartree-Fock equation is worked out in equations 17.16-17.26 of the textbook.
There are several lessons from this simple case. First, the electron-electron interaction plays a
significant role in calculating total energy per electron, equation 17.23 of the textbook. Second,
further expansion of equation 17.23 leads to 17.24 of the textbook, the new terms that we see in
equation 17.24 are the correlation energy. These extra terms do not have a significant effect when
considering metals. Third, in some cases the exchange potential can be treated as just an additional
term that can be added with the Hartree term Uel(r), equation 17.26 of the textbook. Fourth, the
energy of the one-electron level, given by equation 17.19 of the textbook, has a singularity at k = kF .
The treatment of this singularity leads to the second part of the electron-electron interaction that
needs further consideration, screening.
Screening occurs when a positive particle is rigidly placed in an electron gas. It in turns
attracts electrons around it, bringing negative charge to its area. This surplus of negative charge
screens the positive field of the original particle. To quantify screening one considers two electrostatic
potentials φext, representing the positive particle, and φ, representing the positive particle and its
surrounding cloud of electrons screening it, see equations 17.27-17.29 of the textbook. Then using an
analogy with the theory of dielectric media, equations 17.30-17.35 of the textbook, it is discovered






As it turns out it is not common to calculate the dielectric constant of a metal, rather one
calculates the induced charge density, ρind(r), by the total potential, φ(r), see Eq. 53.
ǫq = 1− 4π
q2






1. The electrons need to be within kBT of ǫF .
2. No longer are simple electrons being described, but a more general quasi particle
approach is taken.
3. Effects of interaction on the ǫ vs. k relation are allowed.
4. The f -function, representing the difference in the electronic distribution function
and its equilibrium form, can effect the transport theory.
Table 2: Rules of thumb for when the independent electron picture could be valid.[8]
The two methods for calculating χ, the Thomas-Fermi method and the Lindhard method,
along with their advantages and disadvantages are discussed throughly on pages 340-344 of the
textbook. The Thomas-Fermi method will essentially find the Yukawa potential, and the Lindhard
method will find that screening at large distances is more structured than the Yukawa potential with
a more weakly decaying oscillatory term.
The third part of the electron-electron interaction that needs further consideration is seen
in Landau’s Fermi Liquid theory. A brief qualitative discussion of this theory is given at the end of
chapter 17. The original theory was created to deal with the liquid state of Helium-3 but is a great
tool when applied to the theory of electron-electron interactions. In the end several rules of thumb
arise to bolster one’s confidence in applying the independent electron picture, see table 2.
A.8 Chapter 22: Classical Theory of the Harmonic Crystal
To beginning building the theory of the Harmonic Crystal Ascroft and Mermin move away
from static ions on various sites, R, of a Bravais lattice. Instead the ions are allowed to oscillate
about an equilibrium position, and it is assumed that the site R of the Bravais lattice is taken as the
average position of the ion. It is also assumed that the ions usual displacement from equilibrium is
small compared with the interionic spacing. These two assumptions are heavily relied on to form the
harmonic approximation. The first assumption is necessary in order to continue to describe observed
crystalline structure. The Bravais lattice still exist even if the ions are vibrating. These dynamic
ions have an average position, r(R), that is defined by the mean bravais position (equilibrium), R,
and the deviation from equilibrium, u(R), see Eq. 54 and Fig. 12.
r(R) = R+ u(R) (54)
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Figure 12: Figures 22.1 and 22.2 from Ascroft and Mermin.[8]
Assuming that a pair of atoms separated by r contribute a Lennard-Jones potential to the
total potential energy (derived in chapter 20) and allowing the atoms to oscillate (position given by












φ(R−R′ + u(R)− u(R′))
(55)









Solving this Hamiltonian directly is quite hard; therefore, using the second assumption (the
atoms do not deviate to largely from equilibrium) the 3-D Taylor expansion can be used to expand
the potential energy U. Taylor’s theorem given by equation 22.5 of the textbook is applied to Eq. 56
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[(u(R)− u(R′)) · ∇]2 φ(R−R′) +O(u3)
(57)
Notice that the linear term in Eq. 57 is the force exerted on the atom by all the other atoms,
who are placed at equilibrium positions. Hence, the term vanishes since there is no net force on an











[(u(R)− u(R′)) · ∇]2 φ(R−R′) +O(u3)
(58)
The first term of Eq. 58 is total potential energy for a static lattice model given by equation
22.2 of the textbook. The second term which is quadratic is the correction given by the harmonic
approximation. It is not unusual to ignore the first term, the equilibrium potential energy Ueq,
when working on dynamic problems since it is a constant. Then the second term stated explicitly
by equation 22.9 of the textbook, Uharm, is all one needs for dynamic problems. All theories for
lattice dynamics besides solid helium are based on this harmonic approximation. Not covered in this
review, but in chapter 25 of Ascroft and Mermin is the study of third and fourth order corrections
to U which are the anharmonic terms. A simplified form of equation 22.9 of the textbook for the







CalculatingDµν is only straight forward for basic cases like the noble gases. For ionic crystals
the coulomb interaction between ions over long ranges makes it difficult to determine. In covalent
crystals the ionic motion and the valence electron motion is coupled once again making it hard to
calculate Dµν . To over come this issue one enacts the adiabatic approximation. The electronic
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velocity is 108 cm/sec where as the ionic velocity is 105 cm/sec. Hence it can be approximated that
because the electrons are so much faster, then for any instantaneous ionic configuration the electrons
will be in there ground state. With the adiabatic approximation D is calculated in chapter 26 for
metals.
Now that the static lattice has been traded for the dynamic lattice with the harmonic
approximation Ascroft and Mermin revisit the calculation of the specific heat. Equations 22.12 and
22.13 of the textbook show how the thermal energy density can be written using a weighting due to
the averaging over all possible ionic states:







The harmonic approximation provides a way to integrate Eq. 60 using change of variables
as shown in equations 22.15 and 22.16 of the textbook. It is note that this integral is temperature
independent such the the thermal energy is easily expressed as:














or u = ueq + 3nkBT
(61)
Recalling statistical mechanics or chapter 20 one can see that calculating the specific heat
will result in the static term dropping away, and one discovers the Dulong-Petit law which states





It is important to note that experimentally here at CAML we measure Cp using a Netzsch
DSC (differential scanning calorimeter). In a gas there can be a large difference between constant
pressure and constant volume specific heat due to the differences in the adiabatic and isothermal
compressibilities. In a solid ueq is the dominant term for internal energy, but this is the same
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term that disappears when calculating cv. Stating it in terms of compressibility a solid does not
care whether it is thermally insulated (adiabatic) or in contact with a heat bath at temperature T
(isothermal) the work needed to compress it is basically the same. For most solids then assuming
cv = cp only introduces a 1% error.
Two points should be considered when analyzing and comparing data with the Dulong Petit
law. First, even at large temperatures data will approach, but not precisely fit the Dulong Petit
value. This is due to the fact that at higher temperatures ions have enough energy to have large
displacements from their equilibrium positions. Thus the harmonic approximation falls apart as the
anharmonic terms (terms to the 3rd order or greater in the expansion of U) become necessary. The
second point does not have a simple classical explanation. It is that at low temperatures the specific
heat falls well below the Dulong Petit value dropping to zero at absolute zero. These two points are
illustrated in Fig. 13.
Figure 13: Figure 22.3 from Ascroft and Mermin illustrating the Dulong Petit law.[8]
The second point requires quantum theory to be explained or corrected. Rather than jump-
ing into the quantum theory, which will be done in the chapter 23, Ascroft and Mermin cover the
classical theory that is necessary to understand before constructing the quantum theory. Therefore
the classical theory of lattice vibrations as it relates to the general classical problem of small oscil-
162
lations is studied in four stages for the classical harmonic crystal.
1. Normal modes for 1-D monatomic Bravais lattice.
2. Normal modes for 1-D lattice with a basis.
3. Normal modes for 3-D monatomic Bravais lattice.
4. Normal modes for 3-D lattice with a basis.
Since the analysis is the same for all four cases and the 3-D cases just have more book
keeping for notation, the 1-D cases and important physical results will be covered in this summary.
The third and fourth case can be easily followed on page 437-443 of Ascroft and Mermin.
To discover the normal modes of a 1-D monatomic Bravais lattice beginning with a set of
ions of mass M. Setting these ions up in a one-dimensional lattice such that they are a distance a
apart and have equilibrium positions R = na, let the ions oscillate some amount u, see Fig. 14.
Figure 14: Figure 22.4 from Ascroft and Mermin showing a 1-D monatomic Bravais lattice.[8]
If ions only interact with their direct neighbors, then the harmonic potential energy can be







[u(na)− u([n+ 1]a)]2 (63)
K is the second derivative of φ(a), which represents the interaction energy of two ions a
distance a apart. The equations of motion are then the same as if massless springs independent of
spring equilibrium lengths connected the ions, see Eq. 64 and figure 22.5 of the textbook. Imagining






= −K[2u(na)− u([n− 1]a)− u([n+ 1]a)]
(64)
Much like determining modes of a vibrating string, the way one chooses to place boundary
conditions on the ions at the two ends plays a large role in the results that can be found. For this
reason a Born-von Karman periodic condition (chapter 2) is applied where the two remote ends are
attached to each other in some fashion, see Fig. 15.
Figure 15: Figures 22.6 and 22.7 from Ascroft and Mermin showing a Born-von Karman boundary
condition.[8]
This boundary condition applied to Eq. 63 for ions located at a, 2a, ...., Na where N is the
total number of ions gives the two following conditions:
u([N + 1]a) = u(a); u(0) = u(Na) (65)
Solutions to the equations of motion, Eq. 64, will have the plane wave form of u(na, t) ∝
ei(kna−ωt). Applying the boundary conditions, Eq. 65, to this form gives the requirement that:
eikNa = 1 (66)
From which one can tell that k has N distinct solutions, see Eq. 67, that will be required to







; where n is an integer (67)
Examining the equations of motion, Eq. 64, with respect to the plane wave form one dis-
covers:
−Mω2ei(kna−ωt) = −2K(1− cos(ka))ei(kna−ωt) (68)










Then we have N distinct solutions having unique frequencies, Eq. 69, such that the equation
of motion, Eq. 70, has 2N independent solutions. There are still only N normal modes because the
sine solutions are simply the cosine solutions shifted by π/2ω.
u(na, t) ∝[cos(kna− ωt)]
[sin(kna− ωt)]
(70)
The solutions given by Eq. 70 are of a wave propagating along a chain with a phase velocity
c = ω/k and a group velocity v = ∂ω/∂k. The dispersion curve (ω vs. k) is shown in Fig. 16.
Similar to 1-D light and sound waves when the wavelength is large compared to the inter
atomic spacing (k small to π/a) ω is linear in k.
We now slightly complicate the case of the 1-D monoatomic Bravias lattice to study the
1-D lattice with a basis. Now two ions will be considered to be in a primitive cell together. The
equilibrium positions of these ions is na and na+d. d is confined to be smaller than half the distance
that separates the primitive cells (a/2) so that the force on neighboring ions can depend on d or
a− d as in Fig. 17.
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Figure 16: Figure 22.8 from Ascroft and Mermin showing dispersion curve of 1-D Bravais Lattice.[8]
Figure 17: Figure 22.9 from Ascroft and Mermin showing 1-D lattice with a two ion basis.[8]
Once again it is assumed that only direct neighbors interact. The same method of using












2 − u1([n+ 1]a)]2
(71)
where u1(na) is the displacement of the ion at na and u2(na) is the displacement of the ion
at na+d. The interaction energy between neighboring ions a distance x apart, is greater for K than
G because of the choice that d not exceed a/2. Then the equations of motion keep the same form as
they had last time just with the need to evaluate both ions in the primitive cell, see equation 22.33
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The ǫ′s are constants that have values relative to the amplitude and phase of the oscillations
of the ions within the primitive cell. The Born-von Karman condition and its results for k, Eq. 67,
still hold in this case. Placing Eq. 73 into Eq. 72 Ascroft and Mermin find a pair of coupled equations,
see equation 22.35 of the textbook. Allowing the determinant of the coefficients to vanish a solution
is found:
[Mω2 − (K +G)]2 = |K +Ge−ika|2
= K2 +G2 + 2KGcos(ka)
(74)







K2 +G2 + 2KGcos(ka) (75)
ǫ2
ǫ1
= ∓ K +Ge
ika
|K +Geika| (76)
So not surprisingly for each of the N values of k there exist two solutions and 2N normal
modes. For the monatomic case there were N normal modes, essentially pairing the two ions in a
primitive cell generated 2N degrees of freedom and twice the normal modes. The dispersion curve,
Fig. 18, has a lower branch that matches the 1-D monatomic Bravais lattice and an upper curve.
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The lower branch is often referred to as the acoustic branch because its dispersion relation takes the
same form as sound waves at small k, ω = ck. The upper branch is called the optical branch due
to the fact that these longer wavelength modes in an ionic crystal can interact with electromagnetic
radiation. In equations 22.39-22.42 of the textbook Ascroft and Mermin describe the two situations
for this type of lattice. One where the acoustic modes ions are in phase with each other, while the
optical modes ions are 180o out of phase. The other situation is where the ions in the cell move the
same as the first situation, but the motion between neighboring primitive cells is 180o out of phase.
In the case that K >> G, see equations 22.43 and 22.44 of the textbook, it becomes obvious that
for acoustic modes the ions in a cell move together such that the dynamics are dominated by the
intercellular interactions. Where as for optical modes the ions in a cell are in a molecular vibratory
mode and the intercellular interactions are creating a band of frequencies based on the vibratory
modes. It is also important to note that when K = G the 1-D lattice with a basis reduces to the
1-D monatomic Bravais lattice problem.
Figure 18: Figure 22.10 from Ascroft and Mermin showing dispersion curve of 1-D Lattice with a
Basis.[8]
Although the expansion of the 1-D problems to 3-D is left for the reader (pages 437-443 of
Ascroft and Mermin), for the reader’s benefit the 3-D dispersion curve is provided, Fig. 19.
Without going into great detail and rederiving Ascroft and Mermin’s work it suffices to say
that the continuum theory of elasticity can be derived from the theory of lattice vibrations, equations
22.69-22.88 of the textbook. Of course a few assumptions are made in order to connect these two
theories. The importance though is that having derived the theory of lattice vibrations one can
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Figure 19: Figure 22.14 from Ascroft and Mermin showing dispersion curve of 3-D Lattice with a
Basis.[8]
make the connection to the theory of elasticity which enables them to solve the elastic constants for
different crystals. Symmetry of different crystal systems allows for the number of elastic constants
needed to describe the system to be reduced, see Fig. 20. Elastic constants for various cubic crystals
are given in Table 22.2 of the textbook. They range from the order of ≈ 0.04x1012 dynes/cm2 for
Na to ≈ 2x1012 dynes/cm2 for Ni.
Figure 20: Table 22.1 from Ascroft and Mermin showing minimum number of elastic constants
needed to describe crystal.[8]
A.9 Chapter 23: Quantum Theory of the Harmonic Crystal
As just discussed in the review of chapter 22 as temperature falls below 300K the specific
heat falls away from the Dulong Petit limit. To explain this behavior Ascroft and Mermin investigate
the quantum theory of a harmonic crystal. The detailed deviation of the following result is provided
by appendix L of the textbook, but the classical expression of the thermal energy density, equation
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,where β is the usual 1/kBT and Ei is the energy of the ith stationary state of the crystal. Using
the monatomic Bravais lattice (the simplest case discussed last chapter, Eq. 59) the eigenvalues of














Before discussing the modes or total energies that would help evaluate Eq. 77, it is useful to
discuss the terminology associated with the excited states of the harmonic crystal. The nomenclature
of normal modes which has been used up to this point will be changed for the corpuscular description
which is more useful in discussing quantum systems. Rather than discussing quantum number of
excitation of the nth mode, it shall be referred to as n number of phonons. Likewise the normal
mode of branch s with wave vector k which is in its nks excited mode becomes nks phonons (of type
s with wave vector k) in the crystal. Therefore much as quanta of light are described by photons,
quanta of the ionic displacement field, phonons, describe classical sound.
Then for an N-ion harmonic crystal, the contribution to the total energy of a particular





It goes without saying that the number of phonons, n, (i.e. excitation number of the normal
mode) takes on the values 0,1,2,... . Summing over all the energies of the individual phonons (modes)









The general form of the lattice specific heat can be found by substituting Eq. 80 into Eq. 77
to find the part of the internal energy that depends on the lattice vibrations. By introducing a
term f that simplies how u from Eq. 77 is expressed and realizing that f expanded is a convergent
geometries series, Ascroft and Mermin express the mean thermal energy density as: (see equations









By comparing this equation, Eq. 81, with the energy of an individual stationary state,
Eq. 80, it is concluded that ns(k) is the mean number of phonons (type ks) in thermal equilibrium
at temperature T, see Eq. 82.
ns(k) =
1
eβ~ωs(k) − 1 (82)
Then taking the mean thermal energy density, the part of the internal energy that depends
on the lattice vibrations (i.e. Eq. 81), the quantum mechanical result for the thermal energy density,
Eq. 77, can be expressed in terms similar to the classical expression for the energy density of a
harmonic crystal, Eq. 61:













eβ~ωs(k) − 1 (83)
The first term just like the classical result is the energy of the equilibrium configuration.
The second term not seen in the classical result, but arising from the quantum mechanics is the
energy of the zero-point vibrations of the normal modes. The third term, which is also a quantum
result and will vanish for T → 0, is temperature dependent and non-linear. This term with its
temperature dependence embedded from u is the only contributor to the general form of the lattice
specific heat (cv =
∂u
∂T ), as solved from a quantum mechanical approach. Hence, the specific heat as











eβ~ωs(k) − 1 (84)
In the high temperature regime, where kBT/~ >> all the phonon frequencies, expansion of
the exponential shows that Eq. 84 can be expressed as the Dulong Petit specific heat, c0v, plus some















In order to investigate the low temperature regime, Ascroft and Mermin use the fact that











e~ωs(k)/kBT − 1 (86)
At low temperature for phonons where ~ωs(k) >> kBT the integrand vanishes exponentially
and they have little effect on the specific heat. But the acoustic phonons where ωs(k) → 0 as k → 0
and phonons with long wavelengths will not vanish exponentially. These long wavelength acoustic
phonons will contribute to the specific heat no matter how low the temperature. Three simplifications
are justified by Fig. 21 that allow Eq. 86 to be written for very low temperatures as an integral over












Making a change of variables and using integral tables, equations 23.17-23.19 of the textbook,
the specific heat is found for very low temperatures, see Eq. 88.
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Thus far, the specific heat has been evaluated in the quantum mechanical approach for high
temperatures and very low temperatures, Eq. 85 and Eq. 88 respectively. In the temperature range
between very low temperature and room temperature it is common to use a Debye or Einstein model
to approximate specific heat. These models are not built on the phonon spectra that we have been
discussing. Rather they were built on normal-mode dispersion relations of very simple structures.
The Debye model is composed of three branches that have the same dispersion relation,
ω = ck. The model is no longer in the 1st Brillouin zone but is now of a sphere of radius, kD.
Ascroft and Mermin define the Debye frequency, see Eq. 89, and Debye temperature, see Eq. 90.
ωD = kDc (89)
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kBΘD = ~ωD = ~ckD (90)
1/kD physically represents the interparticle spacing. The Debye frequency, ωD, helps de-
termine the maximum phonon frequency. The Debye temperature, ΘD, gives the temperature that
below it modes (phonons) begin to be "frozen out". Inversely above ΘD all the phonons are excited.
The result of changing the volume that one is integrating over, including this Debye nomenclature,

















If the temperature is much greater than ΘD, then Eq. 91 returns to the Dulong Petit law.
The real significance of the Debye model can be drawn via comparison with role that the Fermi
temperature, TF , plays with electrons in metals. That is that TF separates the low-temperature
region that requires quantum statistics from the high temperature region where classical statistical
mechanics can be used. Likewise ΘD separates the low temperature quantum regime from the high
temperature classical regime except ΘD varies over a larger temperature range (63K for Neon and
1860K for diamond). Table 23.3 of the textbook provides more values of the Debye temperature for
different elements.
The Einstein model serves as a good correction to the optical branch for the Debye model,
see Fig. 22. The justification for this optical branch contribution is given on page 462 and 463 of
Ascroft and Mermin. In the end the additional term to the specific heat is found as Eq. 92. Above
an Einstein temperature, ΘE = ~ωE/kB , the optical mode contributes a constant to the specific
heat following the Dulong Petit law. Below it the optical modes contribution reduces exponentially
implying that it is not easy to exciting optical modes (phonons) at low temperatures. Thus the
Einstein model predicts a lower specific heat than the Debye model, see Fig. 23. At CAML specific
heat measurements are usually taken for room temperature or greater using a DSC as already stated.
Hence the Dulong and Petit limit is often employed as an tool for comparison. For the times that
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low temperature specific heat is measured on a physical properties measurement system (PPMS)




(e~ωE/kBT − 1)2 (92)
Figure 22: Figure 23.4 from Ascroft and Mermin contrasting the Debye and Einstein models.[8]
Having discussed all the temperature regimes of the specific heat, it might be useful to know
(for a metal) when the electronic contribution (linear in T) or the lattice vibration contribution
(cubic in T) will dominate. Examining the ratio of the electronic contribution, Eq. 15, to the low-
temperature contribution, Eq. 91, allows us to find when phonon contribution begins to dominate
the electronic contribution, T0, equation 23.30 and 23.31 of the textbook. Plugging in the usual
room temperature values for Debye temperature, ΘD, and the usual values of ≈ 10000K for Fermi
temperature, TF , one discovers that T0 is a few percent of the Debye temperature. Thus for metals
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Figure 23: Figure 23.5 from Ascroft and Mermin contrasting the Debye and Einstein curves.[8]
the linear, electronic contribution, to the specific heat is only seen at a few degrees Kelvin.
Following the same steps as they used for the electron density of levels, Ascroft and Mermin
derive the phonon density of levels (density of normal modes), Eq. 93, through equations 23.32-23.34
of the textbook. The Debye model and Einstein model can be recast in terms of phonon density of










Ascroft and Mermin end the chapter with a brief qualitative discussion on how phonons
are analogous with photons in the context of blackbody radiation. It is shown that the failure of
the Dulong Petit law is quite similar to the Rayleight-Jeans catastrophe, and interested readers are
encourage to review page 466-467 of the textbook.
A.10 Chapter 26: Phonons in Metals
The classical and quantum theory of lattice vibrations were covered in chapter 22 and 23.
Two issues arise when this theory is applied to metals that were not previously discussed. First,
the ions in the metal are charged which creates problems with long range interactions between ions.
Second, conduction electrons are present and can interact just as strongly with the ions as the ions
do with their neighboring ions (Coulomb force). Luckily it turns out that the mobile electrons are
exactly what is needed to fix the problem connected with the ions long range interaction with each
other. To illustrate this fix Ascroft and Mermin begin by ignoring the conduction electrons and
examining normal modes of N charged particles (ions) as they did for electrons in chapter one (page













Previously in chapter 22 these long wavelength normal modes would have vanished linearly
with k, but the approximation made by chapter 22, that the forces between ions separated by a
distance a are small for a on order of 1/k, fails due to the long range ion interactions. But the
phonon dispersion is still linear at small k and in order to understand this the conduction electrons
are now taking into accounted. As previously covered the electrons take on the configuration they
would have if the ions where frozen instantaneously at any point in time, this was the adiabatic
approximation. Recall that it was also discussed that an electron gas distributes itself to screen
fields produced by external charge distributions (the instantaneous distribution of the frozen ions).
The effect is that the long range part of the ionic field is canceled out by the redistributions of
the conduction electrons leaving the short range ionic field. Thus a phonon dispersion relation that
is linear in k at long wavelengths exist due to this screening. The direct ion to ion interaction is
referred to as a "bare" interaction and the effective short ranged interaction with its linear phonon
dispersion relation that was produced by screening is referred to as a "dressed" interaction.
Ascroft and Mermin derive the "dressed" phonon frequency treating the configuration of
the ions as an external charge density, i.e. ignoring the discrete parts of the lattice, Eq. 95. Recall-
ing the dielectric constant in the Thomas-Fermi form, Eq. 96, it becomes possible to approximate
the frequency as k → 0, Eq. 97. Then estimating k0 by its free electron value the velocity of
sound (Bohm-Staver relation) is found, Eq. 98. This relation holds as long as the compressibility is




























In the event that the wave vectors are not small compared to kF the Thomas Fermi dielectric
constant, Eq. 96, is replaced with the Lindhard result. W. Kohn showed that the singularity of the
Lindhard result, which occurs because the wave vector has a certain magnitude, is translated by
the screening to the phonon spectrum. Neutron scattering measurements have been performed to
demonstrate Kohn anomalies.
Screening up to now has been discussed as it applies to electrons in a metal. Screening of
an external source by both the ions and electrons in a metal requires further investigation into the
dielectric constant. Using the same approach as chapter 17 with new assumptions, see equations
26.10-26.13, Ascroft and Mermin deduce the dielectric constant of a metal in terms of electrons and
bare ions, Eq. 99. By rewriting the response of a metal to a exterior potential in response to dressed
ions, Eq. 99 can be recast in terms of dressed ions, see Eq. 100. The two expression must be equal
and by setting them so Eq. 100 is rewritten to Eq. 101.














Using the Thomas Fermi results, Eq. 96; the dielectric constant of electron gas from chapter














The dielectric constant, Eq. 102, leads one to investigate the effective electron-electron
interaction occurring in a metal. Originally it was argued, chapter 17, that the electron-electron
interaction was screened by the electronic dielectric constant. To have a screening that accounts for
both ions and electrons the full dielectric constant, Eq. 102, is substituted for ǫel in equation 26.23















The ions effectively introduce a correction factor, the term in parenthesis, that is frequency
dependent, ω(k). Thus the ions screening is delayed by the velocity of propagation of elastic waves in
the lattice. The form of Eq. 103, the equation representing the effective electron-electron interaction
that includes screening by both electrons and ions, that takes into account the effect of the quantum









q = k− k′; ω = ǫk − ǫk′
~
(104)
It should be noted that the dress phonon frequency, ω(q), is on the order of ωD or smaller.
The result is that phonons effect the interactions only of electron pairs that have very close energies.
Also to be noted is that if the difference of the electrons energies is less than ~ωD, then over screening
can occur. Over screening is necessary in modern theories of superconductivity, see chapter 34 for
further details.
In chapter 17 the exchange term of the Hartree-Fock theory was introduced as a correction
to the electronic energy, ǫk, that arose from electron-electron interactions. This correction had
singularities that were fixed via the screening with the electronic dielectric constant. Following the
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theme in this chapter the electronic dielectric constant is replaced with the full dielectric constant















By assuming that the phonon energy ~ω(k− k′) << ǫF three conclusions can be made
about Eq. 105 without solving the integral. First, the value of ǫF and the shape of the Fermi surface
are not affected by the screening caused by the ions. Hence, the bracketed term in Eq. 105 can be
ignored. Second via equation 26.28-26.32 of the textbook, it is realized that the correction from the
screening caused by the ions for the electron-electron interaction (known as the phonon correction)
is the main cause for deviation of the density levels from the free electron value. This dominates
even band structure effects and corrections from the direct electron-electron interactions. Third,
when ǫk is multiple ~ωD from ǫF the phonon correction is no longer significant.
Eq. 105 has shown that screening caused by the ions adds some to the energy of an electron
with wave vector k for each occupied level k′ that has the same spin. Ignoring screening the same
result of the lattice deformations effect on the electronic energy can be derived. The analysis of
a interaction Hamiltonian that represents the total energy in a metal due to the interactions of
electrons and phonons is given in equations 26.35-26.39 of the textbook. By comparing the derived
effective interaction 26.39 of the textbook with Eq. 105 and requiring the two to agree the electron-
phonon coupling constant is found, see Eq. 106. The importance of this constant is that its square
vanishes linearly with the wave vector of the phonon. This plays a role in the theory of electrical









In chapter 12 it was stated that a perfect periodic potential containing Bloch electrons would
have infinite conductivity. If one had a perfect crystal free of impurities, defects, and boundaries it
would still have a finite conductivity due to the deviations of ions from their equilibrium positions
caused by thermal vibrations. Understanding the temperature dependence of resistivity in a metal
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starts by comparing the periodic potential of rigid ions, Eq. 107, and those that can move about









Ascroft and Mermin treat the difference of these two equations as a perturbation of the
stationary one-electron levels of the periodic Hamiltonian. The result is transitions of the Bloch
levels causing a reduction in current. One could picture a processes where an electron absorbs or
emits a phonon with the appropriate change in energy and wave vector. Taking the simplest case
where an electron emits(or absorbs) a single phonon the resulting phonon energy would be Eq. 109.
The ± represents emission or absorption and the electronic transition is from k to k′. Hence the
phonons of wave vector q are constrained from participating in the one-phonon process with electrons
of wave vector k by Eq. 110.
ǫk = ǫk′ ± ~ω(k− k′) (109)
ω(q) = ±1
~
[ǫk+q − ǫk] (110)
This constraint creates the two-dimensional surface of possible wave vectors in the three-
dimensional phonon wave vector space, see Fig. 24.
Figure 24: Figure 26.2 from Ascroft and Mermin showing allowed wave vectors for one-phonon
process.[8]
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At high temperatures (T >> ΘD) the number of phonons in a normal mode is determined
via Eq. 111. From this equation one sees that the total number of phonons on the surface of possible
wave vectors that will scatter an electron is directly proportional to T . This gives the important
result that for high temperatures (T >> ΘD) resistivity increase linearly with T , ρ ∝ T !
n(q) =
1




Understanding the low temperature dependence of resistivity takes much more explanation
as can be found on pages 525 and 526 of Ascroft and Mermin. Essentially a subsurface of the
allowed phonons in Fig. 24 having linear dimensions ∝ T with an area ∝ T 2 are able to participate
in the absorption and emission process with an electron. Also the scattering rate of phonons below
ΘD declines linearly with T . Therefore by combining the scattering rate and the allow phonons
temperature dependence, one discovers that the net electron-phonon scattering rate declines as T 3.
The rate that the current (resistivity) declines is not proportional to just the scattering rate at low
temperatures. It turns out that an additional factor of T 2 comes from the tendency of forward
scattering to occur with declining temperatures. Therefore for low temperatures (T << ΘD) the
resistivity follows the Bloch T 5 law, ρ ∝ T 5!
A more complete description of Umklapp processes is provided in chapter 25, but Ascroft
and Mermin point out in this chapter that these processes can lead to a low-temperature dependence
that does not decline as rapidly as T 5. This is due to a reduction on the predominance of forward
scattering, the T 2 factor discussed above. The Umklapp processes allows a small wave vector
q to join the Fermi surface levels on the opposite side of a Bragg plane with almost opposite
velocity. For further reading on the Umklapp process one should consider Thermal Conductivity or
the Thermoelectrics Handbook.[135][106]
Phonon drag occurs in the case that the phonon distribution is no longer in equilibrium.
Ascroft and Mermin describe a case where electrons and phonons drift together in a crystal main-
taining a nonzero momentum and current. Ascroft and Mermin’s description of phonon drag is very
unclear in whatever if any effects it has physically. Also the two sentences dedicated to Peierls seems
to be a little too brief for the man who hand assembled the first nuclear bomb at Los Alamos.[22]
And the citation leading to Peierls original paper, Ann. Phys. 12, 154 (1932), a paper written
in German might not be much help to English readers. It might be of more use to the reader or
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a physicist in the field of thermoelectrics to consult Twentieth Century Physics edited by Brown,
Pais, and Pippard when it comes to understanding the physical significance of phonon drag.[15]
Taking into account Onsager developed his irreversible thermodynamics in 1931 that help explain
the Seebeck effect, the reader is directed to the following excerpt from Twentieth Century Physics,
Fig. 25.
Figure 25: Excerpt from Twentieth Century Physics explaining phonon drag.[15]
Thus chapter 26 covers the addition of ion interactions to the screening process and the
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temperature dependence of resistivity in metals.
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Appendix B 2-D Thermoelectric Transport
The three-dimensional electrical conductivity, thermal conductivity, Seebeck coefficient, and
Peltier coefficient are derived for the semi-classical theory of conduction in metals in Ascroft and
Mermin’s Solid State Physics.[8] An overview of this theory is given in Sec.A.5. Rederiving these
transport properties in two-dimensions are beneficial for several reasons. First, it gives one a general
grasp on how these properties change between bulk materials (3-D) to thin films (2-D). Second, it
is a problem that can be worked by the general physic student much easier than the three dimen-
sional case. Thus it might provide more insight to thermoelectrics. Finally, Ascroft and Mermin’s
deviations are not exhaustive. Thus, the interested reader will be more capable of following these
more exhaustive deviations.
B.1 2-D Electrical Conductivity
Start with the distribution function for an energy dependent relaxation time, Eq.112. This
is equation 13.21 of Ascroft and Mermin that follows from applying the semi-classical equations of
motion to the time dependent distribution function. The distribution function depends on the wave
vector, k and time, t.


















Setting the Hamiltonian, H, to zero causes k(t′) to become k. Assuming the temperature to
be uniform and realizing that the time integration is static for E and ∇T the distribution function
becomes Eq.113.






The number of electrons per unit area (2-D) in the area element dk is g(k)dk2π2 . The current







The electrical conductivity tensor, σ, is then the sum of the contributions from each band,
















→֒ dǫ = ~
2k dk
m
⇒ k dk = m
~2
dǫ (116)
















This result is much more tangible than the three dimensional result given by Ascroft and
Mermin where the integral is not evaluated. The integral for the three dimensional case can be
evaluated if the problem is confined to the principle axis to avoid off diagonal inputs from the
different velocities vi and vj . First, start at the 3-D electrical conductivity tensor giving by equation











Following the same procedure as the 2-D case, the terms of integration are converted from

































Therefore, one sees that the 2-D and 3-D electrical conductivity, Eqs.118 and 122, differ
because the density of states varies between these dimensionalities.
B.2 2-D Thermal Conductivity
The perturbation and response for 3-D thermal conductivity, Eq.123, is quite similar to the











Then the 3-D thermal conductivity tensor, Eq.123, can be adjusted to the 2-D case, Eq.124,











Next a change of variables, Eq.125, is applied to Eq.124 resulting in Eq.126. Recall that

























































Then applying Sommerfeld’s deviation, Eq.127, to Eq.129 and recalling that the first order













































Assuming that ǫ = µ, the 2-D thermal conductivity becomes Eq.133. This rewritten in
Eq.134 so that it is obviously the same as the 3-D thermal conductivity, which is the famous
Weidemann-Franz relation. This result of the 2-D case is highly correlated to how σ(ǫ) was defined
in Eq.128. Even through both the 2-D and 3-D thermal conductivity show the Weidemann-Franz














B.3 2-D Seebeck Coefficient
The Seebeck coefficient is defined as the proportionality constant between the voltage con-





ǫ̃ · dl = α∆T (135)
ǫ̃ = α∇T (136)
The reason for using ǫ̃ instead of E is because a circuit of two dissimilar metals will have
differing electrostatic potentials and chemical potentials. Hence, ǫ̃ represents the current driven by
the electric field and a diffusion current arising from the µ gradient, Eq.137.




Recall the current density, Eq.138, given by microscopic theory.
~j = σ · ǫ̃−B∇T
T
(138)



















These coefficients are given in Eqs. 13.50 and 13.51 of Ascroft and Mermin. Therefore, the
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Recall that σ is solved for the 2-D case in Eq.118. σ′ is the same as Eq.118 without the ǫ





















If one wishes to remind themselves of the 3-D results, then they merely have to plug the
3-D electrical conductivity, Eq.122, into Eq.142.
B.4 2-D Peltier Coefficient
The Peltier effect arises as the compliment to the Seebeck effect. The effect can be derived
from the macroscopic equations, Eq.145, just like the Seebeck effect. It shall suffice to recall the
general relation between the two effects, Eq.146. Then the 2-D Peltier coefficient is easily written,
Eq.147.
For j 6= 0 and ∇T = 0 :
~j = σ ~E −B∇T
T
⇒ ~E = ~j/σ
~ω = β ~E − k∇T
T
⇒ ~ω = (β/σ)~j = αT~j
(145)






Appendix C SPS vs. Other Sintering Methods
There are multiple sintering techniques available to for powder metallurgy. The focus of
this dissertation has been the advantages of the SPS technique over other techniques. In order to
fully appreciate these advantages, one must understand the fundamental differences between these
techniques. The following paragraphs are direct or paraphrased excerpts from an review paper on
the SPS prepared by collaborators.[147] Specifically, Dale Hitchcock served as co-author to both
this paper and papers published on the SE SPS process covered in this dissertation.[129] Use of this
material is done with the full-permission of the authors.
C.1 Introduction to Sintering
Sintering is defined as the consolidation of particulates into a solid compact by means of
heating. As such, the development of a sintering technique hinges primarily upon the method of
heating. Sintering can be dated as far back as 6000 B.C. in Mesopotamia, where mud bricks were
densified over an open fire. Much later in 1955, F.V. Lenel patented a resistance sintering tech-
nique under pressure.[76] In 1966, Inoue furthered Lenel’s research using the electronics technology
of the day and experimenting with the various current waveforms, such as low-frequency AC, high-
frequency AC, and pulsed DC. These patented techniques led to the development of pulsed electric
current sintering (PECS), and spark plasma sintering (SPS).[58] In particular, SPS utilizes a large
DC pulsed energizing process to generate spark plasma/discharge, Joule heating, and thus enhanced
mass transport to efficiently sinter particulate materials.[133, 72] This revolutionary sintering tech-
nique enhances mass transport without the use of sintering aids, cleans particle surface and forms
more coherent inter-particle bonding, and allows for greater control of micro-morphology in a time,
and energy, efficient way.[90] Owing to these technical merits, the SPS process has become one of
the leading sintering techniques used today. It is worth noting that there are a plethora of sintering
techniques bearing subtly different acronyms but similar underlying mechanisms. In this context,
SPS belongs to the class of "electric current assisted/activated sintering" (ECAS) techniques and
ECAS is a subclass of the "field assisted/activated sintering" (FAST) technique.[46] In practice, it
is either hard or unnecessary to exclusively attribute a sintering process to one class as the outcome
of sintering is subject to the intricate interplay between the sintered material and the functions of
the sintering apparatus. Readers interested in the fundamental principles and mechanisms of SPS,
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ECAS and FAST are referred to excellent topical reviews.[87] In this short review, will mainly focus
on the SPS in light of two other widely used sintering techniques, microwave sintering and hot press
sintering.[6] Microwave sintering (MS) is a sintering technique that utilizes a cavity chambered mi-
crowave apparatus in a frequency range of 300MHz-300GHz.[109] Microwaves are focused onto the
sample thereby heating it through electromagnetic-to-thermal energy conversion. Pressure, used to
further aid in densification, may also be applied in this process. Similar to SPS, the MS process leads
to fairly homogeneous microstructures and high packing density. It is commonly believed that necks
are formed between particulates at lower temperatures than in most other sintering techniques. A
downside to the MS process is its relatively high production cost. Hot press (HP) sintering process is
often applied to particulate materials packed into a pre-shaped mold (i.e., a "preform"). The preform
is placed into a chamber, where pressure is applied, and temperature is raised to heat the preform.
Such external heating is a key characteristic distinguishing HP from the MS and SPS processes and
also leads to several inherent drawbacks of the HP sintering process. For example, the preform will
experience a substantial temperature gradient, sometimes causing considerable non-uniformity in
the thermal energy distribution, the rate of sintering and thus the micro-morphology of as-sintered
materials.[77] The other significant drawback of HP is the long ramping/cooling time and the long
sintering time due to the large thermal mass of the chamber. For this reason, the time needed to
achieve the same sintering results as that of SPS or MS is several times longer. This is undesirable
especially when sintering nanosize or amorphous materials, and when the micro-morphology needs
to be somewhat preserved during sintering.[65, 21] Now we proceed to some of the major areas in
which SPS is employed and patented.
C.2 SPS technique and typical process
Spark plasma sintering (SPS), sometimes named pulsed electric current sintering (PECS)
or plasma activated sintering (PAS), is different from the MS and HP processes in that it employs
an ON-OFF pulsed direct current (DC) through the sample. An external pressure is simultaneously
applied to ensure quality electrical conduction across the electrode to die interface, promote the
plastic flows of sintered materials, and increase packing density. Fig.26 schematically displays how
the pulsed DC current flows through the sample, with the Joule heating forming "necks" and the
spark discharge momentarily occurring across the gaps between particles. The number of necks
formed increases with the number of electric current pulses. Importantly, the coarsening of necks
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may be governed by a "self-adjusting" mechanism, leading to a homogeneous size distribution of
necks.[124] In the SPS process, the ON-OFF pulsed DC carries both high and low frequency compo-
nents. The high frequency component of the current is concentrated on the surface of the particles
and can momentarily discharge to a neighboring particulate; this is dubbed the "skin effect". The
skin current also leads to surface oxide removal and/or degassing processes. During the SPS process
Joule heating and the spark discharge Fig.26 works instantaneously on the microscopic level and
are highly localized on the grain boundaries. This internal, intensive and localized heating process
allows for shortened sintering and densification times, as opposed to the external heating process
in HP, which can take hours to sufficiently sinter. Though the claim that spark plasma exists is
not unambiguously proven in all cases, the concept is widely accepted for the sintering of metals
and alloys.[81] In a typical SPS process, powder is loaded into a graphite die, and two graphite
punches are used to transfer pressure and conduct current through the sample. The graphite die
rests between two electrodes and pulsed DC is driven through the powder, as shown in Fig.27. The
detailed waveform of the current pulse plays an important role in the outcome of the SPS process.
In a low temperature SPS process, e.g., T < 700K, a thermocouple is used to measure the sample
temperature, while a pyrometer is often used to monitor higher temperature runs. Note that the
temperature reading should be interpreted as an averaged value because the heating is not uniform
throughout the sample. The use of the SPS process for metals and ceramics has several established
advantages. Such advantages include cleaner grain boundaries (particle surface), increased super-
plasticity, greater micro-morphology control, near-net-shape capability, shorter sintering time, and
lower sintering temperature.[87, 62]
Figure 26: Pulsed DC current flows through the powder assembly, causing Joule heating, momentary
spark discharge, and the formation of necks between particulates.[147]
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Figure 27: A schematic diagram of a SPS apparatus.[147]
For more discussion on the patents of SPS in several representative classes of materials
one should directly consult this collaborations paper. [147] The majority of the patents discussed
were released within the last 5 years. The materials included in this paper are functional graded
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