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DISTRIBUTION OF THE ROOTS OF THE EQUATIONS Z(t) = 0,
Z ′(t) = 0 IN THE THEORY OF THE RIEMANN ZETA-FUNCTION
JAN MOSER
Abstract. Let the symbols {γ}, {t0}; t0 6= γ denote the sequences of the
roots of the equations
Z(t) = 0, and Z′(t) = 0,
respectively, and
m(t0) = min{γ
′′−t0, t0−γ
′}, Q(t0) = max{γ
′′−t0, t0−γ
′}, γ′ < t0 < γ
′′,
where γ′, γ′′ are the neighboring zeroes. We have proved the following in this
paper: on the Riemann hypothesis we have
Q(t0)
m(t0)
< t0 ln
2 t0 ln2 t0 ln3 t0, t0 →∞.
This paper is the English version of the paper of ref. [5].
1. Formulation of Theorem
We will denote by the symbols
{γ}, {t0}
the sequences of the roots of the equations
Z(t) = 0, Z ′(t) = 0, t0 6= γ,
where (see [6], pp. 79, 329)
Z(t) = eiϑ(t)ζ
Å
1
2
+ it
ã
,
ϑ(t) = −
t
2
lnpi + Im lnΓ
Å
1
4
+
1
2
it
ã
=
=
t
2
ln
t
2pi
−
t
2
−
pi
8
+O
Å
1
t
ã
.
(1.1)
Remark. On the Riemann hypothesis the points of the sequences {γ}, {t0} are
separated each from other, i. e.
γ′ < t0 < γ
′′,
where γ′, γ′′ are neighboring points of the sequence {γ} (see [4], Corollary 3).
The sequence {t0} itself oscillates in a complicated manner around the sequence
{γ}, (comp., for example, the graph of the function Z(t) in the neighborhood of
the first Lehmer pair of zeroes in [1], p. 296). Let further
Q(t0) = max{γ
′′ − t0, t0 − γ
′},
m(t0) = min{γ
′′ − t0, t0 − γ
′}.
(1.2)
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Then the quotient
Q(t0)
m(t0)
measures the asymmetry of the point t0 with respect to the points γ
′, γ′′.
In this paper we prove the following statement.
Theorem. On the Riemann hypothesis we have
(1.3)
Q(t0)
m(t0)
< t0 ln
2 t0 ln2 t0 ln3 t0, t0 →∞,
where
ln2 t0 = ln ln t0, . . .
The estimate (1.3) follows from our formula
(1.4)
pi
4
=
∑
γ
t0
γ2 − t20
+O
Å
1
t0
ã
that is a consequence of the Riemann hypothesis (see [3], p. 117, comp. [4]). The
formula (1.4) is a conjugate formula with respect to the Riemann formula
c+ 2− ln 4pi =
∑
γ
1
1
4 + γ
2
,
where c stands for the Euler’s constant. Let us remind, finally, that on the Riemann
hypothesis also the Littlewood estimate
(1.5) γ′′ − γ′ <
A
ln ln γ′
, γ′ →∞
holds true.
2. Lemmas
Lemma 1.
(2.1)
∑
t0+T≤γ
1
γ2 − t20
< A
lnT
T
,
where
(2.2) T = T (t0) = t0 ln t0 ln2 t0.
Proof. Let N(t) denote the number of zeroes
β + iγ
of the function
ζ(s), s = σ + it, β ∈ (0, 1), γ ∈ (0, t].
Since (see [6], p. 178)
N(t+ 1)−N(t) < A ln t,
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then
∑
t0+T≤γ
1
γ2 − t20
=
∞∑
n=1
∑
{t0+T+n−1<γ≤t0+T+n}
1
γ2 − t20
<
< A
∞∑
n=1
ln(n+ T − 1 + t0)
(n+ T − 1)(n+ T − 1− 2t0)
<
< A
ln(T + t0)
T (T + 2t0)
+A
∫ ∞
1
ln(x+ T − 1 + t0)
(x + T − 1)(x+ T − 1 + 2t0)
dx.
Following the identity ∫ ∞
a
τe−τdτ = e−a(a+ 1)
we obtain∫ ∞
1
ln(x + T − 1 + t0)
(x+ T − 1)(x+ T − 1 + 2t0)
dx <
∫ ∞
1
ln(x+ T − 1 + t0)
(x + T − 1)(x+ T − 1 + t0)
dx =
=
∫ ∞
ln(T+t0)
τ
eτ − t0
dτ =
∫ ∞
ln(T+t0)
e−ττ
1− t0e−τ
dτ <
T + t0
T
∫ ∞
ln(T+t0)
e−ττdτ =
=
1
T
{ln(T + t0) + 1} < A
ln T
T
,
i. e. we have finished the proof. 
Consequently, we have from (1.4) by (2.1), (2.2) the following
Lemma 2. On the Riemann hypothesis we have
pi
8t0
=
∑
0<γ<t0+T
1
γ2 − t20
+O
Å
1
t0 ln2 t0
ã
, t0 →∞,
T = T (t0) = t0 ln t0 ln2 t0.
(2.3)
3. Proof of the Theorem
If there is any t˜0 such that
(3.1) K(t˜0) =
Q(t˜0)
m(t˜0)
≥ t˜0 ln
2 t˜0 ln2 t˜0 ln3 t˜0
then we have:
(A). If
(3.2) t˜0 − γ˜
′ = K(t˜0)(γ˜
′′ − t˜0)
then by (2.3) there is some A > 0 such that
(3.3)
A
t˜0
>
∑
0<γ≤t˜0+T˜
1
γ2 − t˜20
, T˜ = T (t˜0).
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Now γ˜′ < t˜0 < γ˜
′′ and the symbol n(γ) denotes the order of the zero 12 + iγ.
We have
∑
0<γ≤t˜0+T˜
1
γ2 − t˜20
=
∑
0<γ≤γ˜′
1
γ2 − t˜20
+
n(γ˜′′)
(γ˜′′)2 − t˜20
+
∑
γ˜′′<γ≤t˜0+T˜
1
γ2 − t˜20
>
>
∑
0<γ<γ˜′
1
γ2 − t˜20
+
1
(γ˜′′)2 − t˜20
.
(3.4)
Since (see [6], p. 181)
(3.5) N(t) < At ln t,
then ∑
0<γ<γ˜′
1
γ2 − t˜20
=
∑
0<γ<t˜0
1
γ2 − t˜20
= −
∑
0<γ<t˜0
1
(t˜0 − γ)(γ + t˜0)
>
> −
1
t˜0 − γ˜′
∑
0<γ<t˜0
1
γ + t˜0
> −
1
t˜0(t˜0 − γ˜′)
∑
0<γ<t˜0
1 >
> −
1
t˜0(t˜0 − γ˜′)
At˜0 ln t˜0 = −A
ln t˜0
t˜0 − γ˜′
,
(3.6)
and by (3.2)
(3.7)
1
(γ˜′′)2 − t˜20
=
1
(γ˜′′ − t˜0)(γ˜′′ + t˜0)
>
1
2γ˜′′(γ˜′′ − t˜0)
> A
K(t˜0)
t˜0(t˜0 − γ˜′)
.
Consequently, from (3.4) by (1.5), (3.1), (3.6), (3.7) we have
∑
0<γ≤t˜0+T˜
1
γ2 − t˜20
>
A
t˜0 − γ˜′
®
K(t˜0)
t˜0
− ln t˜0
´
>
>
A
γ˜′′ − γ˜′
ln2 t˜0 ln2 t˜0 ln3 t˜0 > A ln
2 t˜0 ln
2
2 t˜0 ln3 t˜0,
(3.8)
and finally (see (3.3), (3.8))
1
t˜0
> A ln2 t˜0 ln
2
2 t˜0 ln3 t˜0,
i. e. we obtain the contradiction.
(B). If
(3.9) γ˜′′ − t˜0 = K(t˜0)(t˜0 − γ˜
′)
then by (2.3) there is some A > 0 such that
(3.10)
A
t˜0
<
∑
0<γ≤t˜0+T˜
1
γ2 − t˜20
.
In this case we have the following lower estimate for the corresponding sums: by
(2.2) and (3.5) one obtains
(3.11)
∑
0<γ≤t˜0+T˜
1 < AT˜ ln T˜ < At˜0 ln
2 t˜0 ln2 t˜0,
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next, by (3.9)
∑
0<γ≤γ˜′
1
γ2 − t˜20
<
1
(γ˜′)2 − t˜20
= −
K(t˜0)
(γ˜′ + t˜0)(γ˜′′ − t˜0)
< −A
K(t˜0)
t˜0(γ˜′ − t˜0)
,
and finally (see (3.11))
∑
γ˜′′<γ≤t˜0+T˜
1
γ2 − t˜20
<
1
(γ˜′′)2 − t˜20
∑
γ˜′′<γ≤t˜0+T˜
1 < A
ln2 t˜0 ln2 t˜0
γ˜′′ − t˜0
.
Consequently,
∑
0<γ≤t˜0+T˜
1
γ2 − t˜20
=


∑
0<γ≤γ˜′′
+
∑
γ˜′′≤γ≤t˜0+T˜


1
γ2 − t˜20
<
<
A
γ˜′′ − t˜0
®
−
K(t˜0)
t˜0
+ ln2 t˜0 ln2 t˜0
´
.
(3.12)
Hence, from (3.10) by (3.1), (3.12) we have that
1
t˜0
<
A
γ˜′′ − t˜0
{− ln3 t˜0 + 1} ln
2 t˜0 ln2 t˜0 < 0,
i. e. we have obtained the contradiction.
I would like to thank Michal Demetrian for helping me with the electronic version
of this work.
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