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Abstract: Research e-infrastructures are considered to have generic and thematic parts.
The generic part provides high-speed networks, grid (large-scale distributed computing)
and database systems (digital repositories and data transfer systems) applicable to all
research communities irrespective of discipline. Thematic parts are specific deployments of
e-infrastructures to support diverse virtual research communities. The needs of a virtual
community of multidisciplinary environmental researchers are yet to be investigated. We
envisage and argue for an e-infrastructure that will enable environmental researchers to
develop environmental models and software entirely out of existing components through
loose coupling of diverse digital resources based on the service-oriented architecture. We
discuss four specific aspects for consideration for a future e-infrastructure: 1) provision of
digital resources (data, models & tools) as web services, 2) dealing with stateless and nontransactional nature of web services using workflow management systems, 3) enabling web
service discovery, composition and orchestration through semantic registries, and 4)
creating synergy with existing grid infrastructures.
Keywords: e-infrastructure, virtual research communities, multidisciplinary environmental
research, service oriented architecture.
1.

INTRODUCTION

Europe is making major efforts in developing research e-infrastructures as “a new
environment for academic and industrial research in which 'virtual communities' share,
federate and exploit the collective power of European scientific facilities” [EC 2009]. The
European Strategy Forum on Research Infrastructures (ESFRI) roadmap identifies four
major components of e-infrastructures: communication networks, distributed grid
infrastructures, high performance computing facilities and digital repositories [EC 2008, p.
84]. The first two are considered to be generic applicable to all research communities
irrespective of discipline. The last two are considered to be thematic, i.e. specific
deployments of e-infrastructure to support various virtual research communities.
Several scientific communities are making their own thematic roadmaps identifying the
needs of their discipline [EC 2008, p. 9]. Within the environmental science domain einfrastructures for specific thematic areas such as climate change or biodiversity are being
implemented. These includes, for instance, satellite and ground based networks of
measurement and monitoring stations, but also large scale analytical and modelling tools
[EC 2008]. The needs of multidisciplinary environmental researchers with respect to
providing easy access to digital resources and providing easy mechanisms for combining
these digital resources into useful environmental models and software are yet to be
outlined.
Multidisciplinary environmental research brings together researchers from diverse
disciplines that include technical, social, economic, political and legal aspects. Such
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researcher teams use a variety of data and tools [Kassahun et al. 2008]. We argue that
multidisciplinary environmental researchers have, due to extreme data and method
heterogeneity, a pressing need to an e-infrastructure that facilitates the creation of
environmental software systems through service discovery and loose coupling of various
digital resources.
The current state-of-the-art information technology (IT) for coupling of diverse digital
resources is based on the Service-Oriented Architecture (SOA) concept. In short, the SOA
architecture consists of service providers who offer digital resources as web services and
advertise their web services using a centralised service broker hosted by a third party. The
broker, who holds key information about service providers and their web services, offers
service clients a ‘yellow pages’ like service – an easy interface and mechanism to search
and discover web services. Service clients find appropriate web services from the broker
and ‘couple’ them together to create new software applications.
SOA can be considered as an architecture or a blueprint for creating e-infrastructures. To
realize an e-infrastructure using the SOA concept, the component parts of the architecture
should be made available and ‘interoperable’. Specifically, three things are required: (a)
digital resources are converted to web services, (b) a centralized service registry and broker
is made available, and (c) frameworks and tools that support the process of putting web
services together to create new software applications are made available.
This paper summarizes the current state-of-the-art, and outlines how a future environmental
modelling and software e-infrastructure for multidisciplinary environmental research can
be realized. The remaining part of the paper is organised as follows: In section 2 we discuss
the current state-of-the-art in deploying e-infrastructure for multidisciplinary environmental
research. In section 3, we describe briefly the SOA concept, in section 4, we propose an einfrastructure based on loose coupling and the SOA paradigm. We propose a number of
additional features to the SOA architecture. We make concluding remarks in section 5.
2.

CURRENT STATE-OF-THE-ART

In the past decades, more powerful computing systems were deployed and more complex
environmental systems were investigated, leading to more complex software
implementations of models. To deal with complexity, researchers and engineers decompose
complex problems into smaller problems for which software components can be found or
developed. In fact, in environmental science researchers have long been preoccupied with
disciplinary approaches that allows them to solve pieces of larger problems from specific
disciplinary perspectives. Thus, a variety of appropriate software components are already
available. To address complex, multidisciplinary problems, the idea is to “link” or “couple
together” these components into a complex system that deals with the overall problem.
Over the years, more and more mature methods of interfacing and coupling diverse types of
components (including databases, simulation models and user interaction systems) have
been developed [Rizzoli et al. 1998; Argent 2004; Gregersen et al. 2007; van Ittersum et al.
2008]. However, most of these methods were made for stand-alone software
implementations, which operate on a single machine and are meant for a single user. The
key element for a collaborative research e-infrastructure is virtualization. In such a setting
environmental information is treated as a common and scarce asset that needs to be shared
among peers [Athanasiadis 2007].
Eventually, environmental information is required to become a virtual resource, and within
the environmental research community a number of, albeit uncoordinated, attempts offer
parts and pieces of such an e-infrastructure. Specifically, we identify three types of
components in a service-oriented e-infrastructure, that are already available: (a) digital
resources available to environmental researchers, (b) meta-repositories and service brokers,
and (c) frameworks and support tools for coupling of digital resources. We describe each of
these briefly below.
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2.1

Digital resources

Digital resources, such as data that come from monitoring facilities, have long been the
primary focus in deploying research e-infrastructures. The climate data archive of the
Intergovernmental Panel on Climate Change (http://www.ipcc-data.org/), Global
Environment Outlook data portal of the United Nations (UN) Environment Programme,
FAOSTAT (faostat.fao.org), UN data (http://data.un.org) and many national and
institutional data archives are good examples. Until now, the main aim has been to make
data easily accessible, irrespective of their geographical location. Recent techniques and
new e-infrastructures in environmental monitoring have made it possible to acquire
tremendous amounts of data.
Increasingly, environmental researchers want to build more comprehensive and complex
models, often composed of existing simulation models, whereby the simulation output of
one model is an input for another model. Thus, when data is presented to end users or used
as input to a simulation model, that doesn’t necessarily mean that raw (input) data is used;
it can also be processed data or an output from another simulation model. In complex
models, composed of many simulation models, the dependency among models can be very
tight and cyclic. For instance, simulation model A may require intermediate values of
simulation model B. That requires that the two models have to be executed in tandem.
In addition, nearly all data will undergo some form of processing before it is useful or
meaningful to end users or other researchers. For instance, some users may need data at
regional level or at national level, while others need only summary data and still others
require data to be presented to them as graphs or charts. Thus, what is an input data for one
is for the other an output of a complex simulation or data processing. The distinction
between the various data sources, be it raw data, outputs from simulation models or data
processing software tools can at times be very vague. We thus refer to them collectively as
digital resources.
Researchers within the environmental research community identify often three types of
digital resources: data, simulation models and data processing and visualisation tools. Data
is the necessary ‘raw material’. Simulation models and data processing/visualisation tools
are what give meaning to data.
The current state-of-the-art with respect to access to data can best be described as ad-hoc.
The most common methods of sharing data is apparently either using websites or sending
them via e-mail on request. Data is often offered in various formats – spread sheets,
database files, text files, etc. There is in general little information as to its quality and as to
where and how data is archived. And when data is being publicly accessible it is often not
easy to extract relevant information as shown in a recent study [Casagrandi and Guariso
2009].
The situation with respect to access to simulation models is generally better than that of
data. Simulation models are often documented using scientific articles and, recently,
journals such as Environmental Modelling and Simulation have “software availability”
sections [Casagrandi and Guariso 2009]. Like data, simulation models are mostly made
available on the web as downloadable software packages. However, configuring and using
them remains a challenge.
The third type of digital resources are tools used for processing or visualisation of data.
Geographical information systems provide with good examples. Another recent and more
promising generic visualisation tool is “ManyEyes” [Viegas et al. 2007]. ManyEyes is a
data visualization platform offering a wide array of data representations possibilities.
2.2

Meta repositories

Access to digital resources is facilitated by storing them in digital repositories. Meta
repositories, on the other hand, aim at solving the problem of how to find digital resources
and are seen as an important component of any e-infrastructure. However, the terms
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repository and meta-repository are used with diverse and interchangeable meanings. Many
efforts that aim to providing scientific data by putting them in repositories also provide
meta data facility that enables search and discovery of data. Here a repository means a
storage of digital resources and meta-repository means a repository that contains only metadata about digital resources that are stored or located elsewhere.
Meta repositories are yellow pages like catalogues that help seekers to find digital
resources and providers to advertise themselves and their digital resources. In an ideal
situation, like in yellow pages, providers of digital resources publish meta-information
about themselves and their digital resources on a centralized and well recognized metarepository. Within the environmental research community the state-of-the-art with respect
to the provision of meta-repositories can be described as ad-hoc. That is for instance the
case with UN stat, UN data and many national and institutional (meta) repositories. Within
the broader IT community, state-of-the-art in providing meta-registries is based on the
Universal Description Discovery and Integration (UDDI) specification. UDDI provides a
uniform way to describe services and facilitates their discovery.
2.3

Coupling of digital resources

An ever growing demand of authorities for a more realistic models upon which they aim to
improve their decisions has led researchers to find ways of combining data, simulation
models and tools into a complex but more realistic models. Increased computational
possibilities have also made it possible that this ambitions goal can finally be addressed.
Within the environmental research community a significant breakthrough was the
development of software frameworks for the integration and linking of environmental
models such as the Open Modelling Interface (OpenMI) specification [Gregersen et al.
2007], the Object Modelling System [Kralisch et al. 2005], the Common Component
Architecture [Bui et al. 2008], and others. For instance, OpenMI makes it easy to couple
models in the hydrological domain and is gaining more and more acceptance within the
environmental research community.
3.

THE SOA PARADIGM

A widely accepted technique for building large, flexible and loosely coupled systems is
Service Oriented Architecture (SOA). SOA is typically used as an integration mechanism.
It enables software developers to integrate pieces of software or software functionalities
across heterogeneous technological platforms; it enables also integration of software across
organizational boundaries. SOA is also viewed as a means of leveraging existing
investments in data and software development [Arsanjani et al. 2003; Srinivasan and
Treadwell 2005]. In addition, SOA enables a modular approach to software development.
Registry
Meta
information
Publish

Find

Client
application

Web
services

Bind / Execute

Application composers

Web service providers

Figure 1. The SOA paradigm
The SOA paradigm provides a blueprint on how to compose easily a new application from
existing ones – called web services. SOA is based on distinguishing three distinct roles of
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software developers and software tools: client applications (application composers),
registries or meta repositories (brokers), and web services (web service providers). Service
providers offer services; a service broker holds information about services, and service
clients browse & find web services using service brokers. Figure 1 depicts how that works.
The SOA approach involves a set of specifications, the most important specifications are
SOAP, WSDL and UDDI. The SOAP (Simple Object Access Protocol) specification
provides a standardized way to send and receive messages over the web between the client
application and web services. The WSDL (Web Service Description Language)
specification provides a standardized way of describing what a web service is capable of,
including required inputs and produced outputs. The UDDI specification provides a
standardized way of prescribing how to use a service registry that holds information about
service providers and their web services [Curbera et al. 2002].
To realize an e-infrastructure based on the SOA paradigm, a number of factors should be
considered. Firstly, the SOA principle requires that digital resources should be made
available as web services. This means existing resources (data, models, and tools) should
be ‘converted’ to web services. Since web services have a uniform standard interface they
will enable all digital resources to be accessed in the same standard way. Secondly, the web
services research is moving towards stateless services, where Representational State
Transfer (REST) principles apply [Fielding 2000]. However, almost all non-trivial software
systems need to preserve state and transaction information. The statelessness of web
services should, thus, be addressed, by using a middleware that preserves state information.
Lastly, e-infrastructures are mostly associated with grid computing, and quite a huge
investment has already been made to build grid technologies and infrastructures [EGI_DS
2009]. A service oriented e-infrastructure could complement existing grid infrastructures
by enabling applications that run on grid platforms to be accessible as web services.
SOA is an area of study within software engineering and it mainly concerns software
developers. Researcher teams often build software tools out of necessity for isolated and
specific purposes. However, the capacity for modelling complex systems is often beyond
the resource capacity of independent research teams. Therefore, the SOA paradigm is being
proposed to enable the reuse of existing pieces of software systems with the environmental
research community. If complex systems have to be built they can better be built by reusing
the works of many others.
4.

AN E-INFRASTRUCTURE FOR ENVIROMENTAL RESEARCH

We envisage that future e-infrastructures will be based on software frameworks that will
enable researchers to easily and quickly create environmental software applications entirely
out of existing components. Researchers without software programming expertise will be
able to “drag and drop” icons on screen that represent digital resources and “link” them
together to create the desired environmental information or decision support system. There
will be no need to ‘download’ data, models nor software libraries. To ‘compose’ new
environmental applications from existing digital resources no software code will have to be
written. The software applications created will be pieces of configuration files and
workflow scripts that run in a software framework.
For such frameworks to be realized, an e-infrastructure is required that consists of a wide
selection of web services, repositories with rich semantic annotations of web services,
workflow middleware’s that preserve status and transaction information, and mechanisms
for linking to existing grid e-infrastructures.
4.1

Providing environmental digital resources as web services

The first step in building an e-infrastructure based on SOA is to provide digital resources as
web services. New digital resources can be designed to become available as web services.
Converting existing software or databases to web services is in most cases not a
straightforward matter; thus, a systematic approach is required. In literature we find two
approaches. In the first approach existing resources are converted to web services
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manually. Zhang and Yang (2004) identify three methods to convert existing resources to
web services, based on the extent to which existing software (sometimes referred to as
legacy software) is going to be opened up and modified. They are white-box, black-box and
mixed methods. A white-box method refers to redesigning or modifying of existing
software source code. This method requires often a substantial effort and a good
knowledge of the existing system. The main advantage of a white-box method is that the
resulting new system will be well suited to the new purpose. A black-box process leaves
the original software intact and uses “adapters” which are web services whose sole role is
to pass messages to and from the existing system. This is sometimes the only option, when
original source code is not available, or the existing system is too complex and costly to
modify. The third way is a mixed method, in which, a partial redesign and implementation
of the existing system is required.
As the manual approach is quite expensive, a second approach that aims at simplifying and
automating the process is proposed. Towards simplification drives the adoption of widely
used interfaces, such as relational database SQL (Structured Query Language) commands,
as
demonstrated
by
Amazon’s
Relational
Database
Service
(RDS)
(http://aws.amazon.com/rds/) and GIS (Geographic Information System) visualization
services. Towards automation drives the adoption of rich semantic annotations of the
interfaces of existing applications. Semantic annotations of the interfaces enables the
generation of software source code for wrapping existing models as demonstrated in
Athanasiadis and Janssen [2008]. Semantic techniques are also effective methods of
creating new web services by composition from existing web services [Sirin et al. 2002;
Rao and Su 2005]. Figure 2 summarizes these approaches.

(semi‐) automatic
generation of web
services

Composite web services
through automated
composition

manual conversion of
existing software to
web services

SOAP
request

Automatic wrapper
SOAP
response

existing software

Wrappers, created by a
software developers
existing software

Web services created by
redesigning existing
(legacy) software

Figure 2. Manual and (semi-) automatic methods of converting existing digital resources
into web services.
4.2

Semantic annotations

The second important component of building the future e-infrastructure based on the SOAparadigm consists of documenting and cataloging of web services in a semantically rich
manner. In SOA, web services and their respective publishers are documented according to
two specifications, WSDL and UDDI. A WSDL document specifies the interfaces of web
services, while a UDDI document specifies information required for cataloguing of web
services [Overhage and Thomas 2009]. While publishing meta-information to SOA
registries can easily be automated, and indeed is often automated, finding the right web
service is essentially a manual activity. The client application developer (application
composer) should do the search and make the judgement if the web services found are the
right ones for the purpose. Once the developer decided that a web service has been found
then its WSDL document is used to generate source code that can be used in the client
application.
The idea of semantic annotation is a key part of the creation of the visionary semantic web.
The semantic web vision is to define and link information on the web in such a way that
computers can deduce meaning and use the information autonomously. A richer
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documentation using semantic annotations of web services means advanced service
discovery, orchestration and composition will be a possibility.
The preferred method of creating semantic annotations is using ontologies. Ontologies have
been used to model declaratively the interfaces of components and sometimes the actual
logics from which software code is generated in anatomised process [Athanasiadis and
Janssen 2008; Rizzoli et al. 2008]. Standard specifications such as UDDI can also be seen
as a means of semantic annotation. For instance, Overhage and Thomas [2009] proposed a
number of improvements to UDDI specification to enhance the description of web services
and their providers thereby to improve web service discovery and configuration.
The problem of using specifications as a mechanism for semantic annotation is that both
the creation and improvement processes of specifications are very slow and tedious.
Ontologies on the other hand can be developed relatively quickly and have an added
advantage of being verifiable or provable. An important advantage of specifications is that
specifications, especially those related to the semantic web, are well recognized and at the
same time organized at different abstraction levels for reuse. Many ontologies, on the other
hand, lack wide spread recognition and are less frequently reused. An approach often used
to promote reuse is to organise ontologies based on layers, from generic to specific. For
instance, Scholten [2008] proposes an ontological layer structure for three areas relevant
for multidisciplinary environmental research, which include: ontologies for problems and
their object systems, ontologies for processes including modelling, and ontologies for
models and other problem-solving artefacts.
Basic concepts
 RDF
 OWL

layer 0

Generic ontologies
 Units of measure
 Quality description
 User types & roles

layer 1

Domain ontologies
 Algorithms
 Tasks
 Methods

layer 2

Web services ontologies
 UDDI extensions
 WSDL extensions
 SOAP extensions

layer 3

Figure 3. Ontologies that can be used to semantically annotate web services and their
interfaces organized in layers of reusability.
Various ontologies can be used to semantically annotate SOA specifications. The aim of
semantic annotation is to enable environmental researchers describe the desired
environmental software as a series of interrelated tasks which then can be mapped to
suitable web services. To achieve this, various SOA documents (i.e. SOAP, WSDL and
UDDI documents) associated with web services need to be semantically annotated. To
organise and reuse ontologies that can be used inside SOA specifications we propose a
class of ontologies organised in layers as shown in Figure 3. Layer 0 consists of basic
concepts used in any ontology. Layer 1 contains generic ontologies relevant to any
software framework, such as measurement units ontology or quality ontology codifying the
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ISO ISO/IEC 9126 quality model. Layer 2 consists of domain ontologies of a given domain
of application, in our case the environmental domain, such as ontologies for modelling
processes. The last layer – layer 3 – consists of specific extensions relevant for each
specification used in the SOA architecture such as those recommended extensions by
Overhage and Thomas [2009].
4.3

Workflow management

Web services are stateless and ways have to be found to preserve state information between
invocations. The current approach to solve this problem is using workflow management
systems. Currently there are two approaches to workflow management: Scientific
Workflows and Business Process Modelling (BPM). Though both scientific workflows and
business process modelling approaches aim at modelling and execution of workflows, both
have evolved along different paths. Comparative studies show that the main reasons for
these different approaches are the data intensive nature and the need for experimentation in
scientific workflows, while the focus in business processes lies in supporting various users
with differing roles [Barga and Gannon 2007; Ludäscher et al. 2009; Yildiz et al. 2009].
The need for supporting various users with differing roles is indeed vital in
multidisciplinary research because different researchers with diverse expertise and roles are
involved. An example of this last is the Modelling Support Tool (MoST) developed to
support multidisciplinary modelling [Scholten et al. 2007]. However, MoST supports only
manual activities and there are no facilities for web service invocation or automation of
tasks. Recently there are promising efforts in using broadly accepted standards for business
process modelling such as BPEL (Business Process Execution Language) for scientific
workflows [Candela et al. 2007; Clementi et al. 2008]. An advantage of adopting BPM
standards is the widespread support from the software industry to the standards, and as a
consequence the availability of industrial strength software implementations [Barker and
van Hemert 2008]. Using BPM for scientific workflows approach is not without
shortcomings as outlined by Ludäscher et al. [2009]. These shortcomings are more critical
for research in which computational experiments are conducted and few human
interventions are required. We believe that in large multidisciplinary research the stated
shortcoming are less critical or even not shortcomings at all. We agree, however, with
Ludäscher et al. that further research for “cross-fertilization” of the two approaches is
beneficial.
4.4

Link to grid e-infrastructures

An SOA based e-infrastructure is in principle complementary to a grid based einfrastructure. While an SOA-approach solves the problems of the service client (whether it
is for accessing data or computing facility) by making remote access to software possible, a
grid-approach solves performance problems service providers may have by enabling them
to run their applications on multiple computers. Combining both approaches (i.e. by
making grid-based applications accessible as web services) will result in a synergy that is
important, especially when high performance computation is required by some web
services. Good examples in which SOA is used as ‘top layer’ for the purpose of combining
distributed services while the grid approach is used as a ‘lower layer’ for the purpose of
sharing computational resources are the CYCLOPS [Mazzetti et al. 2009] and DILIGENT
[Candela et al. 2007] software systems.
5.

CONCLUSION

In this paper, we have reviewed fragmentary developments in e-infrastructure technology
for multidisciplinary environmental research. Though our review is not comprehensive, it
shows the need for a systematic approach. We envisage an e-infrastructure that will enable
multidisciplinary teams to compose environmental software applications, whether they are
models, information systems or decision support systems, from existing digital resources
(data and software) using the SOA architecture. We identify four areas where work is still
required. The first is providing digital resources as web services using different
approaches, from re-designing existing software to automated conversion of existing
resources to web services. The second is semantic annotations of web services to enable

A. Kassahun et al. / Towards a service-oriented e-infrastructure for environmental research

service discovery as well as the creation of new web services through automated
composition of web services. We propose augmenting existing SOA specifications with
ontologies and a layered approach to organising various ontologies to promote the reuse of
existing ontologies. The third area of focus is on managing state information since a
number of interdependent web services are used in an application. We propose the adaption
of widely accepted standards for business process management that focuses on supporting
diverse users in a workflow. Finally, any future e-infrastructure based on the SOA
paradigm need to exploit the already existing grid infrastructures. This last is particularly
necessary since many large scale environmental models may need to run on grid einfrastructures for performance reasons. These grid-based software applications need to be
made available as web services in order to create the synergy of high performance of grid
infrastructures with loose coupling and easy access of web services.
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