The Order-Value Optimization (OVO) problem is a generalization of the classical Minimax problem. Instead of the maximum of a set functions, the functional value that ranks in the p?th place is minimized. The problem seeks the application to (non-pessimistic) decision making and to model tting in the presence of (perhaps systematic) outliers. A Cauchy-type method is introduced that solves the problem in the sense that every limit point satis es an adequate optimality condition. Numerical examples are given.
for all x 2 , where f i 1 (x) (x) f i 2 (x) (x) : : : f ip(x) (x) : : : f im(x) (x):
If p = 1, f(x) = minff 1 (x); : : : ; f m (x)g whereas for p = m we have that f(x) = maxff 1 (x); : : : ; f m (x)g.
We will show later that f is continuous. However, even if the functions f i are di erentiable, the OVO function is not smooth.
The OVO problem consists in the minimization of the Order-Value function:
Minimize f(x) s:t: x 2 :
(1) The de nition of the OVO problem was motivated by two main applications.
(1) Assume that is a space of decisions and, for each x 2 , f i (x) represents the cost of decision x under the scenario i. The Minimax decision corresponds to choose x in such a way that the maximum possible cost is minimized. This is a very pessimistic alternative and decision-makers usually prefer to discard the worst possibilities in order to proceed in a more realistic way. For example, the decision maker may want to discard the 10 % more pessimistic scenarios. This corresponds to minimize the p?Order-Value function with p 0:9m.
(2) Assume that we have a parameter-estimation problem where the space of parameters is and f i (x) is the error in the observation i when we adopt the parameter x. The Minimax estimation problem corresponds to minimize the maximum error. As it is well-known this estimate is very sensitive to the presence of outliers. Many times, we want to eliminate (say) the 15% larger errors because the can represent wrong observations. This corresponds to minimize the p?Order-Value function with p 0:85 m. The OVO strategy is especially designed to eliminate the in uence of systematic errors.
In this paper we introduce a steepest descent type method for solving (1). We say that this method is \primal" because no auxiliar or dual variables are involved in it. The algorithm is presented in Section 2, where a convergence theorem is also given. In Section 3 we describe a way to solve approximately the subproblems, satisfying the theoretical requirements. Numerical examples are shown in Section 4. Conclusions are given in the last section of this paper. 
Given " 0, x 2 , we de ne I " (x) = fj 2 f1; : : : ; mg j f(x) ? " f j (x) f(x) + "g: ( 4) The following theorem shows the continuity of the OVO-function. Theorem 2.1. The p?order-value function f is continuous.
Proof. Assume that x k ! x, and suppose that, for all k in some subsequence, jf(x k ) ? f(x)j > 0:
For that subsequence, there exists an index j 2 f1; : : : ; mg such that
in nitely many times. Therefore,
for at least p indices`2 f1; : : : ; mg. Moreover,
for at least m ? p + 1 indices`in the set f1; : : : ; mg. Since the number of subsets of f1; : : : ; mg is nite, a set of indices`that verify (6) is repeated in nitely many times, and the same happens with a set of indices`that verify (7). Therefore, taking limits in (6) and (7), we obtain that
for at least p indices`2 f1; : : : ; mg and
for at least m ? p + 1 indices`2 f1; : : : ; mg. Therefore,
But f j (x k ) ! f j (x), so this contradicts (5). 2
The theorem below provides a necessary optimality condition for the OVO problem.
De nition. We 
for all j 2 I " (x ). So, for all j 2 f1; : : : ; mg with f j (x ) = f(x ), one has that j 2 I " (x ) and then one gets, under the supposition of the proof, that (9) holds. De ne 
is one of the indices j such that f(x ) = f j (x ). In other words, this index belongs to I 0 (x ) I " (x ). But, by (9),
for all 2 (0;~ ]. Therefore, x is not a local minimizer. 2
Below we describe the main algorithm. It is a primal method in the sense that only primal variables x are manipulated and updated at each iteration.
The algorithm nds a decreasing sequence of functional values using search directions that come from the (inexact) resolution of a convex programming problem. 
Step 2. (Steplength calculation) as we wanted to prove.
2
In the following theorem, we state that, if the iterate x k is not "-optimal, then x k+1 is well de ned and k is bounded away from zero. If the algorithm does not stop at x k , then M k (d k ) < 0. Therefore,
Assume that
Therefore, by (3) 
Therefore, for all`= 1; : : : ; p,
and, for all`= p; : : : ; m,
This means that at least p elements of the set ff 1 (x k + d k ); : : : ; f m (x k + d k )g are less than or equal to f(x k ) + "=3 and that at least m ? p + 1 elements of that set are greater than or equal to f(x k ) ? "=3. 
we have:
Therefore,
Therefore, whenever (19) takes place, the test (13) 
Proof. If (20) does not hold, then, by (13), we have that
By Theorem 2.3, this implies that (21) takes place.
Theorem 2.4. Suppose that x 2 is a limit point of a sequence generated by Algorithm 2.1. Then x is "-optimal.
Proof. Since f(x k+1 ) f(x k ) for all k = 0; 1; 2; : : : and x is a limit point of Since is convex and x k is interior we have that
so,
Therefore, taking large enough, we get such that So, x k+1 is interior and the process can be repeated in the next iteration.
Numerical example
To illustrate the behavior of the OVO approach, we consider here a tting problem. We wish to t the model y(t; x) = x 1 + x 2 t + x 3 t where r i is random between ?0:01 and 0:01. Therefore, y 7 ; : : : ; y 26 simulate wrong observations, or outliers. In Table 1 we give the data (t i ; y i ). The solutions obtained by the OVO algorithm for di erent values of p are shown in Table 2 , where p de ne the p-order function, n:iter is the number of iterations, fobj is the value of the objective function. Observe that the \correct" p should be 36, because we generated 10 outliers.
The results were coherent and satisfactory. As expected, for p > 36 the solution given by the algorithm was a point far from x and the objective function value (OVO function) was large. For p = 27 and p = 34 the solution obtained was not a global minimizer of the OVO function. This is not surprising, since the algorithm is guaranteed to obtain only stationary points, therefore it can get nonglobal critical points in some cases. 
Conclusions
We have introduced the Order-Value Optimization problem, a continuous, nonsmooth and, in general, nonconvex optimization problem that applies to tting models and, very likely, to decision making. A tentative algorithm, the implementation of which generally relies on Linear Programming subproblems has been de ned which seems to work satisfactorily in computer generated problems.
The OVO algorithm has a good prospect of dealing with robust tting problems. Many regression schemes, less sensitive to erroneous data than ordinary least squares, have been introduced in the statistical literature. See, for example, 4], 5] and references therein. A usual approach is to weight the di erences by means of a lter that penalizes outliers. This requires some previous knowledge about the data that should be penalized. We think that the OVO algorithm could play the role of a universal lter in the sense that the user needs not know beforehand any kind of qualitative p x 1 x 2 x 3 x 4 fobj n:iter Table 2 : OVO solution for polynomial tting with 4 parameters.
information about the outliers, but only inform the algorithm with a rough estimate of their cardinality in the original sample. The calibration of the model would depend only on the choice of a single 1-dimensional parameter, the whole penalization being done internally by OVO. On the other hand, the OVO approach can also be used only to detect outliers, leaving the estimation procedure to other algorithm, after the elimination of the detected wrong measurements.
Finally, Order-Value optimization seems to be a challenging optimiza-tion problem which generalizes smooth optimization. A promising eld of research is to adapt classical optimization algorithms (see, for example, 3]) to the OVO problem. The algorithm presented in this paper is a generalization of the steepest descent method, which, as it is well known, is the more classical algorithm for smooth optimization. In a parallel research 1] we introduced a smooth reformulation of the OVO problem. This reformulation involves additional auxiliar and dual variables and is related to smooth reformulations of the minimax problem. See, for example, 2]. In general, both the primal method introduced in this paper and the smooth reformulation get the same solutions of the OVO problem. Using the reformulation we get, in theory, convergence of nonlinear programming algorithms to stricter stationary points than the ones de ned in this paper. However, the complexity of algorithms based on the reformulation is increased.
