In this paper, we present algorithms for the computation of the median of a set of symmetric positive-definite matrices using different distances/divergences. The novelty of this paper lies in the median computation using the Bhattacharya distance on diffusion tensors. The numerical computation of the median is achieved using the gradient descent algorithm and the fixed point algorithm. We present an application namely, one of denoising tensor-valued data using median filters constructed using several distance/divergences and compare their performance.
INTRODUCTION
In recent years, the need for finding the average of a matrixvalued data set has increased considerably in various applications such as elasticity [1] , radar signal processing [2, 3] , medical imaging [4, 5, 6, 7] and image processing [8] . By averaging we mean finding the mean or the median of a set of matrices. Finding the mean of a set of symmetric positivedefinite (SPD) matrices is a problem of minimizing the sum of squared distances between the mean and the members of the set while the median is the minimizer of the sum of the distances between the median and the elements of the set. Depending on the definition of the distance, one gets different kinds of means and medians. To date, several researchers have studied the problem of finding the mean of SPD matrices such as the arithmetic mean computed using the Euclidean distance, the Karcher mean based on the Riemannian distance [1, 6, 9] and the Log-Determinant mean defined in [10] through the Bhattacharyya divergence. However, the problem of finding the median of a set of SPD matrices has not received as much attention with the exception of [11, 12] . In Fletcher et al. [11] , the authors defined the Riemannian median as the minimizer of the sum of the geodesic distances from the unknown median to every member of the set whose median is being sought. They presented applications to show the robustness of the Riemannian median filtering compared to the Fréchet mean filtering. In [12] , the authors presented closed-form expression for the median of a set of tensors using a weighted Kullback-Leibler divergence that they dubbed total-KL (tKL) divergence. They prove that the tKL is a statistically robust divergence measure and present several tensorfield segmentation experiments. Recently, non-local mean (NLM) filtering has been applied to diffusion MR scans in [13, 14] . It does yield reasonable results but is computationally too expensive for practical purposes.
In this paper, we define the Log-Euclidean and the Bhattacharyya medians. Then, we compare them with the Riemannian median by using the concept of median filtering on a noisy synthetic data set. The application of denoising a real diffusion tensor magnetic resonance image is then addressed. We show results of comparison obtained from an application of the median computation, using the aforementioned distances, to real DTI data sets.
PRELIMINARIES
In this section we review some background material and introduce the notations that will be used throughout this paper. Let M(n, R) be the set of n × n real matrices and S(n) its subspace of symmetric matrices, i.e., S(n) = {A ∈ M(n, R), A T = A}. Let P(n) = {A ∈ S(n), A > 0} be the set of all n×n SPD matrices where A > 0 is equivalent to x T Ax > 0 for any x = 0. The Frobenius norm of a matrix
It should be noted that the differentiable manifold P(n) can be given metric structure using several distances. In the sequel, we will use the following three distances on P(n):
1. The Riemannian distance:
where
2 is the log map on the manifold P(n).
The Log-Euclidean distance:
where Log(X) is the principal logarithm of X.
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COMPUTATION OF THE MEDIAN
In this section, we introduce different methods to compute the median of a set of SPD matrices depending on the chosen metric. We recall that the weighted median is defined as:
where d(·, ·) is the chosen distance, P 1 , . . . , P m , are the given SPD matrices and ω 1 , . . . , ω m with m i=1 ω i = 1 are the corresponding positive real weights. The above minimization problem is equivalent to ∇f (X) = 0, where
is the objective function.
We start our investigation with computing the weighted median, with respect to the Riemannian distance (1), of a set of SPD matrices, P 1 , . . . , P m , which is defined as the unique SPD matrix, X, solution of the following equation:
The weighted median, with respect to the Log-Euclidean distance (2), of a set of SPD matrices, P 1 , . . . , P m , is characterized by
For the existence and uniqueness of solutions of equations (4) and (5) we refer to the paper of Fletcher et al. [11] . Finally, the weighted median, with respect to the Bhattacharyya distance (3), of a set of SPD matrices, P 1 , . . . , P m , is the unique solution of
The above three problems can be solved using the gradientdescent algorithm described simply as:
Alg. 1: Gradient-descent algorithm Start with an initial guess X 0
Repeat for n = 0, 1, . . .
Determine a descent direction
Choose a step α n > 0
Until stopping criterion is satisfied D n < Existence and uniqueness of solutions to equation (6) can be proved using Banach's fixed-point theorem on (P(n), d T ), where d T is the Thompson metric [10] . The computation of the Bhattacharyya median is also possible using the fixedpoint algorithm described as follows:
Alg. 2: Fixed-point algorithm Start with an initial guess X 0
Fixed-point iterations
Until stopping criterion is satisfied X n+1 − X n < In our case, g is defined by
and is a contraction map satisfying g(X) = X if and only if f (X) = 0.
EXPERIMENTAL RESULTS
In this section, we present an application to denoise synthetic data to compare the Riemannian median, Log-Euclidean median and Bhattacharyya median filtering. Then we give an example of denoising real diffusion tensor data using the Bhattacharyya median filtering. We first start by computing the median of a random set of 32 SPD matrices using the Riemannian, the Log-Euclidean and the Bhattacharyya distances. In Table 1 , we compare the running time needed by each method to find the median using an Intel Core i5-430M at 2.26GHz and 4GB RAM. It is clear that the Bhattacharyya (Bh) median is the fastest. We apply the different algorithms of computing the median to denoise a set of data. Experiments were performed using synthetic DW-MRI dataset. We generate an image region of size 32 × 32 which contains two different kinds of tensors; one has a vertical orientation and the other has a horizontal one as presented in Fig. 4 . Then, we add to it various levels of Rician noise [16] of a standard deviation σ = 0.1, 0.2 and 0.3.
To denoise this data, we assign to each voxel (i, j) the median (or the mean) of a window W centered at the voxel (i, j) of square shape whose sides are an odd number of pixels, e.g., (3 × 3; 5 × 5; 7 × 7). Figure 2 shows the result of denoising our data (for a Rician noise of σ = 0.1) using the different methods presented above. We also computed the error of each method with respect to the original data. For that, we compute, for each voxel, the largest eigenvector for the data without noise and compare it with the largest eigenvector after denoising. In Table 2 we give the error of angle over the whole image is given by the average of the angle (in degrees) between these vectors. Fig. 1 . Comparison of denoising a data using different metrics Table 2 . Error values of the different filtering algorithms
We consider now 40 tensors (data) with a horizontal orientation and a Rician noise (σ = 0.1) and 20 tensors (outliers) with a vertical orientation. Figure 2 represents some elements of the data and the outliers: The aim of this application is to compute the average of the tensor dataset including 0, 5, 10, 15 and 20 outliers. The results are shown in Fig. 3 and the error values are presented in Table 3 . Table 3 . Error values and robustness It is clear from the above reported results that the most accurate and robust median computation is obtained when using the Riemannian distance. This is not surprising since this metric formulates the minimizing problem on the manifold in an intrinsic and elegant manner. However, its main weakness is the high computation time. We opt for the Bhattacharyya median since it gives reasonable accuracy and is computationally very efficient. Figure 4 shows some randomly picked slices from a 3D real noisy tensor field data of the human brain of pixel size 96 × 96 × 81 where we apply the Bhattacharyya median filtering on different regions of interest in order to denoise them.
CONCLUSION
In this paper, we have developed the notion of the median of tensor-valued data using the Bhattacharya distance and compared it to the median obtained using other known distance measures. The features of the different proposed algorithms have been discussed, and numerical results obtained on synthetic data have been used to compare the efficiency and robustness of each algorithm. We observe that our algorithm using the Bhattacharya distance for median computation is much more computationally efficient in comparison to others. Finally, we depict examples of application of our filtering to real DTI data.
