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Dynamical normal modes for time-dependent Hamiltonians in two dimensions
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We present the theory of time-dependent point transformations to find independent dynamical
normal modes for 2D systems subjected to time-dependent control in the limit of small oscilla-
tions. The condition that determines if the independent modes can indeed be defined is identified,
and a geometrical analogy is put forward. The results explain and unify recent work to design
fast operations on trapped ions, needed to implement a scalable quantum-information architecture:
transport, expansions, and the separation of two ions, two-ion phase gates, as well as the rotation
of an anisotropic trap for an ion are treated and shown to be analogous to a mechanical system of
two masses connected by springs with time dependent stiffness.
I. INTRODUCTION
The small oscillations regime of systems composed by
interacting particles is best characterized, and possibly
controlled [1], using a decomposition of the dynamics
into independent normal modes. They are concerted and
harmonic motions of all particles in the system with fre-
quencies that may be found by diagonalizing the har-
monic part of the potential around the equilibrium, us-
ing a point canonical transformation that also defines the
normal-mode coordinates. The analysis is usually made
for time-independent interaction potentials, see e.g. [2–5]
in the context of trapped ions, but the potential may in
principle be also modified externally in a time dependent
manner. Generalizing the normal modes for these time-
dependent scenarios is necessary as our ability to drive
microscopic or macroscopic systems improves with tech-
nological advances, see e.g [6, 7]. In this paper we study
the possibility to define independent dynamical normal
modes in systems described by two dimensional, time-
dependent Hamiltonians. While the question is interest-
ing per se and relevant for a broad span of externally
controllable physical systems near equilibrium, our main
motivation has been the need to understand and possibly
improve on recent work to inverse-engineering fast and
robust operations to drive the motion of trapped ions [8–
14]. Trapped ions constitute the most developed physical
platform to implement quantum information processing.
Since many ions in a single trap are difficult to control, a
route towards large scale computations with many qubits
relies on a “divide and conquer” scheme [15, 16], where
ions are shuttled around in multisegmented Paul traps
that hold just a few ions in each processing site. Apart
from shuttling, complementary operations such as sep-
arating and merging ion chains, rotations, and expan-
sions/compressions may be needed. Coulomb interac-
tions, and controllable external effective potentials de-
termine the Hamiltonians that govern the motion of the
ions, approximated in quadratic form near equilibrium.
Independent dynamical normal modes (“dynamical” be-
cause their definition depends on time due to the chang-
ing external control) are very useful, not only to describe
the motion in a simple way, but also to inverse-engineer
the dynamical operations. Specifically, for operations on
one ion in a two-dimensional (2D) potential or on two
ions interacting in a one-dimensional (1D) line[8–14], we
noticed that uncoupled dynamical normal modes cannot
always be defined. Each case was analyzed separately
but a generic understanding of the conditions that de-
termine the coupling/uncoupling of normal-mode coor-
dinates was missing. This paper presents first in Sec. II
a comprehensive theory where the criterion for separa-
bility into independent motions by time-dependent point
transformations is identified. In Sec. III the theory and
criterion are applied to different operations on trapped
ion systems. After a final discussion and outlook for fu-
ture work, Appendix A shows that the general Hamilto-
nian structure considered describes a mechanical model
of two masses connected to walls and to each other by
springs with time-dependent stiffness. The treatment in
the main text is classical but the results are also valid in
the quantum domain, as shown in Appendix B.
II. THE MODEL
Our starting point is a 2D Hamiltonian for two inter-
acting particles moving on a line, with masses m1 and
m2, (1D) coordinates q1, q2, conjugate momenta p1, p2,
and time-dependent potential U(q1, q2; t),
H =
p21
2m1
+
p22
2m2
+ U(q1, q2; t). (1)
The same Hamiltonian structure, with m = m1 = m2,
may also describe one particle moving on a two dimen-
sional surface with potential U . The first step is to find
the equilibrium positions, q
(0)
1 , q
(0)
2 , from the potential
minimum given by ∇U = 0, and expand U at that point
retaining only quadratic terms,
H =
p21
2m1
+
p22
2m2
+
1
2
2∑
i,j=1
kij [qi − q(0)i (t)][qj − q(0)j (t)]. (2)
2Because of the generic time dependence of U , the co-
effiecients kij(t) =
∂2U
∂qi∂qj
∣∣∣
q
(0)
1 ,q
(0)
2
and the equilibrium po-
sitions q
(0)
i (t) may depend on time, but the explicit time
dependence will generally be omitted hereafter to avoid
a cumbersome notation. The kij coefficients in Eq. (2)
are the elements of the real and symmetric 2× 2 matrix
K. Being symmetric, it may be parameterized as
K =
(
k + k1 −k
−k k + k2
)
, (3)
where k, k1, k2 are generally time dependent. If they are
positive, K is a positive matrix (with positive eigenval-
ues). Defining now the vector
ψT =
(
q1 − q(0)1 , q2 − q(0)2 , p1, p2
)
, (4)
and the mass matrix M ,
M =
(
m1 0
0 m2
)
, (5)
the Hamiltonian (2) can be written in a compact matrix
representation as
H =
1
2
ψTWψ, (6)
whereW is the 4×4 symmetric matrix formed by K and
M−1 2× 2 blocks,
W =
(
K 0
0 M−1
)
. (7)
Interestingly, the Hamiltonian (6) corresponds as well to
a system of two masses connected to walls and to each
other by time-dependent spring constants, see Appendix
A.
The main goal of this paper is to investigate if there is a
point transformation producing new coordinates Q1, Q2
and momenta P1, P2 such that the corresponding Hamil-
tonian H˜(Q1, Q2, P1, P2) does not have cross terms and
can be separated into independent harmonic motions.
We shall see that this is not always possible and we will
give the conditions to be satisfied by H in order to suc-
cessfully separate H˜ by a time-dependent point transfor-
mation. Some alternative treatments when the decom-
position fails will also be pointed out.
A. Time dependent point canonical transformation
Let us consider the general time-dependent (linear)
change of coordinates(
Q1
Q2
)
= A(t)
(
q1 − q(0)1
q2 − q(0)2
)
, (8)
where A(t) is a 2× 2 matrix to be determined, invertible
at all times. This transformation is generated by the
type-2 generating function [17]
F2 =
2∑
i=1
PiQi(q1, q2) = (P1, P2)A(t)
(
q1 − q(0)1
q2 − q(0)2
)
.
(9)
The momenta transform according to pi = ∂qiF2,
p1 =
∂F2
∂q1
= a11P1 + a21P2,
p2 =
∂F2
∂q2
= a12P1 + a22P2,
which can be written in matrix form as(
p1
p2
)
= AT
(
P1
P2
)
, (10)
where AT denotes the transpose of A. In the 4-
dimensional representation introduced previously, the
canonical transformation of coordinates and momenta is
compactly given by
ψ˜ =
(
A 0
0 A−T
)
ψ, (11)
where ψT =
(
q1 − q(0)1 , q2 − q(0)2 , p1, p2
)
, ψ˜T =
(Q1, Q2, P1, P2), and A
−T ≡ (AT )−1 stands for the in-
verse of the transpose of A.
B. Inertial effects and effective Hamiltonian
As a consequence of the time dependence of the poten-
tial, the coordinate transformation may correspond to a
description in a non-inertial frame, where inertial forces
appear. The transformed Hamiltonian in the new coor-
dinates will read H˜ = H + ∂tF2, where the last term
accounts for inertial effects arising due to the explicit
time dependence of F2,
∂F2
∂t
= (P1, P2)A˙
(
q1 − q(0)1
q2 − q(0)2
)
− (P1, P2)A
(
q˙
(0)
1
q˙
(0)
2
)
= (P1, P2)A˙A
−1
(
Q1
Q2
)
− (P1, P2)A
(
q˙
(0)
1
q˙
(0)
2
)
, (12)
and the dots denote time derivatives. The inertial ef-
fects have two different contributions, a quadratic term
proportional to A˙, and a linear term proportional to q˙
(0)
i .
Using the coordinate and momenta transformations
(11) and the inertial terms (12), the transformed Hamil-
tonian in the new coordinates can be written as
H˜ = H +
∂F2
∂t
=
1
2
ψ˜T W˜ ψ˜ − (P1, P2)A
(
q˙
(0)
1
q˙
(0)
2
)
, (13)
3with
W˜ =
(
A−TKA−1 (A˙A−1)T
A˙A−1 AM−1AT
)
. (14)
Our aim now is to find a transformation matrix A such
that W˜ is a diagonal 4× 4 matrix. Since the linear part
in the Hamiltonian (13) is already uncoupled, this would
define “dynamical normal modes” [9], evolving indepen-
dently of each other.
C. Diagonalization of H˜
To have an uncoupled effective Hamiltonian H˜ (diago-
nal W˜ ), two conditions have to be satisfied: the diagonal
blocks in Eq. (14) have to be diagonal 2 × 2 matrices,
and the off-diagonal blocks should vanish for all times.
The first one amounts to simultaneously diagonalizing
two bilinear forms [17]. As the masses are positive quan-
tities, the square root of the matrix M given in Eq. (5)
can be defined as
M1/2 = diag (
√
m1,
√
m2) . (15)
We now define the “mass-weighted potential” as
K˜ =M−1/2KM−1/2, (16)
which is also symmetric since K is symmetric. The ex-
plicit expression of the mass-weighted potential K˜ is
K˜ = M−1/2KM−1/2 =
(
k+k1
m1
−k√
m1m2
−k√
m1m2
k+k2
m2
)
, (17)
which, for positive masses, is also positive definite if K
is positive. Since K˜ is in any case symmetric, it can be
diagonalized by means of an orthogonal matrix O,
OT K˜O = diag(Ω21,Ω22), (18)
with
O =
(
cos θ − sin θ
sin θ cos θ
)
, (19)
and where the time-dependent parameter θ is given by
the relation
tan 2θ =
2k
√
m1m2
m1(k + k2)−m2(k + k1) . (20)
Ω2i , the eigenvalues of K˜, give the time-dependent eigen-
frequencies of each normal mode, with explicit expres-
sions
Ω21 =
(
k + k1
m1
)
cos2 θ +
(
k + k2
m2
)
sin2 θ
− k√
m1m2
sin 2θ,
Ω22 =
(
k + k1
m1
)
sin2 θ +
(
k + k2
m2
)
cos2 θ
+
k√
m1m2
sin 2θ, (21)
positive if k, k1, k2 are all positive. The “modal matrix”
A = OTM1/2 =
( √
m1 cos θ
√
m2 sin θ
−√m1 sin θ √m2 cos θ
)
(22)
diagonalizes simultaneously both the blocks with M−1
and K in the main diagonal of Eq. (14) since
A−TKA−1 = diag(Ω21,Ω
2
2), (23)
AM−1AT = 1. (24)
Normal mode coordinates {Q1, Q2} are defined by the
transformation (8) with A given by Eq. (22),(
Q1
Q2
)
=
( √
m1 cos θ
√
m2 sin θ
−√m1 sin θ √m2 cos θ
)(
q1 − q(0)1
q2 − q(0)2
)
. (25)
Note that we have not proved yet if they are uncoupled.
They will be independent if the non-diagonal term A˙A−1
in Eq. (14) vanishes. With the explicit expression of A
in (22) we can calculate the A˙A−1 term,
A˙A−1 = θ˙
(
0 1
−1 0
)
. (26)
Including this coupling, the effective Hamiltonian takes
the form
H˜ =
1
2
2∑
i=1
(
P 2i +Ω
2
iQ
2
i
)− (P1, P2)A
(
q˙
(0)
1
q˙
(0)
2
)
− θ˙Lz,
(27)
where Lz = Q1P2 − Q2P1 has the form of the z-
component of an angular momentum.
We conclude that if θ does not depend on time, the
modes are uncoupled. As we shall see in several exam-
ples, some configurations of the matrices K and M lead
to θ˙ = 0, even if the k, k1, k2 are time dependent: for ex-
ample k1 = c1k, k2 = c2k with constants c1, c2; k1 = k2
for m1 = m2; or k = 0, with time dependent k1 and
k2. If θ is time independent, the new coordinates define
indeed independent “dynamical normal modes” with an
uncoupled Hamiltonian
H˜ =
1
2
2∑
i=1
(
P 2i +Ω
2
iQ
2
i
)− (P1, P2)A
(
q˙
(0)
1
q˙
(0)
2
)
. (28)
At this point it is customary to perform a momentum
shift, so that the new Hamiltonian includes a term linear
in coordinates rather than a term linear in momentum.
This is done with the generating function
F2 =
2∑
i=1
(P ′i + P0,i)Qi,
where (
P0,1
P0,2
)
≡ A
(
q˙
(0)
1
q˙
(0)
2
)
,
4●
(q1
(0)
, q2
(0)
)
θ
Q1
Q2
q1
q2
FIG. 1: (Color online) Schematic representation of iso-
potential curves of a mass-weighted potential in the 2-
dimensional configuration space of lab-frame coordinates
{q1, q2}. These curves are ellipses centered at the moving
equilibrium position
(
q
(0)
1 , q
(0)
2
)
with the orientation of the
principal axes given by the angle θ. The dynamical normal
mode coordinates {Q1, Q2} are translated from the origin but
also rotated by θ.
which gives for the new momenta and coordinates
P ′i = Pi − P0,i,
Q′i = Qi,
and ∂tF2 =
∑2
i=1 P˙0,iQ
′
i, so that the transformed Hamil-
tonian, up to purely time dependent terms that can be
added or subtracted without changing the physics, takes
the form of two moving harmonic oscillators,
H˜ ′ =
1
2
2∑
i=1
P ′2i +Ω2i
(
Q′i +
P˙0,i
Ω2i
)2 .
While this is the form that has been used to speed up
several operations on trapped ions [8–14], for the discus-
sion of the separability of these systems in Sec. III it is
enough to examine H˜ and we shall omit the momentum
shift transformation.
D. Geometrical Interpretation
We have just shown that a condition to define inde-
pendent modes by a point transformation is that θ (and
therefore the transformationA) does not depend on time.
What does this parameter represent?
Let us now visualize the mass-weighted symmetric po-
tential K˜ in Eq. (17) as a matrix defining a quadratic
form. Quadratic forms are geometrically represented by
conic sections. If K˜ is positive definite (i. e., with
positive eigenvalues), the conic section defined by K˜ is
an ellipse centered at the moving equilibrium position(
q
(0)
1 , q
(0)
2
)
. These ellipses are iso-potential curves of the
mass-weighted potential K˜ in the 2-dimensional config-
uration space {q1, q2}, see Fig. 1. The principal axes
theorem states that the orthonormal coordinate system
where the ellipse is well-oriented is given by the orthonor-
mal eigenvectors of K˜, while the inverse of the square root
of its eigenvalues are the radii of the corresponding axes.
The orthogonal matrix (19) is formed by the eigenvectors
of K˜,
vT1 = (cos θ, sin θ)
vT2 = (− sin θ, cos θ).
These vectors define the orthonormal coordinate system
where the ellipse is well-oriented, see Fig. 1. Therefore
the parameter θ gives us the orientation of the ellipse.
More generally, it gives the orientation of the principal
axes if K˜ is not positive (The engineering of fast dynam-
ics may require that an eigenfrequency becomes tran-
siently an imaginary number [18]). In general for a time
dependent potential, the equilibrium position, the shape
(size of principal axes) and orientation (angle θ) will vary
in time, but only the rotation of the principal axes cou-
ples the normal modes.
III. APPLICATION TO TRAPPED-ION
SYSTEMS
In this section, we apply the results of the previous
sections to systems of two ions in a linear trap, or one
ion in a two dimensional trap. In particular we analyze if
independent dynamical normal modes can be defined by
point transformations. This is a key issue to design and
engineer fast and robust protocols for operations needed
to develop scalable quantum information processing: ion
transport [8, 9, 12], trap expansions or compressions [10],
ion splitting [11], phase gates [14], or rotations [13].
A. Transport and expansions (or compressions) of
two interacting trapped ions
Let us consider two singly-charged, positive ions in a
linear trap at lab-frame coordinates q1 and q2, coupled
via Coulomb interaction and trapped in an external, pos-
sibly time dependent, harmonic potential [9, 10]. The
external potential can be translated [9] and, in addition,
expanded or compressed [10]. The Hamiltonian describ-
5ing this system is
H =
p21
2m1
+
p22
2m2
+ U,
U =
1
2
2∑
i=1
k(t) [qi −Q0(t)]2 + Cc
q1 − q2 . (29)
Here, Cc =
e2
4πǫ0
is the Coulomb constant and k(t) is the
common (time-dependent) spring constant that deter-
mines the oscillation frequency of each ion (ω2i = k/mi)
in the absence of Coulomb coupling [10]. Q0 = Q0(t) de-
fines the position of the minimum of the external poten-
tial, i. e., the position of the, possibly moving, trap [9].
We can also set q1 > q2 because of the strong Coulomb
repulsion [8]. If the ions are sufficiently cold, they “crys-
tallize” around the classical equilibrium positions q
(0)
i ,
which are solutions of the set of equations ∂U∂qi = 0 for
i = 1, 2,
q
(0)
1 = Q0 +
(
Cc
4k
)1/3
= Q0 +
q0
2
,
q
(0)
2 = Q0 −
(
Cc
4k
)1/3
= Q0 − q0
2
,
where q0 = q
(0)
1 − q(0)2 = (2Cc/k)1/3 is the equilibrium
distance between ions1. These positions are time depen-
dent but independent of the mass, as we assume that the
external potential is due to trap electrodes that inter-
act only with the ionic charge. If we now approximate
the coupling potential U by its Taylor expansion trun-
cated to second order in qi − q(0)i (small displacements
from equilibrium), we end up with a quadratic potential.
Therefore, up to a purely time dependent term, we can
approximate the Hamiltonian (29) harmonically as
H =
p21
2m1
+
p22
2m2
+
1
2
(
q1−q(0)1 , q2−q(0)2
)
K
(
q1−q(0)1
q2−q(0)2
)
(30)
with the K matrix given by
K =
(
2k −k
−k 2k
)
.
This Hamiltonian corresponds to the case k1 = k2 = k,
so that Eq. (20) gives a constant θ even for a time-
dependent k,
tan 2θ =
√
m1m2
m1 −m2 . (31)
1 We omit the explicit time dependence of k = k(t) and Q0 =
Q0(t) hereafter to avoid a cumbersome notation
FIG. 2: (Color online) Scheme of the separation of two ions,
from an external harmonic potential to a double well.
The normal modes are given by (25)(
Q1
Q2
)
=
(√
m1 cos θ
√
m2 sin θ
−√m1 sin θ √m2 cos θ
)(
q1−(Q0 + q0/2)
q2−(Q0 − q0/2)
)
,
with θ given by relation (31). These normal modes de-
pend on time through the time dependent parameters
Q0 and q0. In these coordinates, the Hamiltonian (30)
transforms to the diagonal and uncoupled form (28),
H˜ =
1
2
2∑
i=1
(
P 2i +Ω
2
iQ
2
i
)− (P1, P2)A(Q˙0 + q˙0/2
Q˙0 − q˙0/2
)
,
(32)
where
Ω21 = k
(
2 cos2 θ
m1
+
2 sin2 θ
m2
− sin 2θ√
m1m2
)
,
Ω22 = k
(
2 sin2 θ
m1
+
2 cos2 θ
m2
+
sin 2θ√
m1m2
)
, (33)
which may depend on time because of k = k(t). Note
that the inertial effects in this Hamiltonian (32) are only
included into the linear-in-momentum term and are due
to the transport of the trap (Q˙0 term) and/or expansion
or compression of the trap (q˙0 term). Geometrically the
center of the ellipses in Fig. 1 can move in the {q1, q2}
plane, and the size may change as well, but the orienta-
tion remains constant in time.
B. Separation of two trapped interacting ions
Consider now the problem of separating (or recombin-
ing) two interacting trapped ions as in [11], see Fig. 2.
The Hamiltonian of a system of two ions of masses m1
and m2 and charge e located at q1 > q2 in the laboratory
frame is
H =
p21
2m1
+
p22
2m2
+ U,
U = α(t)(q21 + q
2
2) + β(t)(q
4
1 + q
4
2) +
Cc
q1 − q2 ,
where α(t) and β(t) are time dependent functions [11].
Typically α(0) > 0, β(0) = 0, whereas at final time
β(tf ) > 0, α(tf ) < 0 to implement an evolution from
a harmonic trap to a double well, see Fig. 2.
6To set a quadratic (approximate) Hamiltonian we pro-
ceed as in the previous sub-section: first, we obtain the
equilibrium positions q
(0)
i of each ion by minimizing the
potential U and then expand the potential U to second
order in qi−q(0)i . If the equilibrium positions are denoted
by q
(0)
1 = q0/2 and q
(0)
2 = −q0/2 (with q0 being the equi-
librium distance between ions) this procedure gives the
quadratic Hamiltonian
H =
p21
2m1
+
p22
2m2
+
1
2
(
q1 − q(0)1 , q2 − q(0)2
)
K
(
q1 − q(0)1
q2 − q(0)2
)
,
with a K matrix given by
k1 = k2 = 2α+ 3βq
2
0 = k0,
k =
2Cc
q30
,
and where the equilibrium distance between ions q0 =
q
(0)
1 − q(0)2 is the solution of the quintic equation [11, 20]
βq50 + 2αq
3
0 − 2Cc = 0. (34)
In this case
tan 2θ =
√
m1m2
m1 −m2
(
4Cc
2αq30 + 3βq
5
0 + 2Cc
)
, (35)
which, in general, depends on time. In principle, there
are two ways to end up with a time-independent θ for
time dependent α and β:
• Equal masses, m1 = m2, for which θ = ±pi/4 re-
gardless of the time dependence of α and β [11].
• α and β linked by
β3
α5
= constant, (36)
regardless of the masses. This implies that the
products βq50 and αq
3
0 are constants. The partic-
ular case β = 0 corresponds to the one considered
in the previous subsection (transport and expan-
sions). The case β 6= 0 is interesting as it allows to
separate or approach the two ions by decreasing or
increasing α < 0 and β > 0 according to Eq. (36),
i.e., in a double well confining potential throughout
the process.
C. Phase gates
A phase gate can be implemented by applying well de-
signed time-dependent forces that depend on the internal
states of the two ions in a linear trap [14]. The external
harmonic trap for each ion has a fixed spring constant
k0. For a particular spin configuration the Hamiltonian
becomes
H =
p21
2m1
+
p22
2m2
+
1
2
k0(q
2
1 + q
2
2) +
Cc
q1 − q2
+ F1(t)q1 + F2(t)q2. (37)
Equilibrium positions and the equilibrium distance be-
tween the ions are
q
(0)
1 =
B − 2k20∆(F2 + 2F1)
6k30∆
,
q
(0)
2 =
−B − 2k20∆(F1 + 2F2)
6k30∆
,
q0 = q
(0)
1 − q(0)2 =
2B − 2k20∆(F1 + F2)
6k30∆
,
where
B = (F1 − F2)2k40 +∆2,
∆ =
{
− (F1 − F2)3k60 + 27Cck80
+ 3
√
3Cck140 [−2(F1 − F2)3 + 27Cck20 ]
}1/3
.
This leads to a K matrix with
k =
2Cc
q30
, k1 = k2 = k0,
so that
tan 2θ =
√
m1m2
m1 −m2
4Cc
k0q30 + 2Cc
.
The angle θ is in general time-dependent, but it becomes
constant in some cases, specifically for m1 = m2, and
also for F1 = F2. This latter case in fact reduces to
the transport of two ions considered before. For different
masses and forces the ellipsoid rotates so that the modes
Q1, Q2 are coupled. A way out, if the forces are small
so that the linear term in Eq. (37) may be considered a
perturbation, is to define the modes for [21]
H0 =
p21
2m1
+
p22
2m2
+
1
2
k0(q
2
1 + q
2
2) +
Cc
q1 − q2 .
These zeroth order modes, Q1(Fj = 0), Q2(Fj = 0),
j = 1, 2, are of course uncoupled since all coefficients in
H0 are time independent. H0 may thus be easily diago-
nalized. Specifically, all the K matrix coefficients become
equal, tan 2θ =
√
m1m2
m1−m2 , and the equilibrium positions
simplify to the constant values ±[ Cc4k0 ]1/3. The inverse
transformation of Eq. (25) for these zeroth order modes,(
q1
q2
)
=
(
q
(0)
1
q
(0)
2
)
Fj=0
+A−1Fj=0
(
Q1
Q2
)
Fj=0
,
enables us to write the perturbative linear terms in H in
terms of the uncoupled modes, so thatH is approximated
as a sum of two uncoupled Hamiltonians [14, 21].
7D. Anisotropic harmonic oscillator in 2D with
rotation
Consider now a single particle of mass m trapped in
a 2D anisotropic harmonic oscillator which is rotating
around the z axis with angular velocity ϕ˙ [22]. Let us
denote by q1 = x and q2 = y the lab frame coordinates
of the ion, and by
q˜1(t) = q1 cosϕ(t) + q2 sinϕ(t),
q˜2(t) = −q1 sinϕ(t) + q2 cosϕ(t). (38)
the coordinates in the rotating frame. The Hamiltonian
in the lab frame is given by
H =
p21
2m
+
p22
2m
+
1
2
m
2∑
i=1
ω2i q˜i(q1, q2; t)
2,
where ω1 6= ω2 are the angular frequencies along the ro-
tating principal axes. (Note that for the trivial isotropic
case ω1 = ω2 the Hamiltonian is already uncoupled in
the laboratory frame.) H can be written as
H =
p21
2m
+
p22
2m
+
1
2
(q1, q2)K
(
q1
q2
)
, (39)
with the K matrix given by
k1 = m
(
ω21 cos
2 ϕ+ ω22 sin
2 ϕ
)− k,
k2 = m
(
ω21 sin
2 ϕ+ ω22 cos
2 ϕ
)− k,
k = −m
2
(ω21 − ω22) sin 2ϕ.
Unlike the previous operations, there is no need to
make the harmonic approximation around the equilib-
rium since H is already quadratic. Moreover q
(0)
1 =
q
(0)
2 = 0 and, quite simply, θ = ϕ. The Hamiltonian H˜
takes the form in Eq. (27) without the linear term and
with Ωi = ωi, and Qi =
√
mq˜i, i.e., the normal mode co-
ordinates are the (mass-weighted) rotating coordinates
in Eq. (38), coupled by the angular momentum term
−θ˙Lz. We conclude that the 2D anisotropic problem is
not separable by means of a linear point transformation
of coordinates.
Making use of an additional physical interaction, it is
possible to cancel the coupling term so that the resulting
Hamiltonian is diagonal. Specifically, if the particle is an
ion of (positive) charge e, a homogeneous magnetic field
−Bzˆ introduces, in the rotating frame, the diamagnetic
and paramagnetic terms, see e.g. [23],
1
2
ω2L(Q
2
1 +Q
2
2) + ωLLz,
where the Larmor frequency is ωL = eB/(2m). (This
term is invariant with respect to rotations around zˆ,
so that it has the same form in laboratory coordinates
and momenta.) Adjusting the magnetic field to ex-
actly cancel −θ˙Lz with ωL = θ˙, provides an uncoupled
FIG. 3: (Color online) Compression and expansion along
the non rotating principal axes of a 2D anisotropic oscilla-
tor amounts to a pi/2 rotation of the potential
normal-mode Hamiltonian with time dependent frequen-
cies [ω2i + ω
2
L]
1/2. Note that the harmonic 2D potential
complemented by a confining term in z-direction cannot
be purely electrostatic as it would not obey Laplace’s
equation [22]. It could however be created by other
means, for example as an effective pondermotive poten-
tial.
1. Compressions and expansions
We have pointed out before that k = 0, with k1 and
k2 time-dependent leads to a constant θ and independent
modes. For a single particle in a harmonic potential, this
corresponds to time-dependent frequencies (expansions
and compressions) along the nonrotating principal axes
of the potential. Specific orthogonal compressions and
expansions where the two normal mode frequencies in-
terchange, amount at final time to a π2 -rotation of the
potential, see Fig. 3, although the process itself is differ-
ent. Slow adiabatic expansion and compression processes
would connect initial and final excited energy levels dif-
ferently from a true rotation, which may be important
for inverse engineering operations. In the slow frequency
manipulation the levels cross, so that their energy or-
dering changes. Take for example the initial states with
vibrational quantum numbers 01 and 10 for the princi-
pal directions 1 and 2 and such that ω1 < ω2. Then the
energies satisfy initially E01 > E10. If the values of the
frequencies are interchanged along the process the ener-
gies also switch, E10 > E10. On the contrary, a slow true
rotation does not produce crossings and energy reorder-
ing.
IV. DISCUSSION
Motivated by the need to inverse engineer the dynam-
ics of trapped ions and other systems in the small oscil-
8FIG. 4: (Color online) Mechanical system of two masses con-
nected to each other and to the walls by springs with time-
dependent spring “constants”. This system is found to be
mathematically equivalent to many of the trapped ions sys-
tems considered throughout the text.
lations regime, we have studied the possibility to define,
via linear point transformations, independent dynami-
cal normal modes for two dimensional systems under
time-dependent external control. Whereas the analysis
of further dimensions is certainly worthwhile, note the
physical relevance of two dimensions, as they suffice to
describe pairs of ions in linear traps, and universal quan-
tum computing may be achieved by combining operations
on one and two qubits. We also expect that the results
found here may set a useful guide for further dimensions.
The condition that determines the coupling of the modes
turns out to be the rotation of the harmonic potential in
the (laboratory) 2D coordinate space. Nonrotating po-
tentials lead to uncoupled dynamical modes. Different
examples have been analyzed and in some of them ways
to avoid the coupling have been pointed out: by a spe-
cific design of the time dependence of the control param-
eters in separation operations, by adding compensating
terms in the Hamiltonian in rotations, or perturbatively
in phase gates. Point transformations are the ones used
for time-independent normal-mode analysis, so they are
a natural choice. Moreover they are easy to understand,
visualize, and implement. More general (mixed) canoni-
cal transformations have not been considered in this pa-
per, but they are in principle possible [24–29] and will
be discussed elsewhere. Generically their physical mean-
ing, definition, and practical use become more involved,
so only simplified potential configurations and dynamics
are typically worked out explicitly [24–29].
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Appendix A: Derivation of the Hamiltonian of the
spring system
In this Appendix we find the Hamiltonian describing
the dynamics of two masses connected by springs as il-
lustrated in Fig. 4. The three springs are assumed to
have zero natural length but time-dependent spring “con-
stants”. If qi is the lab frame coordinate of mi measured
from the fixed left wall, the Hamiltonian is given by
H =
p21
2m1
+
p22
2m2
+ U
U =
1
2
k1q
2
1 +
1
2
k2 (d− q2)2 + 1
2
k(q2 − q1)2,
where pi is the conjugate momentum of the coordinate
qi. By solving the set of equations ∂qiU = 0 for i = 1, 2
we find the equilibrium positions of the two connected
masses at
q
(0)
1 = q0
(
k
k1
)
,
q
(0)
2 = q
(0)
1 + q0,
where q0 = q
(0)
2 − q(0)1 , the equilibrium distance between
masses, is given by
q0 = d
[
k1k2
k1k2 + k(k1 + k2)
]
.
The equilibrium positions are generally moving, they de-
pend on time because of the time dependence of k, k1,
and k2. We can now expand the coupling potential U
around its equilibrium position (small oscillations), and
up to a purely time dependent function, we have
U =
1
2
(
q1−q(0)1 , q2−q(0)2
)(
k1 + k −k
−k k2 + k
)(
q1−q(0)1
q2−q(0)2
)
,
where the qi− q(0)i measure the displacement of mass mi
from its (moving) equilibrium position. The full Hamil-
tonian then may be written exactly as in Eq. (6).
Appendix B: Quantum treatment
The results in the main text regarding the form of the
Hamiltonians and transformations can be used directly
in quantum mechanical systems. The starting point is
the 2D time dependent Schro¨dinger equation
ih¯∂tψ(q1, q2; t) = H(q1, q2; t)ψ(q1, q2; t), (B1)
with H(q1, q2; t) given in Eq. (2). Let us now consider
the use of the new coordinates (8) and define
Ψ = Ψ(Q1, Q2; t) ≡ ψ[q1(Q1, Q2; t), q2(Q1, Q2; t); t].
(B2)
We now calculate the time derivative of the transformed
wavefunction taking into account the time dependences
separately and applying the chain rule,
ih¯∂tΨ = ih¯∂tψ[q1(Q1, Q2; t), q2(Q1, Q2; t); t]
= ih¯ [∂t + ∂tq1∂q1 + ∂tq2∂q2 ] Ψ
=
[
H(Q1, Q2)− (p1, p2)
(
∂tq1
∂tq2
)]
Ψ, (B3)
9with pj = −ih¯∂qj . The first term is just the trans-
formed Hamiltonian, i. e., the original Hamiltonian
written in the new coordinates with the usual definition
Pj = −ih¯∂Qj , and the second term is an inertial contri-
bution due to the time dependence of the transformation.
It is now clear that the effective Hamiltonian is
H˜(Q1, Q2) = H(Q1, Q2)− (P1, P2)A
(
∂tq1
∂tq2
)
,(B4)
where relation (10) has been used to write the old mo-
menta in terms of the new ones. The explicit time deriva-
tive of the qi coordinates in (B4) can be calculated di-
rectly by inverting transformation (8),(
∂tq1
∂tq2
)
=
(
q˙
(0)
1
q˙
(0)
2
)
+ ∂t(A
−1)
(
Q1
Q2
)
, (B5)
which leads finally to an effective Hamiltonian
H˜ = H − (P1, P2)A
(
q˙
(0)
1
q˙
(0)
2
)
− (P1, P2)A∂t(A−1)
(
Q1
Q2
)
= H − (P1, P2)A
(
q˙
(0)
1
q˙
(0)
2
)
− θ˙ (Q1P2 −Q2P1) , (B6)
where, for writing the last term, we have used the relation
A∂t(A
−1) = θ˙
(
0 −1
1 0
)
. (B7)
The effective Hamiltonian when using transformed coor-
dinates thus takes exactly the same form as in classical
mechanics, Eq. (27).
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