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 Abstract 
 
Internet is part of our lives and the multimedia content has become the primary source 
of traffic flowing through it. In order to improve efficiency of application-level and user 
experience, new techniques are born to play this content and new transport protocols 
for network data. 
 
In this project we study the new experimental protocol from Google for data 
transmission called QUIC with the analysis of a standard adaptive streaming, MPEG-
DASH. 
 
The first part of the project will consist of a study about the current status of data 
transmission protocols with QUIC analysis and the advantages offered against 
protocols currently used. Moreover we will do a study of MPEG-DASH and benefits of 
this new technique for streaming. 
 
The second part will consist of the construction of a scenario to work where there is a 
client that uses MPEG-DASH with using QUIC as a protocol to transport data. From 
this scenario we will do various tests that will help us to get results and finally extract 
conclusions. 
 
  
 Resumen 
 
Internet ya es parte de nuestras vidas y el contenido multimedia se ha convertido en la 
primera fuente de tráfico que circula por él. Con el fin de mejorar la eficiencia a nivel de 
aplicación y la experiencia del usuario, nacen nuevas técnicas para reproducir este 
contenido y nuevos protocolos de transporte de datos para la red. 
 
En este proyecto se estudia el nuevo protocolo experimental de Google para 
transmisión de datos llamado QUIC junto con al análisis de un estándar de streaming 
adaptativo, MPEG-DASH. 
 
La primera parte del trabajo consistirá en un estudio referente a la situación actual de 
los protocolos de transmisión de datos junto con el análisis de QUIC y las ventajas que 
nos ofrece frente a los protocolos que se utilizan actualmente. También se hará un 
estudio de MPEG-DASH y los beneficios de esta nueva técnica para streaming.  
 
La segunda parte, consistirá en la construcción de un escenario de trabajo donde 
enlazaremos un cliente que utilice MPEG-DASH con el uso de QUIC como protocolo 
para transportar los datos. A partir de este escenario haremos distintas pruebas que 
nos ayudaran a obtener resultados y extraer finalmente las conclusiones. 
 Resum 
 
Internet ja és part de les nostres vides i el contingut multimèdia s’ha convertit en la 
primera font de tràfic que circula per ell. Amb la finalitat de millorar l’eficiència a nivell 
d’aplicació i l’experiència de l’usuari, naixent noves tècniques per reproduir aquest 
contingut i nous protocols de transport de dades per la xarxa. 
 
En aquest projecte s’estudia el nou protocol experimental de Google per la transmissió 
de dades anomenat QUIC juntament amb l’anàlisi d’un estàndard de streaming 
adaptatiu, MPEG-DASH. 
 
La primera part del treball consistirà en un estudi referent a la situació actual dels 
protocols de transmissió de dades juntament amb l’anàlisi de QUIC i els avantatges 
que ens ofereix enfront als protocols que s’utilitzen actualment. També es farà un 
estudi de MPEG-DASH i els beneficis d’aquesta nova tècnica per a streaming. 
 
La segona part, consistirà en la construcció d’un escenari de treball on enllaçarem un 
client que utilitzi MPEG-DASH amb l’ús de QUIC com el protocol per transportar les 
dades. A partir d’aquest escenari farem diferents proves que ens ajudaran a obtenir 
resultats i extreure finalment les conclusions.  
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1. Introducción 
 
Uno de los avances tecnológicos más importantes hechos por el hombre en los últimos 
años ha sido Internet. Venimos de tiempos donde poder transmitir una cantidad de 
bytes reducida a través de la red era todo un logro y hoy por hoy somos capaces de 
descargar una película entera de un servidor en un tiempo reducido. Internet nos 
ofrece la posibilidad de intercambiar, transmitir o recibir datos e información de una 
parte del mundo a su lado opuesto en cuestión de segundos. 
Esta gigante red de comunicaciones descentralizada utiliza principalmente la familia de 
protocolos TCP/IP que fueron estandarizados en 1983. Han pasado muchos años 
desde entonces y el desarrollo de nuevos protocolos de comunicación para mejorar las 
conexiones de las redes junto con la calidad que nos ofrecen es el siguiente paso para 
mejorar la experiencia del usuario.  
Por otro lado, el consumo de contenidos multimedia ha ido creciendo en paralelo a la 
evolución de la calidad que nos ofrecía Internet hasta convertirse en la primera fuente 
de tráfico que circula por la red. La característica de estos contenidos multimedia es 
que están formados por grandes cantidades de datos. Esto produce que la 
reproducción de un contenido audiovisual satisfactoria se vea acotada por la calidad 
de la red y la gestión de los datos en la transmisión. Esta es una de las razones por las 
que se ha trabajado en algoritmos o técnicas de streaming capaces de adaptar la 
calidad del vídeo que se distribuye con la capacidad de transmisión de la red. 
Este proyecto se propuso por el profesor del departamento de Telemática de la 
Universidad Politécnica de Barcelona Jorge Mata y fue desarrollado por el alumno de 
ingeniería de sistemas Audiovisuales Àlex Ulloa de la misma Universidad. Nace con el 
propósito de estudiar un nuevo protocolo de transmisión de datos creado por Google, 
QUIC (1) a partir de un conjunto de pruebas hechas con técnicas de streaming con 
tasa de bitrate adaptativas MPEG-DASH (2). 
 
1.1. Objetivos 
 
El objetivo principal de nuestro proyecto consiste en el desarrollo y la creación de un 
escenario de trabajo para poder hacer pruebas del protocolo QUIC descargando 
contenido multimedia basado en MPEG-DASH. Posteriormente comparar los 
resultados con otro escenario paralelo con las mismas características pero utilizando 
un servidor que se relacione con TCP (3). 
 Implementación de un escenario cliente-servidor utilizando el protocolo de 
transmisión de datos QUIC que ofrecerá contenido multimedia a un reproductor 
que trabaje en MPEG-DASH.  
 Implementación de un escenario cliente-servidor utilizando el protocolo de 
transmisión de datos TCP.  
 Ejecutar un análisis completo de pruebas del entorno para diferentes 
simulaciones de red y comparar los resultados obtenidos en los diferentes 
escenarios. 
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1.2. Requisitos y especificaciones 
 
Nuestro proyecto consta de ciertos requisitos que se deben llevar a cabo y 
especificaciones que deberá cumplir el escenario final. 
 
1.2.1. Requisitos 
 
El requisito principal de nuestro proyecto consiste en el análisis y estudio previo. Hay 
que estudiar la situación de la que parte el proyecto, las ventajas e inconvenientes que 
nos ofrece el protocolo actual que se utiliza y hacer una comparación a alto nivel con 
el nuevo protocolo QUIC. Posteriormente deberemos hacer un análisis del 
funcionamiento del protocolo de Google, que mecanismos de control ofrece frente a 
pérdidas o errores y cómo se comporta ante diferentes situaciones de la red. También 
deberemos hacer un estudio previo del funcionamiento y comportamiento de MPEG-
DASH para posteriormente poder trabajar con un escenario de pruebas acorde a una 
situación real.  
 
 Análisis de la situación actual respecto a protocolos de transmisión de datos.  
 Estudio del protocolo de transmisión de datos QUIC de Google y las ventajas 
que nos ofrece. 
 Análisis del comportamiento de las técnicas de transmisión de datos con bitrate 
adaptativo (MPEG-DASH). 
 Diseño de un escenario capaz de enlazar un cliente del protocolo QUIC con un 
reproductor multimedia que reproducirá el contenido audiovisual. 
 Diseño de una red intermedia para poder hacer pruebas de protocolo para 
diferentes estados de la red compuesta de: 
o Dos máquinas virtuales con Ubuntu que se utilizaran como QUIC server 
y client respectivamente para transmisiones UDP (4). 
o Dos máquinas virtuales con Apache que se utilizaran como servidor y 
cliente respectivamente para probar transmisiones TCP 
o Una máquina virtual con WANem para poder configurar la red 
intermediaria. 
 
1.2.2. Especificaciones 
 
 El escenario debe ser capaz de reproducir contenido multimedia transmitido 
por la red a través del protocolo QUIC. 
 El sistema debe incorporar mecanismos en caso de congestión de paquetes o 
pérdida de ellos en ciertas redes. 
 Se debe especificar un conjunto de pruebas para la red que sirvan para 
obtener información sobre posibles situaciones de red. 
 Se debe comparar la calidad de los resultados paralelamente de las pruebas 
con TCP (utilizando Apache) y con UDP(utilizando QUIC). 
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1.3. Plan de trabajo 
 
Después de definir los objetivos, requisitos y especificaciones de nuestro proyecto 
debemos dibujar un plan de trabajo que utilizaremos como guía para llevar a cabo 
nuestro proyecto.  
El primer paso es analizar la situación actual de los temas principales que abarca el 
proyecto, el segundo paso consiste en hacer un estudio de las herramientas que 
utilizaremos y estudiaremos. A partir de este punto queda desarrollar un escenario que 
nos permita generar pruebas para extraer conclusiones de las ventajas e 
inconvenientes que nos aportan QUIC y MPEG-DASH. 
 
Tabla 1: Plan de trabajo 
 
1.4. Work Packages 
 
Project: Estudio QUIC WP ref: (WP#) 1 
Major constituent: Software Sheet 1 of 5 
Short description: 
Estudio del protocolo QUIC, implementarlo en una máquina 
virtual y hacer un estudio de los paquetes y funcionamiento 
del protocolo con Wireshark. 
Planned start date: 07/09/2015 
Planned end date: 25/09/2015 
Start event: 07/09/2015 
End event: 25/09/2015 
Internal task T1: Leer la documentación   
Internal task T2: Instalar una máquina virtual 
Internal task T3: Compilar Chromium y QUIC 
Internal task T4: Analizar paquetes con Wireshark 
Deliverables: 
 
Dates: 
 
Project: MPEG-DASH WP ref: (WP#) 2 
Major constituent: Software Sheet 2 of 5 
Short description: 
Analizar MPEG DASH y preparar la retransmisión de un 
vídeo utilizando la red. 
Planned start date: 01/10/2015 
Planned end date: 02/11/2015 
Start event: 01/10/2015 
End event: 02/11/2015 
Internal task T1: Instalar un cliente DASH 
Internal task T2: Analizar el comportamiento de la técnica  
Internal task T3: Conseguir reproducir un vídeo a través de 
un red 
Deliverables: Dates: 
 
  
Análisis  Estudio Desarrollo Pruebas Conclusiones 
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Project: Escenario WP ref: (WP#) 3 
Major constituent: Software Sheet 3 of 5 
Short description: 
Inserción del protocolo QUIC en el escenario, crear un proxy 
que sirva de enlace entre éste y el reproductor y poder 
hacer una transmisión de datos multimedia a través de la 
red. 
Planned start date: 01/11/2015 
Planned end date: 30/11/2015 
Start event: 01/11/2015 
End event: 30/11/2015 
Internal task T1: Diseño del proxy Deliverables: Dates: 
 
Project: Pruebas - Testing WP ref: (WP#) 4 
Major constituent: Simulaciones Sheet 4 of 5 
Short description: 
Consiste en hacer pruebas del escenario y extraer 
conclusiones. 
Planned start date: 01/12/2015 
Planned end date: 18/12/2015 
Start event: 01/12/2015 
End event: 18/12/2015 
 Deliverables: Dates: 
 
1.5. Diagrama de Gantt 
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2. Estado del arte 
 
Los dos protocolos principales que se utilizan para la transmisión de datos son TCP y 
UDP. TCP es un protocolo orientado a conexión que garantiza la llegada y el orden de 
los paquetes en el receptor mientras que UDP es un protocolo no orientado a conexión 
que envía los datos y no garantiza la llegada de éstos. 
Las características de TCP hacen que se utilice cuando se requiere una transmisión 
de datos con mucha confiabilidad.  
UDP es generalmente el protocolo utilizado en la transmisión de datos en tiempo real. 
Un ejemplo son aplicaciones de vídeo y voz donde es más importante una transmisión 
rápida que la pérdida de algunos paquetes durante su recorrido. Se utilizan protocolos 
como RTP (5) (Real–time Transport Protocol) sobre UDP para implementar 
mecanismos propios de TCP como poder ordenar los paquetes. 
HTTP (6) es el protocolo a nivel de aplicación más utilizado en Internet. Éste funciona 
principalmente sobre TCP, aún que también puede funcionar por encima de protocolos 
de seguridad como TLS (7) (Transport Layer Security). 
Cuando trabajamos con TCP, el sistema operativo hace todo el trabajo. Todo el 
ensamblaje de datos, comprobaciones de llegada, control de congestión, etcétera, se 
lleva a cabo por el kernel del sistema operativo. Esto provoca que querer introducir un 
cambio en el protocolo de transporte conlleve a modificaciones en el kernel de todos 
los ordenadores. 
Uno de los objetivos principales de Google es incrementar la velocidad de navegación 
y mejorar el rendimiento de Internet. La compañía propuso y provocó un aumento en el 
tamaño de la ventana inicial de TCP que estaba predefinida a 4KB por 15KB debido a 
que este tamaño inicial no daba apenas para cargar una página web sin 
congestionarse.  
Posteriormente Google presentó SPDY (8). La principal función de SPDY 
complementando a HTTP es la posibilidad de realizar varias peticiones concurrentes a 
través de una única conexión TCP. Un stream es un flujo de datos donde su conjunto 
forma un objeto completo, ya sea un texto, una imagen, un audio etc… Mediante la 
multiplexación de los streams de datos, SPDY mejora la eficiencia hasta un 64% al 
reducir las conexiones de red necesarias, y al emitir menos paquetes pero de más 
densidad. 
En 2015 los navegadores empezaron a utilizar HTTP 2.0. Esta nueva versión es un 
protocolo de red que nace con el objetivo de actualizar HTTP 1.1 con el que es 
compatible. SPDY desaparece debido a que la mayoría de ventajas de éste ya se 
encuentran en HTTP 2.0.  
El problema aparece cuando se produce un error o pérdida en una transferencia TCP 
de varios streams multiplexados a través de una conexión. El protocolo de transporte 
TCP está diseñado de tal manera que hasta que no recibe todos los paquetes no los 
entrega en orden a la aplicación. Nos encontramos otra vez en la problemática donde 
hay que acceder al kernel del sistema operativo para modificar el comportamiento del 
protocolo. A vistas de esta problemática Google ha querido acercar el control del 
protocolo de transporte a nivel de aplicación, de aquí nace QUIC.  
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Figura 1: Esquema capas modelo OSI TCP y QUIC/UDP 
 
2.1. QUIC 
 
QUIC es el nombre de un protocolo experimental de Google y sus siglas vienen de 
Quick UDP Internet Connection. El protocolo trabaja a través de UDP y ha sido 
diseñado para reducir la latencia tanto en la conexión como en el transporte de datos. 
Debido a que UDP es un protocolo no orientado a conexión, QUIC implementa 
retransmisiones y control de congestión en la capa de aplicación. También cuenta con 
un protocolo de cifrado llamado “QUIC Crypto” que proporciona seguridad de 
transporte similar a TLS. 
La idea principal de QUIC es utilizar UDP para superar ineficiencias como la de SPDY 
sobre TCP. QUIC hereda de SPDY la capacidad de multiplexar streams a través de 
una conexión UDP. La diferencia principal aparece cuando se produce una pérdida de 
un paquete de datos mientras se han recibido todos los otros. Para SPDY sobre TCP 
el protocolo de transmisión obliga a todos los paquetes recibidos a esperar la 
retransmisión del paquete perdido mientras que para QUIC sobre UDP la gestión se 
hace a nivel de aplicación y se pueden entregar los paquetes recibidos mientras se 
gestiona la recuperación de pérdidas. Podemos ver esta diferencia de comportamiento 
en la Figura 2. 
 
Figura 2: SPDY sobre TCP / QUIC sobre UDP 
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Otro objetivo de QUIC consiste en reducir el tiempo de conexión al mínimo haciendo 
que la transmisión sea inmediata. En la Figura 3 podemos observar que protocolos 
como TCP utilizan entre 2 y 3 RTT (Round-Trip Time) de tiempo en empezar una 
transmisión mientras que a QUIC con 1 RTT le basta. 
 
Figura 3: Latencia de conexión de TCP vs QUIC 
 
2.1.1. Control de congestión 
 
La pérdida de paquetes en Internet está estimada entre un 1 - 2% de todos los 
paquetes que circulan en una red. La causa principal de pérdidas de paquetes es la 
congestión, donde los routers realizan muchas operaciones de conmutación y se 
exceden los tamaños de los buffers de salida.  
QUIC implementa dos sistemas de control de congestión: una estimación relativa del 
ancho de banda de la red y una implementación de CUBIC (9) de TCP. Esta 
estimación se calcula a partir de las diferencias entre los tiempos de llegada de dos 
paquetes consecutivos en el receptor y la diferencia de tiempos de entrega de los 
mismos paquetes en el emisor. 
CUBIC es una implementación de TCP que consta de un algoritmo de control de 
congestión para redes con gran ancho de banda y una latencia considerable. También 
contiene mecanismos para retransmisiones de pérdidas de manera más rápida (fast 
retransmit / fast recovery) provenientes de NewReno (10). 
2.1.2. Mecanismos de detección de pérdidas 
 
Todas las transmisiones de QUIC son enviadas con un encabezado de paquete que 
incluye un “packet sequence number”. Este número de secuencia nunca se repite en la 
vida de la conexión y es incrementando de manera monótona, lo que hace trivial la 
detección de un duplicado. También elimina complejidad en la interpretación de QUIC 
en la detección de pérdidas en comparación a los mecanismos de TCP.  
El número de secuencia de un paquete de QUIC se incrementa siempre, y 
directamente codifica el orden de transmisión. Un número de secuencia mayor 
significa que el paquete fue enviado más tarde que un número menor. 
  
 10 
 
2.1.3. Mecanismos de recuperación de pérdidas 
 
La recuperación de paquetes de QUIC es llevada a cabo por dos mecanismos: la 
retransmisión de paquetes perdidos y la corrección de errores a nivel de paquete. 
QUIC hace uso de FEC (Forward Error Correction). El funcionamiento de FEC se basa 
en el cálculo de una OR exclusiva de un conjunto de datos o paquetes y añadir esa 
información redundante a la transmisión. En este escenario, la pérdida de información 
se puede recuperar mediante la información redundante. 
Hay que tener en cuenta que en un escenario donde las pérdidas de paquetes se 
produjeran por congestión de la red, el uso de FEC añadiendo datos redundantes 
sería una solución que provocaría la reducción del caudal de información respecto al 
protocolo TCP. Sin embargo se evitarían las retransmisiones. 
2.1.4. Estructura de un paquete QUIC 
 
La unidad básica de transmisión es un paquete UDP estándar. Todos los paquetes 
QUIC consisten en una cabecera y una sección de carga (payload en inglés). Hay dos 
tipos de paquetes, paquetes de datos y paquetes FEC. El payload de un paquete FEC 
es información redundante. 
La cabecera de un paquete QUIC consiste en: 
 Flags públicas: La cabecera puede ser de gran tamaño, y muchos de los 
campos son a veces innecesariamente grandes, o no se usan. Estos flags 
codifican el tamaño de cada uno de los otros campos de cabecera, permitiendo 
una representación más compacta. 
 CID (Connection ID): Ocupa 64bits para que los clientes puedan seleccionar un 
CID aleatoriamente. 
 Versión de QUIC: A medida que QUIC evolucione, este campo estará presente 
en el primer paquete para asegurar que el servidor y el cliente hablan en la 
misma versión del protocolo. Una vez establecida la conexión, esta información 
es redundante y se omitirá usando los flags correspondientes para indicar que 
dicho campo se omitirá (longitud 0). 
 Packet Sequence Number: Se utiliza para secuenciar paquetes, detectar 
duplicaciones y comunicar qué paquetes faltan. 
 
 
0        1        2        3        4        5        6        7       8 
+--------+--------+--------+--------+--------+--------+--------+--------+--------+ 
| Public |    Connection ID (0, 8, 32, or 64)                                    |   -> 
|Flags(8)|      (variable length)                                                | 
+--------+--------+--------+--------+--------+--------+--------+--------+--------+ 
 
     9       10       11        12 
+--------+--------+--------+--------+ 
|      Quic Version (32)            |  -> 
|         (optional)                | 
+--------+--------+--------+--------+ 
 
    13      14       15        16        17       18        
+--------+--------+--------+--------+--------+--------+ 
|         Sequence Number (8, 16, 32, or 48)          | 
|                         (variable length)           |  
+--------+--------+--------+--------+--------+--------+ 
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2.2. MPEG-DASH 
 
MPEG - DASH, es una técnica de streaming con tasa de bitrate adaptativa que permite 
un streaming con alta calidad a través de Internet utilizando un servidor HTTP 
convencional. MPEG-DASH trabaja fragmentando el contenido en una secuencia de 
pequeños segmentos, cada fragmento contiene un pequeño trozo de contenido 
multimedia y va enlazado a un fragmento anterior con un identificador temporal y de 
calidad, juntos pueden formar horas de contenido. 
 
2.2.1. Streaming con bitrate adaptativo 
 
El streaming adaptativo es una técnica que se utiliza para la transmisión de flujos 
multimedia a través de la red donde se quiere suavizar los problemas de congestión 
de ésta. En nuestro servidor de contenido hay segmentos de distinta calidad. A medida 
que se reproduce el contenido, el cliente analiza la calidad que se está utilizando junto 
con la velocidad de descarga de los segmentos. Si se puede aumentar dicha calidad el 
cliente selecciona el segmento con mayor bitrate posible. 
 
Figura 4: Fluctuación del bitrate adaptativo 
 
Esta técnica es muy adaptativa a cambios de la red que puedan producirse durante la 
transferencia de datos. 
MPEG-DASH es la primera técnica de streaming adaptativa que se convierte en un  
standard internacional. Hay que destacar que MPEG-DASH no es un protocolo de 
transporte, MPEG-DASH utiliza el protocolo HTTP. 
 
2.2.2. Fichero MPD (Media Presentation Description) 
 
El fichero MPD es un documento XML que contiene la información de los segmentos 
del contenido, sus relaciones y la información necesaria para que el cliente pueda 
escoger entre ellos.  
Un fichero MPD está compuesto principalmente por las siguientes partes: 
 Periods: describen parte del contenido, informan también del tiempo de inicio y 
la duración. Forman escenas o capítulos. 
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 Adaptation Sets: contiene uno o un conjunto de streams de contenido. El 
ejemplo más simple es un Period que contenga un Adaptation Set para audio y  
otro para vídeo. 
 Representations: permiten al Adaptation Set contener el mismo contenido 
codificado de diferentes maneras. 
 Media Segments: son los ficheros que utiliza el cliente DASH.    
A continuación podemos ver un trozo de fichero MPD como ejemplo. 
 
   <Period start="PT0S"> 
      <AdaptationSet mimeType="vídeo/mp4"> 
 <Representation id="0" codecs="avc1" width="480" height="360" startWithSAP="1" 
bandwidth="101492"> 
      <SegmentList duration="2"> 
       <Initialization sourceURL="bunny_480_100kbit_dash.mp4"/> 
       <SegmentURL media="bunny_2s1.m4s"/> 
       <SegmentURL media="bunny_2s2.m4s"/> 
       <SegmentURL media="bunny_2s3.m4s"/> 
  [...] 
      </SegmentList> 
     </Representation> 
<Representation id="1" codecs="avc1" width="480" height="360" startWithSAP="1" 
bandwidth="201384"> 
<SegmentList duration="2"> 
<Initialization sourceURL="bunny_480_200kbit_dash.mp4"/> 
<SegmentURL media="bunny_2s1.m4s"/> 
<SegmentURL media="bunny_2s2.m4s"/> 
<SegmentURL media="bunny_2s3.m4s"/> 
[...] 
      </AdaptationSet> 
<AdaptationSet mimeType="audio/mp4" > 
      <Representation bandwidth="127236" codecs="mp4a.40.02" id="6" 
numChannels="2" sampleRate="44100"> 
        <BaseURL>bunny-20120827-8c.mp4</BaseURL> 
        <SegmentBase indexRange="592-851"> 
          <Initialization range="0-591" /> 
        </SegmentBase> 
      </Representation> 
   </Period> 
 
 
Period start nos informa que estamos en el primer segmento de contenido (PT0S) 
mientras que Adaptation Set que el stream está formado por un vídeo o un audio 
(vídeo/mp4 - audio/mp4). El campo Representation nos aporta información de la 
resolución del vídeo (480x360) y la velocidad de codificación (100Kbps o 200Kbps). En 
la SegmentList podemos encontrar la lista de los segmentos de vídeo que forman el 
stream (bunny_2s1.m4s, bunny_2s2.m4s, bunny_2s3.m4s…). 
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3. Metodología 
 
Nuestro objetivo es hacer un estudio de los beneficios que nos puede aportar el uso 
del protocolo QUIC a técnicas de streaming como MPEG-DASH. Este apartado se 
basa en el diseño del escenario que utilizaremos para realizar las pruebas.  
 
3.1. Componentes 
 
Los dos componentes principales de nuestro escenario son el servidor QUIC y el 
reproductor multimedia. Nuestro problema aparece debido a que QUIC trabaja sobre 
UDP y el reproductor de MPEG-DASH hace peticiones sobre TCP a través de HTTP. 
Esto nos lleva a crear un proxy intermedio entre los dos componentes y a separar el 
escenario en dos redes. Por un lado tenemos un servidor de QUIC que se relaciona 
con un cliente QUIC a través de una red externa y por el otro  tenemos un reproductor 
de contenidos multimedia capaces de reproducir MPEG-DASH que se relaciona con 
un servidor HTTP a través de una red interna.  
 
Figura 5: Escenario QUIC - DASH 
 
3.1.1. Servidor y Cliente de QUIC 
 
Para hacer pruebas con el nuevo protocolo hay que descargarse el código fuente de 
Chromium y compilarse con soporte para QUIC. Chromium es el proyecto de código 
abierto que constituye la base de Google Chrome.  
El primer paso es compilar las depot_tools: 
 
$ git clone https://chromium.googlesource.com/chromium/tools/depot_tools.git 
$ export PATH=$PATH:/path/to/depot_tools 
 
 
Las depot_tools son un conjunto de herramientas que se utilizarán para compilar, 
ejecutar y hacer cambios al código de Chromium. El siguiente paso consiste en 
descargar el código de Chromium y compilarlo: 
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$ fetch --nohooks --no-history chromium 
$ cd src 
$ git checkout master 
$ build/install-build-deps.sh --no-arm 
$ gclient sync 
 
 
Finalmente hay que compilar el cliente y servidor de QUIC: 
 
$ ninja -C out/Debug quic_server quic_client 
 
 
El servidor y cliente de QUIC son los dos componentes encargados de relacionarse 
con el nuevo protocolo de Google. El servidor almacenará en caché las direcciones 
donde se encuentran los archivos cargados y el cliente se encarga de lanzar las 
peticiones al servidor de los archivos que se requieren. La relación entre ambos se 
realiza a través de UDP a nivel de transporte.  
Es necesario añadir cabeceras a los archivos que cargamos al servidor para 
adaptarlas al nuevo protocolo. Un ejemplo de cabecera para el archivo 
“big_buck_bunny_480.mpd” sería la siguiente:  
 
Alternate-Protocol: 9090:quic 
X-Original-Url: http://www.example.org/big_buck_bunny_480.mpd 
 
 
Alternate-Protocol contiene el protocolo y el puerto del servidor donde escucha las 
peticiones el servidor y Xoriginal-Url es la dirección HTTP a la que se relaciona una 
petición concreta con su contenido asociado, es decir, cuando se pida al servidor dicha 
dirección este ofrecerá el contenido asociado a ella. 
Para añadir la cabecera a un archivo se concatena el archivo .txt con el archivo a 
cargar en el servidor con el comando cat: 
 
$ cat cabecera.txt big_buck_bunny_480_sincabecera.mpd > big_buck_bunny_480.mpd 
 
 
El siguiente paso es inicializar el servidor: 
 
$ ./out/Debug/quic_server --port=9090 --
quic_in_memory_cache_dir=/home/alex/tmp/www.example.org -v=1 
 
 
Es necesario informar al servidor de dos parámetros importantes, el puerto y la 
dirección de memoria de los datos. El puerto (port) es el socket donde se quedará 
escuchando el servidor para recibir peticiones del cliente, debe coincidir con el puerto 
incluido en las cabeceras de los archivos. La dirección de memoria de los datos (quic 
in memory cache) es la dirección local de carpetas que leerá el servidor y de la cual 
extraerá los datos que contenga para almacenar la rutas de los archivos en caché. 
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Una vez el servidor está escuchando ya debería ser posible hacer una petición de un 
fichero sobre QUIC utilizando el cliente: 
 
 
$ ./out/Debug/quic_client --port=9090 --host=192.168.10.1 
http://www.example.org/big_buck_bunny_480.mpd --v=1 
 
 
Los parámetros para hacer una petición a través del cliente de QUIC son el puerto, el 
host y la dirección HTTP. El host y el puerto indican la dirección de red donde se 
encuentra el servidor escuchando y la dirección HTTP es la dirección que utilizamos 
para descargar del servidor un archivo concreto, corresponde con el parámetro X-
Original-Url cargado en la cabecera de dicho archivo. 
3.1.2. Reproductor MPEG-DASH 
 
Existen muchos reproductores de contenidos multimedia capaces de reproducir vídeos 
en MPEG-DASH, un reproductor con el que hemos trabajado en nuestro proyecto es 
Qtsampleplayer. 
Libdash es el software oficial de referencia para el estándar MPEG-DASH y conforma 
una librería orientada a objetos. Qtsampleplayer es un reproductor sencillo de código 
abierto con interfaz gráfica que trabaja a través de libdash.  
Su funcionamiento se basa en indicarle al reproductor la ruta donde se encuentra el 
archivo .mpd de un vídeo para su reproducción. Posteriormente el programa descarga 
y decodifica el archivo para obtener la información del vídeo y la ruta de los 
fragmentos que lo componen.  
Qtsampleplayer tiene un entorno gráfico que te permite cambiar manualmente 
diferentes opciones como la calidad, esta característica nos ofrece la ventaja de poder 
forzar el reproductor a trabajar con una calidad concreta en un cierto escenario de red 
para nuestras pruebas. 
 
Figura 6: Qtsampleplayer 
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El reproductor también nos muestra visualmente el porcentaje de buffer consumido. 
Los mecanismos de los clientes DASH deben procurar tener siempre el buffer con 
contenido. Reproductores como MP4Client contienen algoritmos para ajustar la calidad 
del vídeo automáticamente dependiendo del estado de la red como vemos en la Figura 
7. En nuestro servidor de datos, almacenamos un contenido multimedia a diferentes 
calidades, si el ancho de banda lo permite, el cliente DASH gestionará las peticiones 
para utilizar la mayor calidad de vídeo posible. 
 
Figura 7: bitrate adaptativo 
 
3.1.3. WANem 
 
WANem  (Wide Area Network emulator) es un software que nos permitirá emular 
diferentes redes para nuestro escenario de trabajo. Lo utilizaremos mediante 
Virtualbox y hará de router en nuestra red externa. 
 
3.1.3.1. Configuración de la red WANem 
 
Utilizaremos WANem como router intermediario del tráfico que circulará entre el cliente 
de QUIC y el servidor. Esto nos resultarán dos redes ‘net1’ y ‘net2’ que conjuntamente 
podremos modificar a medida para hacer distintas pruebas. 
Configuramos la primera red 192.168.10.0 como net1 formada por el servidor QUIC y 
la interfaz eth1 de WANem. La segunda red 192.168.11.0 net2 está compuesta por la 
interfaz eth2 de WANem y el cliente de QUIC. 
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Figura 8: Red externa con WANem 
 
3.1.3.2. Configuraciones de WANem 
 
WANem dispone de un entorno gráfico que nos proporciona una infinidad de opciones: 
 
 
Figura 9: Opciones WANem 
 
Las principales opciones que nos ofrece WANem son las siguientes: 
 Packet Limit: parámetro que se utiliza para ajustar el límite de paquetes que 
puede almacenar el buffer del WANem. A partir de este número se desechan 
los paquetes que llegan. 
 Bandwidth: el ancho de banda de la red. Es interesante ajustar este ancho de 
banda a la velocidad de codificación del vídeo que se quiere reproducir. 
 Delay: valor que corresponde al retardo que se aplica a la transmisión de 
paquetes a través de la red. 
 %Loss: el porcentaje de pérdidas nos permitirá simular una red con pérdidas 
de paquetes y comprobar el funcionamiento del sistema de gestión de errores 
por parte de QUIC 
 Corruption: medida parecida a %Loss pero se distinguen en que en una se 
pierde el paquete y en la otra se alteran los datos. 
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3.1.4. Proxy 
 
El cliente DASH trabaja con HTTP sobre TCP y nuestro servidor QUIC trabaja sobre 
UDP. Necesitamos crear un proxy que nazca de la unión de un servidor HTTP y el 
cliente de QUIC. Este proxy deberá actuar como intermediario haciendo que un flujo 
de peticiones a través de TCP desemboque en un flujo de peticiones UDP utilizando 
QUIC. 
 
Figura 10:  Flujo del tráfico a través del Proxy 
 
Para desarrollar el proxy partimos del escenario más simple posible, un servidor 
simple HTTP. Nuestra primera implementación del servidor HTTP se iniciará con el 
método start a partir de dos variables, el port y el path. El port es el puerto donde 
escuchará las peticiones y el path la carpeta donde leerá y almacenará los archivos. 
Una vez se inicia el servidor se queda esperando a recibir peticiones en un bucle de 
espera, cuando recibe una este lanza el método para responder que hará al server 
consultar el path para encontrar el archivo que se pide. En caso de que el archivo el 
servidor responderá con un 200 OK y enviará dicho archivo al cliente dando por 
finalizado el método de respuesta y volviendo a la espera de peticiones. 
 
Figura 11: Simple HTTP server 
El segundo escenario que se desarrolla para conseguir nuestro escenario final 
consiste en una adaptación del primero. Nuestro objetivo no es leer los archivos de un 
path si no pedirlos al QUIC server, por lo que adaptamos nuestro servidor HTTP para 
que cuando reciba una petición este en lugar de leer la carpeta de archivos lance una 
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petición a otro servidor. Para este segundo escenario utilizamos el servidor Apache 
como servidor de datos final y ahora nuestro servidor funciona de la siguiente manera: 
cuando el server está escuchando y recibe una petición, abre un socket al puerto 80 
(puerto por defecto de Apache) y envía una petición GET a través de este puerto del 
archivo que se le había pedido. Apache responde con el archivo y nuestro servidor lo 
escribe en la respuesta de la petición que le había entrado inicialmente. 
 
 
Figura 12: Adaptación del HTTP server 
 
El último escenario, nuestro proxy final, consiste en una adaptación del escenario 
anterior pero lanzando las peticiones al QUIC server en lugar de a Apache. Ahora 
cuando se inicializa el servidor también se inicializa un cliente de QUIC. Para poder 
lanzar una petición al servidor QUIC debemos invocar desde el método de respuesta 
al QUIC client, este creará una petición de QUIC y a través de UDP se conectará con 
el servidor. El servidor responderá al QUIC client y éste a través del servidor HTTP 
enviará los archivos al cliente inicial. Una diferencia con el primer escenario está en la 
inicialización de variables, en este escenario hay que inicializar también las variables 
de QUIC, el host y el port, para poderse conectar al servidor. También se debe indicar 
a QUIC la raíz de la carpeta de archivos donde almacena el servidor QUIC los 
archivos de la caché.   
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Figura 13: Proxy final 
 
Para poder ejecutar y llamar los métodos de QUIC hay que compilar juntamente el 
servidor HTTP con las librerías de Chromium. Para ello se diseñó un makefile que se 
encargaba de enlazar y de compilar el proxy. 
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3.2. Escenario de trabajo 
 
Nuestro entorno de trabajo estará formado por tres máquinas virtuales. Dos de ellas 
correrán con Ubuntu 14.04 y serán las encargadas de levantar el servidor de QUIC y el 
reproductor multimedia junto con el proxy. 
Las transmisiones de red que se producen entre el reproductor multimedia y el 
servidor HTTP (proxy) se producen en un entorno local, por ello, estas transmisiones 
no producen ningún tipo de retraso en la reproducción del vídeo, todo el peso de 
retrasos o errores del entorno recaerá en la red que conecta el QUIC server y el client, 
la red externa. 
La tercera máquina se encargara de hacer correr nuestro controlador de red WANem 
que funcionará como router en la red externa entre las dos máquinas.  
 
 
Figura 14: Máquinas Virtuales 
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4. Pruebas y resultados 
 
Este apartado se basa en la realización de un conjunto de pruebas comparativas entre 
dos escenarios que utilizan TCP y QUIC sobre UDP.  
El throughput es el volumen de información que fluye a través de la red, si la red 
trabaja con TCP, la probabilidad de error o pérdida (p) es inversamente proporcional al 
cuadrado del throughput respetando la siguiente relación: 
𝑇ℎ <=  
𝑀𝑆𝑆
𝑅𝑇𝑇
√
1,5
𝑝
 
Donde MSS (Maximum Segment Size) es el tamaño máximo de datos sin fragmentar 
que puede recibir un dispositivo de comunicaciones y RTT (Round-Trip Time) es el 
tiempo que tarda un paquete de datos enviado desde un emisor en volver a éste 
habiendo pasado por el receptor de destino. 
Utilizaremos esta relación para poder gestionar el throughtput que nos interesa que 
fluya por nuestra red aplicando diferentes RTT’s  y probabilidades de pérdidas. 
4.1. Pruebas con MPEG-DASH  
 
Estas primeras pruebas tratan de visualizar el tiempo de respuesta de la reproducción 
de un contenido MPEG-DASH utilizando TCP y QUIC sobre UDP. 
Definimos el tiempo de respuesta para nuestro escenario como el tiempo que 
consume en reproducir un contenido multimedia desde que se hace la petición del 
primer fragmento hasta que termina de reproducir el último. Para nuestras pruebas 
utilizamos un vídeo de dos minutos codificado a 350kbps, por lo tanto, en un escenario 
ideal donde los tiempos de propagación fueran cero y el ancho de banda infinito, el 
tiempo de respuesta sería de dos minutos. 
Para estas pruebas tenemos dos escenarios. Por un lado el reproductor multimedia se 
relacionará con el servidor de QUIC a través del proxy y por el otro utilizamos un 
servidor Apache para hacer comparaciones utilizando TCP a nivel de transporte. 
 
Figura 15: escenario de pruebas 
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Para definir diferentes escenarios de red y diferentes comportamientos planteamos 
estas pruebas a partir de dos variables: la probabilidad de pérdidas y el Round-Trip 
Time o retardo. 
Si fijamos el retardo de la red (RTT) a una constante, podemos hacer fluctuar el 
throughput de la red a partir de la probabilidad de pérdidas p. 
Ejecutando pruebas con un porcentaje de pérdida del 1%, 7%, 10% y 15%, obtenemos 
los resultados de la tabla siguiente. Las casillas en rojo son la velocidad que limitan la 
transmisión.  
 
 
Figura 16: Evolución del tiempo de respuesta aumentando las pérdidas 
 
Para facilitar el análisis, trabajamos los resultados en porcentaje respecto a los dos 
minutos de reproducción del vídeo en un escenario ideal. De esta manera, un 
resultado es más positivo contra más cerca se encuentre del 100%. 
Para pocas pérdidas, TCP emplea una cantidad un poco menor de tiempo pero los dos 
protocolos mantienen una evolución lineal del tiempo de respuesta respecto al 
porcentaje de pérdidas. Lo interesante de la prueba está en que a partir de cierto 
umbral de pérdidas (10%-15%) TCP pierde eficiencia y QUIC consiga mejores 
tiempos. 
Escenario A B C D E
Cod. Rate 350Kbps 350Kbps 350Kbps 350Kbps 350Kbps
Packet Limit 10 packets 10 packets 10 packets 10 packets 10 packets
BW 600Kbps 600Kbps 600Kbps 600Kbps 600Kbps
Delay 200ms 200ms 200ms 200ms 200ms
%Loss 1% 7% 10% 15% 17%
Th(p) 712 Kbps 269 Kbps 225 Kbps 183 Kbps 172 Kbps
QUIC time 2:08 2:45 3:06 3:44 4:00
TCP time 2:03 2:39 3:01 4:03 4:49
QUIC t. %(2m) 106% 137% 160% 186% 200%
TCP t. %(2m) 102.5% 132% 150% 202% 240%
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En el escenario anterior hemos fijado el retardo de la red a 0.2s. El hecho de que el 
retardo sea considerablemente pequeño hace que la probabilidad de pérdida sea 
menos perjudicial para TCP. Si probamos variar el retardo que sufre la transmisión de 
datos por la red con una probabilidad de pérdidas fija (10%) dónde TCP nos ha dado 
mejores resultados, obtenemos los siguientes valores: 
  
 
Figura 17: Evolución del tiempo de respuesta aumentando el RTT 
 
Podemos observar que el aumento de retardo en la red ha producido que obtengamos 
un mejor resultado con QUIC sin modificar el resto de especificaciones, hemos 
comprobado entonces que una gran latencia en la red perjudica mucho más a TCP.  
Ahora que hemos trabajado variando las pérdidas y el retardo de la red, probamos de 
utilizar una calidad de vídeo superior. Hacemos una prueba para una velocidad de 
codificación de 500Kbps respecto a la velocidad anterior de 350Kbps con un escenario 
donde TCP salía favorecido: 
Escenario F G H
Cod. Rate 350Kbps 350Kbps 350Kbps
Packet Limit 10 packets 10 packets 10 packets
BW 600Kbps 600Kbps 600Kbps
Delay 200ms 300ms 400ms
%Loss 10% 10% 10%
Th(RTT) 225 Kbps 150 Kbps 112 Kbps
QUIC time 3:13 4:17 5:36
TCP time 2:56 4:05 6:19
QUIC t. %(2m) 160% 214% 280%
TCP t. %(2m) 146% 204% 324%
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Cuando las características de la red son buenas, TCP funcionan perfectamente, pero 
sabemos que una de las desventajas de este protocolo es que tiene un rendimiento 
pobre en conexiones de alta latencia y con pérdidas. QUIC se desarrolló para mejorar 
el rendimiento de TCP frente pérdidas y aún sabiendo esto, para probabilidades de 
pérdidas considerablemente altas (10%), los dos protocolos obtienen tiempos de 
respuesta bastante similares hasta un umbral donde TCP empeora 
considerablemente. Esto ocurre porque el mecanismo de almacenamiento de datos en 
el buffer del cliente DASH le da tiempo al protocolo de recuperarse frente una pérdida, 
es decir, una pérdida de datos paraliza la entrega de paquetes que hace TCP al cliente 
DASH hasta la retransmisión del paquete pero no paraliza la reproducción del vídeo 
mientras el cliente DASH tenga contenido almacenado en el buffer. A medida que 
empeoramos la calidad de la red, la velocidad de transmisión no permite al cliente 
DASH almacenar contenido en el buffer mientras reproduce, llega al umbral, y las 
pérdidas perjudican mucho más a TCP que a QUIC. 
En la última prueba podemos ver un ejemplo de esta explicación; para un escenario 
donde TCP salía favorecido, sin modificar la red y utilizando fragmentos de vídeo de 
mayor tamaño provocamos que el buffer no le dé tiempo de almacenar contenido, las 
retransmisiones perjudiquen más a TCP y QUIC obtenga mejor tiempo de respuesta.  
4.2. Descargas de contenido con pérdidas 
 
En el ejercicio anterior, el cliente DASH se encarga de la gestión de las peticiones y el 
buffer ayudaba a TCP a recuperarse de las pérdidas, ahora queremos hacer una 
pequeña prueba donde el cliente DASH no influya. La prueba consiste en hacer una 
descarga de un fichero a través de una red con un tiempo de propagación y una 
probabilidad de pérdidas diferentes no nulas. A partir de esta prueba podemos 
observar mejor y hacer una comparación de cómo afecta las pérdidas a los dos 
protocolos. 
El archivo a descargar es un vídeo mp4 de 10MB. Queremos aplicar a la red un 
Throughput de 300kbits y un RTT de 200ms. Considerando MSS igual a 1460,  
calculamos la probabilidad de error (p) de la red como: 
𝑝 =  1,5(
𝑀𝑆𝑆
𝑇ℎ ∗ 𝑅𝑇𝑇
)2 = 5% 
El escenario para probar la descarga con TCP consta de una máquina virtual como 
servidor Apache de Linux, WANem actuando como router y otra máquina virtual 
actuando como cliente. 
Escenario I J
Video Cod. Rate 350Kbps 500Kbps
BW 600Kbps 600Kbps
Delay 200ms 200ms
%Loss 10% 10%
Th(p) 225 Kbps 225 Kbps
QUIC time 3:13 4:07
TCP time 2:56 4:24
QUIC t. %(2m) 160% 205%
TCP t. %(2m) 146% 220%
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Figura 18: Escenario TCP 
Los resultados de la primera prueba son los siguientes: 
Para TCP conseguimos completar la transferencia en 6m 28s con una tasa media de 
transferencia de 0.229 Mbit/sec.  
 
Figura 19: Descarga TCP 
El segundo escenario para probar el comportamiento de QUIC es similar al anterior 
pero utilizando el QUIC client y el QUIC server. 
 
Figura 20: Escenario QUIC 
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Utilizando QUIC conseguimos completar la transferencia en 5m 16s con una tasa 
media de transferencia de 0.299 Mbit/sec.  
 
Figura 21: Descarga QUIC 
Para una misma red, observamos que una descarga de contenido lineal se finaliza 
más de un minuto antes con QUIC que con TCP. La ventana de congestión de TCP es 
adaptativa, es decir, cuando ésta detecta pérdidas el tamaño se reduce drásticamente 
a la mitad del tamaño al que se detectó el error, provocando una reducción 
proporcional en la velocidad de transmisión. Observamos este comportamiento en la 
Figura 19: podemos ver que los errores de transmisión castigan mucho a TCP 
reduciendo la velocidad de transmisión un 50% aproximadamente cada vez que éste 
tiene pérdidas. Por otro lado observamos en la Figura 21 que QUIC consigue 
acercarse más a la velocidad de la red gracias a sus sistemas de control de 
congestión, lo que provoca que la transmisión consiga más velocidad y por lo tanto 
necesite menos tiempo de descarga. 
 
4.3. Comportamiento equitativo 
 
Otro aspecto a tener en cuenta en un protocolo es su comportamiento a la hora de 
compartir recursos con otros protocolos que trabajan en la misma red. La última 
prueba nos servirá para mostrar la equidad del protocolo. 
El escenario es el mismo que hemos utilizado en el apartado 4.1 con la única 
diferencia que la reproducción del contenido multimedia se lleva a cabo al mismo 
tiempo para los dos protocolos. Cuando esto ocurre deben compartir los recursos de la 
red. Para hacer la prueba utilizamos fragmentos codificados a 350kbps y un ancho de 
banda de 500 kbps. Si el ancho de banda fuera más grande que el doble de la 
velocidad de codificación de los fragmentos, los protocolos podrían servir a su 
reproductor multimedia sin tener que distribuirse los recursos.  
 
Figura 22: Transmisión de datos en kbps con TCP (rojo) y UDP (azul) 
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Como se observa en la Figura 22, empieza primero la reproducción de contenido 
multimedia utilizando QUIC (línea azul) y uno segundos después empiezan las 
peticiones TCP (línea roja). En ese momento se observa como se empiezan a 
compartir los recursos de la red haciendo uso de todo su ancho de banda disponible 
(línea negra - 500 kbps). Vemos que TCP consume ligeramente más ancho de banda 
que QUIC, no obstante se reparten los recursos de manera prácticamente equitativa.  
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5. Conclusiones y líneas futuras 
 
Con el desarrollo de nuestro escenario de trabajo, hemos alzado el control de la 
transmisión de información al proxy, a nivel de aplicación. Ahora el sistema operativo 
sólo se encarga de transmitir los datos a través de puertos de conexión y es nuestro 
programa el que se encarga de gestionar y entregar los paquetes. Aplicar nuevos 
algoritmos de gestión o control de congestión sería tan sencillo como actualizar el 
código o la versión de QUIC sin tener que pasar por el sistema operativo del 
ordenador. 
Por otro lado, MPEG-DASH es una técnica de streaming adaptativa de la que 
plataformas como Youtube o Netflix ya están haciendo uso de ella. Esta técnica se 
basa en la gestión de la calidad del contenido respecto a las condiciones de la red. El 
desarrollo de nuevos protocolos de transmisión que pueden ser gestionados a nivel de 
aplicación como QUIC, puede resultar en un futuro en una unión entre protocolo de 
transmisión y cliente para mejorar su eficiencia. El cliente ya no calcularía la velocidad 
a la que puede transmitir si no que se encargaría directamente de la gestión de la 
transmisión, el control de congestión y la adaptación respecto a las pérdidas de la red. 
Las codificaciones de vídeo escalable (SVC) (11) se basan en separar el contenido 
multimedia en diferentes capas. La capa más importante es la capa Base, donde se 
codifica la parte más importante del vídeo. Complementando esta capa Base se 
codifican varias capas de mejora que añaden más calidad o resolución. Una ventaja 
de esta codificación frente a técnicas como MPEG-DASH es que no tienes que 
almacenar en tu servidor de datos el mismo contenido multimedia varias veces a 
distintas calidades si no que se basa en almacenar la capa Base del vídeo y luego las 
mejoras para obtener calidades superiores. Una mezcla de MPEG-DASH y SVC a 
partir de modificar la estructura del fichero MPD podría obtener las ventajas de ambos, 
el análisis de la capacidad de la red para pedir cierta calidad de vídeo (capa Base más 
mejoras) junto con la optimización de los recursos utilizados en el servidor. 
A nivel de transporte, la idea de SVC es diferenciar los paquetes de contenido para 
asegurar que lo paquetes de la capa Base tienen siempre prioridad frente a los 
paquetes de contenido de las capas de mejora. El problema de este mecanismo con el 
protocolo de transporte actual, TCP, es que el protocolo detiene la transmisión de 
datos si se pierde un paquete de una capa de mejora paralizando los paquetes de la 
capa Base. Con protocolos de transmisión de datos a nivel de aplicación como QUIC 
se puede hacer una gestión de las pérdidas dando prioridad a la retransmisión de 
paquetes de la capa Base e ignorando las pérdidas de las capa de mejora.  
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