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Abstract
We prove that for the N-dimensional Walsh–Fourier series the maximal operator of the Marcin-
kiewicz means is of weak type (1,1). Moreover, the Marcinkiewicz means σnf of the function
f ∈ L1 converge a.e. to f as n→∞.
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1. Introduction
For the two-dimensional trigonometric Fourier partial sums Sj,j (f ) Marcinkiewicz [1]
has proved that for f ∈L logL([0,2π]2) the means
σnf = 1
n
n∑
j=1
Sj,j (f )
converge a.e. to f as n→∞. Zhizhiashvili [2] improved this result for f ∈ L1([0,2π]2).
From the result of Dyachenko [3] it follows, in particular, that the last statement is valid
for the dimension more than 2.
In this paper we shall prove that for multiple Walsh–Fourier series the maximal operator
of the Marcinkiewicz means is of weak type (1,1). Moreover, the Marcinkiewicz means
σnf of the function f ∈ L1([0,1]N) converges a.e. to f as n→∞.
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Let KN = [0,1)N denote the cube in the N -dimensional Euclidean space RN . The
elements of RN will be denoted by x = (x1, . . . , xN). For any x = (x1, . . . , xN) and y =
(y1, . . . , yN) the vector (x1⊕y1, . . . , xN⊕yN) of the space RN is denoted by x⊕ y , where
⊕ denotes the operation in the dyadic group [4, Chapter 1].
We shall denote a set of nonnegative integers by N.
Let M = {1,2, . . . ,N}, B = {l1, . . . , ls}, li < li+1, i = 1, . . . , s−1, B ⊂M , B ′ =M\B ,
|B| = card(B).
By a dyadic interval in [0,1) we mean one of the form [l/2k, (l + 1)/2k) for some
k ∈ N, 0 l < 2k . Given k ∈ N and x ∈ [0,1), let Ik(x) denote a dyadic interval of length
2−k which contains the point x . If x ∈ IN and Ik(xi), i = 1,2, . . . ,N , are dyadic intervals
containing xi , then the set
Ik(x)= Ik(x1)× Ik(x2)× · · · × Ik(xN)
is a dyadic N -dimensional cube.
For each dyadic interval Ik and r ∈ N let I rk be a dyadic interval, for which Ik ⊂ I rk and
µ(Irk )= 2rµ(Ik).
Denote
I rk (x)= I rk (x1)× I rk (x2)× · · · × I rk (xN).
Below we shall identify the symbols d uB and dul1 . . . duls , d uM = d u.
Usually by L∞(KN) we denote the space of real essentially bounded 1-periodic relative
to each variable functions f defined on the KN .
Let L1(KN) denote the collection of all measurable functions f defined on KN which
are 1-periodic with respect to each of their variable, with the norm
‖f ‖1 =
∫
KN
∣∣f (x)∣∣d x <∞.
The weak-L(KN) spaces consist of all measurable, 1-periodic relative to each variable
functions f for which
‖f ‖weak-L(IN ) = sup
λ>0
λµ
({x ∈KN : ∣∣f (x)∣∣> λ})<∞.
A bounded measurable function a is a atom, if there exists a dyadic N -dimensional
cube I , such that
(a) ∫
I
a dµ= 0;
(b) ‖a‖∞  µ(I)−1;
(c) suppa ⊂ I .
An operator T which maps the set of functions integrable on KN into the collection of
measurable functions will be called quasi-local if there exist r ∈ N and a constant C > 0
such that for every atom a,
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∫
[0,1]N\I r
|T a| C <∞,
where I is the support of the atom [5].
Let r0(x) be a function defined on [0,1) by
r0(x)=
{
1 if x ∈ [0,1/2),
−1 if x ∈ [1/2,1), r0(x + 1)= r0(x).
The Rademacher system is defined by
rn(x)= r0(2nx), n 1 and x ∈ [0,1).
Let w0,w1, . . . represent the Walsh functions, i.e., w0(x)= 1, and if k = 2n1 +· · ·+2ns
is a positive integer with n1 > n2 > · · ·> ns , then
wk(x)= rn1(x) . . . rns (x).
The idea of using this ordering of the products of Rademacher’s functions to define the
Walsh system originated from Paley [6].
The Walsh–Dirichlet kernel is defined by
Dn(x)=
n−1∑
k=0
wk(x).
Recall that
D2n (x)=
{
2n if x ∈ [0,1/2n),
0 if x ∈ [1/2n,1). (1)
The rectangular partial sums of N -dimensional Walsh–Fourier series are defined as fol-
lows:
Sm1,...,mN (f, x)=
m1−1∑
j1=0
. . .
mN−1∑
jN=0
fˆ (j1, . . . , jN)
N∏
i=1
wji (xi),
where
fˆ (j1, . . . , jN )=
∫
IN
f (x)
N∏
i=1
wji (xi) d x.
For n= 1,2, . . . and the function f ∈ L1(KN), the Marcinkiewicz mean of order n of
the N -dimensional Walsh–Fourier series of f is given by
σn(f, x)= 1
n
n∑
j=1
Sj,...,j (f, x).
For the function f we consider the maximal operator
σ ∗f = sup∣∣σn(f, x)∣∣.
n
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A
f (x ⊕ y) dy =
∫
Tx(A)
f (y) dy,
where Tx(A)= {x ⊕ y, y ∈A}. In particular, if A= [0,1] and x ∈A, then∫
[0,1]
f (x ⊕ y) dy =
∫
[0,1]
f (y) dy. (2)
3. Formulation of main results
The main result of this paper are presented in the following proposition.
Theorem 1. Let f ∈L1(KN). Then
‖σ ∗f ‖weak-L  C‖f ‖1,
where the constant C does not depend on f .
Theorem 2. Let f ∈L1(KN). Then
σn(f, x)→ f (x), a.e. as n→∞.
4. Auxiliary propositions
We shall need the following
Lemma 1. Suppose that the operator T is sublinear and quasi-local. If T is bounded from
L∞(KN) to L∞(KN), then
‖Tf ‖weak-L(KN)  C‖f ‖1
(
f ∈L(KN))
where the constant C does not depend on f .
The proof can be found in [7].
Lemma 2. The inequality
sup
n
1∫
0
1∫
0
1
n
∣∣∣∣∣
n∑
j=1
N∏
i=1
Dj (xi)
∣∣∣∣∣d x < c(N)1 <∞
is fulfilled.
1 Here and in the sequel c(N) denote some positive constants depends only on N , which are, generally speak-
ing, different in different formulas.
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Lemma 3 [4, p. 120]. Let n=∑kni=0 ni2i , nkn = 1. Then
Dn(x)=wn(x)
kn∑
i=0
niw2i (x)D2i (x).
Lemma 4. The estimation∫
[0,1]N
∣∣∣∣∣
n∑
i=1
wi(u1)
N∏
j=2
Di(uj )
∣∣∣∣∣d u=O((lnn)N−1√n )
is fulfilled.
Proof. Let n= 2k + n′, 0 n′ < 2k and
ηj =
{
1 if j = 1, . . . , n,
0 if j = n+ 1, . . . ,2k+1 − 1.
From (1), (2), Lemma 3 and Holder’s inequality we get
∫
[0,1]N
∣∣∣∣∣
n∑
i=1
wi(u1)
N∏
j=2
Di(uj )
∣∣∣∣∣d u=
∫
[0,1]N
∣∣∣∣∣
2k+1−1∑
i=1
ηiwi(u1)
N∏
j=2
Di(uj )
∣∣∣∣∣d u
=
∫
[0,1]N
∣∣∣∣∣
k∑
r=0
2r+1−1∑
i=2r
ηiwi(u1)Di(u2)
N∏
j=3
Di(uj )
∣∣∣∣∣d u
=
∫
[0,1]N
∣∣∣∣∣
k∑
r=0
2r+1−1∑
i=2r
ηiwi(u1 ⊕ u2)
r∑
l2=0
il2w2l2 (u2)D2l2 (u2)
N∏
j=3
Di(uj )
∣∣∣∣∣d u

k∑
r=0
r∑
l2=0
2l2
∫
[0,2−l2 ]
∫
[0,1]N−1
∣∣∣∣∣
2r+1−1∑
i=2r
ηiil2wi(u1 ⊕ u2)
N∏
j=3
Di(uj )
∣∣∣∣∣du2 d uM\{2}
=
k∑
r=0
r∑
l2=0
2l2
∫
[0,2−l2 ]
( ∫
[0,1]
( ∫
[0,1]N−2
∣∣∣∣∣
2r+1−1∑
i=2r
ηi il2wi(u1 ⊕ u2)
×
N∏
j=3
Di(uj )
∣∣∣∣∣d uM\{1,2}
)
du1
)
du2
=
k∑
r=0
r∑
l2=0
∫
N−1
∣∣∣∣∣
2r+1−1∑
i=2r
ηi il2wi(u)Di(u3)
N∏
j=4
Di(uj )
∣∣∣∣∣dud uM\{1,2}
[0,1]
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k∑
r=0
r∑
l2=0
∫
[0,1]N−1
∣∣∣∣∣
2r+1−1∑
i=2r
ηi il2wi(u)wi(u3)
r∑
l3=0
il3w2l3 (u3)
×D2l3 (u3)
N∏
j=4
Di(uj )
∣∣∣∣∣dud uM\{1,2}

k∑
r=0
r∑
l2=0
r∑
l3=0
2l3
∫
[0,2−l3 ]
( ∫
[0,1]
( ∫
[0,1]N−3
∣∣∣∣∣
2r+1−1∑
i=2r
ηi il2il3wi(u⊕ u3)
×
N∏
j=4
Di(uj )
∣∣∣∣∣d uM\{1,2,3}
)
du
)
du3
=
k∑
r=0
r∑
l2=0
r∑
l3=0
∫
[0,1]N−2
∣∣∣∣∣
2r+1−1∑
i=2r
ηiil2 il3wi(u)
N∏
j=4
Di(uj )
∣∣∣∣∣dud uM\{1,2,3}
 · · ·
k∑
r=0
r∑
l2=0
r∑
l3=0
. . .
r∑
lN=0
∫
[0,1]
∣∣∣∣∣
2r+1−1∑
i=2r
ηi
N∏
j=2
ilj wi(u)
∣∣∣∣∣du

k∑
r=0
r∑
l2=0
r∑
l3=0
. . .
r∑
lN=0
( ∫
[0,1]
∣∣∣∣∣
2r+1−1∑
i=2r
ηi
N∏
j=2
ilj wi(u)
∣∣∣∣∣
2
du
)1/2

k∑
r=0
(r + 1)N−12r/2 =O((lnn)N−1√n ).
The proof of Lemma 4 is complete. ✷
5. Proofs of main results
Proof of Theorem 1. By Lemma 1, the proof of Theorem 1 will be complete if we show
that the operator σ ∗ is quasi-local and bounded from L∞(KN) to L∞(KN).
The boundedness follows from Lemma 2.
Let a be an arbitrary atom with support Ik(u′)= Ik(u′1)× · · ·× Ik(u′N). It is easy to see
that σn(a)= 0 if n < 2k . Therefore we can suppose that n 2k .
Let n= 2k−1q1 + q2, where 0 q2 < 2k−1. Then it is evident that
q1 
n
2k−1
. (3)
Since |a| 2Nk we have
∣∣σn(a, x)∣∣= 1
n
∣∣∣∣∣
∫
N
a(t )
n∑
j=1
N∏
i=1
Dj(xi ⊕ ti) dt
∣∣∣∣∣[0,1]
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Nk
n
∫
Ik(u′)
∣∣∣∣∣
n∑
j=1
N∏
i=1
Dj (xi ⊕ ti )
∣∣∣∣∣dt .
Since the dyadic addition is a measure preserving group operation, we may assume that
u′i = 0, i = 1, . . . ,N .
We write
∣∣σn(a, x)∣∣ 2Nk
n
∫
[0,2−k]N
∣∣∣∣∣
n∑
j=1
N∏
i=1
Dj (xi ⊕ ti )
∣∣∣∣∣dt
 2
Nk
n
∫
[0,2−k]N
∣∣∣∣∣
2k−1q1∑
j=1
N∏
i=1
Dj (xi ⊕ ti )
∣∣∣∣∣dt
+
∫
[0,2−k]N
∣∣∣∣∣
2k−1q1+q2∑
j=2k−1q1+1
N∏
i=1
Dj (xi ⊕ ti )
∣∣∣∣∣dt
= 2
Nk
n
∫
[0,2−k]N
∣∣∣∣∣
q1−1∑
l=0
2k−1∑
j=1
N∏
i=1
Dj+l2k−1(xi ⊕ ti )
∣∣∣∣∣dt
+ 2
Nk
n
∫
[0,2−k]N
∣∣∣∣∣
q2∑
j=1
N∏
i=1
Dj+2k−1q1(xi ⊕ ti)
∣∣∣∣∣dt
=A(x,n)+A′(x,n). (4)
Since
Dj+l2i (x)=wl(2ix)Dj (x)+D2i (x)Dl(2ix)
for A(x,n), we write
A(x,n) 2
Nk
n
∫
[0,2−k]N
∣∣∣∣∣
q1−1∑
l=0
∏
i∈B
wl
(
2k−1(xi ⊕ ti )
) ∏
s∈B ′
Dl
(
2k−1(xs ⊕ ts)
)
×
2k−1∑
j=1
∏
m∈B
Dj (xm⊕ tm)
∏
r∈B ′
D2k−1(xr ⊕ tr )
∣∣∣∣∣dt
=
∑
B⊂M
AB(x,n). (5)
Let
x ∈ ([0,1]\I 1k (0))|B1| × (I 1k (0))|B ′1|, B1 ⊂M, B1 = ∅.
The several cases are possible.
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AB(x,n)= 0. (6)
(2) Let B = B1 = M . Since wj(u) = 1 for j = 0,1, . . . ,2k−1 − 1 on [0,21−k] and
from (3) we get
AM(x,n)= 2
Nk
n
∫
[0,2−k]N
∣∣∣∣∣
q1−1∑
l=0
N∏
i=1
wl
(
2k−1(xi ⊕ ti )
) 2k−1∑
j=1
N∏
m=1
Dj (xm⊕ tm)
∣∣∣∣∣dt
= 2
Nk
n
∣∣∣∣∣
2k−1∑
j=1
N∏
m=1
Dj (xm)
∣∣∣∣∣
∫
[0,2−k]N
∣∣∣∣∣
q1−1∑
l=0
∏
i∈B
wl
(
2k−1(xi ⊕ ti)
)∣∣∣∣∣dt
 q1
n
∣∣∣∣∣
2k−1∑
j=1
N∏
m=1
Dj (xm)
∣∣∣∣∣ 12k−1
∣∣∣∣∣
2k−1∑
j=1
N∏
m=1
Dj (xm)
∣∣∣∣∣. (7)
After substituting (6), (7) in (5) we obtain by Lemma 2 that (B1 =M)∫
[21−k,1]N
sup
n1
A(x,n) d x 
∑
B⊂M
∫
[21−k,1]N
sup
n1
AB(x,n) d x
=
∫
[21−k,1]N
sup
n1
AM(x,n) d x 
∫
[0,1]N
1
2k−1
∣∣∣∣∣
2k−1∑
j=1
N∏
m=1
Dj(xm)
∣∣∣∣∣< c(N) <∞. (8)
(3) Let B1 ⊂M , B1 = ∅, B1 =M , B ′ ∩B1 = ∅. Then from (1) it is evident that
AB(x,n)= 0. (9)
(4) Let B1 ⊂M,B1 = ∅, B1 =M , B ′ ∩ B1 = ∅. Then it is evident that B1 ⊂ B . We
obtain by (1)–(3) and Lemma 4 that
AB(x,n)= 2
Nk
n
2(k−1)|B ′|
∣∣∣∣∣
2k−1∑
j=1
∏
m∈B
Dj (xm)
∣∣∣∣∣
×
∫
[0,2−k]N
∣∣∣∣∣
q1−1∑
l=0
∏
i∈B
wl
(
2k−1(xi ⊕ ti)
) ∏
s∈B ′
Dl
(
2k−1(xs ⊕ ts )
)∣∣∣∣∣dt
 2
Nk
n
2(k−1)|B ′|
2(k−1)N
∣∣∣∣∣
2k−1∑
j=1
∏
m∈B
Dj (xm)
∣∣∣∣∣
∫
[0,1]N
∣∣∣∣∣
q1−1∑
l=0
∏
i∈B
wl(ui)
∏
s∈B ′
Dl(us)
∣∣∣∣∣d u
= 2
Nk
n
2(k−1)|B ′|
2(k−1)N
∣∣∣∣∣
2k−1∑ ∏
Dj (xm)
∣∣∣∣∣
j=1 m∈B
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∫
[0,1]|B′ |+1
∣∣∣∣∣
q1−1∑
l=0
wl(u)
∏
s∈B ′
Dl(us)
∣∣∣∣∣dud uB ′
= 2
N
n
2(k−1)|B ′|
∣∣∣∣∣
2k−1∑
j=1
∏
m∈B
Dj (xm)
∣∣∣∣∣O((lnq1)|B ′|√q1 )
=O
(
2(k−1)|B ′|
2k
∣∣∣∣∣
2k−1∑
j=1
j |B∩B ′1|
∏
m∈B1
Dj(xm)
∣∣∣∣∣
)
. (10)
Applying Abel’s transformation, Lemma 2 and the fact B1 ⊂ B , we obtain (B = B1)∫
([0,1]\I 1k (0))|B1|
∫
(I 1k (0))
|B′1|
sup
n1
AB(x,n) d x
=O
(
2(k−1)|B ′|
2k
∫
([0,1]\I 1k (0))|B1|
∫
(I 1k (0))
|B′1|
∣∣∣∣∣
2k−1∑
j=1
j |B∩B ′1|
∏
m∈B1
Dj (xm)
∣∣∣∣∣d xB1 d xB ′1
)
=O
(
2(k−1)|B ′|
2k2k|B ′1|
∫
[0,1]|B1|
∣∣∣∣∣
2k−1∑
j=1
j |B∩B ′1|
∏
m∈B1
Dj (xm)
∣∣∣∣∣d xB1
)
=O
(
2(k−1)|B ′|
2k2k|B ′1|
2k−1−1∑
j=1
j |B∩B ′1|−1
∫
[0,1]|B1|
∣∣∣∣∣
j∑
l=1
∏
m∈B1
Dl(xm)
∣∣∣∣∣d xB1
)
+O
(
2(k−1)|B ′|
2k2k|B ′1|
2(k−1)|B∩B ′1|
∫
[0,1]|B1|
∣∣∣∣∣
2k−1∑
l=1
∏
m∈B1
Dl(xm)
∣∣∣∣∣d xB1
)
=O
(
2(k−1)|B ′|
2k2k|B ′1|
2(k−1)|B∩B ′1|+1
)
+O
(
2(k−1)|B ′|
2k|B ′1|
2(k−1)|B∩B ′1|
)
=O
(
2k|B ′|2k|B∩B ′1|
2k|B ′1|
)
=O
(
2k(|B ′∩B ′1|+|B∩B ′1|)
2k|B ′1|
)
< c(N) <∞. (11)
Let B = B1. Then analogously, we obtain∫
([0,1]\I 1k (0))|B|
∫
(I 1k (0))|B
′|
sup
n1
AB(x,n) d x
=O
(
2(k−1)|B ′|
2k
∫
([0,1]\I 1(0))|B|
∫
(I 1(0))|B′|
∣∣∣∣∣
2k−1∑
j=1
∏
m∈B
Dj (xm)
∣∣∣∣∣d xB d xB ′
)k k
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(
1
2k
∫
[0,1]|B|
∣∣∣∣∣
2k−1∑
j=1
∏
m∈B
Dj (xm)
∣∣∣∣∣d xB
)
< c(N) <∞. (12)
After substituting (9), (11) and (12) in (5) we obtain (B1 =M)
J (B1)=
∫
([0,1]\I 1k (0))|B1|
∫
(I 1k (0))
|B′1|
sup
n1
A(x,n) d x

∑
B⊂M
∫
([0,1]\I 1k (0))|B1|
∫
(I 1k (0))
|B′1|
sup
n1
AB(x,n) d x < c(N) <∞. (13)
Combining (8) and (13) we get∫
[0,1]N\(I 1k (0))N
sup
n1
A(x,n) d x =
∑
B1⊂M,B1 =∅
J (B1) < c(N) <∞. (14)
The estimation of A′(x,n) is analogous to the estimation of A(x,n) and we have∫
[0,1]N\(I 1k (0))N
sup
n1
A′(x,n) d x < c(N) <∞. (15)
Substituting (14) and (15) in (4) we obtain∫
[0,1]N\(I 1k (0))N
∣∣σ∗(a, x)∣∣d x < c(N) <∞.
Theorem 1 is proved. ✷
By making use of the well-known density argument due to Marcinkiewicz and Zygmund
[9] we can show that Theorem 2 follows from Theorem 1.
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