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GLUING EQUATIONS FOR REAL PROJECTIVE STRUCTURES ON
3–MANIFOLDS
SAMUEL A. BALLAS AND ALEX CASELLA
Abstract. Given an orientable ideally triangulated 3–manifold M , we define a system of real
valued equations and inequalities whose solutions can be used to construct projective structures on
M . These equations represent a unifying framework for the classical Thurston gluing equations in
hyperbolic geometry and their more recent counterparts in Anti-de Sitter and half-pipe geometry.
Moreover, these equations can be used to detect properly convex structures on M . The paper
also includes a few explicit examples where the equations are used to construct properly convex
structures.
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Preface
Real projective geometry is a special instance of a pG,Xq–geometry, in the sense of Klein [19],
whose model space is the real projective space RPn, acted upon by the group of projective transfor-
mations PGLpn` 1,Rq. This geometry represents a unifying framework in which many interesting
geometries (Riemmannian, Lorentzian, etc.) can be viewed simultaneously. This perspective often
allows one to see seemingly unrelated connections between disparate types of geometric objects.
The space of equivalence classes of real projective structures on a manifold M is denoted by
RPpMq. If M has an ideal triangulation ∆, one can use this decomposition to concretely construct
elements in RPpMq. This idea goes back to Thurston [23], in the context of 3–dimensional hyperbolic
structures, and has been developed and generalized by many others since then (for instance [4,
11, 14, 22] and others. In his notes, Thurston constructs hyperbolic structures by realizing each
tetrahedron of ∆ as a hyperbolic ideal tetrahedron, and then gluing them together with hyperbolic
isometries. This construction gives rise to a hyperbolic structure on the complement of the 1–
skeleton in ∆. When the structure extends to the 1–skeleton so that the angle is an integer multiple
of 2pi, we say that the structure is branched with respect to ∆. The space of equivalence classes
of hyperbolic structures on M , that are branched with respect to ∆, is denoted by HpM ; ∆q. The
brilliance in Thurston’s idea relies on few facts. First, the isometry class of an oriented hyperbolic
tetrahedron is uniquely determined by a single complex number, with positive imaginary part, called
the Thurston’s parameter. Second, two hyperbolic tetrahedra can always be glued together along
a face with a unique orientation reversing hyperbolic isometry. Finally, the branching condition
can be encoded in one complex valued equation per edge, called the Thurston’s gluing equation.
The set of Thurston’s parameters satisfying Thurston’s gluing equations is a semi-algebraic affine
subset of Ck, where k is the number of tetrahedra in ∆. We call it Thurston’s deformation space of
M with respect to ∆ and denote it by DHpM ; ∆q. Then Thurston’s construction translates into a
map ExtH : DHpM ; ∆q Ñ HpM ; ∆q, that assigns to a solution the corresponding class of hyperbolic
structures.
In this paper, we generalize Thurston’s technique to the space of equivalence classes of real
projective structures on a non-compact orientable 3–manifold M , that are branched with respect to
an ideal triangulation ∆. Such space is denoted by RPpM ; ∆q. Although angles are not well defined
in RP3, the notion of branching can be defined by insisting that the holonomy of a structure around
edges of ∆ is trivial (cf. §1.6). The main idea is to introduce the space of equivalence classes of
triangulation of flags FL4 (cf. §1.5). Roughly speaking, a triangulation of flags is a decoration of
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each ideal vertex in ∆ with an (incomplete) flag of RP3, namely a point and a plane containing such
point, which is equivariant with respect to some representation pi1pMq Ñ PGLp4q. We show that
every triangulation of flags can be extended to a branched real projective structure, thus giving rise
to an analogous map Ext∆ : FL4 Ñ RPpM ; ∆q (cf. §1.7). One of the main results of this paper
is that FL4 admits an explicit parametrization by a semi-algebraic affine set D∆ “ DRPpM ; ∆q,
called the deformation space of a triangulation of flags (cf. Theorem 4.14). The definition of
DRPpM ; ∆q and its identification with FL4 involve innovative ideas developed by combining the
work of Thurston [23], Fock and Goncharov [14], Bergeron–Falbel–Guilloux [4], and Garoufalidis–
Goerner–Zickert [16]. Since they are of a technical nature, we postpone describing them until the
next section.
The identification DRPpM ; ∆q – FL4 leads to the following result.
Theorem 0.1. Let M be a non-compact orientable 3–manifold equipped with an ideal triangulation
∆. There are embeddings ϕ : DHpM ; ∆q ãÑ DRPpM ; ∆q and f : HpM ; ∆q ãÑ RPpM ; ∆q that make
the following diagram commute:
DHpM ; ∆q HpM ; ∆q
DRPpM ; ∆q RPpM ; ∆q
ϕ
ExtH
f
Ext∆
Furthermore, the image of ϕ can be explicitly described.
Roughly speaking, Theorem 0.1 says thatDRPpM ; ∆q gives rise to (branched) projective structures
on M in a manner that is compatible with the way Thurston’s deformation variety determines
(branched) hyperbolic structures on M . Theorem 0.1 turns out to be a corollary of two more
general results, Theorem 5.14 and Theorem 5.15 (cf. §5.4). By work of Danciger [12], there are
generalizations of Thurston’s deformation space to both Anti-de Sitter and half-pipe geometries, and
they can each be embedded in DRPpM ; ∆q. In §5 we show that DRPpM ; ∆q represents a unifying
framework for these three geometries and show that a version of Theorem 0.1 is true for each of
these geometries.
If a projective (resp. hyperbolic) structure is contained in the image of Ext∆ (resp. ExtHq then
we say that this structure is realized by DRPpM ; ∆q (resp. DHpM ; ∆q).
Aside from hyperbolic structures, there are other interesting projective structures that the space
DRPpM ; ∆q realizes. A properly convex projective structure on M is a projective structure for which
the developing map is a diffeomorphism onto a properly convex set (cf. §6). Let CPpMq Ă RPpMq
be the set of equivalence classes of properly convex projective structures on M . A generalized cusp
is a properly convex manifold that generalizes the notion of a cusp in a finite volume hyperbolic
manifold (cf. §6.1). These types of cusps were originally defined by Cooper-Long-Tillmann in [8],
and have recently been classified in [1]. Let CPcpMq Ă CPpMq be the set of equivalence classes of
properly convex structures on M where each topological end of M has the structure of a generalized
cusp. For instance, every complete finite volume hyperbolic structure is a properly convex projective
structure with generalized cusp ends. It is conjectured that CPcpMq “ CPpMq for a large class of
manifolds (cf. Conjecture 6.3). We show that the deformation space DRPpM ; ∆q also realizes many
projective structures in CPcpMq.
Theorem 0.2. Let M be a non-compact orientable 3–manifold that is the interior of a compact
manifold whose boundary is a finite union of disjoint tori and suppose that M is equipped with an
ideal triangulation ∆. If U :“ Ext´1∆ pCPcpMqq then the restriction
Ext∆
ˇˇ
U
: U Ñ CPcpMq
is open and finite-to-one.
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Theorem 0.2 should be viewed in the context of results of Fock-Goncharov [15] concerning char-
acter varieties of non-compact surfaces. Specifically, they show that if Σ is a non-compact surface
of finite type then the space of equivalence classes of “framed” representations is a branched cover
of the standard character variety.
The proof of Theorem 0.2 is the main result of §6. It has the following immediate corollary.
Corollary 0.3. Let M be a finite volume hyperbolic 3–manifold, and suppose the complete hyperbolic
structure is realized by DHpM ; ∆q. Then every properly convex projective structure with generalized
cusp ends that is sufficiently close to the complete hyperbolic structure is realized by DRPpM ; ∆q.
We remark that it is still unknown whether there always exists a triangulation ∆ such that the
complete hyperbolic structure is realized by DHpM ; ∆q, but there is strong evidence that this is
typically true.
In a complementary direction to Theorem 0.2, we are also able to show that for a few small
examples it is possible to find explicit families in DHpM ; ∆q that correspond to properly convex
projective structures on M (cf. §7). In particular, we construct previously unknown properly
convex deformations of the complete hyperbolic structure for the figure-eight sister manifold.
Theorem 0.4. Let M be either the figure-eight knot complement or the figure-eight sister mani-
fold, then there is a 1–parameter family of finite volume (non-hyperbolic) properly convex projective
structures on M corresponding to a curve in DRPpM ; ∆q.
In the above theorem, the volume is the Hausdorff measure coming from the Hilbert metric (see
[2] for a description of this measure in the context of properly convex geometry).
We conclude the paper by computing a modified version of our gluing equations of a certain
hyperbolic orbifold O obtained from the Hopf link that has an ideal triangulation with a single
tetrahedron. The case for orbifolds turns out to be more subtle than the case of manifolds. Specifi-
cally, in this context, we are able to show that Theorem 0.2 does not generalize in a straightforward
way.
Summary of the main technique. The first half of the paper (§2–§4) is devoted to defining
the deformation space D∆ “ DRPpM ; ∆q, and proving that it parametrizes the space of projective
classes of triangulations of flags FL4. The construction is technical, but insightful, and the ideas
developed along the way are of interest on their own. Here we provide the reader with a broad
overview in the hope that it will make the more technical heart of the paper easier to follow.
Our main object of study is a tetrahedron of flags, namely four (incomplete) flags in RP3 that
satisfy certain genericity conditions (cf. §1.4). One should think of a tetrahedron of flags as encoding
the vertices of a projective tetrahedron in RP3, together with a plane through each vertex. Here a
(projective) tetrahedron is a region of RP3 that is projectively equivalent to the projectivization of
the positive orthant in R4. Although in general there are several projective tetrahedra that have
the same four points as their vertices, a tetrahedron of flags always singles out a unique projective
tetrahedron, namely the one whose interior is disjoint from the union of the planes coming from the
flags.
Unlike projective tetrahedra, not all tetrahedra of flags are projectively equivalent, thus giving rise
to a non-trivial moduli space. The space of projective classes of tetrahedra of flags FLT is determined
by twelve edge ratios and twelve triple ratios (cf. §2.2), satisfying some internal consistency equations
(cf. Lemma 2.3). We devote §2 to show that these ratios cut out a semi-algebraic affine set
D`T Ă R24 which is homeomorphic to both R5ą0 and FLT (cf. Theorem 2.7). Conceptually, this is
a generalization of the fact that the space of orientation preserving isometry classes of hyperbolic
ideal tetrahedra is homeomorphic to the subset of complex numbers with positive imaginary part.
Edge ratios and triple ratios are inspired by the work of Fock-Goncharov [14] and Bergeron-Falbel-
Guilloux [4], although their setting is different as it involves complete flags instead.
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Next in §3, we turn our attention to gluing two tetrahedra of flags along a face. Roughly speaking,
this involves applying a projective transformation that maps three flags of one tetrahedron of flags
to three flags of the other one. In general, ordered triples of incomplete flags are not projectively
equivalent. This phenomenon has no hyperbolic analog, as any simplicial map between two hyper-
bolic ideal triangles is always realizable by a unique hyperbolic isometry. On the other hand, two
tetrahedra of flags are glueable if and only if their parameters satisfy some face pairing equations
(cf. Lemma 3.1). Additionally, when two tetrahedra of flags can be glued along a face, there is
a 1–parameter family of inequivalent ways to glue them. This is analogous to the fact there is a
1–parameter family of ways to glue two hyperbolic ideal triangles along an ideal edge. For symmetry
reasons, it is more convenient to think about this 1–parameter family as parametrized by six gluing
parameters (cf. §3.2) satisfying some gluing consistency equations (cf. Lemma 3.4). In hyperbolic
geometry, the requirement that the face pairings are orientation reversing ensures that the tetrahe-
dra are glued geometrically, namely not “inside out”. The same effect is achieved with tetrahedra of
flags by imposing that all gluing parameters are positive (cf. §3.3). The rest of §3 is then devoted
to show that the deformation space of pairs of glued tetrahedra of flags Dσ,τ is homeomorphic to
R10ą0 (cf. Theorem 3.7).
Next, we iterate the above gluing construction and attempt to glue together the cycle of tetrahedra
of flags that about a common edge, to obtain a triangulation of flags (cf. 1.5). In hyperbolic
geometry, a cycle of hyperbolic ideal tetrahedra closes up around a common edge to form an angle
which is an integer multiple of 2pi if and only if the Thurston’s parameters satisfy a single complex
valued equation. Similarly, a cycle of tetrahedra of flags glues around a common edge so that the
underlying projective tetrahedra form a branched structure if and only if their parameters satisfy
certain additional edge gluing equations (cf. §4.3). These equations are not as simple to define as
Thurston’s gluing equations, and they require the introduction of a tool we call the monodromy
complex (cf. §4.1).
The monodromy complex C∆ is a 2–dimensional CW–complex embedded in M dual to ∆, with
the same fundamental group as M (cf. Lemma 4.1). Given a choice of edge ratios, triple ratios
and gluing parameters for each tetrahedron in ∆ we can label the edges of C∆ with elements
of PGLp4q to define a PGLp4q–cochain (see Eqs (4.3)-(4.5)). Each of these labels has geometric
meaning. Roughly speaking, the edge and triple ratios determine the projective classes of each
tetrahedron of flags and the labels on the edges encode how these tetrahedron of flags are glued
together. In general, this construction does not give rise to a triangulation of flags since as one uses
the monodromy complex to assemble the cycle of tetrahedra of flags around an edge of ∆ they do
“close up.” In Theorem 4.7, we show that these tetrahedra of flags glue to form a triangulation
of flags if and only if the corresponding cochain is a PGLp4q–cocycle, namely the product of all
matrices along the boundary of 2–cells are trivial (cf. §4.2). The equations the ensure the triviality
of this product are the previously mentioned edge gluing equations.
Our use of cochains and cocycles was inspired by the work of Garoufalidis–Goerner–Zickert [16],
where they use these concepts to study representations of 3–manifold groups into PGLpn,Cq. The set
of parameters satisfying the edge gluing equations is called the deformation space of a triangulation of
flags, D∆ “ DRPp∆;Mq, and it is homeomorphic to the space of equivalence classes of triangulations
of flags FL4 (cf. Theorem 4.14).
Motivation. Our original motivation for constructing DRPp∆;Mq was to study properly convex
structures on M , particularly in the case where M is a finite volume hyperbolic 3–manifold. From
this perspective, the use of incomplete flags is quite natural. Assuming all ends of M are generalized
cusps (cf. §6.1 and Conjecture 6.3), the holonomy of each peripheral subgroup of pi1pMq preserves
at least one and at most finitely many incomplete flags in RP3 (cf. Lemma 6.1). At the expense of
modifying the developing map in a way that does not change the underlying projective structure,
one of these flags can always be chosen to be a supporting flag. Assigning this flag to the vertices
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of the tetrahedra in r∆ that correspond to that peripheral subgroup is how we determine a point in
DRPp∆;Mq in the proof Theorem 0.2.
With this goal in mind, we mainly drew inspiration from Thurston’s work [23], but also from
several other generalizations such as [4],[14],[16],[23] and others. While many of the ideas and
techniques in these works are similar to ours, our work differs in several important ways. One of the
main differences is the strong geometric flavour of our construction. For instance, the generalized
gluing equations defined in [16] are naturally complex valued, and their set of solutions ends up
parametrizing representations from pi1pMq into PGLpn,Cq. In general, these representations are
not the holonomy representations of a geometric structure on M , at least not in an obvious way.
Furthermore, the main tools in these other constructions are complete flags. The use of complete
flags has the computational advantage of simpler looking equations, usually at the expenses of larger
systems of equations. However, from the perspective of properly convex structures, this approach
is less natural. As described above there are natural geometric choices for incomplete flags, there is
generally no geometrically meaningful way to complete these flags with projective lines. Moreover,
for certain projective structures (as complete hyperbolic structures), there are infinitely many ways
to decorate the vertices of an ideal triangulation with complete flags (see Remark 6.2). Such behavior
is undesirable if one’s goal is to parametrize projective structures.
Organization of paper. Section 1 describes necessary background for subsequent results. Sec-
tions 2-4 form the technical heart of the paper. In particular §2 describes the moduli space of a
single tetrahedron of flags, §3 describes the moduli space for gluing two tetrahedra of flags, and §4
describes the gluing equations for an entire triangulation of flags of a 3–manifolds. The remain-
ing sections are applications of the aforementioned parametrizations to prove the main theorems
and construct examples. Section 5 analyzes the relationships between our machinery and the more
classical settings of hyperbolic, Anti-de Sitter, and half-pipe structures. It also contains the proof
of Theorem 0.1. Section 6 describes how convex projective structures can be framed and contains
the proof of Theorem 0.2. Section 7 contains explicit examples where the gluing equations are
solved and used to produce interesting projective structures. In particular, Section 7.2 produces a
previously unknown family of convex projective structures on the figure-eight sister manifold (cf.
Theorem 0.4).
Acknowledgements. The authors would like to thank J. Porti and S. Tillmann for several useful
conversations and for making us aware of the new convex projective structures they found for the
Hopf link orbifold. The authors would also like to thank J. Danciger for several useful discussions
regarding Anti-de Sitter and half-pipe geometry. The first author was partially supported by NSF
grant DMS 1709097.
1. Background
1.1. Projective space. Let W be a finite dimensional real vector space. There is an equivalence
relation on W zt0u given by v „ w if and only if v “ λw, for some λ P Rˆ :“ Rzt0u. The quotient
of W zt0u by this equivalence relation is the projective space of W , which we denote PpW q. More
conceptually, PpW q is the space of 1–dimensional subspaces of W . A k–dimensional plane of PpW q
is the projectivization of a pk ` 1q–dimensional subspace of W . In particular, if n “ dimpW q, a
hyperplane (resp. line) of PpW q is an pn´ 1q–dimensional (resp. 1–dimensional) plane of PpW q.
There is a natural quotient map W zt0u Ñ PpW q that maps a vector v PW zt0u to its equivalence
class rvs P PpW q. We will usually drop the brackets for elements of PpW q, unless we need to
distinguish them from their representatives in W zt0u.
If W˚ is the dual vector space to W , then PpW˚q is the dual projective space. We can regard
PpW˚q as the set of hyperplanes of PpW q by identifying rf s P W˚ with the hyperplane rkerpfqs Ă
PpW q. Henceforth we will make use of this identification implicitly.
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Let tViuki“1 be a set of points of PpW q, then we denote by V1V2 . . . Vk´1Vk the plane of PpW q
spanned by this set. Similarly, if tηiuki“1 is a set of planes of PpW q, then η1η2 . . . ηk´1ηk is the plane
of PpW q obtained by intersecting them.
Elements of the general linear group GLpW q take 1–dimensional subspaces to 1–dimensional
subspaces, so the natural (left) action of GLpW q on W descends to an action on PpW q. This action
is not faithful: the kernel consists of non-zero scalar multiples of the identity I, and so the projective
general linear group PGLpW q :“ GLpW q{RˆI acts faithfully on PpW q. The group PGLpW q also
admits a (left) action on PpW˚q given by rAs¨rf s “ rf˝A´1s, for all rAs P PGLpW q and rf s P PpW˚q.
Let n :“ dimpW q. Then a collection of distinct points (resp. planes) C in PpW q is in general
position if no k of them lie in a pk ´ 2q–dimensional plane (resp. intersects in an pn ´ k ` 1q–
dimensional plane) of PpW q, for all 1 ď k ď n. Notice that if the collection C contains at least
n ` 1 points then they are in general position if and only if no n of them lie in a hyperplane. A
collection of exactly n ` 1 points in general position is called a projective basis for PpW q. It is an
elementary fact about projective geometry that the group PGLpW q acts simply transitively on the
set of ordered projective bases of PpW q. Consequently, the action of an element of PGLpW q on
PpW q is completely determined by its action on a projective basis.
In this paper we are mainly interested in the case where W “ Rn`1, for which we adopt the
notation RPn :“ PpRn`1q and PGLpnq :“ PGLpRn`1q.
1.2. Cross ratios. We fix an identification RP1 “ R Y t8u. Three distinct points of RP1 form
a projective basis, hence given an ordered quadruple of four distinct points px1, x2, x3, x4q of RP1
there is a unique projective transformation G P PGLp2q that takes px1, x2, x3q to p8, 0, 1q. The
cross ratio of px1, x2, x3, x4q is the quantity rx1, x2, x3, x4s :“ Gpx4q P RP1. It is easy to check that
in coordinates:
rx1, x2, x3, x4s “ px1 ´ x3qpx2 ´ x4qpx1 ´ x4qpx2 ´ x3q .
By definition, the cross ratio is projectively invariant. Furthermore, it is also invariant under certain
symmetries. Specifically, let Sympnq be the group of permutations on n symbols, and consider the
subgroup H ď Symp4q of 2–2 cycles. The group Symp4q acts on ordered quadruples of points in
RP1 by permuting them and a simple computation shows that H is the kernel of this action.
This definition extends to ordered quadruples of collinear points px1, x2, x3, x4q in RPn. If ` is
the line spanned by px1, x2, x3, x4q, then ` is projectively equivalent to RP1, and one defines the
cross ratio rx1, x2, x3, x4s through this equivalence. This definition does not depend on the chosen
identification ` “ RP1 as the cross ratio is projectively invariant.
Similarly, one defines the cross ratio of an ordered quadruple of distinct hyperplanes pη1, η2, η3, η4q
of RPn, intersecting at a common pn ´ 2q–dimensional plane `. The pencil of hyperplanes through
` is the set `˚ of hyperplanes of RPn containing `. Then `˚ is projectively equivalent to RP1, and
one defines the cross ratio rη1, η2, η3, η4s through this equivalence. Once again, this definition does
not depend on the chosen identification `˚ “ RP1.
The cross ratio has a straightforward positivity property that we record in the following result.
Lemma 1.1. Let px1, x2, x3, x4q (resp. pη1, η2, η3, η4q) be an ordered quadruple of distinct points on
a line ` (resp. hyperplanes in a pencil `˚) of RPn. Then rx1, x2, x3, x4s ą 0 (resp. rη1, η2, η3, η4s ą 0)
if and only if x3 and x4 (resp. η3 and η4) belong to the same connected component of `ztx1, x2u
(resp. `˚ztη1, η2u).
1.3. Incomplete flags. Let W be a finite dimensional real vector space. An incomplete (projective)
flag is a pair pV, ηq P PpW qˆPpW˚q, such that ηpV q “ 0 for some (and hence for all) representatives
V PW and η PW˚ of V and η respectively. Geometrically, an incomplete flag is a point in PpW q and
a hyperplane in PpW q containing that point. The space of incomplete flags is denoted by FLpW q.
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We remark that ηpV q “ ηpG´1GV q “ pG ¨ ηqpG ¨ V q, for all G P PGLpW q and pV, ηq P FLpW q.
Thus the natural diagonal action of PGLpW q on PpW q ˆ PpW˚q gives an action of PGLpW q on
FLpW q.
A collection of incomplete flags tpVi, ηiquki“1 is non-degenerate when
ηipVjq “ 0 ðñ i “ j.
We denote by FLkpW q the collection of non-degenerate ordered k–tuples of flags, for which we adopt
the notation
pVi, ηiqki“1 :“ ppV1, η1q, pV2, η2q, . . . , pVk, ηkqq .
The set FLkpW q is PGLpW q invariant, therefore there is a well defined quotient FLkpW q :“
FLkpW q{PGLpW q.
Furthermore, we denote by FLk˚pW q be the collection of non-degenerate cyclically ordered k–tuples
of flags, for which we adopt the notation
ppVi, ηiqqki“1:“pppV1, η1q, pV2, η2q, . . . , pVk, ηkqqq .
Formally, this is the quotient of FLkpW q by the subgroup of Sympkq generated by the k–cycle
p12 . . . kq. The set FLk˚pW q is also PGLpW q invariant, thus we let FLk˚pW q be the corresponding
quotient.
Since we will only be working with incomplete flags in this paper, we will henceforth refer to
them simply as flags. Moreover, from now on we will focus on the case W “ R4, for which we adopt
the shorter notations:
FLk :“ FLkpR4q, FLk :“ FLkpR4q, FLk˚ :“ FLk˚pR4q, FLk˚ :“ FLk˚pR4q.
1.4. Triangles of flags and tetrahedra of flags. The standard n–dimensional simplex is the set px1, . . . , xn`1q P Rn`1ě0 | x1 ` ¨ ¨ ¨ ` xn`1 “ 1( .
Its set of vertices te1, . . . , en`1u is the standard basis of Rn`1. Their natural order pe1, . . . , en`1q
induces an orientation on the standard n–dimensional simplex. We will be mostly interested in
the standard 3–dimensional simplex, that we call the standard tetrahedron and denote it by T˝.
Furthermore, we define a (projective) triangle (resp. a (projective) tetrahedron) of RP3 to be a
region in RP3 projectively equivalent to the closure of the projectivization of the positive orthant
in R3 (resp. R4).
Let T “ppVi, ηiqq3i“1P FL3˚ be a non-degenerate cyclically ordered triple of flags. We say that T is
a triangle of flags if the following conditions are satisfied:
(1) the points Vi are in general position;
(2) there is a triangle 4T Ă V1V2V3 with vertices the three points Vi whose interior is disjoint
from all planes ηi.
Because the points Vi are in general position, they belong to a unique plane V1V2V3 of RP3. The
lines ViVj through pairs of points tVi, Vju divide V1V2V3 in four projectively equivalent projective
triangles. By non-degeneracy, each plane ηi intersect V1V2V3 in a line through Vi, but distinct from
ViVj and ViVk. Thus every plane ηi intersects the interior of exactly two of the four projective
triangles. It is easy to see that if they all miss one of them, then this triangle is unique.
We denote by FL4 Ă FL3˚ the subset of triangles of flags. As noted above, every triangle of
flags T P FL4 corresponds to a unique triangle 4T in RP3, with a canonical cyclical ordering of
the vertices, but not an ordering. The map T ÞÑ 4T is surjective, but not finite-to-one, as we can
always decorate the vertices of a triangle with infinitely many appropriate planes.
Let FL4 Ă FL3˚ be the image of FL4 under the quotient map pi3 : FL3˚ Ñ FL3˚. The definition of
a triangle of flags is invariant under projective transformation, therefore pi´13 pFL4q “ FL4. Given
a triangle of flags T , there is a corresponding triangle of flags T obtained from T by applying an
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V1
V2 V3
V4
η1
η2
η3
η4
Figure 1. A tetrahedron of flags in RP3
odd permutation to the flags in T . They share the same underlying triangle but they have opposite
cyclical ordering of the vertices.
Let F “ pVi, ηiq4i“1 P FL4 be a non-degenerate ordered quadruple of flags. We say that F is a
tetrahedron of flags if the following conditions are satisfied:
(1) the points Vi are in general position;
(2) there is a tetrahedron TF Ă RP3 with vertices the four points Vi whose interior is disjoint
from all planes ηi.
Because the points Vi are in general position, the four planes ViVjVk through the triples of points
tVi, Vj , Vku divide RP3 in eight projectively equivalent projective tetrahedra. Once again, it is a
simple exercise to show that if all of the planes ηi miss a tetrahedron, then it is the only one.
We denote by FLT Ă FL4 the subset of tetrahedra of flags. Then by definition, every tetrahedron
of flags F P FLT corresponds to a unique tetrahedron TF in RP3, with a canonical ordering of the
vertices induced by the ordering of the flags. In particular it comes with a simplicial identification
to the standard tetrahedron T˝. We say that TF is positively oriented if this identification to T˝
is orientation preserving. Otherwise it is negatively oriented. We remark that PGLp4q contains
orientation reversing projective transformations, therefore a tetrahedron may change orientation
under projective transformation. Once again, the map F ÞÑ TF is surjective but not finite-to-one.
Let FLT Ă FL4 be the image of FLT under the quotient map pi4 : FL4 Ñ FL4. The definition
of a tetrahedron of flags is invariant under projective transformation, therefore pi´14 pFLTq “ FLT.
Remark 1.2. The definition of a tetrahedron of flags is not invariant under projective duality, in
the sense that the planes ηi don’t have to be in general position. However, when the planes are in
general position, then they form a unique tetrahedron TF˚ Ă RP3, whose faces are contained in the
four planes ηi, that contains the tetrahedron TF .
The following result shows that the action of PGLp4q on FLT is free.
Lemma 1.3. The stabilizer of a tetrahedron of flags in PGLp4q is trivial.
Proof. We recall that the stabilizer of a projective basis of RP3 in PGLp4q is trivial. Let F “
pVi, ηiq4i“1 P FLT be a tetrahedron of flags. The statement follows from the fact that at least one of
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the following 5–tuples of points is a projective basis:
tV1, V2, V3, V4, η1η2η3u, or tV1, V2, V3, V4, η1η2η4u, or tV1, V2, V3, η1η2η3, η2η3η4u.

Let F “ pVm, ηmq4m“1 P FLT be an ordered quadruple of flags. For every even permutation pijklq
of p1234q, there is an associated ordered triple of flags
pFqijk :“ ppVi, ηiq, pVj , ηjq, pVk, ηkqq .
We call pFqijk a marked face of F . The corresponding cyclically ordered triple of flags
ppFqqijk:“pppVi, ηiq, pVj , ηjq, pVk, ηkqqq
is simply a face of F . The terminology is only meaningful when F is a tetrahedron of flags. Indeed
it follows directly from the definitions that faces of tetrahedra of flags are triangles of flags. We
record this fact in the following result for future reference.
Lemma 1.4. Every face of a tetrahedron of flags is a triangle of flags.
Let F “ pVm, ηmq4m“1 and E “ pWm, ζmq4m“1 be two tetrahedra of flags and let pijklq and pi1j1k1l1q
be two even permutations of p1234q. If
pVi, ηiq “ pWj1 , ζj1q, pVj , ηjq “ pWi1 , ζi1q, and pVk, ηkq “ pWk1 , ζk1q,
then we say that F and E are glued (along the marked faces pFqijk and pEqi1j1k1). We remark that,
in this case, ppFqqijk“ ppEqqi1j1k1 . Let TF ,TE be the tetrahedra of RP3 associated to F and E . If F
and E are glued together, then TF and TE share a face f . In general f Ă TE XTF , and we say that
the pair pF , Eq is geometric if f “ TE X TF .
We remark that a pair pF , Eq is not always geometric, as both tetrahedra TF ,TE might be “on
the same side” of f .
1.5. Triangulations of flags. We begin by defining ideal triangulations, inspired from [6]. Let
U “ \ki“1Ti˝ be the disjoint union of k copies of the standard tetrahedron, and Ψ be a family of
orientation-reversing simplicial isomorphisms pairing the faces of U , such that:
‚ ϕ P Ψ if and only if ϕ´1 P Ψ;
‚ every face is the domain of a unique element of Ψ.
The elements of Ψ are called face pairings. The quotient space
9M “ U{Ψ
is a closed, orientable 3–dimensional CW–complex, and the quotient map is denoted p : U Ñ 9M . The
triple ∆ “ pU ,Ψ, pq is a (singular) triangulation of 9M . The adjective singular is usually omitted,
and we will not need to distinguish between the cases of a simplicial or a singular triangulation. We
will always assume that 9M is connected. In the case where 9M is not connected, the results of this
paper apply to its connected components.
The set of non-manifold points of 9M is contained in the 0–skeleton 9M p0q, thus M :“ 9Mz 9M p0q is
a non-compact orientable 3–manifold. We say that ∆ is an ideal triangulation of M and 9M is its
end-compactification.
We adopt the following notation: Verp∆q,Edp∆q,Fap∆q,Tetp∆q will denote the sets of 0–cells,
1–cells, 2–cells and 3–cells of 9M , respectively. These sets are called the sets of (ideal) vertices,
edges, faces and tetrahedra of ∆, respectively.
Let r∆ be the ideal triangulation of the universal cover ĂM obtained by lifting ∆. The space of
(ideal) triangulations of flags FL∆ (of M with respect to ∆) is the set of pairs pΦ, ρq where
Φ : Verpr∆q Ñ FL, and ρ : pi1pMq Ñ PGLp4q,
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satisfy the following conditions.
(1) For all T P Tetpr∆q, the image of the vertices of T forms a tetrahedron of flags. Namely
ΦpTq :“ pΦpv1q,Φpv2q,Φpv3q,Φpv4qq P FLT,
for tv1, v2, v3, v4u “ VerpTq.
(2) If T,T1 P Tetpr∆q are glued along a face f , then the corresponding tetrahedra of flags
ΦpTq,ΦpT1q are glued geometrically along the their faces that correspond to f .
(3) The map Φ is ρ–equivariant. Namely if v P Verpr∆q and γ P pi1pMq then
Φpγ ¨ vq “ ρpγq ¨ Φpvq.
The map Φ is called a flag decoration of ρ. There is an action of PGLp4q on FL∆ given by postcompo-
sition in the first factor and conjugation in the second factor, and we let FL∆ be the corresponding
quotient space. When its clear from the context, we will sometimes refer to a class of triangulation
of flags simply as a triangulation of flags. We will see in §1.7 that classes of triangulations of flags
are closely related to branched projective structures on M . One of the main goals of the first half
of this paper is to parametrize the space FL∆ (cf. Theorem 4.14).
Remark 1.5. Let γ P pi1pMq and let T P Tetpr∆q. If ΦpTq and Φpγ ¨ Tq are projectively equivalent
then there is a unique projective transformation mapping one to the other (cf. Lemma 1.3). It
follows that the holonomy of a triangulation of flags can be recovered from the flag decoration.
1.6. Projective structures. Let M be a manifold of dimension n. In this section we describe
projective structures on M . A projective structure is a special instance of a pG,Xq–structure;
a detailed account of such structures can be found in [21] or [23]. A projective structure on M
consists of a (maximal) atlas of charts pUα, φαqαPA, where the Uα cover M , φα : Uα Ñ RPn is
a diffeomorphism onto its image, and if Uα X Uβ ‰ H then φα ˝ φ´1β restricts to an element of
PGLpn ` 1q on each connected component of Uα X Uβ . There is a more global description of such
a structure given by a pair pdev,holq, where dev : ĂM Ñ RPn is a local diffeomorphism called a
developing map, hol : pi1pMq Ñ PGLpn ` 1q is a representation called a holonomy representation,
and dev is hol–equivariant in the sense that
devpγ ¨ xq “ holpγqdevpxq, for every x P ĂM, γ P pi1pMq.
Given a structure, a developing map can be constructed via analytic continuation.
There is a natural equivalence relation that can be put on the set of projective structures on M .
We begin by describing the simpler case where M is compact. In this context, we say that two
structures pdev,holq and pdev1,hol1q are equivalent if there is an element G P PGLpn ` 1q so that,
up to precomposing dev and dev1 with equivariant isotopies,
dev1 “ G ˝ dev, and hol1 “ G ¨ hol,
where the action of G on hol is by conjugation. Our primary case of interest is when M is non-
compact, but is the interior of a compact manifold Mˆ . In this setting we call a compact submanifold
N Ă M a compact core if N is the complement in Mˆ of an open collar neighborhood of the
boundary of Mˆ . Two projective structures pdev,holq and pdev1,hol1q on M are equivalent if for
some choice of compact core, N , they are equivalent (using the previous definition) when restricted
to N . Let RPpMq be the space of equivalence classes of projective structures on M and let XpMq :“
Homppi1pMq,PGLpn` 1qq{PGLpn` 1q be the PGLpn` 1q–character variety of pi1pMq, then there
is a map
Hol : RPpMq Ñ XpMq,
that takes a class of structures to the conjugacy class of its holonomy representations.
Both RPpMq and XpMq are natural topological spaces. The space of developing maps of projective
structures on M is a subspace of the set C8pĂM,RPnq of smooth maps from ĂM to RPn. The space
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C8pĂM,RPnq can be equipped with the weak topology (see [17, pp. 35] for definition), the space of
developing maps can then be equipped with the corresponding subspace topology, and RPpMq can
be equipped with the corresponding quotient topology. The space Homppi1pMq,PGLpn ` 1qq can
be equipped with the compact-open topology and XpMq can be equipped with the corresponding
quotient topology. With respect to these topologies, we have the following well known result (see
[5] for a nice exposition).
Theorem 1.6 (The Ehresmann-Thurston principle, [23]). The map Hol : RPpMq Ñ XpMq is a
local homeomorphism.
A pG,Xq–geometry such that X Ă RPn and G Ă PGLpn`1q is called a subgeometry of projective
geometry. Using the previous construction, we can build the space XpMq of equivalence classes
of pG,Xq–structures on M . If pG,Xq is a subgeometry of projective geometry, there is a map
XpMq Ñ RPpMq that associates an equivalence class of pG,Xq–structures to the underlying class
of projective structures. For certain subgeometries this map can fail to be injective. Two examples
that will be relevant for our purposes are hyperbolic geometry, modeled on pPSOp3, 1q,H3q, and
Anti-de Sitter geometry, modeled on pPSOp2, 2q,AdS3q (cf. §5).
There is another type of structures that will come out throughout this work, called branched
structures. Roughly speaking, they are generalizations of geometric structures where instead of
insisting that the charts are local diffeomorphisms, we only require that they are branched covering
maps. This construction is quite general, but we will only have occasion to use a very specific
instance, which we now describe. Let ∆ be an ideal triangulation of a 3–manifold M . A branched
projective structure on M with respect to ∆ is a (maximal) collection of charts pUα, φαqαPA so that
‚ if Uα is disjoint from Edp∆q, then φα : Uα Ñ RP3 is a local diffeomorphism;
‚ if UαXEdp∆q ‰ H then φα maps the components of UαXEdp∆q diffeomorphically to disjoint
projective line segment, and each p P Uα X Edp∆q has a neighborhood Np on which the
restriction of φα is a branched cyclic covering of finite order with branch locus NpXEdp∆q.
As before, we also insist that if the domains of two charts intersect then the transition map restricts
to an element of PGLp4q, in each component of intersection. The branch locus Σ of a branched
structure is the subset of Edp∆q where the charts are non-trivially branching. If Σ “ H, then the
structure is a genuine projective structure.
As with projective structures, branched projective structures can be described globally as a pair
pdev,holq, where hol : pi1pMq Ñ PGLp4q is a representation, and dev : ĂM Ñ RP3 is a hol–equivariant
local diffeomorphism away from Edpr∆q, and locally a cyclic branched cover of finite order at Edpr∆q.
Finally, the same equivalence relation we adopted for projective structures can be applied ver-
batim to branched projective structures. We denote by RPpM,∆q the space of equivalence classes
of branched projective structures on M with respect to ∆. If pG,Xq is a subgeometry of projec-
tive geometry, we denote by XpM ; ∆q Ă RPpM ; ∆q the space of equivalence classes of branched
pG,Xq–structures.
1.7. Developing triangulations of flags. Let ∆ be an ideal triangulation of a 3–manifold M .
We conclude this section by describing the relationship between triangulation of flags FL∆ and
branched projective structures RPpM,∆q. Let rΦ, ρs P FL∆ be a triangulation of flags and let
pΦ, ρq be a representative pair. For each tetrahedron rT P Tetpr∆q, the image of the vertices of rT
under Φ is a tetrahedron of flags FrT. Then by definition, there is a unique tetrahedron rTF in
RP3 associated to FrT, and we can simplicially extend Φ to an isomorphism rT Ñ rTF . Repeating
this construction for each tetrahedron in Tetpr∆q gives a map r∆ Ñ RP3, hence in particular a map
Φˆ : ĂM Ñ RP3. By construction, Φˆ is ρ–equivariant. We say that Φˆ is the simplicial developing
extension of pΦ, ρq.
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Theorem 1.7. Let rΦ, ρs P FL∆, and let Φˆ be the simplicial developing extension of a representative
pair pΦ, ρq. Then rΦˆ, ρs P RPpM,∆q. In particular, there is a well defined continuous map
Ext∆ : FL∆ Ñ RPpM,∆q, where rΦ, ρs ÞÑ rΦˆ, ρs.
The map Ext∆ is called the extension map of FL∆.
Proof. First we are going to show that rΦˆ, ρs P RPpM,∆q. Since Φˆ : ĂM Ñ RP3 and Φˆ is ρ–
equivariant, we only need to show that Φˆ is a local homeomorphism away from the edges of r∆, and
locally a cyclic branched cover of finite order otherwise.
We recall that Φˆ is a homeomorphism when restricted to each individual tetrahedron rT of r∆,
therefore a local homeomorphism in the interior of rT. Item (2) in the definition of an ideal triangula-
tion of flags implies that Φˆ is a local homeomorphism in the interior of each face too. Furthermore,
each edge in Edpr∆q is mapped to a segment of a projective line. To conclude that Φˆ is a cyclic
branched cover of finite order in a neighbourhood of each edge of r∆, it is enough to notice that Φˆ is
ρ–equivariant and ρ is a representation of pi1pMq. Therefore any closed simple loop around an edge
s P Edpr∆q, and contained in a small enough neighbourhood of s, is mapped to a closed loop in RP3
going around Φˆpsq finitely many times. It follows that rΦˆ, ρs P RPpM,∆q.
Finally, suppose pΦ1, ρ1q is another representative pair for rΦ, ρs. Then pΦ1, ρ1q is equivalent to
pΦ, ρq, and it is easy to see that so are pΦˆ1, ρ1q and pΦˆ, ρq. Hence rΦˆ1, ρ1s “ rΦˆ, ρs and Ext∆ is
well defined. The restriction of Φˆ to each tetrahedron rT P Tetpr∆q depends continuously on the
vertices of the tetrahedron of flags ΦprTq. Since there are only finitely many tetrahedra in ∆ and Φˆ
is equivariant, continuity of Ext∆ follows. 
2. Coordinates on a tetrahedron of flags
In this section we describe a convenient set of coordinates on the space FLT of PGLp4q–classes
of tetrahedra of flags. This is the first step towards a parametrization of FL4. The neatest way to
do so is to introduce the concept of an edge-face of a tetrahedron (cf. §2.1), and to associate to each
of them a meaningful positive real number. The coordinates we use are triple ratios and edge ratios
(cf. §2.2), partially inspired by [4, 14]. These projective coordinates are defined for quadruple of
flags, but are positive if and only if the flags form a tetrahedron of flags (cf. Lemma 2.6). We show
that they satisfy some internal consistency equations (cf. Lemma 2.3), defining a deformation space
D`T , homeomorphic to R5ą0. Using edge-face standard position (cf. §2.3), we will show that FLT
is homeomorphic to D`T in Theorem 2.7. We conclude with a remark that projective tetrahedra
coming from tetrahedra of flags in edge-face standard position are always positively oriented (cf.
§2.5).
2.1. Edge-faces. Recall that T˝ is the standard 3–dimensional simplex (cf. §1.4). An edge-face of
T˝ is an ordered pair σ “ pe, fq consisting of an (oriented) face f of T˝ and an (oriented) edge e
of f , so that the orientation of f is the one induced from T˝, and the orientation of e is the one
induced from f . The components of an edge-face σ are called the edge and face of σ, respectively.
We denote by pEqF the set of all edge-faces of T˝.
There is a natural identification between pEqF and the alternating group on four symbols Altp4q ď
Symp4q, namely the subgroup of even permutations. This can be best described using the non-
standard notation where rijkls P Altp4q is the permutation mapping p1, 2, 3, 4q to pi, j, k, lq. Since
every vertex of T˝ is numbered, every edge-face σ “ pe, fq can be encoded as pijqk, where pijq is
the oriented edge e and ppijkqq is the oriented face f . Then we have a bijection
Altp4q Ñ pEqF, where rijkls ÞÑ pijqk.
Henceforth we will implicitly make use of this identification, and abuse the notation by indicating
with σ both the edge-face and the corresponding even permutation.
14 SAMUEL A. BALLAS AND ALEX CASELLA
Figure 2. An embedding of the Cayley graph Cayp4q of Altp4q into T˝ where each
edge-face σ “ pijqk lies inside the face ppijkqq and next to the edge pijq.
The group Altp4q acts simply transitively on itself on the right by multiplication, thus giving a
simply transitive right action of Altp4q on pEqF. As a consequence, one can visualize the set pEqF
as the set of vertices of the Cayley graph Cayp4q of Altp4q.
We introduce the following notation (cf. Figure 2). Let α “ r3124s and β “ r2143s be a generating
set of Altp4q (these are p132q and p12qp34q in the standard notation). If σ “ pijqk, then we define
σ` :“ σ ¨ α “ pkiqj, and σ´ :“ σ ¨ α´1 “ pjkqi.
These are the three edge-faces that share the face ppijkqq. Furthermore, let
σ :“ σ ¨ β “ pjiql, σop :“ σ ¨ α´1βα “ plkqj, and σop :“ σ ¨ αβα´1 “ pklqi,
be the conjugate, positive opposite and negative opposite edge-faces of σ, respectively. We remark
that conjugate edge-faces share the same unoriented edge, but with opposite orientations. On the
other hand, the edges of opposite edge-faces are opposite in T˝, namely they do not share a vertex.
Remark 2.1. It should be noted that some symbols commute while some do not. For example
σop “ σop, but σ´ ‰ σ´ “ pσ´qop.
In light of the above notation, one can meaningfully embed Cayp4q inside T˝ so that each edge-
face pe, fq lies inside f and next to e (cf. Figure 2). We remark that the set of faces of T˝ has a
natural identification with (left) cosets of xαy in Altp4q, while the set of edges can be identified with
(left) cosets of xβy in Altp4q.
2.2. Triple ratios and edge ratios. Each flag in RP3 has 5 degrees of freedom, and hence FL3˚
is a 15–dimensional space. Since PGLp4q is also a 15–dimensional space, one might naively expect
that all cyclically ordered triples of flags are in the same PGLp4q–orbit, however, this turns out not
to be the case.
Recall that Rˆ :“ Rzt0u. We define the continuous map
3˝ : FL3˚ Ñ Rˆ, where T “ppVm, ηmqq3m“1 ÞÑ
η1pV2qη2pV3qη3pV1q
η1pV3qη2pV1qη3pV2q P R
ˆ,
where Vm P R4 and ηm P pR4q˚ are representatives of Vm and ηm, respectively. It is easy to check
that this quantity is well defined: it is independent of the choice of representatives Vm and ηm,
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numerator and denominator are non-zero by non-degeneracy of the flags, and it is invariant under
cyclic permutations of the three flags. The triple ratio of T is the number
tT :“ 3˝pT q.
We remark that the triple ratio is invariant under projective transformations, namely
3˝pG ¨ T q “ 3˝pT q, @G P PGLp4q.
Therefore 3˝ descends to a function
3˝ : FL3˚ Ñ Rˆ.
It turns out that one can characterize the subspace of triangle of flags FL4 Ă FL3˚ via 3˝. The
following result is a straightforward consequence of Theorem [14, Theorem 2.2]. See also [7] for a
proof of continuity and more details.
Lemma 2.2. Both the map 3˝ : FL3˚ Ñ Rˆ and the restriction map 3˝
ˇˇ
FL4 : FL4 Ñ Rą0 are
homeomorphisms.
Proof. If T “ppVm, ηmqq3m“1P FL3˚, then the intersections of the plane V1V2V3 with η1, η2, and η3 give
three lines `1, `2, and `3 in V1V2V3. By identifying V1V2V3 with RP2, we see that T 1 :“ppVm, r`msqq3m“1
is a cyclically ordered triple of complete flags in RP2. Then the triple ratio 3˝pT q is equal to the
Fock-Goncharov triple ratio of T 1 and the result follows from [14, Theorem 2.2]. 
For each edge-face σ P pEqF and each ordered quadruple of flags F P FL4, we recall that ppFqqσ is
a cyclically ordered triple of flags. Thus we have a well defined continuous map
3 : FL
4 ˆ pEqF Ñ Rˆ, where pF , σq ÞÑ 3˝ pppFqqσq .
The triple ratio of F with respect to σ is
(2.1) tFσ :“ 3˝ pppFqqσq “ 3pF , σq.
The fact that the triple ratio is invariant under projective transformations implies that the map 3
descends to a continuous map
3 : FL4 ˆ pEqF Ñ Rˆ,
which by abuse of notation we have also denote by 3. This is our first type of coordinate on
FL4 ˆ pEqF.
Now we are going to define a second function on the space FL4ˆpEqF. Recall that the edge-face
σ “ pijqk corresponds to the permutation rijkls P Altp4q. We define the continuous map
ξ : FL4 ˆ pEqF Ñ Rˆ, where pF , σq “ `pVm, ηmq4m“1, pijqk˘ ÞÑ ηipVkqηjpVlq
ηipVlqηjpVkq P R
ˆ.
for representatives V m P R4 and ηm P pR4q˚ of Vm and ηm, respectively. Once again, the quantity
ξpF , σq is well defined as the numerator and denominator are non-zero by non-degeneracy of the
flags, and it is independent of the choice of representative of Vi and ηi. The edge ratio of F with
respect to σ is then
(2.2) eFσ :“ ξpF , σq.
As with the triple ratio, the edge ratio is invariant under projective transformations. Therefore ξ
descends to a continuous map
ξ : FL4 ˆ pEqF Ñ Rˆ.
The edge ratio is inspired from a coordinate defined in [4], and we will see shortly that it admits a
geometric description coming from its interpretation as a cross ratio (cf. Lemma 2.5) .
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For both triple ratios and edge ratios, it is often convenient to have a notation that makes the
edge-face σ more explicit. If σ “ pijqk then we sometimes use the notations
tFijk “ tFσ “ trFsσ , and eFij “ eFσ “ erFsσ .
This convention for the edge ratio should not create confusion: given distinct i, j P t1, 2, 3, 4u there
is a unique choice of k P t1, 2, 3, 4uzti, ju so that pijqk P pEqF. Furthermore, we will occasionally
omit superscripts when F is clear from context (see Lemma 2.3 for example).
It follows directly from the definitions of the triple ratio (2.1) and the edge ratio (2.2) that these
two ratios satisfy several relations. They are called the internal consistency equations, and are
summarized in the following result.
Lemma 2.3. Let F P FL4 and let σ “ pijqk P pEqF, then
tFσ “ tFσ` “ tFσ´ , or tijk “ tkij “ tjki,(2.3)
eFσ “ eFσ , or eij “ eji,(2.4)
tFσ peFσ eFσ`eFσ´q “ 1, or tijkpeijekiejkq “ 1,(2.5)
tFσ “ eFσopeFpσ`qopeFpσ´qop , or tijk “ eklejleil.(2.6)
In particular
(2.7) eFσ e
F
σ`e
F
σ´e
F
σope
F
pσ`qope
F
pσ´qop “ 1, or eijekiejkeklejleil “ 1.
There is a simple way to associate triple ratios and edge ratios to the edges and faces of the
standard simplex T˝ that makes the internal consistency equations easier to remember. For every
edge-face σ “ pijqk, we label the (unoriented) edge of T˝ with vertices ti, ju with the edge ratio eσ,
and we label the (unoriented) face of T˝ with vertices ti, j, ku with the triple ratio tσ. The relations
(2.3) and (2.4) show that this labeling is well defined. Equation (2.5) says that the product of the
three edge ratios on the edges of a face in T˝ is the inverse of the triple ratio of that face. Similarly,
equation (2.6) says that the product of the edge ratios on the three edges emanating from a vertex
is equal to the triple ratio of the face that is opposite to that vertex.
2.3. Edge-face standard position. Here we develop one of the main tools for constructing the
parametrization of FLT in §2.4. In few words, for every edge-face σ P pEqF, we are going to
construct a continuous section FLT Ñ FLT that allows us to single out a preferred tetrahedron of
flags in its PGLp4q–class.
To state the next result, we use the following notation. For 1 ď i ď 4, we denote by ei (resp. e˚i )
the i–th standard basis vector in R4 (resp. pR4q˚), and by reis (resp. re˚i s) the corresponding point
in RP3 (resp. pRP3q˚). Furthermore, for all rFs P FLT and all σ “ pijqk P pEqF, we define
µFσ :“ eFσ´eFσ` ´ eFσ´ ` 1, or µFij :“ eFjkeFki ´ eFjk ` 1.
Lemma 2.4. For each edge-face σ “ pijqk and for each class rFs P FLT of tetrahedra of flags there
is a unique representative F “ pVm, ηmq4m“1 P FLT such that
pVi, ηiq “ pre1s, re2˚sq, pVj , ηjq “ pre2s, re1˚sq,(2.8)
pVk, ηkq “ pre1 ` e2 ` e3s, rtσ ¨ e1˚ ` e2˚ ´ ptσ ` 1q ¨ e3˚s,(2.9)
Vl “ reσ ¨ e1 ` e2 `Xσ ¨ e3 ´ e4s,(2.10)
ηl “ reσ´eσ` ¨ e1˚ ` e2˚ ´ µσ ¨ e3˚ ` µσ pYσ ´Xσq ¨ e4˚s,(2.11)
where
Xσ :“ µσtσeσ
tσ ` 1 , and Yσ :“
tσ ` 1
tσµσ
.
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The representative F from Lemma 2.4 is the σ–standard representative of rFs. We will also say
that a tetrahedron of flags F is in σ–standard position if it is equal to the σ–standard representative
of its PGLp4q–class.
Proof. Let F “ pVm, ηmq4m“1 be a class representative for rFs P FLT. We recall that the face ppFqqσ
is a triangle of flags (cf. Lemma 1.4). We claim that the quadruple of points tVi, Vj , Vk, ηiηjηku is
in general position. Otherwise ηiηjηk would belong to the plane ViVjVk and there would not be a
triangular region in ViVjVk disjoint from all planes ηi, contradicting the fact that ppFqqσ is a triangle
of flags.
Since tre1s, re2s, re1 ` e2 ` e3s, re4su is also in general position, and PGLp4q acts transitively on
quadruples of points in general position, we can change F in its class so that:
Vi “ re1s, Vj “ re2s, Vk “ re1 ` e2 ` e3s, ηiηjηk “ re4s.
By non-degeneracy, the line ηiηj intersects the plane ViVjVk in a single point P that is disjoint from
the line ViVj . It follows that tVi, Vj , Vk, P u is a projective basis for the projective plane ViVjVk, and
hence there is an element of PGLp4q that fixes pointwise tVi, Vj , Vk, ηiηjηku and maps P to re3s.
Any such element maps ηiηj to the line re3sre4s. In this setting, ηi “ re2˚s and ηj “ re1˚s are forced,
which proves (2.8).
Since ηk is a plane through Vk “ re1 ` e2 ` e3s and ηiηjηk “ re4s, it is of the form ηk “
rt ¨ e1˚ ` e2˚ ´ pt` 1q ¨ e3˚s. A simple computation shows that
tσ “ 1 ¨ 1 ¨ t
1 ¨ 1 ¨ 1 “ t,
which proves (2.9). Next we notice that, by non-degeneracy, ηipVlq ­“ 0 and ηlpVjq ­“ 0, thus we
may normalize so that
Vl “ rA ¨ e1 ` e2 ` C ¨ e3 `D ¨ e4s, and ηl “ ra ¨ e1˚ ` e2˚ ` c ¨ e3˚ ` d ¨ e4˚s.
It follows from the definition of these edge ratios and the internal consistency equations (2.5)
and (2.6) that
eσ “ A, eσ` “ 1tσA` 1´ ptσ ` 1qC , ùñ C “
µσ
eσ´eσ`ptσ ` 1q “ Xσ,
and
eσ´ “ a` 1` c, eσop “ tσa , ùñ a “ eσ´eσ` , c “ ´µσ.
Imposing that ηlpVlq “ 0, gives the additional equation
d ¨D “ ´a ¨A´ 1´ c ¨ C “ ´ 1
tσ
´ 1´ µσXσ “ ´µσpYσ ´Xσq.
But D ­“ 0 because the points tVmu4m“1 are in general position, thus we can rewrite
d “ ´µσ
D
pYσ ´Xσq.
To conclude, we claim that we can change F in its PGLp4q–class so that D “ ´1, while everything
else stays fixed. This can be done by applying the projective transformation
G “
»——–
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 ´ 1D
fiffiffifl .
We remark that uniqueness follows from the fact that the stabilizer of a tetrahedron of flags is trivial
(cf. Lemma 1.3). 
18 SAMUEL A. BALLAS AND ALEX CASELLA
2.4. The parametrization of FLT. Let RpEqFˆ be the set of functions from pEqF to Rˆ. By
combining the maps 3 and ξ from §2.2, we have a well defined continuous map
Ψ : FLT Ñ RpEqFˆ ˆ RpEqFˆ , where rFs ÞÑ
`
3prFs, ˚q, ξprFs, ˚q
˘ “ `tF˚ , eF˚ ˘ .
It follows from Lemma 2.3 that the image of Ψ is contained in the algebraic variety defined by
the internal consistency equations. The goal of this section is to determine the image of Ψ, and
show that it is a homeomorphism onto its image. The first step is to understand the edge ratios in
geometric terms, through cross ratios.
Lemma 2.5. Let F “ pVm, ηmq4m“1 P FL4. For every σ “ pijqk P pEqF, let `ij be the line ViVj,
and let `i˚j be the pencil of planes containing ηi and ηj. Let Pk “ `ij X ηk and Pl “ `ij X ηl. Let p˚k
be the plane in `i˚j that contains Vk and let p
˚
l the plane in `i˚j that contains Vl. Then
eFij “ eFσ “ rηi, ηj , p˚k , p˚l s , and eFkl “ eFσop “ rVi, Vj , Pk, Pls .
Proof. To simplify the notation we are going to drop the superscripts. We consider the function
`i˚j Ñ RP1, that maps η ÞÑ ηpVkqηjpVlq
ηpVlqηjpVkq ,
for representatives η, ηj , Vl, Vk of η, ηj , Vl, Vk, respectively. As in the definition of the edge ratios,
this function is well defined by non-degeneracy of the flags and it does not depend on the choice of
representatives.
It is easy to check that this is the unique projective map that takes pp˚l , p˚k , ηj , ηiq to p8, 0, 1, eijq.
But since `i˚j – RP1, by definition of cross ratio,
eij “ rp˚l , p˚k , ηj , ηis “ rηi, ηj , p˚k , p˚l s.
A dual (but analogous) argument applies to the function
`ij Ñ RP1, that maps V ÞÑ ηkpViqηlpV q
ηkpV qηlpViq ,
to show that ekl “ rPk, Pl, Vi, Vjs “ rVi, Vj , Pk, Pls. 
Combining Lemma 2.5 with Lemma 1.1, we can show that the edge ratios of a tetrahedron of
flags are always positive. Recall that this was already proven for the triple ratios in Lemma 2.2.
For convenience, we combine them both in the following result.
Lemma 2.6. For every F P FLT and every σ P pEqF,
tFσ ą 0, and eFσ ą 0.
Proof. Let σ P pEqF and F P FLT. Since edge ratios and triple ratios are invariant under projective
transformations, we can change F to be in σ–standard position (cf. Lemma 2.4).
By Lemma 1.4, the face ppFqqσ is a triangle of flags hence tFσ ą 0 (cf. Lemma 2.2).
Now we consider the affine patch A :“ RP3zre1˚ ` e2˚ ´ e3˚s. The three planes ηi, ηj , ηk have a
unique common intersection ηiηjηk “ re4s P re1˚`e2˚´e3˚s, therefore they form an infinite triangular
prism P in A. The prism P contains the triangle associated to the face ppFqqσ, thus it must contain
the entire tetrahedron associated to the tetrahedron of flags F .
Let p˚k and p
˚
l be the planes in the pencil `i˚j through the line ηiηj , containing the points Vk and
Vl, respectively. The prism P is contained in one of the four connected components of Aztηi, ηju.
The points Vk and Vl are contained in P and so the planes p
˚
k , p
˚
l intersect P. It follows that p
˚
k
and p˚l are contained in the same region, namely they are in the same connected component of
`i˚jztηi, ηju. Combining Lemma 2.5 and Lemma 1.1, we conclude that
eFσ “ rηi, ηj , p˚k , p˚l s ą 0.
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
Let DT be the algebraic variety of RpEqFˆ ˆ RpEqFˆ defined by the internal consistency equations
(2.3)–(2.6). The deformation space of a tetrahedron of flags is the semi-algebraic set
D`T :“ DT X
´
RpEqFą0 ˆ RpEqFą0
¯
.
An immediate corollary of Lemma 2.6 is that Ψ has image in D`T . Furthermore, it is easy to check
that D`T is homeomorphic to R5ą0. Indeed one can use equations (2.5)–(2.6) to write all triple ratios
as edge ratios, reducing the number of variables from 24 to 12. Equation (2.4) implies that half of
the edge ratios are redundant, and by (2.7) only 5 are necessary. Hence there is a homeomorphism
D`T Ñ R5ą0 that maps `
tF‹ , eF‹
˘ ÞÑ `eF12, eF13, eF23, eF14, eF24˘ .
Theorem 2.7. The map Ψ : FLT Ñ D`T – R5ą0 is a homeomorphism.
Proof. The map Ψ is continuous by continuity of 3 and ξ, hence it will be enough to construct a
continuous inverse.
We define a map Φ : D`T Ñ FLT as follows. For each pτ‹, ‹q P D`T Ă RpEqFą0 ˆ RpEqFą0 , letrFs :“ Φpτ‹, ‹q be the PGLp4q–class of the tetrahedron of flags F “ pVm, ηmq4m“1 defined by
pV1, η1q “ pre1s, re2˚sq, pV2, η2q “ pre2s, re1˚sq,
pV3, η3q “ pre1 ` e2 ` e3s, rτp12q3 ¨ e1˚ ` e2˚ ´ pτp12q3 ` 1q ¨ e3˚s,
V4 “ rp12q3 ¨ e1 ` e2 ` X ¨ e3 ´ e4s,
η4 “ rp14q2p42q1 ¨ e1˚ ` e2˚ ´ ν ¨ e3˚ ` ν pY ´ X q ¨ e4˚s,
where
X “ ντp12q3p12q3
τp12q3 ` 1 , Y “
τp21q4 ` 1
τp21q4ν
, ν “ p23q1p31q2´p23q1`1, and ν “ p14q2p42q1´p14q2`1.
Since τp12q3 ą 0, the cyclically ordered triple of flags ppFqqp12q3“ppVm, ηmqq3m“1 is a triangle of flags
(cf. Lemma 2.2). Let 4 Ă RP3 be the unique triangle associated to the triangle of flags ppFqqp 12q3.
As in the proof of Lemma 2.6, we consider the affine patch A :“ RP3zre1˚ ` e2˚ ´ e3˚s. The three
planes η1, η2, η3 have a unique common intersection η1η2η3 “ re4s P re1˚ ` e2˚ ´ e3˚s, therefore they
form an infinite triangular prism P in A. In particular, the prism P contains the triangle 4. We
want to show that V4 lies inside P, and that η4 does not intersect the tetrahedron T spanned by
tV1, V2, V3, V4u in P.
First we observe that, by positivity of pτ‹, ‹q, the quadruple of flags F is non-degenerate:
η1pV4q “ 1, η2pV4q “ p12q3, η3pV4q “ τp12q3p12q3 ` 1` ντp12q3p12q3 “ τp12q3p12q3p23q1,
η4pV1q “ 1, η4pV2q “ p14q2p42q1, η4pV3q “ p14q2p42q1 ` 1´ ν “ p14q2.
In the third equation we used that pτ‹, ‹q P D`T and therefore τp12q3p12q3p23q1p31q2 “ 1.
For every ordered triple pi, j, kq Ppp1, 2, 3qq, let `i˚j be the pencil of planes containing ηi and ηj . Let
p˚k,ij be the plane in `i˚j that contains Vk and let p
˚
l,ij the plane in `i˚j that contains Vl. Then we can
apply Lemma 2.5 to find that“
ηi, ηj , p
˚
k,ij , p
˚
l,ij
‰ “ ξpF , pijqkq “ pijqk.
Once again, given that pijqk ą 0, it follows that p˚k,ij and p˚l,ij are contained in the same connected
component of `i˚jztηi, ηju (cf. Lemma 1.1). In particular, this implies that the intersection V4 “
p4˚,12 X p4˚,23 X p4˚,31 is in P.
It is only left to show that η4 does not intersect the tetrahedron T spanned by tV1, V2, V3, V4u in
P. The argument is analogous, but dual, to the previous one.
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For every ordered triple pi, j, kq Ppp1, 2, 3 qq, let `ij be the line ViVj . Let Pk,ij “ `ij X ηk and
Pl,ij “ `ij X ηl. Then we can apply Lemma 2.5 to find that
rVi, Vj , Pk,ij , Pl,ijs “ ξpF , pklqiq “ pklqi.
Once again, given that pklqi ą 0, it follows that Pk,ij and Pl,ij are contained in the same connected
component of `ijztηi, ηju (cf. Lemma 1.1). We remark that Pk,ij R 4, therefore Pl,ij R 4. In
particular, this implies that the spanned plane η4 “ P4,12P4,23P4,31 misses 4. But 4 is a face of T,
and V4 P η4, therefore η4 misses the entire tetrahedron T.
In conclusion, F P FLT is a tetrahedron of flags and Φ : D`T Ñ FLT is well defined. The above
argument also shows that Φ is continuous. Since F is in p12q3–standard position, it follows from
Lemma 2.4 that Φ “ Ψ´1. 
2.5. Orientation. We recall that every tetrahedron of flags F P FLT corresponds to a unique
tetrahedron TF in RP3, with a canonical ordering of the vertices, namely an identification with
the standard tetrahedron T˝. Then TF is positively oriented if the identification to the standard
tetrahedron is orientation preserving. Otherwise it is negatively oriented.
We remark that projective transformations are not always orientation preserving, thus a tetrahe-
dron may change orientation under projective transformation. However, when we glue tetrahedra
of flags together (cf. §3), it will be convenient to have some control over their orientations to make
sure that they are geometrically glued, namely the underlying projective tetrahedra only intersect
along the common face.
An immediate consequence of Lemma 2.4 and Lemma 2.6 is that the tetrahedron associated to a
σ–standard representative is always positively oriented.
Lemma 2.8. For each edge-face σ “ pijqk and for each class rFs P FLT of tetrahedra of flags,
let F be the σ–standard representative of rFs. Then the tetrahedron TF Ă RP3 associated to F is
positively oriented.
Proof. We recall that TF comes with an identification to the standard tetrahedron T˝, that deter-
mines its orientation.
Let σ “ pijqk be an edge-face. Consider the affine patch A :“ RP3zre1˚ ` e2˚ ´ e3˚s. As F is in
σ–standard position, the three planes ηi, ηj , ηk have a unique common intersection ηiηjηk “ re4s P
re1˚ ` e2˚ ´ e3˚s, therefore they form an infinite triangular prism P in A. The prism P contains
the entire tetrahedron TF . The intersection 41 :“ P X ViVjVk is a triangle in the plane ViVjVk,
containing the triangle 4 :“ TF X ViVjVk associated to the face ppFqqσ. We consider the following
identification:
AÑ R3,
rx : y : z : wsT ÞÑ
ˆ
x
x` y ´ z ,
y
x` y ´ z ,
w
x` y ´ z
˙T
.
In this coordinate system
41 Ă tpa, b, cq P A | c “ 0u,
P “ tpa, b, cq P A | pa, b, 0q P 41u,
Vl “
ˆ
eσ
eσ ` 1´Xσ ,
1
eσ ` 1´Xσ ,
´1
eσ ` 1´Xσ
˙T
,
where
Xσ :“ µσtσeσ
tσ ` 1 , and eσ ` 1´Xσ “
eσ ` tσ ` tσeσeσ´
tσ ` 1 ą 0.
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The triangle 41 divides the interior of the prism P into two connected components, and Vl always
belongs to the one with negative third coordinate:
P´ :“ tpa, b, cq P P | c ă 0u.
It follows that TF is positively oriented. 
3. Coordinates on a pair of glued tetrahedra of flags
We recall that two tetrahedra of flags are glued together when two of their marked faces are
matched (cf. §1.4). When they are glued geometrically, the corresponding tetrahedra in RP3 share
a common face, and locally only intersect at that face. In other words, gluing tetrahedra of flags
corresponds to gluing the underlying tetrahedra.
In this section we show that two tetrahedra of flags can be glued together if and only if they satisfy
a simple face pairing equation (cf. Lemma 3.1). This will be done in the language of edge-faces
(cf. §2.1). Next, we show that two glueable tetrahedra of flags can be glued in a 1–real parameter
family of ways, which is encoded by the gluing parameters (cf. §3.2). These parameters are positive
if and only if the gluing is geometric (cf. Lemma 3.5). We conclude by putting edge parameters
and gluing parameters together to parametrize the deformation space of pairs of glued tetrahedra of
flags (cf. §3.4).
3.1. Edge-face glued position. We begin by recalling the notion of glued tetrahedra of flags, and
set the notation in the language of edge-faces.
Let F “ pVm, ηmq4m“1 and E “ pWm, ζmq4m“1 be two tetrahedra of flags, and let σ “ pijqk and
τ “ pi1j1qk1 be a pair of edge-faces. We say that F and E are glued along pσ, τq, or in pσ, τq–glued
position, if
pVi, ηiq “ pWj1 , ζj1q, pVj , ηjq “ pWi1 , ζi1q, and pVk, ηkq “ pWk1 , ζk1q.
If, in addition, F is the σ–standard representative of its PGLp4q–class rFs, then we say that F and
E are in pσ, τq–standard glued position. Note that if F and E are glued along pσ, τq, then they are
also glued along pσ`, τ´q and glued along pσ´, τ`q. In addition, E and F are glued along pτ, σq.
Given a pair of edge-faces pσ, τq P pEqF ˆ pEqF, we denote by FLσ,τ the set of pairs pF , Eq of
tetrahedra of flags that are glued along pσ, τq, and by FLσ,τ the quotient of FLσ,τ by the diagonal
action of PGLp4q. We remark that FLσ,τ is naturally homeomorphic to the space of pairs of
tetrahedra of flags in pσ, τq–standard glued position.
We say that a pair rFs, rEs P FLT of PGLp4q–classes of tetrahedra of flags is pσ, τq–glueable,
if there are representatives F P rFs and E P rEs that are glued along pσ, τq, namely such that
pF , Eq P FLσ,τ . The next result shows that determining pσ, τq–glueable pairs is simple.
Lemma 3.1. A pair rFs, rEs P FLT is pσ, τq–glueable if and only if
tFσ t
E
τ “ 1.(3.1)
Moreover, if the pair rFs, rEs is pσ, τq–glueable, then it is pσ1, τ 1q–glueable for all σ1 P tσ, σ´, σ`u
and all τ 1 P tτ, τ´, τ`u.
Equation (3.1) is called the face pairing equation of rFs and rEs with respect to the edge-face
pair pσ, τq.
Proof. Let T P FL3˚ be a cyclically ordered triple of flags, and let T P FL3˚ be obtained by applying
an odd permutation to the flags in T . Then, from the definition of triple ratio, we have that
3pT q3pT q “ 1.
The first statement then follows from the fact that projective classes of cyclically ordered triples of
flags are uniquely determined by the triple ratio (cf. Lemma 2.2). The latter instead is a consequence
of the cyclic invariance of the triple ratio. 
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3.2. Gluing parameters. In Lemma 3.1 we underlined that two projective classes of tetrahedra of
flags satisfying the face pairing equation (3.1) can be glued along a face in different combinatorial
ways. In this section we show that, even for fixed combinatorics, there are different representatives
of the same pair that are glueable. They can be parametrized by the following gluing parameter
(cf. Lemma 3.3). For all edge-faces σ “ pijqk and τ “ pi1j1qk1, we define the continuous function
gτσ : FLσ,τ Ñ Rˆ via:
pF , Eq “ `pVm, ηmq4m“1, pWm, ζmq4m“1˘ ÞÑ ´ηipVlqηjpVkqηijkpWl1q
ηipVkqηjpWl1qηijkpVlq P R
ˆ,(3.2)
where ηijk “ ViVjVk is the plane spanned by tVi, Vj , Vku, and V m P R4 and ηm P pR4q˚ are repre-
sentatives of Vm and ηm, respectively. Similarly to triple ratios and edge ratios, we remark that g
τ
σ
is well defined. It is easy to check that it is independent of the choice of representatives. Further-
more, since F and E are glued along pσ, τq, then ηijk “ ViVjVk “ Wi1Wj1Wk1 “: ζi1j1k1 .Therefore
numerator and denominator in gτσ are non-zero by non-degeneracy of the flags.
The gluing parameter of pF , Eq with respect to pσ, τq is
(3.3) gE,τF,σ :“ gτσ pF , Eq .
Finally, we underline that the gluing parameter is invariant under the diagonal action of PGLp4q,
namely
gτσ pF , Eq “ gτσ pG ¨ F , G ¨ Eq , @G P PGLp4q.
Therefore gτσ descends to a function
gτσ : FLσ,τ Ñ Rˆ.
Remark 3.2. We now give a geometric description of the gluing parameter. Suppose that σ “ pijqk
and τ “ pi1j1qk1 are edge-faces corresponding to the permutations rijkls and ri1j1k1l1s, respectively.
Next, suppose that F “ pVm, ηmq4m“1 and E “ pWm, ζmq4m“1 are in pσ, τq–standard glued position.
If we normalize Wl1 so that it is of the form re1` b ¨e2` c ¨e3`d ¨e4s, then it is easy to check using
the definition that gτσprF , Esq “ d. In other words, if we think of the inhomogeneous re4s coordinate
as a “height parameter” then the gluing parameter measures the relative differences of these height
parameters of Vl and Wl1 .
The next lemma shows that, given two projective classes of tetrahedra of flags rFs and rEs, the
gluing parameter parametrizes the set of classes of pσ, τq–glued tetrahedra of flags rF , Es.
Lemma 3.3. Let rFs, rEs P FLT be two PGLp4q–classes of tetrahedra of flags that are pσ, τq–
glueable. Let G “ GprFs, rEsq Ă FLσ,τ be the subset
G :“ trF , Es P FLσ,τ | F P rFs and E P rEsu.
Then the restriction map gτσ
ˇˇ
G : G Ñ Rˆ is a homeomorphism.
Proof. We recall that FLσ,τ is naturally homeomorphic to the space of pairs of tetrahedra of flags
in pσ, τq–standard glued position. If F0 is the σ–standard representative of rFs, then under this
identification we have
G – tpF0, Eq P FLσ,τ | E P rEsu.
Let E0 be the τ–standard representative of rEs. Every pF0, Eq P G is of the form pF0, G ¨ E0q for
some unique G P PGLp4q. Since pF0, Eq is in pσ, τq–standard glued position and E0 is in τ–standard
position, then G is a projective transformation such that
re1s ÞÑ re2s, re2s ÞÑ re1s, re1 ` e2 ` e3s ÞÑ re1 ` e2 ` e3s,
re1˚s ÞÑ re2˚s, re2˚s ÞÑ re1˚s, re4s ÞÑ re4s.
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It follows that G is of the form
G :“
»——–
0 1 0 0
1 0 0 0
0 0 1 0
0 0 0 ´g
fiffiffifl , for g P Rˆ.
Using the geometric description in Remark 3.2, we see that g “ gτσ pF , Eq “ gτσ prF , Esq, concluding
the proof. 
We recall that, if F and E are glued along pσ, τq, then they are also glued along pσ`, τ´q and
along pσ´, τ`q. Similarly, E and F are glued along pτ, σq. Hence for all pairs rF , Es P FLσ,τ , there
are six gluing parameters that one can associate to them. They are the ones corresponding to the
six pairs of edge-faces:
pσ, τq, pσ`, τ´q, pσ´, τ`q, pτ, σq, pτ´, σ`q, pτ`, σ´q.
It follows directly from the definition of the gluing parameter (3.2) that these six parameters are
related. Their relations are called the gluing consistency equations, and are summarized in the
following result.
Lemma 3.4. Let pσ, τq P pEqFˆ pEqF and let rF , Es P FLσ,τ . Then
gE,τF,σg
F,σ
E,τ “ 1,(3.4)
g
E,τ´
F,σ` “
gE,τF,σ
eFσ`e
E
τ
, and g
E,τ`
F,σ´ “ gE,τF,σeFσ eEτ` .(3.5)
Proof. These identities can be easily verified using the definition (3.2) of the gluing parameter once
the pair rF , Es has been put into pσ, τq–standard glued position. 
3.3. Geometric gluing. Let pF , Eq P FLσ,τ be a pair of tetrahedra of flags glued along pσ, τq. Let
TF ,TE Ă RP3 be the tetrahedra in RP3 corresponding to F and E , respectively. Since the pair
pF , Eq is in pσ, τq–glued position, the tetrahedra TE ,TF share a face, say f . In general f Ă TEXTF
and we recall that the pair pF , Eq is geometric if f “ TE X TF .
The pair pF , Eq is not always geometric, as both tetrahedra TF ,TE might be “on the same side”
of f . On the other hand, the geometricity condition is invariant under projective transformations,
thus a class of pairs rF , Es P FLσ,τ is geometric if one representative pair pF , Eq (and hence all) is
geometric. The next result shows that the sign of the gluing parameter determines if a glued pair
is geometric (cf. §3.2).
Lemma 3.5. A class of glued pairs rF , Es P FLσ,τ is geometric if and only if
(3.6) gE,τF,σ ą 0.
Proof. Let pF0, Eq P rF , Es be the unique representative pair in pσ, τq–standard glued position, and
let E0 be the τ–standard representative of rEs. From the proof of Lemma 3.3, pF0, Eq “ pF0, G ¨ E0q
for
G :“
»——–
0 1 0 0
1 0 0 0
0 0 1 0
0 0 0 ´gE,τF,σ
fiffiffifl .
Let TF0 ,TE0 Ă RP3 be the projective tetrahedra associated to F0 and E0, respectively. Then both
TF0 and TE0 are positively oriented by Lemma 2.8. Hence pF0, Eq is geometric if and only if G is
orientation preserving, that is if and only if gE,τF,σ ą 0. 
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We denote by FL`σ,τ Ă FLσ,τ the subset of geometric pairs glued along pσ, τq, and by FL`σ,τ Ă
FLσ,τ the corresponding quotient by the diagonal action of PGLp4q. The following result is an
immediate consequence of Lemma 3.3 and Lemma 3.5.
Corollary 3.6. Let rFs, rEs P FLT be two PGLp4q–classes of tetrahedra of flags that are pσ, τq–
glueable. Let G` “ G`prFs, rEsq Ă FL`σ,τ be the subset
G` :“ trF , Es P FL`σ,τ | F P rFs and E P rEsu.
Then the restriction map gτσ
ˇˇ
G` : G` Ñ Rą0 is a homeomorphism.
3.4. The parametrizations of FLσ,τ and FL`σ,τ . In this section we combine the homeomorphism
Ψ : FLT Ñ D`T (cf. §2.4) and the map gτσ : FLσ,τ Ñ Rˆ (cf. §3.2) to parametrize FLσ,τ and FL`σ,τ .
Let pσ, τq P pEqFˆ pEqF be a fixed pair of edge-faces, and let
S :“ tpσ, τq, pσ`, τ´q, pσ´, τ`q, pτ, σq, pτ´, σ`q, pτ`, σ´qu.
Recall that RSˆ is the set of functions from S to Rˆ. Then we define the map
Ψσ,τ : FLσ,τ Ñ D`T ˆD`T ˆ RSˆ, such that rpF , Eqs ÞÑ
´
ΨpFq,ΨpEq, gE,˚F,˚
¯
,
where gE,˚F,˚ P RSˆ is the function
gE,˚F,˚px, yq “ gE,yF,x, for all px, yq P S.
The deformation space of pairs of pσ, τq–glued tetrahedra of flags Dσ,τ is the semi-algebraic subset
of D`T ˆD`T ˆ RSˆ such that:
(1) the first two coordinates satisfy the face pairing equation (3.1) from Lemma 3.1;
(2) all coordinates satisfy the gluing consistency equations (3.4) and (3.5) from Lemma 3.4.
The deformation space of geometric pairs of pσ, τq–glued tetrahedra of flags Dσ`,τ is the semi-algebraic
set
Dσ`,τ :“ tpp1, p2, p3q P Dσ,τ | p3psq ą 0, @s P Su.
It is a consequence of Lemma 3.1 and Lemma 3.4 that Ψσ,τ has image in Dσ,τ . Similarly, it follows
from Corollary 3.6 that the restriction map Ψσ`,τ :“ Ψσ,τ
ˇˇ
FLσ`,τ has image in Dσ`,τ , namely
Ψσ`,τ :“ Ψσ,τ
ˇˇ
FLσ`,τ : FL
`
σ,τ Ñ Dσ`,τ .
Furthermore, it is easy to check that Dσ,τ (resp. Dσ`,τ ) is homeomorphic to R9ą0 ˆ Rˆ (resp.
R10ą0). Indeed D`T ˆD`T – R10ą0, and the face pairing equation (3.1) eliminates 1 degree of freedom.
On the other hand, one can use equations (3.4)–(3.5) to write all gluing parameters in terms of a
single one. Hence there is a homeomorphism
RSˆ Ñ Rˆ, given by gE,‹F,‹ ÞÑ gE,τF,σ,
which induces identifications Dσ,τ – R9ą0 ˆ Rˆ and Dσ`,τ – R10ą0.
Theorem 3.7. The maps
Ψσ,τ : FLσ,τ Ñ Dσ,τ and Ψσ`,τ : FL`σ,τ Ñ Dσ`,τ
are homeomorphisms.
Proof. The proof is a straightforward application of Theorem 2.7, Lemma 3.3 and Corollary 3.6.
Here is a sketch. The maps Ψσ,τ and Ψσ`,τ are continuous by the continuity of Ψ and g
τ
σ. Hence it will
be enough to find continuous inverses. For every point p “ pp1, p2, p3q P Dσ,τ , let rFs “ Ψ´1pp1q and
rEs “ Ψ´1pp2q. The σ–standard representative F0 P rFs and the τ–standard representative E0 P rEs
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are pσ, τq–glueable because p1 and p2 satisfy the face pairing equation (3.1) (cf. Lemma 3.1). Hence
by Lemma 3.3 there is a unique representative E 1 P rEs such that
gτσ
`rF0, E 1s˘ “ p3pσ, τq.
Thus we have defined a map Dσ,τ Ñ FLσ,τ via p ÞÑ rF0, E 1s. This map is clearly continuous and
inverse of Ψσ,τ . The same map can be modified to be the inverse of Ψσ`,τ via Corollary 3.6. 
4. Coordinates on a triangulation of flags
Let ∆ be a triangulation of a 3–manifold M , and let r∆ be a lift of ∆ to the universal cover ĂM .
We recall that a triangulations of flags of M (with respect to ∆) is a pair pΦ, ρq where
Φ : Verpr∆q Ñ FL, and ρ : pi1pMq Ñ PGLp4q,
satisfying some compatibility conditions (cf. (1),(2) and (3) in §1.5). In what follows, we will abuse
notation by letting ΦpT˜q denote the tetrahedron of flags determined by the Φ–images of the vertices
of T˜. We showed in Theorem 1.7 that every triangulation of flags can be extended to a (possibly
branched) real projective structure on M , thus we are interested in parametrizing the space of
PGLp4q–classes of triangulation of flags FL4. We begin by defining the parametrization.
Let pD`T ˆRpEqFą0 qTetp r∆q be the set of functions from Tetpr∆q to D`T ˆRpEqFą0 , and consider the map
Ψ∆ : FL∆ Ñ pD`T ˆ RpEqFą0 qTetp r∆q defined as follows. For all p “ rΦ, ρs P FL∆ and rT P Tetpr∆q, we
let
Ψ∆ppqprTq :“ ´ΨprΦprTqsq, vprT¯ ,(4.1)
where Ψ is the parametrization from Theorem 2.7 and vprT : pEqF Ñ Rą0 is defined as follows. For
each σ P pEqF, let rT1 and τ P pEqF be the unique tetrahedron and the unique edge-face such that
ΦprTq is glued to ΦprT1q along the edge-face pair pσ, τq. Then we define
vprTpσq :“ gΦprTq,σΦprT1q,τ .(4.2)
It is easy to check that ΨprΦprTqsq does not depend on the choice of representative Φ, thus it is well
defined by property (1) of a triangulation of flags (cf. §1.5), and belongs to D`T by Theorem 2.7.
Similarly, the function vprT does not depend on a representative pair of p, hence it is well defined by
property (2) of a triangulation of flags. It follows that Ψ∆ is well defined. Roughly speaking, the
two factors of Ψ∆ppqprTq encode the edge parameters and the gluing parameters of the tetrahedron
of flags ΦprTq corresponding to rT.
Finally, we recall that Φ is ρ–equivariant (property (3) of a triangulation of flags) and all of the
parameters are invariant under projective transformations. Then Ψ∆ppqpTq “ Ψ∆ppqpγ ¨ Tq for all
γ P pi1pMq, and Ψ∆ descends to a well defined function
Ψ∆ : FL∆ Ñ pD`T ˆ RpEqFą0 qTetp∆q.
To avoid introducing new notation, we make the abuse of using the symbol Ψ∆ for both maps.
The goal of this section is to determine the image of Ψ∆, and to show that Ψ∆ is a homeomorphism
onto its image. It is a consequence of Theorem 3.7 that we can make the following immediate
restriction on the image of Ψ∆. Suppose T and T
1 are two tetrahedra of ∆ glued along some face f ,
and let rT and rT1 be two lifts to r∆ glued along the corresponding lift of f . Then there are edge-faces
σ and τ such that ΦprTq is geometrically glued to ΦprT1q along the edge-face pair pσ, τq. In other
words, rΦprTq,ΦprT1qs P FL`σ,τ . Then by Theorem 3.7, the point`
ΨprΦpTqsq,ΨprΦpT1qsq, pvpTpσq, vpTpσ`q, vpTpσ´q, vpT1pτq, vpT1pτ`q, vpT1pτ´qq
˘ P Dσ`,τ .
More precisely:
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(1) the pair ΨprΦpTqsq,ΨprΦpT1qsq satisfies the face pairing equation (3.1) from Lemma 3.1;
(2) each pair
´
vprTpσq, vprT1pτq
¯
,
´
vprTpσ´q, vprT1pτ`q
¯
,
´
vprTpσ`q, vprT1pτ´q
¯
satisfies the gluing consis-
tency equations (3.4) from Lemma 3.4;
(3) all coordinates together satisfy the gluing consistency equations (3.5) from Lemma 3.4.
We denote by D1∆ be the subset of pD`T ˆ RpEqFą0 qTetp∆q satisfying the above conditions (1),(2) and
(3), for every pair of glued tetrahedra. The above discussion shows that we have a well defined
restriction
Ψ∆ : FL∆ Ñ D1∆.
We recall that Dσ`,τ – R10ą0 (cf. §3.4), hence D1∆ – R5|Tetp∆q|ą0 . Roughly speaking, every time we glue
two tetrahedra of flags we gain one gluing parameter, but also lose one edge parameter due to the
face pairing equation.
Next, we are going to define the deformation space of a triangulation of flags D∆ “ DRPpM ; ∆q.
We will soon see that D∆ is a semi-algebraic subset of D1∆. To determine the additional equations
that cut out D∆, we will introduce the monodromy complex C∆ associated to ∆ (cf. §4.1) and define
cochains and cocycles on C∆ (cf. §4.2). We then show that a point x P D1∆ determines a cocycle if
and only if x satisfies the edge gluing equations (cf. Theorem 4.7), and define D∆ as the subset of
D1∆ where those equations are satisfied. Finally, in §4.4, we will prove that Ψ∆ is a homeomorphism
between FL∆ and D∆ (cf. Theorem 4.14).
4.1. The monodromy complex. Let ∆ be an ideal triangulation of a 3–manifold M . The mon-
odromy graph associated to ∆ is the graph G∆ defined as follows. The vertices of G∆ are all pairs
pT, σq where T P Tetp∆q is a tetrahedron and σ P pEqF is an edge-face, for a total of 12 ¨ |Tetp∆q|
vertices. Two vertices pT, σq and pT1, σ1q of G∆ are connected by an edge if and only if one of the
following (mutually exclusive) conditions is satisfied.
p1qpRed edgeq if T “ T1 and σ1 “ σ` or σ1 “ σ´.
p2qpBlue edgeq if T “ T1 and σ1 “ σ.
p3qpGreen edgeq if T and T1 are glued along pσ, σ1q.
It is easy to check that every pair of vertices is connected by at most one edge, and there are no
loops. Moreover, for every tetrahedron T P Tetp∆q, the subgraph GT∆ of G∆ with vertices labeled
with T is combinatorially isomorphic to Cayp4q, the Cayley graph of the alternating group Altp4q
with the standard 3–cycle and 2-2–cycle generating set. In §2.1, we described a meaningful way
to embed Cayp4q inside a standard tetrahedron. This subgraph is the 1–skeleton of a truncated
tetrahedron dual to T. More precisely, if one takes the tetrahedron dual to T and truncates the
vertices by planes parallel to the faces of T then GT∆ is the 1–skeleton of the resulting truncated
tetrahedron. This construction can be extended to embed G∆ inside ∆.
The monodromy complex is the CW–complex C∆ obtained from attaching four different types of
2–cells to loops in the monodromy graph G∆. The loops on the boundary of the first three types of
2–cells are easy to describe. We denote a loop in G∆ by a cyclically ordered sequence of its vertices.
p1qpTriangleq pppT, σq, pT, σ`q, pT, σ´qqq, @ pT, σq P Tetp∆q ˆ pEqF
p2qpQuadrilateralq pppT, σq, pT1, τq, pT1, τ´q, pT1, σ`qqq, @T,T1 P Tetp∆q glued along pσ, τq.
p3qpHexagonq pppT, σq, pT, σ´q, pT, σ´q, pT, pσ´q´q, pT, σ`q, pT, σqqq, @ pT, σq P Tetp∆q ˆ pEqF.
Triangular and hexagonal faces can be seen in Figure 2 and quadrilateral faces can been seen in
Figure 3. To described the fourth type of cell we need the following notation. For every edge
s P Edp∆q, fix once and for all an orientation on s, and let ppTs1, . . . ,Tsksqq be the cyclically ordered
ks–tuple of tetrahedra that abut s, cyclically ordered to follow the “right hand rule” by placing the
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Figure 3. A gluing of two truncated tetrahedra in the monodromy graph.
Figure 4. Every edge in ∆ is dual to a 2ks–gon in the monodromy complex.
thumb in the direction of s. The number ks is called the valence of s. For each 1 ď i ď ks, the
tetrahedra Tsi and T
s
i`1 are glued along a pair pσsi , τsi`1q of edge-faces (here all indices are taken
mod ks). The edge-face τ
s
i (resp. σ
s
i ) is called the incoming (resp. outgoing) edge-face of T
s
i around
s. We remark that the two faces of Tsi glued to T
s
i´1 and Tsi`1 share the edge s, thus σsi “ τsi .
The last type of 2–cell in C∆ is the 2ks–gon attached to the following loop around s, which
alternates between green and blue edges (cf. Figure 4).
p4qp2ks–gonq pppTs1, σs1q, pTs2, τs2 q, pTs2, σs2q, . . . , pTsks , σsksq, pTs1, τs1 qqq for all s P Edp∆q.
The embedding of G∆ into ∆ naturally extends to an embedding of C∆ into ∆, thus we can
regard the monodromy complex as a subset of M (via its ideal triangulation). Furthermore, if r∆ is
the ideal triangulation of the universal cover of M obtained by lifting the triangulation ∆, then it
is easy to show that rC∆ “ C r∆. In other words, the universal cover of the monodromy complex is
the monodromy complex of the triangulation r∆. The next result shows that C∆ carries the entire
fundamental group of M (and of ∆).
Lemma 4.1. If ∆ is an ideal triangulation of M and ι : C∆ ãÑM is the inclusion of its monodromy
complex, then ι˚ : pi1pC∆q Ñ pi1pMq is an isomorphism.
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Proof. We recall that, for each tetrahedron T P Tetp∆q, the subcomplex of C∆ with vertices labeled
with T is a truncated tetrahedron contained in T, thus it bounds a topological 3–ball. Its boundary is
made out of four triangular 2–cells and four hexagonal 2–cells. Similarly, for each pair of tetrahedra
T,T1 P Tetp∆q that are glued along a pair of edge-faces pσ, τq, the subcomplex of C∆ with vertices
tpT, σq, pT, σ`q, pT, σ´q, pT1, τq, pT1, τ`q, pT1, τ´qu
is a triangular prism that bounds a 3–ball inside TYT1. Its boundary is made out of two triangular
2–cells and three quadrilateral 2–cells.
By adding all of these two types of 3–cells, the monodromy complex C∆ can be extended to a
3–dimensional CW–complex C1∆ with the same fundamental group. The complex C1∆ deformation
retracts onto the dual spine of ∆, by collapsing every truncated tetrahedron into a single point and
every prism to a line segment between two such points. We refer to [20, §1.1.2] for the definition of a
dual spine of a triangulation, and to [18, §2.7] for the more specific setting of an ideal triangulation.
Since M deformation retracts onto its dual spine (cf. [20, Thm 1.1.7]), the result follows. 
4.2. Cochains and cocycles. Let H be a group and C be a finite dimensional CW–complex. A
H–cochain on C is a function from the set of oriented 1–cells of C to H. A H–cocycle on C is a
H–cochain with the following properties:
‚ oppositely oriented edges of C with the same vertices are mapped to inverse elements of H;
‚ for each oriented 2–cell D, in C, the product of the elements along the boundary of D is the
identity in H.
We denote by C1pC, Hq and Z1pC, Hq the sets of all H–cochains and H–cocycles on C, respectively.
An oriented path α in C is simplicial if it is contained in the 1–skeleton of C. For each simplicial
path α and each H–cochain f on C, we define fpαq as the product of the elements of H along α
determined by f . If f is a H–cocycle on C and α and α1 are homotopic (rel. endpoints) simplicial
paths, then it is easy to check that fpαq “ fpα1q. Furthermore, every path in C with endpoints in
the 1–skeleton is homotopic (rel. endpoints) to the 1–skeleton of C, which allows us to extend the
previous definition to any path in C based at a point in the 1–skeleton.
Lemma 4.2. Let u P C be a vertex, then each cocycle c P Z1pC, Hq determines a representation
ρc : pi1pC, uq Ñ H.
Proof. Let rγs P pi1pC, uq and let γ be a homotopic representative lying in the 1–skeleton of C. Every
time γ traverses an oriented edge e of C, the cocycle c determines an element cpeq P H. Multiplying
the resulting group elements determines the value ρcprγsq. Since products along the boundaries of
2–cells are trivial, the map ρc does not depend on the representative γ and is well defined. Moreover,
since multiplication in pi1pC, uq is given by concatenating paths, the map ρc is a homomorphism. 
4.3. Edge gluing equations. We recall that D1∆ is the codomain of Ψ∆, defined at the beginning of
§4. Here we are going to determine equations that cut out a semi-algebraic subset D∆ “ DRPpM ; ∆q
of D1∆, which will be shown to be homeomorphic to the space of triangulations of flags FL∆ via Ψ∆
in §4.4.
We begin by defining a map
Co : D1∆ Ñ C1pC∆,PGLp4qq.
Let x P D1∆. We fix the following notation to describe the components of x. The space D1∆
is a subset of pD`T ˆ RpEqFą0 qTetp∆q, thus for every tetrahedron T P Tetp∆q, we can write xpTq “
px1pTq, x2pTqq, where x1pTq P D`T and x2pTq P RpEqFą0 . Since D`T Ă RpEqFą0 ˆRpEqFą0 , we will adopt the
notation
xpTq “ px1pTq, x2pTqq “
`pτT˚ , T˚ q, κT˚˘ P ´RpEqFą0 ˆ RpEqFą0 ¯ˆ RpEqFą0 .
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Now we can describe the cochain Copxq. We recall that the 1–cells of C∆ are of three types: red,
blue and green (cf. §4.1). The vertices of C∆ are pairs pT, σq of a tetrahedron T P Tetp∆q and an
edge-face σ P pEqF. We are going to encode an oriented 1–cell with an ordered pair pu1, u2q of its
starting vertex u1 and final vertex u2.
(1) (Red edges) For every T P Tetp∆q and σ P pEqF, we define the cochain of the oriented red
edge ppT, σ`q, pT, σqq as
(4.3) Copxq ppT, σ`q, pT, σqq :“ RotσpxpTqq “
»——–
0 1 0 0
τTσ 1 ´1´´ τTσ 0
0 1 ´1 0
0 0 0 1Tσ`
fiffiffifl .
Then we set Copxq ppT, σq, pT, σ`qq :“ pCopxq ppT, σ`q, pT, σqqq´1.
(2) (Blue edges) For every T P Tetp∆q and σ P pEqF, we define the cochain of the oriented blue
edge ppT, σq, pT, σqq as
(4.4) Copxq ppT, σq, pT, σqq :“ FlipσpxpTqq “
»——–
0 Tσ 0 0
1 0 0 0
0 0 XTσ XTσ XTσ ´ Tσ
0 0 ´1 ´XTσ
fiffiffifl ,
where
XTσ1 :“ νσ
1
Tσ1´ 
T
σ1` pτTσ1 ` 1q
, and νTσ1 :“ Tσ1´ Tσ1` ´ Tσ1´ ` 1, for σ1 P tσ, σu.
(3) (Green edges) For every pair of tetrahedra T,T1 P Tetp∆q and edge-faces σ, τ P pEqF such
that T and T1 are glued along pσ, τq, we define the cochain of the oriented green edge
ppT, σq, pT1, τqq as
(4.5) Copxq `pT1, τq, pT, σq˘ :“ GlueσpxpTqq “
»——–
0 1 0 0
1 0 0 0
0 0 1 0
0 0 0 ´κTσ
fiffiffifl .
All of the above transformations depend continuously on the parameters of x and so it is easy to
check that Co is continuous and injective, but not surjective. At first sight, the above transformations
seem mysterious, but they can each be described geometrically. Loosely speaking, each of the above
transformations maps the standard position of its terminal vertex to the standard position of its
initial vertex. This is made precise in the following lemma.
Lemma 4.3. Let x P D1∆ and let T and T1 be two tetrahedra in ∆ that are glued via the edge-face pairpσ, τq. Next, let F be the σ–standard representative of Ψ´1pxpTq1q and let E be the representative
of Ψ´1pxpT1q1q so that pF , Eq is in pσ, τq–standard glued position. Then
(1) FlipσpxpTqq ¨ F is the σ–standard representative of rFs,
(2) pRotσpxpTqq ¨ F ,RotσpxpTqq ¨ Eq is in pσ`, τ´q–standard glued position, and
(3) pGlueσpxpTqq ¨ F ,GlueσpxpTqq ¨ Eq is in pτ, σq–standard glued position.
Proof. All three of these properties follow from direct computations using the definitions of standard
and standard glued positions, and the fact that the entries of xpTq and xpT1q satisfy the conditions
(1), (2), (3) defining D1∆. 
The previous lemma also provides motivation for the suggestive naming of the above transforma-
tions: the transformation RotσpxpTqq rotates the edge-face σ “ pijqk to the edge-face σ` “ pkiqj,
FlipσpxpTqq flips the edge-face σ “ pijqk to the edge-face σ “ pjiql, and GlueσpxpTqq glues the
edge-face σ to the edge-face τ .
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Now we are going to determine necessary and sufficient conditions for the cochain Copxq to be a
cocycle. The next lemma shows that Copxq already satisfies most of the conditions necessary to be
a cocycle.
Lemma 4.4. Let x P D1∆. The cochain Copxq maps oppositely oriented edges of C∆ to inverse
elements of PGLp4q. Furthermore, the product of the matrices associated by Copxq to the oriented
edges along the boundary of a triangular, quadrilateral and hexagonal 2–cell of C∆ is trivial.
Proof. First, we remark that the cochain Copxq is defined to map oppositely oriented red edges of
C∆ to inverse elements of PGLp4q. Using that Tσ “ Tσ and κTσκT1τ “ 1, it is easy to check that the
same property holds for blue and green edges.
Next we take care of the 2–cells. The proof consists in checking that products of matrices of
the form (4.3),(4.4) and (4.5) along the boundary of triangular, quadrilateral and hexagonal 2–cells
of C∆ is trivial. This is a straightforward but tedious computation that requires the use of the
relations among the coordinates of x in D1∆. In particular, for triangular 2–cells, it is enough to use
the relations
τTσ pTσ Tσ`Tσ´q “ 1, @σ P pEqF, and @T P Tetp∆q.
For the quadrilateral 2–cells, one also needs
τTσ τ
T1
τ “ 1, and κTσ´ “ κTσ Tσ T
1
τ` ,
for all tetrahedra T,T1 P Tetp∆q glued along the pair of edge-faces pσ, τqq. Finally, for the hexagonal
2–cells, it is enough to use the relations
τTσ pTσ Tσ`Tσ´q “ 1, and Tσ Tσ`Tσ´TσopTpσ`qopTpσ´qop “ 1, @σ P pEqF, and @T P Tetp∆q.

Remark 4.5. Note that Lemma 4.3 provides an alternative proof of Lemma 4.4. Specifically,
Lemma 4.3 can be inductively used to show that the product of the elements determined by Copxq
along the triangular, quadrilateral, and hexagonal faces each fix a σ–standard representative of some
tetrahedron of flags, and is thus trivial.
We recall that C∆ contains a fourth type of 2–cells dual to the edges in Edp∆q. For every edge
s P Edp∆q, let ks be the valence of s. Then there is a 2ks–gon in C∆ attached to a loop around s
which is an alternating sequence of green and glue edges (cf. §4.1):
pppTs1, σs1q, pTs2, τs2 q, pTs2, σs2q, . . . , pTsks , σsksq, pTs1, τs1 qqq .
Let
(4.6) Gs :“
ksź
i“1
Glueτsi pxpTsi qqFlipσsi pxpTsi qq
be the product of the matrices associated by Copxq to the boundary of this 2ks–gon. We remark
that Gs is a product of matrices of the form (4.4) and (4.5), therefore
(4.7) Gs “
»——–
Gs11 0 0 0
0 1 0 0
0 0 Gs33 G
s
34
0 0 Gs43 G
s
44
fiffiffifl .
It follows from the definition of cocycles (cf. §4.2) and Lemma 4.4 that the cochain Copxq is a
cocycle if and only if the matrix Gs is trivial for each s P Edp∆q. This is equivalent to the following
edge gluing equations (of ∆ with respect to s P Edp∆q):
Gs11 “ Gs33 “ Gs44 “ 1,(4.8)
Gs34 “ Gs43 “ 0.
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Remark 4.6. In general, the entries of Gs are complicated expressions of the coordinates in x,
however the p1, 1q–entry is simple:
Gs11 “
ksź
i“1

Tsi
σsi
,(4.9)
Informally, this says that the product of the edge-ratios of the edges identified with s must be equal
to 1. Similarly, the determinant of Gs is simple to determine:
(4.10) detpGsq “ Gs11 pGs33Gs44 ´Gs43Gs34q “
ksź
i“1
´

Tsi
σsi
¯2
κ
Tsi
σsi
.
We denote by D∆ “ DRPpM ; ∆q the semi-algebraic affine subset of D1∆ consisting of those points
satisfying the edge gluing equations (4.8), for each edge in Edp∆q. The set D∆ is called the de-
formation space of a triangulation of flags. We summarize the above discussion in the following
result.
Theorem 4.7. Let x P D1∆, then Copxq is a cocycle if and only if x P D∆. Namely
Co´1pZ1pC∆,PGLp4qqq “ D∆, and Co
ˇˇ
D∆ : D∆ ãÑ Z1pC∆,PGLp4qq.
We conclude this section with a technical result that will be needed to prove the main Theo-
rem 4.14 in the next section.
Let v be an (ideal) vertex in ∆ and let α be an oriented simplicial path in C∆ with the following
property. If pTi, σiqki“0 is the ordered list of vertices of C∆ crossed by α, then
‚ α crosses an even number of edges (i.e. k is even);
‚ and for every even j, the vertex v is the initial endpoint of the underlying oriented edge of
σj .
A path that is homotopic to a path with the above properties is a peripheral path around v.
A more geometric description is that a path is a peripheral path around v if it is homotopic (rel.
endpoints) into a neighborhood of the vertex v in ∆. The next lemma shows that peripheral paths
always preserve an incomplete flag.
Lemma 4.8. Let x P D∆ and let α be an oriented peripheral path around a vertex v of ∆. Then
Copxqpαq fixes the incomplete flag pre1s, re2˚sq.
Proof. Since Copxq is a cocycle (cf. Theorem 4.7), the quantity Copxqpαq does not depend on the
homotopy class of α. Hence we can assume that α is a path of the form
ppT1, σ1q, pT2, σ2q, . . . , pT2k, σ2kqq ,
where k P N and for every even j, v is the starting endpoint of the underlying oriented edge σj .
We observe that α is the concatenation of k oriented peripheral paths around v of length two. If
each of these paths satisfies the conclusion of the lemma, then α also satisfies the conclusion of the
lemma. It is therefore sufficient to prove the statement for α of length two (i.e. k “ 1).
There are only four possibilities for α, namely
piq `pT0, σ0q, pT0, σ0q, pT0, pσ0q´q˘, piiq `pT0, σ0q, pT0, pσ0q`q, pT0, pσ0q`˘,
piiiq `pT0, σ0q, pT1, σ1q, pT1, σ1q˘, pivq `pT0, σ0q, pT1, σ1q, pT1, pσ1q´q˘,
where in piiiq and pivq, the tetrahedron T1 is the unique tetrahedron of ∆ glued to T0 along
pσ0, σ1q. Using the matrices in (4.3),(4.4) and (4.5) it is easy to check that the cocycle associated
to these paths fixes the incomplete flag pre1s, re2˚sq. 
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4.4. The parametrization of FL∆. In this section we show that the image of the map Ψ∆ :
FL∆ Ñ D1∆ is contained in the deformation space D∆ (cf. Corollary 4.11), allowing us to write
Ψ∆ : FL∆ Ñ D∆.
Finally we will prove that Ψ∆ is a homeomorphism onto D∆.
To prove that Ψ∆pFL∆q Ă D∆, it is enough to show that pCo ˝Ψ∆qppq P Z1pC∆,PGLp4qq for all
p P FL∆, and conclude using Theorem 4.7. This is easy to see once we understand how pCo˝Ψ∆qppq
acts on the flags of p. To avoid introducing additional notation, we will employ the following abuse
of notation. If α is an oriented simplicial path in the monodromy complex C r∆ of r∆, then there is a
unique oriented simplicial path α in C∆ that lifts to α. Then if c P Z1pC∆,PGLp4qq, we will denote
by cpαq :“ cpαq.
Lemma 4.9. Let p “ rΦ, ρs P FL∆ and let α be an oriented simplicial path in the monodromy
complex C r∆ of r∆. Let prT1, σ1q (resp. prT2, σ2q) be the starting (resp. ending) vertex of α, and set
Gα :“ pCo ˝ Ψ∆qppqpαq. If pΦ, ρq is the representative pair of p such that ΦpT2q is in σ2–standard
position, then Gα ¨ ΦpT1q is in σ1–standard position.
Proof. We remark that if α is the concatenation of finitely many oriented simplicial paths satisfying
the lemma, then α also satisfies the lemma. Since α is a sequence of oriented edges in C r∆, it will be
enough to prove the statement for paths of length one.
Thus suppose α consists of a single oriented edge
´
prT1, σ1q, prT2, σ2q¯. This edge is either red,
blue or green, and for these edges, the result follows from Lemma 4.3. For instance, if the edge is blue
the edge above is
´
prT2, σ2q, prT2, σ2q¯ and Gα is Flipσ2pΨ∆ppqpT2qq, where T2 is the tetrahedron
in ∆ covered by rT2. In this case the statement of the lemma is that Flipσ2pΨ∆ppqpT2qq maps
the σ2–standard position of ΦpT2q to the σ2–standard position of ΦpT2q, which is guaranteed by
Lemma 4.3. The proof for the red and green edges follows from a similar argument. 
Corollary 4.10. For all p “ rΦ, ρs P FL∆, the cochain pCo ˝Ψ∆qppq is a cocycle.
Proof. Let α be an oriented simplicial loop in C∆ based at pT, σq that bounds a 2–cell in C∆ and let
Gα “ pCo ˝Ψ∆qppqpαq. Since α is homotopically trivial and C r∆ “ rC∆, it follows that α lifts to an
oriented simplicial loop in C r∆ based at prT, σq covering pT, σq. By Lemma 4.9 it follows that Gα fixes
the σ–standard representative of rΦprTqs. However, the stabilizer of a tetrahedron of flags is trivial
(cf. Lemma 1.3), and so Gα is the identity in PGLp4q. In particular, this implies that pCo ˝Ψ∆qppq
is a cocycle. 
Corollary 4.11. The image of the map Ψ∆ : FL∆ Ñ D1∆ is contained in D∆, and thus
Ψ∆ : FL∆ Ñ D∆
is well defined.
Proof. Let p P FL∆. By Corollary 4.10, pCo ˝ Ψ∆qppq is a cocycle. Therefore Ψ∆ppq P D∆, by
Theorem 4.7. 
We close this section by showing that Ψ∆ is a homeomorphism. This is done by constructing an
explicit inverse. Let x P D∆. We define a triangulation of flags px “ rΦx, ρxs P FL∆ as follows.
First we fix a tetrahedron rT0 P r∆ lifting a tetrahedron T0 P ∆, and an edge-face σ0 P pEqF. As
Copxq is a cocycle on the monodromy complex C∆ (cf. Theorem 4.7), we define
ρx : pi1pC∆, pT0, σ0qq Ñ PGLp4q
to be the unique representation determined by Copxq based at pT0, σ0q (cf. Lemma 4.2). We remark
that pi1pC∆, pT0, σ0qq is isomorphic to the fundamental group of M (cf. Lemma 4.1).
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Next we define Φx : Verpr∆q Ñ FL. For every vertex v P Verpr∆q, let rT P r∆ be a tetrahedron with
vertex v, and let σ P pEqF be an edge-face of rT such that v is the initial vertex of the underlying
edge in σ. Let α be an oriented simplicial path in C r∆ from prT0, σ0q to prT, σq. Henceforth we adopt
the notation Gγ :“ Copxqpγq for all oriented simplicial paths in C r∆. Then we define
Φxpvq :“ Gα ¨ pre1s, re2˚sq.
Lemma 4.12. If x P D∆, then Φx is well defined.
Proof. We must show that Φx is independent of the choice of both the vertex prT, σq P C r∆ and the
path α from prT0, σ0q to prT, σq. First, suppose that α1 is another path from prT0, σ0q to prT, σq. Let
α´ be the path from prT, σq to prT0, σ0q obtained by traversing α backwards. Then α1 ¨ α´ is a loop
in C r∆ based at prT0, σ0q. Since C r∆ is simply connected this loop is homotopically trivial and thus
covers a homotopically trivial simplicial loop γ in C∆ based at pT0, σ0q. Since Copxq is a cocycle
(cf. Theorem 4.7) it follows that Copxqpγq is trivial, and so Gα “ Gα1 . Hence Φxpvq is independent
of α.
Next, suppose prT1, σ1q is another pair satisfying the same properties as prT, σq. Then there is an
oriented peripheral path β from prT, σq to prT1, σ1q, whose concatenation α ¨ β with α is an oriented
simplicial path from prT0, σ0q to prT1, σ1q. But then by Lemma 4.8,
Gα¨β ¨ pre1s, re2˚sq “ GαGβ ¨ pre1s, re2˚sq “ Gα ¨ pre1s, re2˚sq.
It follows that Φxpvq is also independent of the choice prT, σq, and so Φx is well defined. 
Next, we show that the pair pΦx, ρxq is a triangulation of flags.
Lemma 4.13. If x P D∆, then pΦx, ρxq P FL∆.
Proof. In order to prove the lemma we need to show that conditions (1), (2), and (3) from §1.5 are
satisfied. First, suppose tviu4i“1 are the vertices of a tetrahedron rT P r∆, and let σi P pEqF be an
edge-face of rT such that vi is the starting vertex of the underlying edge of σi. Since x1prTq P D`T
then Ψ´1px1prTqq P FLT (cf. Theorem 2.7). We let FσirT to be the σi–standard representative of
Ψ´1px1prTqq. Let αi be an oriented simplicial path in C r∆ from prT0, σ0q to prT, σiq.
In σi–standard position, the i–th flag of FσirT is pre1s, re2˚sq, and so by definition Φxpviq is the i–th
flag of Gαi ¨ FσirT . We claim that
(4.11) Gαi ¨ FσirT “ Gαj ¨ FσjrT , @i, j P t1, 2, 3, 4u,
from which it follows that
(4.12) ΦxprTq :“ pΦxpv1q,Φxpv2q,Φxpv3q,Φxpv4qq “ Gαi ¨ FσirT P FLT.
To prove (4.11), let β be an oriented simplicial path from prT, σiq to prT, σjq. Then we claim that
GαiGβ “ Gαi¨β “ Gαj , and Gβ ¨ FσjrT “ FσirT .
The first point follows from the fact that Copxq is a cocycle and that αi ¨ β and αj are homotopic
paths in rC∆. For the second point, observe that since FσjrT is in σj–standard position, Lemma 4.9
says that the transformation Gβ maps FσjrT into σi–standard position, which is FσirT . This proves
that (1) is satisfied.
Next, suppose rT1 and rT2 are tetrahedra in r∆ glued along a face f , and let pσ1, σ2q be a pair
of edge-faces encoding this gluing. For i P t1, 2u, let FσirTi to be the σi–standard representative
of Ψ´1px1prTiqq, and let αi be an oriented simplicial path in C r∆ from prT0, σ0q to prTi, σiq. Then
by (4.12) we have that Gα1 ¨ Fσ1rT1 and Gα2 ¨ Fσ2rT2 are the tetrahedra of flags ΦxprT1q and ΦxprT2q,
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respectively. Finally, let β be the green edge in C r∆ from prT1, σ1q to prT2, σ2q. It follows from the
definition of Copxq that Gβ is Glueσ2pxprT2qq. Furthermore, since x P D∆, the classes rFσ1rT1s and rFσ2rT2s
are pσ1, σ2q–glueable and so pFσ1rT1 , Gβ ¨ Fσ2rT2q are in pσ1, σ2q–standard glued position. Furthermore,
arguing as before, we see that Gα2 “ Gα1Gβ and so
pGα1 ¨ Fσ1rT1 , Gα2 ¨ Fσ2rT2q “ Gα1 ¨ pFσ1rT1 , Gβ ¨ Fσ2rT2q
are in pσ1, σ2q–glued position. Since x P D∆, it follows that the gluing parameter for this pair is
positive and so this gluing is geometric. This proves that (2) is satisfied.
The fact that Φx is ρx–equivariant follows directly from the fact that ρx is defined through Copxq.
Indeed let v P Verpr∆q and let γ P pi1pC∆, pT0, σ0qq. Let σ P pEqF be an edge-face of a tetrahedron rT
such that v is the starting vertex of the underlying edge in σ with respect to rT. Then γ lifts to an
oriented simplicial path α ¨rγ ¨β in C r∆ which is a concatenation of paths starting at prT0, σ0q, through
prT, σq and pγ ¨ rT, σq, and ending at pγ ¨ rT0, σ0q. We remark that α and β can be chosen to project
to the same simplicial path in C∆, with opposite orientations, thus Gβ “ G´1α . By definition
ρxpγq “ Copxqpα ¨ rγ ¨ βq “ GαGrγG´1α .
We conclude that
Φxpγ ¨ vq “ Gα¨rγ ¨ pre1s, re2˚sq “ GαGrγ ¨ pre1s, re2˚sq “ GαGrγG´1α ¨ Φxpvq “ ρxpvq ¨ Φxpvq,
which shows that condition (3) is satisfied.

The PGLp4q–class of pΦx, ρxq does not depend on the initial choice of pair prT0, σ0q, therefore by
Lemmas 4.12 and 4.13 we have constructed a well defined map
Θ : D∆ Ñ FL∆, where Θpxq “ rΦx, ρxs.
It is easy to see that rΦx, ρxs depends continuously on the coordinates in x, namely Θ is continuous.
Theorem 4.14. The map Ψ∆ : FL∆ Ñ D∆ is a homeomorphism.
Proof. The map Ψ∆ is continuous because it is defined in terms of Ψ and Φ that are continuous,
thus it will be enough to show that Θ “ Ψ´1∆ .
For every rT P Tetpr∆q
Ψ∆pΘpxqqprTq “ Ψ∆prΦx, ρxsqprTq “ ´ΨprΦxprTqsq, vrΦx,ρxsrT ¯
“
´
ΨpΨ´1px1prTqqq, x2prTq¯ “ ´x1prTq, x2prTq¯ “ xprTq.
Furthermore, since the projective class of each tetrahedron of flags and each gluing is encoded by
the parameters in D∆, it follows that the map Ψ∆ is also injective. Hence the map Ψ∆ is invertible
with inverse Θ. 
5. Relationship with Thurston’s equations
In this section we discuss how our deformation space of a triangulation of flags is related to
Thurston’s deformation space for hyperbolic structures. The material is described in a more general
setting, that also includes results of Danciger [12] generalizing Thurston’s technique to the case of
Anti-de Sitter structures and half-pipe structures.
We begin by recalling most of the background, in a unified framework that includes all of these
three geometries (hyperbolic, Anti-de Sitter and half-pipe) as subgeometries pG‹,X‹q of real projec-
tive geometry pPGLp4q,RP3q (cf. §5.1). In §5.2, we review Thurston’s deformation space DX‹pM ; ∆q
and the extension map ExtX‹ : DX‹pM ; ∆q Ñ X‹pM ; ∆q, which associates Thurston’s parame-
ters to pG‹,X‹q–structures. Next, we show that there is a straightforward dictionary between our
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projective parameters and Thurston’s parameters, which makes it easy to determine when a pro-
jective structure is a pG‹,X‹q–structures (cf. §5.3). This leads to the construction of the map
ϕ‹ : DX‹pM ; ∆q Ñ DRPpM ; ∆q (cf. §5.4), which was mentioned in the statement of Theorem 0.1 in
the preface. We give a complete description of ϕ‹ (cf. Theorem 5.14), and show that the maps ϕ‹,
Ext∆, and ExtX‹ are compatible, in the sense that they fit into a certain commutative diagram (cf.
Theorem 5.15).
5.1. Hyperbolic, Anti-de Sitter and half-pipe spaces. Let ‹ P t´1, 1, 0u and let B‹ be the 2–
dimensional R–algebra with basis t1, ιu, such that ι2 “ ‹. It is easy to check that B´1 is the algebra
of complex numbers C, while B1 is the algebra of pseudo complex numbers. If z “ a ` ιb P B‹,
then a “: Repzq and b “: Impzq are called the real part and imaginary part of z, respectively. Each
z “ a` ιb has a conjugate z :“ a´ ιb. Thus
(5.1) 2Repzq “ z ` z and 2ιImpzq “ z ´ z.
Using conjugation we can define a (pseudo) norm |z|2 :“ zz “ a2 ´ ι2b2. Elements of B‹ are
space-like, time-like, or light-like if their norm squared is positive, negative, or zero. Note that if
‹ “ ´1, then all non-zero elements are space-like. On the other hand, if ‹ “ 0 then |z|2 “ Repzq2
and all purely imaginary elements are light-like, while the remaining ones are space-like. Let B‹ˆ
denote the invertible elements of B‹. It is easy to check that z P B‹ˆ if and only if z is not light-like,
in which case
z´1 “ z|z|2 .(5.2)
In particular ι is not a unit in B0, hence one cannot calculate Impzq of z P B0 using the second
formula in (5.1).
There is a natural (injective) R–algebra homomorphism from B‹ to the space of real 2ˆ2 matrices,
given by
z ÞÑ
ˆ
Repzq ι2Impzq
Impzq Repzq
˙
.
It follows that multiplication in B‹ can be encoded using 2ˆ 2 matrices, byˆ
Repzq ι2Impzq
Impzq Repzq
˙ˆ
Repwq ι2Impwq
Impwq Repwq
˙
“
ˆ
Repzwq ι2Impzwq
Impzwq Repzwq
˙
, @z, w P B‹.(5.3)
A matrix with coefficients in B‹ is ‹–Hermitian if it is equal to its conjugate transpose (where
here conjugate refers to conjugation in B‹). Let H‹ be the space of 2ˆ2 ‹–Hermitian matrices with
coefficients in B‹. The space H‹ is a real 4–dimensional vector space and A ÞÑ ´detpAq defines a
quadratic form on H‹. Depending on ‹, the corresponding symmetric bilinear form D‹ has signature
p3, 1q (‹ “ ´1), p2, 2q (‹ “ 1), or it is degenerate with signature p2, 1, 1q (‹ “ 0). Let
C‹ :“ tu P H‹ | D‹pu, uq ă 0u,
and let X‹ :“ PpC‹q be the image of C‹ in the projective space PpH‹q. The boundary BX‹ consists of
projective classes of D‹–isotropic vectors, namely projective classes of rank one matrices in PpH‹q.
The space X‹YBX‹ is homeomorphic to a 3–ball (if ‹ “ ´1), a solid torus (if ‹ “ 1), or a “pinched”
solid torus (if ‹ “ 0). In all cases, X‹ is orientable and we fix an orientation.
The group of orthogonal transformations OpD‹q preserves C‹, thus its projectivization POpD‹q
acts on X‹. In particular, the pair pPOpD‹q,X‹q is a pG,Xq–geometry in the sense of Klein [19]. It
is easy to check that
pPOpD‹q,X‹q “
#
pPOp3, 1q,H3q, if ‹ “ ´1,
pPOp2, 2q,AdS3q, if ‹ “ 1.
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In his thesis [10], J. Danciger defines a transitional geometry called half-pipe geometry that captures
the geometry of collapsing hyperbolic and Anti-de Sitter structures. Half-pipe geometry turns out
to be a subgeometry of pPOpD0q,X0q–geometry with the same model space X0, but a strictly smaller
group of symmetries. To define the symmetry group of half-pipe geometry, we consider the following
construction. Let
B‹P1 :“ tpx, yq P B‹ ˆ B‹ | pαx, αyq ­“ p0, 0q, @ α P B‹zt0uu{„,
where the equivalence relation „ is scalar multiplication by B‹. We denote by rx, ys the equivalence
class containing px, yq. There is an embedding B‹ Y t8u Ñ B‹P1 given by
v ÞÑ rv, 1s, @v P B‹, and 8 ÞÑ r1, 0s.(5.4)
When ‹ “ ´1 this map is a bijection and this is the standard identification CY t8u – CP1. Next,
consider the bijection
Λ‹ : B‹P1 –ÝÑ BX‹,(5.5)
rv1, v2s ÞÑ
„|v1|2 v1v2
v1v2 |v2|2

.
The group PSL2pB‹q acts both on B‹P1 by linear fractional transformations, and on PpH‹q via
(5.6) A ¨G :“ A G AT , for all A P PSL2pB‹q, G P PpH‹q.
Next, let C : B‹P1 Ñ B˚P1 be the involution given by componentwise conjugation.
This action of both PSL2pB‹q and C on PpH‹q is faithful, R–linear, and preserves determinants.
It gives rise to a subgroup of POpD‹q isomorphic to PSL2pB‹q ¸ Z2, which we henceforth call the
group of X‹–transformations and denote G‹. The index two subgroup of G‹ isomorphic to PSL2pB‹q
is called the group of orientation preserving X‹–transformations and is denoted G‹` . In this paper
we will refer to the pG0,X0q–geometry as half-pipe geometry, although Danciger’s half-pipe geometry
is modeled on pG`0 ,X0q.
For ‹ P t´1, 1u, one finds that G‹ “ POpD‹q, thus pG‹,X‹q is isomorphic to the geometry
pPOpD‹q,X‹q. On the other hand, we will shortly see that when ‹ “ 0, the group G0 is a proper
subgroup of POpD0q.
Note that pG‹,X‹q is a subgeometry of pPGLp4q,RP3q, in the sense of §1.6. For example, there is
an isomorphism of quadratic spaces
J‹ : H‹ Ñ R4, where
ˆ
x v ` ιw
v ´ ιw y
˙
ÞÑ 1?
2
px, y, v, wq ,(5.7)
between H‹ with D‹ and R4 with the standard symmetric bilinear form
(5.8) J‹ “
¨˚
˚˝ 0 ´1 0 0´1 0 0 0
0 0 2 0
0 0 0 ´2ι2
‹˛‹‚.
The map J‹ descends to equivariant embeddings G‹ ãÑ PGLp4q and X‹ ãÑ RP3.
Lemma 5.1. For each A P POpD0q Ă PGLp4q there is a unique k P R and a unique B P G0 so that
A “ DkB, where Dk “ Diagp1, 1, 1, ekq. It follows that G0 is a normal subgroup of POpD0q and that
POpD0q{G0 – R.
Proof. Using (5.7) we can regard X0 as a subset of RP3 and POpD0q as a subgroup of PGLp4q .
The points V1 “ re1s, V2 “ re2s, and V3 “ re1` e2` e3s are contained in BX0. Let Wi “ A´1Vi for
1 ď i ď 3. By [12, Prop. 2] there is a unique element B P G`0 mapping Vi to Wi for 1 ď i ď 3. As a
result, the element D :“ AB P POpD0q fixes Vi for 1 ď i ď 3.
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The point re4s is the unique non–manifold point of BX0 and so D also fixes re4s. Furthermore,
since D fixes V1, V2, and V3 it preserves the plane V1V2V3 spanned by these points. D also preserves
the dual hyperplanes tangent to BX0 at V1 and V2. These planes are re2˚s and re1˚s, respectively, and
so D preserves the line ` containing re4s and re3s. It follows that D fixes re3s “ `X V1V2V3. These
properties imply that D “ Diagp1, 1, 1, tq for some t P Rˆ. However, if t ă 0 then Diagp1, 1, 1, tq “
Dlogp´tqDiagp1, 1, 1,´1q and Diagp1, 1,1´´ 1q P G0. Furthermore, Dk P G0 if and only if k “ 0, and
so uniqueness of the decomposition follows.
Next, since re4s is preserved by each element of POpD‹q, it follows that every element B P G`0
can be written in block form as „
A 0
cT d

,
where A P SLp3,Rq, c P R3, and d P Rˆ. Furthermore, using (5.6) it is easy to check that the
elements of G0 are precisely those elements for which d “ ˘1. It follows that Dk normalizes G0, and
so G0 is normal in POpD‹q and POpD‹q{G0 – R. 
For every 3–manifold M with ideal triangulation ∆, the map J‹ induces a “forgetful” map
f‹ : X‹pM ; ∆q Ñ RP3pM ; ∆q
that maps a branched pG‹,X‹q–structure on M (with respect to ∆) to its underlying branched
projective structure (cf. §1.6).
Lemma 5.2. The map f‹ : X‹pM ; ∆q Ñ RP3pM ; ∆q is injective for ‹ P t´1, 1u. For ‹ “ 0, each
non-empty fiber of f0 is homeomorphic to R.
Proof. Using (5.7) we can assume that X‹ Ă RP3 and POpD‹q Ă PGLp4q. In each case, the group
of projective transformations that preserves X‹ is POpD‹q. When ‹ “ ˘1, G‹ “ POpD‹q, and the
result follows.
When ‹ “ 0, suppose M0 P X0pM ; ∆q and let pdev0,hol0q be a representative pair for f0pM0q.
For every M P X0pM ; ∆q in the same f0–fiber asM0 , let pdev,holq be a representative pair. Then
there is A P POpD0q such that pdev,holq “ A ˝ pdev0,hol0q (up to precomposing the developing
maps with an isotopy). By Lemma 5.1, there is a unique way to write A “ DkB, for B P G0 and
Dk “ Diagp1, 1, 1, ekq, thus there is a map g from the fiber to R given by gpMq “ k. By Lemma 5.1,
the map g is well defined and injective. To see that that g is surjective, observe that if k P R and
Mk is the half-pipe structure with developing map Dk ˝ dev0, then gpMkq “ k. 
Suppose that J : H‹ Ñ R4 is another isomorphism of quadratic spaces between H‹ with D‹
and R4 with another quadratic form J , of the same signature as J‹ (cf. (5.8)). Then it is easy to
check that J gives rise to equivariant embeddings G‹ ãÑ PGLp4q and X‹ ãÑ RP3. Let GJ and XJ
be the respective images of these embeddings, then pGJ ,XJ q is a projectively equivalent model of
pG‹,X‹q–geometry inside of pPGLp4q,RP3q–geometry. The triple pGJ ,XJ ,J q is a marked projective
model for pG‹,X‹q–geometry. If the marking if forgotten, then pGJ ,XJ q is an unmarked projective
model for pG‹,X‹q–geometry. We will generally not specify if a model is marked or unmarked when it
is obvious from the context. There are two important notions of equivalence for marked projective
models that we now discuss. Two marked projective models pGJ ,XJ ,J q and pGJ 1 ,XJ 1 ,J 1q are
projectively equivalent if there is a transformation A P PGLp4q such that
pGJ 1 ,XJ 1 ,J 1q “ pA ¨ GJ ¨A´1, A ¨ XJ , A ˝ J q
and are pG‹,X‹q–equivalent if pGJ ,XJ q “ pGJ 1 ,XJ 1q and there is B P G‹ so that J 1 “ J ˝B. Since
quadratic forms of the same signature are isometric it follows that different marked projective models
of pG‹,X‹q–geometry are projectively equivalent. The following lemma describes when different
marked models are pG‹,X‹q–equivalent.
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Lemma 5.3. Let pGJ ,XJ ,J q and pGJ 1 ,XJ 1 ,J 1q be two marked projective models for pG‹,X‹q–
geometry and let A P PGLp4q be a projective isomorphism between the marked models pGJ ,XJ ,J q
and pGJ 1 ,XJ 1 ,J 1q. Then there is a map B : X‹ Ñ X‹ that makes the following diagram commute
pG‹,X‹q pGJ ,XJ q
pG‹,X‹q pGJ 1 ,XJ 1q
B
J
A
J 1
Moreover, if ‹ “ ˘1, then B P G‹. If ‹ “ 0, then there is k P R so that B “ CkB1, where B1 P G0
and Ck is given by „
x v ` ιw
v ´ ιw y

ÞÑ
„
x v ` ιekw
v ´ ιekw y

.
Proof. When ‹ “ ˘1 the lemma is a consequence of the fact that G‹ “ POpD‹q. When ‹ “ 0, the
result follows from Lemma 5.1 and thinking about how the map Dk act on X‹. 
An immediate consequence of Lemma 5.3 is that if ‹ “ ˘1 then any two marked projective
models are pG‹,X‹q–equivalent. However, if ‹ “ 0, not there are marked projective models that are
not pG‹,X‹q–equivalent. This fact will have the consequence that Thurston’s parameters are not
projectively invariant for this definition of half-pipe geometry (see Remark 5.8 for more details).
Remark 5.4. For every projective model pGJ ,XJ q for hyperbolic geometry, there is an affine patch
A of RP3 where XJ is the unit ball in A. In particular, every projective model for hyperbolic space is
strictly convex in RP3, namely for each V P BXJ , every tangent plane to BXJ at V locally intersects
Σ only at V . This is a special case of proper convexity, which will be discussed in §6.
5.2. Thurston’s parameters and equations. In [23], Thurston uses ideal triangulations to con-
struct (branched) hyperbolic structures from solutions to a collection of complex equations. This
technique was extended to Anti-de Sitter space and half-pipe space by Danciger in [12]. In this sec-
tion we recall this construction, adapted to the framework of real projective structures introduced
in §5.1.
A projective tetrahedron is a region in RP3 that is projectively equivalent to the projectivization
of the positive orthant in R4. Note that a projective tetrahedron is the convex hull of its vertices
in any affine patch that fully contains it. Let ‹ P t´1, 1, 0u and let pGJ ,XJ q be a projective model
for the pG‹,X‹q–geometry. An ideal XJ –tetrahedron is a projective tetrahedron whose vertices are
contained in BXJ , and whose interior is contained in XJ . This notion is projectively invariant,
therefore it does not depend on the projective model. In particular we can define an ideal X‹–
tetrahedron as a region of X‹ that corresponds to an ideal XJ –tetrahedron in some, and hence all,
of the projective models.
Remark 5.5. If X‹ is projectively equivalent to H3, then four points in BX‹ are always the vertices
of a unique ideal X‹–tetrahedron. This is a consequence of the fact that every projective model for
H3 is strictly convex in RP3 (cf. Remark 5.4). On the other hand, in Anti-de Sitter space and
half-pipe space there are quadruples of points on the boundary that are not the vertices of any ideal
tetrahedron, in the respective geometries (cf. Lemma 5.6).
Let T Ă X‹ be an ideal X‹–tetrahedron, with a fixed ordering of its vertices pV1, V2, V3, V4q, and
let σ “ pijqk P pEqF. Henceforth we use the identification B‹ Y t8u ãÑ B‹P1 – BX‹ described
in (5.5), to identify the vertices of T with elements in B‹P1. Since PSL2pB‹q acts simply transitively
on ordered triples of points of B‹P1, there is a unique element of G‹` mapping
Vi ÞÑ 8 “ Λ´1‹
ˆ„
1 0
0 0
˙
, Vj ÞÑ 0 “ Λ´1‹
ˆ„
0 0
0 1
˙
, and Vk ÞÑ 1 “ Λ´1‹
ˆ„
1 1
1 1
˙
.
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Under this transformation, the last vertex Vl is mapped to some z
T
σ P B‹zt0, 1u Ă B‹P1. The
number zTσ is called the Thurston’s parameter of T with respect to σ. We recall that an ideal
X‹–tetrahedron T with ordered vertices p8, 0, 1, zq is positively oriented if the orientation induced
on T by the ordering of its vertices agrees with the orientation on X‹. By construction, zTσ is a
G‹` –invariant of T, but if ‹ “ 0 then it is not a POpD0q–invariant of T (see Remark 5.8 for more
details).
Each ideal X‹–tetrahedron has twelve Thurston’s parameters, one for each edge-face, but they
are not independent. They obey to the following internal relations:
zσ “ zσ, zσ “ zσop , and zσ` “ 11´ zσ , @σ P pEqF.(5.9)
On the other hand, not every element of B‹P1 is the Thurston’s parameter of an X‹–tetrahedron.
Lemma 5.6 ([10] Prop. 33). Let ‹ P t´1, 1, 0u. An element z P B‹ Ă B‹P1 is the Thurston’s
parameter of an ideal X‹–tetrahedron if and only if z and 1´ z are space-like. In that case, the ideal
X‹–tetrahedron with vertices p8, 0, 1, zq is positively oriented if and only if Impzq ą 0.
Now let M be an orientable 3–manifold with an ideal triangulation ∆. We recall that Tetp∆q
and Edp∆q are the set of tetrahedra and edges of ∆. We denote by BTetp∆qˆpEqF‹ the set of functions
z˚˚ : Tetp∆q ˆ pEqF Ñ B‹ and by zTσ :“ z˚˚pT, σq. The X‹–deformation space of M (with respect to
∆) is the set DX‹pM ; ∆q of points z˚˚ P BTetp∆qˆpEqF‹ such that:
(1) for all T P Tetp∆q and all σ P pEqF, the numbers zTσ and 1´zTσ are space-like, and ImpzTσ q ą 0;
(2) for all T P Tetp∆q, the numbers tzTσ uσPpEqF satisfy the internal relations (5.9);
(3) for every edge s P Edp∆q, fix once and for all an orientation on s, and define Tetp∆qs to be
the cyclically ordered ks–tuple ppTs1, . . . ,Tsksqq of tetrahedra that abut s, cyclically ordered
to follow the “right hand rule” by placing the thumb in the direction of s. Let σsi be the
outgoing edge-face of Tsi around s. Then z
˚˚ satisfies
(5.10)
ksź
i“1
zTiσi “ 1.
Equation (5.10) is called the Thurston’s gluing equation of s.
Intuitively, (1) and (2) ensure that the parameters arise as the Thurston’s parameters of positively
oriented ideal X‹–tetrahedra. As PSL2pB‹q acts simply transitively on ordered triples of points of
B‹P1, there is always a unique orientation preserving X‹–transformation that realizes each face
pairing.
Finally, (3) ensures that, when we glue all X‹–tetrahedra around an edge, the last and the first
match to close up the cycle (with possible branching along the edge). A more formal analysis of
this discussion leads to the following result. It is a consequence of the work of Thurston [23] in the
hyperbolic setting, and of Danciger [12] for Anti-de Sitter and half-pipe settings.
Lemma 5.7 ([23],§3 [12]). Let ‹ P t´1, 1, 0u. For every z˚˚ P DX‹pM ; ∆q there is a unique branched
pG‹,X‹q–structure on M (with respect to ∆) made up of ideal X‹–tetrahedra, with Thurston’s pa-
rameters z˚˚. In particular, this induces a continuous injective map
ExtX‹ : DX‹pM ; ∆q Ñ X‹pM ; ∆q.
5.3. Hyperbolic, Anti-de Sitter and half-pipe tetrahedra of flags. Let ‹ P t´1, 1, 0u and let
pGJ ,XJ ,J q be a marked projective model for the pG‹,X‹q–geometry. For each ideal XJ –tetrahedron
T, there is a preferred tetrahedron of flags FT “ pVm, ηmq4m“1 associated to it, where
(1) tVmu4m“1 is the set of vertices of T;
(2) each ηm is the unique plane tangent to XJ at Vm.
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Conversely, we say that a tetrahedron of flags F “ pVm, ηmq4m“1 is an X‹–tetrahedron of flags if
there is a marked projective model pGJ ,XJ ,J q and an ideal XJ –tetrahedron whose associated
tetrahedron of flags is F . In that case we say that pGJ ,XJ ,J q is a marked osculating model for F .
If F is an X‹–tetrahedron of flags with osculating model pGJ ,XJ ,J q, then we can use J to pull
the vertices of F (i.e. the points of each of the flags) back to BX‹. Thus given an edge-face σ we can
compute the Thurston’s parameter (with respect to J ) of this tetrahedron of flags, which we denote
zF,Jσ .
Remark 5.8. By Lemma 5.3, when ‹ “ ˘1, the Thurston’s parameters are independent of the
marking and are hence projective invariants. When ‹ “ 0 different markings give rise to Thurston’s
parameters with the same real part, but different imaginary parts, and so the real part is a projective
invariant, but the imaginary part is not.
Furthermore, Lemma 5.3 also shows that for half-pipe tetrahedra the imaginary parts of Thurston’s
parameters are uniformly distorted by different markings. Specifically, if E and F are X0–tetrahedra
with osculating models pG,X ,J q and pG,X ,J 1q, then
ImpzF,Jσ q
ImpzE,Jτ q
“ Impz
F,J 1
σ q
ImpzE,J 1τ q
, @σ, τ P pEqF.
The next result shows that determining when a tetrahedron of flags is an X‹–tetrahedron of
flags is simple, using edge ratios and triple ratios. We recall that given a tetrahedron of flags
F “ pVm, ηmq4m“1 and an edge-face σ, we denote by eFσ (resp. tFσ ) the edge ratio (resp. triple ratio)
of F with respect to σ (cf. §2.2). We also recall that
XFσ :“ µ
F
σ t
F
σ e
F
σ
tFσ ` 1 and Yσ “
tFσ ` 1
tFσ µFσ
, where µFσ :“ eFσ´eFσ` ´ eFσ´ ` 1,
and further define
(5.11) jFσ :“ eFσ ´ pXFσ q2.
Theorem 5.9. Let ‹ P t´1, 1, 0u and let F “ pVm, ηmq4m“1 be a tetrahedron of flags. Then the
following are equivalent:
(1) F is an X‹–tetrahedron of flags;
(2) tFσ “ 1 for all σ P pEqF;
(3) eFσ “ eFσop for all σ P pEqF.
Furthermore, the osculating model of an X‹–tetrahedron of flags is hyperbolic, Anti-de Sitter, or half
pipe if jFσ ą 0, jFσ ă 0, or jFσ “ 0, respectively. In each case, if zFσ is a Thurston’s parameter (with
respect to some marking) then we have the following relations:
(5.12) eFσ “
ˇˇ
zFσ
ˇˇ2
, XFσ “ RepzFσ q, and jσ “ ´ι2ImpzFσ q2, @σ P pEqF.
Proof. Before embarking on the proof we observe that if the relations (5.12) are satisfied for the
Thurston’s parameters with respect to some marking then they are satisfied for the Thurston’s
parameters with respect to any other marking. This is a consequence of Remark 5.8 and the fact
that the last relation is trivially satisfied when ‹ “ 0. As a result we are free to compute Thurston’s
parameters with respect to any marking we wish when proving the theorem.
Henceforth we are going to drop the superscript in the parameters of F .
((2) ô (3)): This is a consequence of the internal consistency equations (cf. Lemma 2.3) and the
relations
eσ
eσop
“ eσeσ´eσ`
eσopeσ´eσ`
“ eσeσ´eσ`
eσopeσ´eσ`
“ 1
tσtσ
, and t2σ “
eσopepσ`qopepσ´qop
eσeσ`eσ´
.
((1) ô (2) ` (3)): We begin by noticing that the property of being an X‹–tetrahedron of flags is
PGLp4q–invariant, thus we can assume without loss of generality that F is in σ–standard position
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for any σ “ pijqk P pEqF. Henceforth suppose F is in σ–standard position (cf. Lemma 2.4) and fix
δ P Rą0. We consider the isomorphism of quadratic spaces
Jδ : H‹ Ñ R4, where
ˆ
x v ` ιw
v ´ ιw y
˙
ÞÑ 1?
2
´
x, y, v,´w
δ
¯
,(5.13)
between H‹ with D‹ and R4 with the symmetric bilinear form
Jδ “
¨˚
˚˝ 0 ´1 0 0´1 0 0 0
0 0 2 0
0 0 0 ´2ι2δ2
‹˛‹‚.(5.14)
It is easy to check that the underlying projective quadric BXJδ of RP3 corresponding to Jσ contains
the points Vi, Vj , and Vk and is tangent to the planes ηi and ηj at Vi and Vj . The point Vl P BXJδ
if and only if
(5.15) ´ 2eσ ` 2X2σ ´ 2ι2δ2 “ 0 ðñ ´ι2δ2 “ jσ.
We remark that this condition is satisfied in the half-pipe setting if and only if jσ “ 0, while in the
other cases we get the condition that δ “a|jσ|
Furthermore, the planes tangent to BXJδ at V3 and V4 are
re1˚ ` e2˚ ´ 2 ¨ e3˚s, and
„
1
eσ
¨ e1˚ ` e2˚ ´ 2Xσeσ ¨ e3˚ ´
2jσ
eσ
¨ e4˚

.
From Lemma 2.4 it follows that F is an X‹–tetrahedron of flags, with osculating model pGJδ ,XJδ ,Jδq,
if and only if
tσ “ 1, eσ´eσ` “ 1eσ , µσ “
2Xσ
eσ
, and µσ pYσ ´Xσq “ 2jσ
eσ
.
Using the internal consistency equations (cf. Lemma 2.3), one can check that these equations are
equivalent to
tσ “ 1, tσ “ 1, and µσ “ µσ,
which, in turn, are equivalent to statements (2) ` (3), once one observes that (2) implies that
eσ´ “ eσ´ .
For the final part of the proof, suppose that F is an X‹–tetrahedron of flags, with osculating
model pGJ ,XJ ,J q. Once again we can assume that F is in σ–standard position, and by the above
discussion, we may take J “ Jδ. Then the fact that XJδ is hyperbolic, Anti-de Sitter, or half pipe
if jσ ą 0, jσ ă 0, or jσ “ 0, follows directly from the form of Jδ in (5.14).
Furthermore, one can check that
Vi “ rJδpΛ‹p8qqs , Vj “ rJδpΛ‹p0qqs , and Vk “ rJδpΛ‹p1qqs .
Hence, by definition of Thurston’s parameter,
reσ ¨ e1 ` e2 `Xσ ¨ e3 ´ e4s “ Vl “ rJσpΛ‹pzσqqs “
„
|zσ|2 ¨ e1 ` e2 ` Repzσq ¨ e3 ´ Impzσq
δ
¨ e4

,
and the last part of the lemma follows. 
Remark 5.10. In the above proof we remarked that equation (5.15) is always satisfied in the half-
pipe setting, while in the other cases we get the condition that δσ “
a|jσ|. This has the following
implications. For ‹ P t´1, 1u, if F is an X‹–tetrahedron of flags in σ–standard position, then there
is a unique (marked) osculating model pGJσ ,XJσ ,Jσq for F , obtained by replacing δσ “
a|jσ|
in (5.13). In particular, there is a unique Thurston’s parameter zFσ associated to F which is the
Thurston’s parameter of the underlying ideal XJσ–tetrahedron, with respect to σ. This can be ex-
plicitly computed from the edge ratios using equations (5.12).
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jσ ą 0
jσ ă 0
jσ ă 0
jσ ă 0
Vi
Vj
Vk
ηi
ηj
ηk
Figure 5. A geometric interpretation of the parameter jσ.
On the other hand, for ‹ “ 0, if F is an X‹–tetrahedron of flags in σ–standard position, then there
is a unique unmarked osculating model but a 1–real parameter family of marked osculating models
pGJσ ,XJσ ,Jσq, for all δσ P Rą0. Consequentially, for each of these models there is a Thurston’s
parameter zFσ that can be associated to F . The real part of zFσ (which is equal to the norm) is
invariant and can be determined by equations (5.12), while the imaginary part depends on the model,
according to the relation ImpzFσ q “ δσ.
Remark 5.11. If σ “ pijqk, then the parameter jσ has a geometric interpretation. Let P˚ be the
pencil of lines of RP3 through the point of intersection P :“ ηiηjηk. Then P˚ can be identified with
the projective plane η :“ ViVjVk by sending each line to its intersection with η. The restriction of
the form Jσ with this plane (for any possible value of δσ) has signature p2, 1q. The fourth point Vl
determines a line in the pencil P˚ and jσ is positive, negative, or zero, depending on whether the
corresponding point in η is time-like, space-like, or light like (see Figure 5).
Next, we turn our attention to gluings of X‹–tetrahedra of flags. Given any two X‹–tetrahedra
of flags F and E , and edge-faces σ, τ P pEqF, it follows from Theorem 5.9 that rFs and rEs are
pσ, τq–glueable since all triple ratios are equal to 1. On the other hand, even when E and F are in
pσ, τq–standard glued position, the osculating model for F is typically different from the osculating
model for E . In other words, while the individual tetrahedra of flags can be inscribed in a projective
model of pG‹,X‹q, the glued tetrahedra might not be inscribed in a common model of pG‹,X‹q. The
following theorem shows that there is a pair of values for the gluing parameter of pF , Eq for which
the two osculating models coincide, one of which corresponds to a geometric gluing.
Theorem 5.12. Let ‹ P t´1, 1, 0u. Let σ, τ P pEqF, and let F and E be two X‹–tetrahedra of flags
in pσ, τq–glued position. Consider a marked osculating model for each of them, and let zFσ (resp.
zEτ ) be the corresponding Thurston’s parameter of F with respect to σ (resp. of E with respect to τ).
Then the marked osculating model for F is equal to the marked osculating model for E if and only if
gE,τF,σ “ ˘
ImpzEτ q
ImpzFσ q .(5.16)
Furthermore, the gluing is geometric if and only if gE,τF,σ “ Impz
E
τ q
ImpzFσ q .
Proof. Once again, without loss of generality we can assume that F and E are in pσ, τq–standard
glued position. Let σ “ pijqk and τ “ pi1j1qk1. For each X‹–tetrahedron of flags we fix a marked
osculating model. Let zFσ , z
E
τ be the Thurston’s parameters of F and E , with respect to σ and τ in
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these models. We recall that each model is unique in the hyperbolic and Anti-de Sitter setting, while
there is a 1–parameter family of choices for half-pipe (cf. Remark 5.10). Since F is in σ–standard
position, the marked osculating model is pGJFσ ,XJFσ ,J Fσ q, as defined in (5.13), for some non-zero
δFσ “ ImpzFσ q. If E “ pWm, ζmq4m“1, then
Wl1 “
”
e1 `
ˇˇ
zEτ
ˇˇ2 ¨ e2 ` RepzEτ q ¨ e3 ` gE,τF,σ ¨ e4ı .(5.17)
To compare the osculating models, we consider the unique XJFσ –tetrahedron of flags E0 :“ pW 0m, ζ0mq4m“1,
in σ–standard position, with Thurston’s parameter zEτ . Then
W 0l “
„
|zEτ |2 ¨ e1 ` e2 ` RepzEτ q ¨ e3 ´ Impz
E
τ q
ImpzFσ q ¨ e4

.
of both pGJFσ ,XJFσ q and pGJ Gτ ,XJ Gτ q There are exactly two transformations in GJFσ XGJ Gτ that map
pW 0i , ζ0i q ÞÑ pWj1 , ζj1q, pW 0j , ζ0j q ÞÑ pWi1 , ζi1q, and pW 0k , ζ0kq ÞÑ pWk1 , ζk1q.
They are
G´ :“
»——–
0 1 0 0
1 0 0 0
0 0 1 0
0 0 0 1
fiffiffifl , and G` :“
»——–
0 1 0 0
1 0 0 0
0 0 1 0
0 0 0 ´1
fiffiffifl .
It follows that pGJFσ ,XJFσ ,J Fσ q “ pGJ Eτ ,XJ Eτ ,J Eτ q if and only if either
G` ¨ pW 14, ζ 14q “ pWl1 , ζ 1l1q, or G´ ¨ pW 14, ζ 14q “ pWl1 , ζ 1l1q.
This is equivalent to (5.16). The final statement follows from the fact that G` is orientation
preserving, while G´ is orientation reversing. 
5.4. Proof of Theorem 0.1. We are now ready to construct the map ϕ‹ : DX‹pM ; ∆q Ñ DRPpM ; ∆q
mentioned in the statement of Theorem 0.1. First, we recall that D∆ “ DRPpM ; ∆q is a subset of
Y :“
´´
RpEqFą0 ˆ RpEqFą0
¯
ˆ RpEqFą0
¯Tetp∆q
,
and that we can describe every x P Y as
xpTq “ px1pTq, x2pTqq “
`pτT˚ , T˚ q, κT˚˘ P ´RpEqFą0 ˆ RpEqFą0 ¯ˆ RpEqFą0 , @T P Tetp∆q.
For ‹ P t´1, 1, 0u, we define a map ϕ‹ : DX‹pM ; ∆q Ñ Y . For every z˚˚ P DX‹pM ; ∆q and every
T P Tetp∆q, let
ϕ‹pz˚˚qpTq :“
`pτT˚ , T˚ q, κT˚˘ , such that τTσ “ 1, Tσ “ ˇˇzTσ ˇˇ2 , and κTσ “ ImpzTσ qImpzT1τ q ,
where T1 is the unique tetrahedron glued to T along the edge-face pair pσ, τq. We claim that the
image of ϕ‹ is contained in D∆, and that it can be explicitly described. We recall that the coordinates
of points in D∆ are edge ratios, triple ratios and gluing parameters of some triangulation of flags,
thus we henceforth refer to them with their usual symbols eTσ , t
T
σ and g
T
σ . Let S‹pM ; ∆q Ă D∆ be
the subset of points satisfying the following additional equations
(1) for each T P Tetp∆q and each σ P pEqF,
eTσ “ eTσop ;
(2) for each T,T1 P Tetp∆q glued along the edge-face pair pσ, τq (see (5.11) for the definition),
jTσ “ pgTσ q2jT
1
τ ;
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(3) for each T P Tetp∆q and each σ P pEqF,
jTσ
$’&’%
ą 0, if ‹ “ ´1,
ă 0, if ‹ “ 1,
“ 0, if ‹ “ 0.
Remark 5.13. For every x P S‹pM ; ∆q, the coordinates of x satisfy the additional relations
(5.18) jTσ` “ e2σ`jTσ , @T P Tetp∆q, σ P pEqF.
This is a consequence of the fact that all triple ratios in x are 1 (cf. Theorem 5.9 part (3) ñ (2)).
It follows that, if ‹ ­“ 0, all of the jTσ` ’s are determined by any one of them, via equations (2) and
(5.18).
Theorem 5.14. Let M be an orientable 3–manifold with an ideal triangulation ∆, then
ϕ‹pDX‹pM ; ∆qq “ S‹pM ; ∆q, @‹ P t´1, 1, 0u.
Furthermore, if ‹ P t´1, 1u, then ϕ‹ is injective. Otherwise, DX0pM ; ∆q is a trivial line bundle over
S0pM ; ∆q, where two points z˚˚, w˚˚ P DX0pM ; ∆q belong to the same fiber if and only if there is a
constant k P R such that
RepzTσ q “ RepwTσ q, and ImpzTσ q “ ek ¨ ImpwTσ q, @T P Tetp∆q, σ P pEqF.
Proof. We begin by showing that ϕ‹pDX‹pM ; ∆qq Ă S‹pM ; ∆q. Suppose z˚˚ P DX‹pM ; ∆q. It follows
from the definition of ϕ‹ and the internal relations (5.9) that ϕ‹pz˚˚q satisfies the internal consistency
equations (2.3)–(2.6) (cf. Lemma (2.3)), and the face pairing equations (3.1) (cf. Lemma 3.1). To
show that the gluing consistency equations (3.4) and (3.5) (cf. Lemma 3.4) are also satisfied, it is
enough to notice that every Thurston’s parameter zσ satisfies the additional relation
Impzσ`q “
ˇˇ
zσ`
ˇˇ2
Impzσq.
Next we show that ϕ‹pz˚˚q satisfies the edge gluing equations (4.8). For every edge s P Edp∆q, fix an
orientation on s, and let ppTs1, . . . ,Tsksqq be the cyclically ordered ks–tuple of tetrahedra that abut
s, cyclically ordered to follow the “right hand rule” by placing the thumb in the direction of s. Let
τsi and σ
s
i be the respective incoming and outgoing edge-faces of T
s
i , around s. Henceforth we are
going to drop the superscript s. Using that the coordinates of ϕ‹pz˚˚qpTq satisfy
zTiσi “ zTiτi , and gTiτi “
Im
`
zTiσi
˘
ImpzTi´1τi´1 q
“ Im
`
zTiσi
˘
ImpzTi´1σi´1 q
,
we deduce that each gluing map (4.5) can be factored as Glueτipϕ‹pz˚˚qpTqq “ G1i´1Gi, where
G1i “
»——–
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1{ImpzTiσi q
fiffiffifl , and Gi “
»——–
0 1 0 0
1 0 0 0
0 0 1 0
0 0 0 ´ImpzTiσi q
fiffiffifl .
Thus we can rewrite the product in (4.8) as
Gs “ G1ksG1 Flipσ1pϕ‹pz˚˚qpTqqG11G2 . . . G1ks´1Gks Flipσks pϕ‹pz˚˚qpTqq.(5.19)
On the other hand, from the definition (4.4),
Flipσipϕ‹pz˚˚qpTqq “
»————–
0
ˇˇ
zTiσi
ˇˇ2
0 0
1 0 0 0
0 0 RepzTiσi q ι2ImpzTiσi q2
0 0 ´1 ´RepzTiσi q
fiffiffiffiffifl ,
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and so
Gi Flipσipϕ‹pz˚˚qpTqqG1i “
»————–
1 0 0 0
0
ˇˇ
zTiσi
ˇˇ2
0 0
0 0 RepzTiσi q ι2ImpzTiσi q
0 0 ImpzTiσi q RepzTiσi q
fiffiffiffiffifl .
It follows from (5.3) that Gs is conjugate to
(5.20)
»—————–
1 0 0 0
0
śks
i“1
ˇˇ
zTiσi
ˇˇ2
0 0
0 0 Re
´śks
i“1 zTiσi
¯
ι2Im
´śks
i“1 zTiσi
¯
0 0 Im
´śks
i“1 zTiσi
¯
Re
´śks
i“1 zTiσi
¯
fiffiffiffiffiffifl .
However, z˚˚ P DX‹pM ; ∆q satisfies Thurston’s gluing equations (5.10), thus Gs is the identity ma-
trix. This concludes the proof that ϕ‹pz˚˚q P D∆. The fact that ϕ‹pz˚˚q P S‹pM ; ∆q is a direct
consequence of Theorem 5.9 and Theorem 5.12.
To prove that ϕ‹ is surjective, let x P S‹pM ; ∆q. Recall that we refer to the coordinates of x with
the usual symbols eTσ , t
T
σ and g
T
σ . Let δ
˚˚ P RTetp∆qˆpEqFą0 be a function satisfying
(5.21) δTσ` “ eσ`δTσ , δTσ “ gTσ δT
1
τ , and ´ ι2pδTσ q2 “ jTσ , T P Tetp∆q, σ P pEqF,
where T1 is the unique tetrahedron glued to T along pσ, τq. If ι2 P t´1, 1u, then δ˚˚ is uniquely
determined by δTσ “
a|jTσ |. In this case, the first two equations of (5.21) are consequences of the
assumption that x P S‹pM ; ∆q (cf. Remark 5.13). On the other hand, if ι2 “ 0, then jTσ “ 0 by
definition of S0pM ; ∆q, and the last equation of (5.21) is trivial. In that case δ˚˚ is only determined
up to positive rescaling.
Next we consider the function z˚˚ P BTetp∆qˆpEqF‹ defined by
(5.22) zTσ :“ XTσ ` ιδTσ P B‹, @T P Tetp∆q, σ P pEqF.
It is easy to check that if z˚˚ P DX‹pM ; ∆q, then ϕ‹pz˚˚q “ x. Indeed it is enough to notice that
(5.23)
ˇˇ
zTσ
ˇˇ2 “ pXTσ q2 ´ ι2pδTσ q2 “ pXTσ q2 ` jTσ “ eTσ , and ImpzTσ qImpzT1τ q “ δ
T
σ
δT1τ
“ gTσ .
Therefore we are left to show that z˚˚ P DX‹pM ; ∆q. It follows from the definitions that each num-
ber zTσ is the Thurston’s parameter of some positively oriented ideal X‹–tetrahedron (cf. Lemma 5.6),
and that they satisfy the internal relations (5.9). Now let s P Edp∆q be an oriented edge. Using (5.23)
and the definition of S‹pM ; ∆q, one can rewrite every edge ratio, triple ratios and gluing parameter
in terms of z˚˚ in the edge gluing equations, to show that Gs is conjugate to the matrix in (5.20).
But since x P S‹pM ; ∆q, Gs is the identity matrix, and therefore z˚˚ satisfies the Thurston’s gluing
equation (5.10) of s. This concludes the proof of the first part of the lemma.
For the second part, it is enough to notice that every δ˚˚ P RTetp∆qˆpEqFą0 defines a map
ψ‹ : S0pM ; ∆q Ñ DX‹pM ; ∆q,
via (5.22), such that ϕ‹ ˝ ψ‹ “ 1. If ‹ P t´1, 1u, then δ˚˚ is uniquely determined and ψ‹ ˝ ϕ‹ “ 1,
implying that ϕ‹ is injective. On the other hand, if ‹ “ 0 then δ˚˚ is only determined up to positive
rescaling, and each ψ0 is a section of ϕ0. 
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We conclude this section by showing that the maps ϕ‹, f‹,Ext∆ and ExtX‹ fit nicely in a commu-
tative diagram. We recall that Ext∆ is the extension map from Theorem 1.7, which associates each
triangulation of flags to a branched real projective structure. Similarly, the map ExtX‹ associates
points in the X‹–deformation space to branched pG‹,X‹q–structures (cf. Lemma 5.7). Finally, f‹ is
the “forgetful” map that associates a pG‹,X‹q–structure to the underlying projective structure (cf.
§5.1).
Theorem 5.15. Let ‹ P t´1, 1, 0u, and let M be an orientable 3–manifold with an ideal triangulation
∆. Then the following diagram commutes
(5.24)
DX‹pM ; ∆q X‹pM ; ∆q
S‹pM ; ∆q Ă DRPpM ; ∆q RPpM ; ∆q
ϕ‹
ExtX‹
f‹
Ext∆
Proof. Let z˚˚ P DX‹pM ; ∆q, and consider the branched projective structures
p1 :“ f‹ pExtX‹pz˚˚qq , and p2 :“ Ext∆ pϕ‹pz˚˚qq .
Let dev1,dev2 be developing maps for p1 and p2, respectively. It is clear from the definitions that
dev1 maps all tetrahedra of r∆ to ideal XJ –tetrahedra, for some osculating model pGJ ,XJ ,J q. The
same is true for dev2, for some other model pGJ 1 ,XJ 1 ,J 1q, by Theorem 5.9 and Theorem 5.12. Thus
p1 is a pGJ ,XJ q–structure, while p2 is a pG1J ,X1J q–structure. It is easy to check that, in both cases,
the Thurston’s parameters of all these tetrahedra are exactly z˚˚. It follows that these structures
are projectively equivalent, hence p1 “ p2. 
Proof of Theorem 0.1. Theorem 5.15 establishes that the maps in Theorem 0.1 fit into the appro-
priate commutative diagram. The map f “ f´1 is injective by Lemma 5.2 and ExtH “ ExtX´1 is
injective by Lemma 5.7. However, commutativity of the diagram then implies that the map ϕ “ ϕ´1
must also be injective.

6. Properly convex projective structures
A specific type of projective structures of interest in this work are properly convex projective
structures. A subset Ω Ă RPn is properly convex if it has non-empty interior, its closure is disjoint
from some hyperplane η Ă RPn, and it is convex in the affine patch determined by RPnzη. In this
context, a projective structure on an n–manifold M is properly convex if its developing map is a
diffeomorphism onto some properly convex set Ω. In that case the holonomy representation is an
isomorphism onto a discrete group Γ Ă PGLpn` 1q. The quotient manifold Ω{Γ is a properly con-
vex manifold and the developing map descends to a diffeomorphism M Ñ Ω{Γ, called marking. We
let CPpMq denote the subset of RPpMq consisting of (marked) properly convex projective structures.
This section is concerned with those properly convex structures whose geometry near the non-
compact part is particularly well behaved. This is the concept of a generalized cusp, which will be
introduced in §6.1. It is conjectured that, under some mild condition on the fundamental group,
every cusp of a properly convex manifold is a generalized cusp (cf. Conjecture 6.3). The main goal
of this section will be to understand how to decorate generalized cusps with flags (cf. Lemma 6.1),
and to prove Theorem 0.2 (cf. §6.2).
6.1. Generalized cusps. Generalized cusps are properly convex generalizations of cusps of finite
volume hyperbolic manifolds. A generalized cusp is a properly convex manifold with virtually abelian
fundamental group that admits a codimension 1 foliation by compact, strictly convex hypersurfaces.
In this context, an embedded codimension 1 submanifold Σ ĂM is strictly convex if for each V P Σ,
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every tangent plane to Σ at V locally intersects Σ in a single point (namely V ). In other words,
Σ is “locally on one side” of each tangent plane. A good example to keep in mind is a cusp of a
finite volume hyperbolic 3–manifold. Such a cusp is foliated by tori, each of which is covered by a
(strictly convex) horosphere.
Generalized cusps are classified in [1], and we now describe the classification in the setting of 3–
manifolds. In dimension three, every generalized cusp is of the form C “ Ω{Γ, where C – T 2ˆp0,8q
and T 2 is a 2–torus. For each generalized cusp we can define a projective invariant called the type,
which is an integer 0 ď t ď 3 (see [1, §1]. Loosely speaking, the type gives the dimension of the
largest subgroup of Γ that is diagonalizable over R (a slightly different definition applies when t “ 3q.
Furthermore, for each C there is a non-negative vector u “ pλ1, λ2, λ3q P R3ě0, where λi “ 0 if and
only if i ą t. When t “ 3, define φu : R3ě0 Ñ R by φpx1, x2, x3q “ xλ11 xλ22 xλ33 and Ωu “ φ´1u pp0,8qq.
Next let Hu be the 2–dimensional abelian Lie subgroup of PGLp4q consisting of elements of the form»——–
ey1 0 0 0
0 ey2 0 0
0 0 ey3 0
0 0 0 1
fiffiffifl ,(6.1)
where
ř3
i“1 λiyi “ 0. The set Ωu is properly convex, and is foliated by the (strictly convex) level
sets of φu, called horospheres. Both Ωu and each leaf of this foliation is Hu–invariant. Furthermore,
every generalized cusp of type 3 is projectively equivalent to Ωu{Γu, for some u and some lattice Γu
in Hu (see [1, Thm 0.1]).
When t ă 3, define φu : Rtě0ˆR3´t Ñ R by φupx1, x2, x3q “ xt`1`
řt
i“1 λixi´ 12
ř3
t`2 x2i . Note
that with this definition, it is possible for some of the sums in the definition of φu to be empty
depending on the value of t. For each t, let Ωu “ φ´1u pp0,8qq and define Hu to be the 2–dimensional
abelian Lie subgroup of PGLp4q consisting of elements of the form
»——–
1 x1 x2
x21`x22
2
0 1 0 x1
0 0 1 x2
0 0 0 1
fiffiffifl ,
»——–
ey1 0 0 0
0 1 x1
x21
2 ` λ1y1
0 0 1 x1
0 0 0 1
fiffiffifl ,
»——–
ey1 0 0 0
0 ey2 0 0
0 0 1 ´λ1y1 ´ λ2y2
0 0 0 1
fiffiffifl ,
(6.2)
t “ 0, t “ 1, t “ 2.
Again, the set Ωu is properly convex and foliated by the strictly convex level sets of φu. Both the
domain and the foliation are Hu–invariant and each type t ă 3 generalized cusp is projectively
equivalent to Ωu{Γu for some u and some lattice Γu in Hu. We depicted one example of Ωu for each
type 0 ď t ď 3 in Figure 6.
Given a properly convex domain Ω, a flag pV, ηq is a supporting flag if V P BΩ, and η is a
supporting plane for Ω. If C “ Ω{Γ is a generalized cusp then pV, ηq is a supporting flag for C if
pV, ηq is a supporting flag for Ω and it is Γ–invariant. Generalized cusps always admit supporting
flags, and most of the time (when t ‰ 3) there is a canonical one. They can be described using the
concept of radial flow which we briefly recall here (for more details refer to [1, §1.1].
A radial flow ϕs on RP3 is a 1–parameter flow by projective transformations with the property
that there is a unique plane η Ă RP3 and a unique point V P RP3 so that ϕs acts trivially on η
for each s, and lim
sÑ´8ϕspxq “ V for any x R η. Up to reparametrization and applying projective
transformations there are exactly two radial flows distinguished by whether or not V P η. In the
former case we call the radial flow parabolic, and in the latter case it is hyperbolic. The point V
(resp. plane η) is called the center (resp. dual center) of the radial flow.
It turns out that for each generalized cusp C “ Ωu{Γu there is a distinguished radial flow that
centralizes the group Γu and for which ϕspΩuq Ă Ωu for s ď 0. These radial flows can be described
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Figure 6. The domains Ωu. The type increases as one goes left to right and top to bottom.
in a “coordinate free” way and hence they are (up to reparametrization) a projective invariant of
the generalized cusp (see [1, Prop. 1.29]. If 0 ď t ă 3, then the radial flow is parabolic and has
center V “ ret`1s and dual center η “ re4˚s. In this case we see that pV, ηq is an incomplete flag
that is Γu invariant. Furthermore, the point V P BΩu and the plane η is a supporting plane for Ωu.
If t “ 3, then the radial flow is hyperbolic and has center V “ re4s and dual center η “ re4˚s. In
this case the center and dual center do not form a flag, however η is a supporting plane for Ωu. The
intersection of η with BΩu is a triangle and if we let V 1 be one of the vertices of this triangle, then
pV 1, ηq is a supporting flag.
For future reference we record the above discussion in the following lemma. In addition, we show
that these flags are some of only finitely many possible supporting flags of C.
Lemma 6.1. If C “ Ω{Γ is a generalized cusp, then Γ preserves at least one and at most finitely
many (incomplete) flags in RP3. Furthermore, at least one of these flags can be chosen to be a
supporting flag for C.
Proof. As mentioned above, existence follows from the above discussion concerning radial flows.
Recall that, depending on the type 0 ď t ď 3 of C, the group Γ is a lattice in one of the Lie
groups Hu defined in (6.1) and (6.2). When t ą 0, it is easy to check using (6.1) and (6.2) that a
generic element G P Γ will preserve only finitely many incomplete flags.
On the other hand, if t “ 0, then each G preserves infinitely many incomplete flags. Specifically,
we have that
G “
»——–
1 y1 y2
1
2 py21 ` y22q
0 1 0 y1
0 0 1 y2
0 0 0 1
fiffiffifl , for some y1, y2 P R,
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thus G pointwise fixes the line ` “ re1sr´y2e2 ` y1e3s, and preserves each plane in the pencil of
planes through `. It follows that G preserves any incomplete flag where the point lies on ` and the
plane comes from the pencil through `. Furthermore, every G–invariant incomplete flag arises in
this way. However, if G1 P Γ is such that xG,G1y – Γ, then the fixed line `1 for G1 is such that
` X `1 “ re1s and `1 Ă re4˚s. It follows that pre1s, re4˚sq is the unique incomplete flag preserved by
Γ. 
Remark 6.2. Notice that if one instead uses complete flags, then Lemma 6.1 is false. For example,
a type t “ 0 generalized cusp preserves the complete flags pre1s, re1srvs, re1sre2sre3sq, for any point
rvs contained in the line re2sre3s.
6.2. Proof of Theorem 0.2. Let M be an orientable non-compact 3–manifold, which is the inte-
rior of a compact manifold Mˆ whose boundary is a finite union of disjoint 2–tori T1, . . . , Tn. Let
N1, . . . ,Nn be open neighbourhoods of T1, . . . , Tn in Mˆ , with pairwise disjoint closures. We call
Ek “ NkzTk an end of M .
For each end Ek of M , there is a conjugacy class of peripheral subgroups corresponding to
imppi1pEkq Ñ pi1pMqq, where different choices of basepoint give different conjugacy classes. Let
Γk ď pi1pMq be a representative for this class, and let pdev,holq be a developing pair of a properly
convex projective structure on M . Let rEk be the lift of Ek to the universal cover of M corresponding
to Γk. In this setting, the end Ek is a generalized cusp end if (up to isotopy) devprEkq{holpΓkq is
projectively equivalent to a generalized cusp (cf. §6.1). By hol–equivariance of dev, this notion
does not depend on the choice of representative Γk and therefore it is well defined. Next, we define
CPcpMq Ă CPpMq to be the set of properly convex projective structures on M such that each end
is a generalized cusp end. In this context, there is a recent conjecture of Cooper and Tillmann:
Conjecture 6.3 (Cooper-Tillmann). Suppose pi1pMq is hyperbolic relative peripheral subgroups,
then every end of a properly convex structure on M is a generalized cusp. In other words CPcpMq “
CPpMq.
Remark 6.4. We were recently made aware via personal communication that Cooper and Tillmann
have a proof of this conjecture.
Remark 6.5. To avoid introducing more unnecessary details, we will not define what it means for
pi1pMq to be hyperbolic relative peripheral subgroups, but refer the reader to [13]. We simply remark
that all finite volume hyperbolic manifolds have this property (see [13, Thm. 5.1]).
We are now ready to prove Theorem 0.2. In the proof, we are implicitly going to make use of the
identification D∆ – FL∆ (cf. Theorem 4.14).
Proof of Theorem 0.2. Let p0 “ rΦ0, ρ0s P FL∆ such that σ0 “ rΦˆ0, ρ0s :“ Ext∆pp0q P CPc, and let
σ1 “ rdev1, ρ1s P CPc be a properly convex structure near σ0. We want to show that, if σ1 is close
enough to σ0, then there is p1 P FL∆ close to p0 such that σ1 “ Ext∆pp1q.
Let v P Verp∆q and let Ev be the corresponding end in M . For every lift rv P Verpr∆q of v there
is a corresponding lift rEv of Ev and a peripheral subgroup Γv ď pi1pMq. Since σ0 is a properly
convex structure coming from a triangulation of flags, the flag Φ0prvq “ pV0, η0q is a supporting
flag for Φˆ0prEvq{ρ0pΓvq. If σ1 is close enough to σ0, then there is a representative pair pdev1, ρ1q of
σ1 whose holonomy ρ1 is close to ρ0. In particular there is a ρ1pΓvq–invariant flag pV1, η1q that is
close to pV0, η0q. It is possible that pV1, η1q is not unique if the type of the generalized cusp at v
corresponding to σ1 is larger than the generalized cusp corresponding to σ0, however in this case
one can be chosen arbitrarily as long the choice is made equivariantly for all lifts of v.
Thus we have just defined a ρ1–equivariant map Φ1 : Verpr∆q Ñ FL, such that Φ1prvq “ pV1, η1q.
By construction, the map Φ1 maps each rv P Verpr∆q close to its Φ0–image. Since the property of
being a tetrahedron of flags is an open condition in the space of quadruples of flags and there are
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σ (12)3 (21)4 (34)1 (43)2 (13)4 (31)2 (24)3 (42)1 (14)2 (41)3 (23)1 (32)4
eσ + + + + - - + + - - - -
fσ - - - - + + - - + + + +
Table 1. Table of edge ratios for the figure-eight knot complement.
only finitely many tetrahedra in ∆, it follows that Φ1 maps the vertices of each rT P Tetpr∆q to a
tetrahedron of flags. The property of a pair of tetrahedra of flags being geometric is also an open
condition and so it follows that p1 :“ rΦ1, ρ1s P FL∆.
Finally, we claim that Ext∆pp1q “ σ1. Clearly there are representative developing/holonomy
pairs for Ext∆pp1q and σ1 where the holonomy is the same. Furthermore, since Φ1 and Φ0 are
close, it follows from Theorem 1.7 that Φˆ1 and Φˆ0 are also close. Since σ0 and σ1 are close it
follows that Φˆ0 and dev1 are close. These two facts imply that Φˆ1 and dev1 are nearby developing
maps with the same holonomy. Therefore Ext∆pp1q “ σ1 by the Ehresmann-Thurston principle (cf.
Theorem 1.6). Finally, the finiteness–to–one property of Ext∆ is a consequence of the fact that
each vertex rv P Verpr∆q corresponds to a generalized cusp end, and by Lemma 6.1, such ends can be
decorated with incomplete flags in only finitely many ways. 
7. Examples
In this section we describe some instances where we are able to (partially) solve our gluing
equations, and describe the geometry of the corresponding projective structures.
7.1. Figure-eight knot complement. Let M8 be the figure-eight knot complement also known
as the manifold m004 in the SnapPy cusped census [9]. M8 has an ideal triangulation ∆ consisting
of two tetrahedra with the gluing pattern shown in Figure 7. Here we describe a curve in the
deformation space D8 :“ DRPpM8; ∆q. We recall that D8 can be regarded as semi-algebraic subset
of R48ą0. Specifically we have an edge and a gluing parameter for each pair pT, σq P Tetp∆q ˆ pEqF
(we do not need the triple ratios since they can be recovered from the edge ratios using (2.5)). For
each of the two tetrahedra T1 and T2 there is an edge ratio and gluing parameter for each edge-face.
Let eσ (resp. fσ) denote the edge ratio of the edge-face σ for the tetrahedron T1 (resp. T2) and
let gσ (resp. hσ) denote the gluing parameter of the edge-face σ for the tetrahedron T1 (resp. T2).
We now define a 1–parameter family of points in D8. First, let each eσ and fσ be equal to either
t˘1 according to Table 1. Next, if σ “ p12q0 or p30q2 then let hσ “ 1{gσ “ t2. For all other σ, let
hσ “ gσ “ 1.
Letting t range over p0,8q gives a path in R48ą0. We now show that this path lies in D8. In
both rows of Table 1, conjugate edge-faces have the same sign and there are the same number of
`’s and ´’s and so the internal consistency relations (2.7) are satisfied for both tetrahedra. It is
straightforward to check that the gluing consistency equations (3.4) and (3.5) are satisfied for each
relevant pair of edge-faces, for each point on this curve. There are two sets of edge equations for this
ideal triangulation (one for each edge class). More specifically, let σi be the edge-face determined
by the values in Table 2. These equations are equivalent to the following matrices being equal to
the identity:
M1 “
6ź
i“1
F i`1σi G
i`1
σi , and M2 “
12ź
i“7
F i`1σi G
i`1
σi .(7.1)
Here G1σi :“ Gluephσiq, G2σi :“ Gluepgσiq, F 1σi :“ FlipσiprF1sq, and F 2σi :“ FlipσiprF2sq where rFis is
the tetrahedron of flags corresponding to the parameters for Ti, and superscripts in (7.1) are taken
mod 2. Using one’s favorite computer algebra system it is easily verified that both of the elements
in (7.1) are trivial, and so this curve lies in D8.
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1
24
3
1
24
3
Figure 7. An ideal triangulation for the figure-eight knot complement.
i 1 2 3 4 5 6 7 8 9 10 11 12
σi (31)2 (43)2 (34)1 (13)4 (21)4 (12)3 (24)3 (23)1 (14)2 (24)3 (23)1 (14)2
Table 2. Edge-face table for (7.1).
p12q3
m
l
Figure 8. The cusp cross section for the figure-eight, its intersection with the
monodromy graph, and a meridian/longitude pair.
This curve of solutions turns out to contain many points corresponding to properly convex pro-
jective structures on the figure-eight knot complement. To see this we observe that every parameter
is equal to 1 for the solution with t “ 1. It is easy to check using Theorem 5.14 that this solution
comes from a hyperbolic structure on M8. In fact, it can be checked that both tetrahedra are regular
and ideal, and so this is the complete hyperbolic structure on M8.
For values of t near 1, the peripheral holonomy preserves a complete real flag, and so by [8] it
follows that these other solutions also correspond to properly convex structures on M8. Furthermore,
a more detailed analysis of the peripheral subgroup shows that for every t ‰ 1 the holonomy of the
peripheral subgroup is that of a type 1 generalized cusp (see [1] for details). Furthermore, the
holonomy of the meridian and longitude for these structures may be calculated by multiplying the
transformations on the appropriate edges in the monodromy complex (see Figure 8). In this way,
the holonomy of the meridian is always unipotent, and so it follows that this is the same path of
deformations found in [3]. In particular, for values t ‰ 1, the holonomy is that of a type 1 generalized
cusp (see [1]).
7.2. Figure-eight sister manifold. Let N8 be the manifold m003 in the SnapPy [9] cusped census
(this manifold is also known as the figure-eight sister). N8 also admits an ideal triangulation ∆ with
two tetrahedra, displayed in Figure 9. We will again adopt the convention that eσ and gσ are the
edge and gluing parameters for the first tetrahedron, while fσ and hσ are the parameters for the
second tetrahedron. We again define a curve by setting t2 “ hp14q2 “ hp32q4 “ 1{gp24q3 “ 1{gp13q4,
and setting each of the remaining gluing parameters equal to 1. Next, as before, we let eσ and fσ
take values t˘1 according to Table 3.
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24
3
1
24
3
Figure 9. A gluing for the figure-eight sister
σ (12)3 (21)4 (34)1 (43)2 (13)4 (31)2 (24)3 (42)1 (14)2 (41)3 (23)1 (32)4
eσ + + + + - - - - + + - -
fσ - + - + - - - - + + + +
Table 3. Table of edge ratios for figure-eight sister.
i 1 2 3 4 5 6 7 8 9 10 11 12
σi (41)3 (24)3 (23)1 (43)2 (34)1 (12)3 (31)2 (31)2 (24)3 (23)1 (12)3 (14)2
Table 4. Edge-face table for (7.2).
m
l
Figure 10. The cusp cross section for the figure-eight sister, its intersection with
the monodromy graph, and a meridian/longitude pair.
As with the previous example it is a simple, but tedious matter to check that the internal
consistency and gluing consistency equations are satisfied for the points on this curve. Once again,
there are two sets of edge equations coming from the following two matrices being trivial:
N1 “
6ź
i“1
F i`1σi G
i`1
σi , and N2 “
12ź
i“7
F i`1σi G
i`1
σi ,(7.2)
where again G1σi “ Gluephσiq, G2σi “ Gluepgσiq, F 1σi “ FlipσiprF1sq, and F 2σi “ FlipσiprF2sq whererFis is the tetrahedron of flags corresponding to the parameters for Ti, superscripts in (7.2) are
taken mod 2 and σi is determined by Table 4. Again, these matrices can be computed and checked
to be the identity, so the edge equations are also satisfied. Thus the above curve is contained in
DRPpN8,∆q.
As with the case for M8, this curve consists of many properly convex structures on N8, allowing
us to prove Theorem 0.4.
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33
Figure 11. (Left) An ideal triangulation for the Hopf link orbifold. (Right) The
singular locus of the Hopf orbifold.
Proof of Theorem 0.4. The point t “ 1 corresponds to the complete hyperbolic structure on N8,
which is well known to be built out of two regular hyperbolic ideal tetrahedra. By analyzing the
peripheral subgroup one can check that for each t that this group preserves a complete real flag,
and thus for t near 1 these solutions correspond to properly convex projective structures on N8 by
[8, Thm. 0.2]. Using Figure 10 the holonomy of the peripheral subgroup can be computed and one
finds that for t ‰ 1 this give the holonomy of a type 1 cusp on the torus. Finally, using Theorem
0.6 of [1], it follows that these properly convex structures have finite volume. 
This case is of additional interest since such structures were not previously known to exist.
7.3. Hopf link orbifold. We close this section by describing solutions to the gluing equations for
an orbifold O whose underlying space is S3 and whose singular locus is the union of the Hopf link
and an unknotted arc connecting the two boundary components, where all singular components
have order 3 (cf. Figure 11). The orbifold O admits an ideal triangulation with a single tetrahedron
(cf. Figure 11). This orbifold has two cusps, each of which has a cross section that is an Euclidean
2–orbifold with underlying space S2, and singular locus three points each of order 3.
We now describe how to solve (a modified version of) the gluing equations for this orbifold.
The three equivalence classes of edges in the triangulation in Figure 11 correspond to the three
components of the singular locus. Each of these components has degree 3 and so we must modify
the edge equations so that instead of the corresponding product of transformations being equal to
the identity, they are instead equal to an elliptic element of order 3. In other words, the holonomy
around each edge must preserve a pair of projective lines, one of which is fixed pointwise and one
where the action is elliptic of order 3.
Let σ “ pijqk. For this example we adopt the notation eij :“ eσ for the edge parameters and
gpijqk “ gσ for the gluing parameters, of the tetrahedra. We begin by noting some simple equations.
Since the edges p12q and p34q are only glued to themselves, it follows from (4.9) that e312 “ e334 “ 1.
Since we are only interested in real solutions, they imply that
e12 “ e34 “ 1.(7.3)
Furthermore, the previous equation, together that the internal consistency equations, imply that
e13e14e23e24 “ 1.(7.4)
Furthermore, the edge transformations can be calculated as
Gluepgp21q4qFlipp12q3, and Gluepgp34q1qFlipp43q2,(7.5)
Gluepgp42q1qFlipp24q3 Gluepgp32q4qFlipp23q1 Gluepgp31q2qFlipp13q4 Gluepgp41q3qFlipp14q2,
where Flippijqk :“ FlippijqkprFsq with rFs equal to the tetrahedron of flags determined by the eij .
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Since equations (7.3) and (7.4) are satisfied, it follows that each of the transformations in (7.5)
is of the form »——–
1 0 0 0
0 1 0 0
0 0 m33 m34
0 0 m43 m44
fiffiffifl .
Such a matrix has order 3 if and only if both its trace and determinant are 1. The determinants of
the first two matrices in (7.5) are easily calculated to be gp21q4 and gp34q1 (cf. (4.10)), and so both
of these gluing parameters must be equal to 1. Assuming that, then the first two matrices in (7.5)
have trace 1 if and only if e14 “ e23 “ 3.
Setting the trace and determinant of the last matrix in (7.5) to 1 and solving the face equations
gives a unique solution
e12 “ e34 “ 1, e13 “ e24 “ 1{3, e14 “ e23 “ 3.(7.6)
with the values of gσ being determined by Table 5. It is easy to check that this solution corresponds
to the complete hyperbolic structure on O, which is constructed from an ideal tetrahedron whose
Thurston’s parameter is the third root of unity z “ ´ 12 `
?
3
2 i. The cusps of the orbifold O are rigid
cusps (i.e. their Teichmu¨ller space is trivial). It follows that there are no incomplete hyperbolic
structures on O, and so the gluing equations detect all hyperbolic structures on O.
σ (12)3 (21)4 (34)1 (43)2 (13)4 (31)2 (24)3 (42)1 (14)2 (41)3 (23)1 (32)4
gσ 1 1 1 1 1/3 1/3 1/3 1/3 3 3 3 3
Table 5. Gluing parameters for Hopf link orbifold.
In light of Theorem 0.2, it is tempting to conclude that O does not admit convex projective
structures other than the complete hyperbolic structure, however, we were recently made aware
(personal communication) that J. Porti and S. Tillmann have computed the moduli space of convex
projective structures on O and found that it has positive dimension (notice that this does not
contradict Theorem 0.2 since O is an orbifold and not a manifold). The reason that our equations do
not detect these projective structures is that the peripheral subgroups do not preserve an incomplete
real flag (cf. Lemma 4.8). More precisely, if H is a peripheral subgroup of O then H is virtually
abelian with finite index abelian normal subgroup H 1. For the non-hyperbolic convex projective
structures on O, the subgroup H 1 preserves finitely many incomplete flags (the cusps turn out to
be type 3 generalized cusps). The group H acts on the set of incomplete flags preserved by H 1,
however this action does not have a global fixed point.
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