Recent work in natural language processing represents language objects (words and documents) as dense vectors that encode the relations between those objects. This paper explores the application of these methods to legal language, with the goal of understanding judicial reasoning and the relations between judges. In an application to federal appellate courts, we show that these vectors encode information that distinguishes courts, time, and legal topics. The vectors do not reveal spatial distinctions in terms of political party or law school attended, but they do highlight generational dierences across judges. We conclude the paper by outlining a range of promising future applications of these methods.
Introduction
Law is embedded in language. In this paper, we ask what can be gained by applying to the law new techniques from natural language processing that translate words and documents into vectors within a space. Vector representations of words and documents are informationdensein the sense of retaining information about semantic content and meaningwhile also being computationally tractable. This combination of information density and computational tractability opens up a wide potential realm of mathematical tools that can be used to generate quantitative and empirically testable insights into the law.
about the legal content in cases. We nd that spatial clustering in these embeddings encode dierences between cases on dierent courts, between cases in dierent years, and between cases in dierent legal topics. The vectors can also discriminate judges based on birth cohorts, but does not do well in encoding the partisan aliation of judges or law school attended. We also demonstrate that the vectors can show which judges are similar to each other in their legal writing.
In the concluding section we outline a range of potential future applications for the use of embeddings models in computational analysis of law. First, structured embeddings could be used to explicitly model the relations between judges, between courts, or over time.
Second, citation embeddings might be used to identify similar cases based on how often they are cited together. Third, embeddings might shed light on dierences across judges in sentiment toward policies or social groups. Fourth, we could construct judge embeddings based on their their predictiveness for case outcomes, rather than just the language features.
Embeddings Models and the Law
A rst-order problem in empirical analysis of text data is the high dimensionality of text.
There are an arbitrary number of approaches for representing plain text as data. One must trade o informativeness, interpretability, and computational tractability (Ash, 2017) . For example, one could represent a document as a frequency distribution over words. But with a large vocabulary, say 20,000 words, a document is still a high-dimensional vector.
Word embeddings came about as a dimension reduction approach in deep learning models for prediction tasks in computational linguistics (Mikolov et al., 2013) . Such a prediction task would include, for example, predicting the next word in a sequence given a set of words in a sentence. To that end, the model represents a word as a small and dense vector (say 100 dimensions). Initially, words are randomly distributed across the vector space. But the word locations then become features in a learning model; the word locations then move around during training to improve performance on a prediction task. In natural language settings, this process typically leads to words clustering near similar words. Document embeddings, such as Le and Mikolov's (2014) paragraph vectors, use a separate embedding layer for both the word and the document to solve the prediction task. These models locate documents in a vector space, where documents that contain similar language tend to be located near to each other in the space. Embedding models are dierent from topic models (e.g. Blei, 2012) because the dimensions have a spatial interpretation, rather than a topic-share interpretation. Document embeddings have become popular because the spatial relations between the trained embeddings encode useful and meaningful information (Levy et al., 2015) . To illustrate, a word embedding can identify similar words in the vocabulary. For example, judge might be close to jury but far away from owerpot. Similarly, a document embedding can identify similar cases in a corpus of decisions based on use of similar language. For example, Engel v. Vitale (1962) might be spatially close to Everson v. Board of Education (1947) , since they are both early U.S. Supreme Court decisions that deal with religious freedoms in the states. Finally, a judge embedding constructed from these documents could be used to identify similar judges in the legal system. For example, the closest judge to Antonin Scalia might be Clarence Thomas.
A more intriguing exercise is to think about analogies. A well-known example is that word embeddings know that man is to woman as king is to queen, through the vector algebra king -man + woman = queen (Mikolov et al., 2013; Ash, 2016) . Similarly, a document embedding could say something like Everson vs. Board of Education is to Engel v. Vitale as Griswold v. Connecticut is to Roe v. Wade. These cases share an analogical relation, in that the latter case is a related application of the constitutional principle articulated in the former case. In the vector math, that would be represented as Everson -Engel + Griswold = Roe. Finally, a judge embedding could say something like Scalia is to Thomas as Ginsburg is to Breyer, in the sense that Scalia -Thomas + Breyer = Ginsburg.
In the case of word embeddings, the directions in the embedding space often encode semantic meaning. For example, Bolukbasi et al. (2016) show that there is a vector direction for gender in the embedding space. One can also typically isolate directions for time, singular vs plural, etc. In the legal case, we would be interested in isolating directions for legal and political concepts and distinctions. For example, might there be a direction for liberal vs conservative, or procedural vs substantive? Are there directions or clusters for originalists, or pragmatists, or economic analysis? More generally, the use of embedding layers for informative dimension reduction has much untapped potential in empirical social science (see, e.g., Garg et al., 2018; Kozlowski et al., 2018) .
Application to Federal Appellate Courts
This section illustrates the use of document embeddings in the federal appellate courts.
We begin by discussing the data and how the document vectors are constructed. We then explore the visual relations between the cases. Finally, we explore similarity relations between judges.
Data and Documents
The analysis utilizes a corpus of all U.S. Supreme Court cases, and all U.S. We also have the full text of the cases. We remove HTML markup and citations. We then have each case as a list of tokens. These tokens provide the inputs for the embeddings model.
Construction of Document Vectors
The next step is to construct document vectors for each case i. The model we use is Doc2Vec (Le and Mikolov, 2014) , implemented in the Python package gensim. The objective function solved by this model is to iterate over the corpus and try to predict a given word using its context (a window of neighboring words), as well as a bag-of-words representation of the whole document. The model uses an embedding layer for the context features and the document features. Therefore the geometric location of documents encodes predictive information for the context-specic frequencies of words in the document.
We feed the case documents in random order into Doc2Vec, using standard parameter choices. We used the distributed bag-of-words model over the distributed memory model, with 200 dimensions per document vector. Other parameter choices include a context window of size 10, capping the vocabulary at 100,000 words (based on document frequency), and excluding documents shorter than 40 words in length. The model iterates through the corpus in random order for ve epochs.
Vector Centering and Aggregation
We now have a set of vectors i for each case i. Following the advice of the embeddings literature, 2 we normalized each vector to length one. Each case has an authoring judge j, working in court c at year t. Besides author and time, the other metadata feature is the case topic k.
For visualization and other analysis we would like to center and aggregate the document vectors in several ways. Let I j be the set of cases authored by j. Let I jt be the set of cases authored by j at year t. One could construct a vector representation for a judge using
where | · | gives the count of the set. Similarly, the vector for judge j at year t would be given by
and the vector for all cases on topic k in court c during year t would be given by
Meanwhile, the same notation and corresponding aggregation formula could be used to construct a vector for a year, t, for a court c, for a topic k, or for the cases in court c during a particular year t, ct.
We are interested in recovering the ideological component of the judge vectors. Therefore we explore the following steps to center the document vectors before aggregating. Represent the year-centered vector for case i as i t = i − t i , where t i corresponds to the average vector for all cases in the same year as i. Similarly, let a subscripted judge vector j t be dened as
the average for judge j of the year-centered vectors i t .
The preferred centering specication depends on the context of the analysis. We center by interacted groups, in particular. In the results below, we variously center by topic-year kt, by court-year kt, and by court-topic-year ckt. Only after this centering step do we aggregate by judge and perform analysis of the spatial relations between vectors. The hope is that the remaining spatial variation is purged of court-specic, topic-specic, and yearspecic dierences in language. The remaining variation will provide a cleaner summary of the ideological dierences between judges.
Here we have used the unweighted average of the case vectors, where each case is weighted equally. Future work might explore the use of other weighting schemes. A sensible alternative would be to weight the cases by their length (in words or sentences), for example.
In addition, it would be reasonable to weight the cases by the number of citations they later received as a proxy for importance.
Visual Structure of Case Vectors and Judge Vectors
In this section we present a variety of visualizations to understand better the spatial relationships encoded by our case vectors and judge vectors. Our visualization methods is a t-SNE plot (Maaten and Hinton, 2008) , which projects the vectors down to two dimensions for visualization purposes. We use t-SNE plots, rather than principal components, because the dimension reduction algorithm is designed to project data while preserving relative distance between points. The dots represent vectors, and the colors/labels represent groupings.
We begin by exploring the institutional, temporal, and judge-level features encoded in the vectors. For Figure 1 , we centered the case vectors by topic interacted with year, as described in Section 3.3. We then averaged by judge and plotted the judge vectors. The vectors are labeled by court. One can see that, conditional on topic and year, the document vectors separate the courts quite well. This is consistent with systematic dierences in legal language across courts, conditional on topic and year, being captured by the embedding.
For Figure 2 , we centered on court interacted with topic. We then average by court-year and plotted the court-year-level averaged vectors. We labeled and colored by the decade the case was published. One can see a steady linear development of case law across the geometric space. This shows that, controlling for court and topic factors, the embedding captures systematic dierences in language across time.
For Figure 3 , we centered on judge interacted with year; this residualizes out any judgelevel time-varying components of language. We then averaged and plotted by topic-year.
The labels and colors distinguish the seven-digit general issue topic. We can see that the document embeddings discriminate topics, eectively capturing dierences in language across recognized issue areas.
Next we look at whether the vectorized language in the case vectors encodes information Finally, for Figure 6 , we consider law school attended as a nal source of linguistic dierences across judges. Conditional on court, topic, and year, we see apparent random distributions across the space in terms of law school. As with political party, it seems like language or ideological dierences by school do not show up in the vectors. Again, this may be due to ideologically distinctive embeddings requiring a richer representation of language than that used here.
Analysis of Relations Between Judges
This section uses our vector representation of judges to produce a similarity metric between courts and judges. We adopt a measure of vector similarity that is used often for document classication. The cosine similarity between two vectors,
which is equal to one minus the cosine of the angle between the vectors. It takes a value between -1 and 1. In the case of word embeddings, high similarity means that the words are often used in similar language contexts.
In the case of judges, we can say that similarities approaching one mean that the judges tend to use similar language in their opinions. Similarities approaching -1 meaning the judges rarely use the same language. Similarities near zero mean that the judges are as similar to each other as would be expected from two randomly selected judges in the population.
First we look at similarity between court vectors to complement the spatial representation in Figure 1 . We centered the vectors by topic and year, and then aggregated by court. We then computed the pair-wise similarities between the court vectors. These are reported in Table 1 .
The colors provide a gradient for similarity, with green meaning the courts are relatively similar and red meaning they are relatively dissimilar. The table has some interesting features. First, the D.C. Circuit is most similar to the Supreme Court of the United States, which is intuitive since they are both located in Washington, D.C. and focus on issues of federal government functioning such as separation of powers. Second, the 11th circuit is similar to the 5th circuit, which is intuitive since the 11th Circuit used to be a part of the 5th Circuit and they share many legal precedents.
Next we look at similarity between judge vectors. This analysis is related to recent work comparing judges based on writing style features (e.g. Carlson et al., 2015) . Starting with the Supreme Court, we center the document vectors on topic, and year. Then we take the average of these centered vectors by judge as our representation of judge writing, reasoning, and beliefs. between Supreme court judges very well. This may be due to the relatively few decisions that they author. In particular, the relative dissimilarity between Kagan and most other justices is likely due to her having only a handful of decisions in the corpus.
One interesting feature of our model is that it represents both circuit court judges and supreme court judges in the same geometric space. As done previously, we center all the document vectors on court, topic, and year. We then aggregate by judge. For Table 4 , we computed the vector similarity between each circuit court judge and each supreme court judge. We then ranked the circuit court judges by this similarity. The table shows, for each supreme court judge, the top 5 circuit court judges on this ranking. As with the pairwise similarities between supreme court judges, these rankings are not particularly intuitive or informative. Understanding the limitations of these types of models is important for future research. One notable factor is that we use a bag-of-words model, and ideological dierences between judgs may be mostly encoded in phrases. As mentioned, a possible reason for the lackluster results in the Supreme Court is the small number of opinions they publish. Therefore we round out this analysis by looking at a notable circuit court judge, Richard A. Posner, who published over 3,300 opinions during his tenure. The document vectors are de-meaned by court, year, and topic. Then they are aggregated by judge. Then we rank all circuit court judges by the similarity of their vector to Posner's vector. These are reported in Table 5 . Interestingly, the most similar judge is Frank Easterbrook, who, like Posner is known for the use of economic analysis in opinions. Stephen Breyer has a published article in The Economic Journal on economic reasoning and judicial review (Breyer, 2009 ). Posner has a conservative reputation, and we see other conservative judges such as Neil Gorsuch and Antonin Scalia. Henry Friendly makes an appearance he is a well-known pragmatist, as is Posner. Finally, Michael McConnell co-write law articles with
Posner. The document vectors, as trained in this example, are much more informative about the connections between circuit court judges than between Supreme Court judges. We conclude with a discussion of how future work could adapt these embeddings models for empirical analysis of law.
Structured Group Embeddings
The document embeddings developed in the previous section were static, and did not explicitly model a time component. In addition, they only encoded judge identity by taking the average of a judge's document vectors. Recent work in embeddings models seeks to include these relations more exibly and elegantly as a part of the data generating process. provide a model for learning dynamic embeddings, and look at how language has changed over time in the U.S. Congress over the last century. Rudolph et al.
(2017) provide a model for structured group embeddings, and allow word and document vectors to have a group component and an individual component.
In parallel work, we found diculties in initial applications of structured embeddings to judge groups (Ash et al., 2018a) . Word similarities seem to be highly sensitive to model parameters. Systematic dierences in word similarities between Republican and Democrat judges can ip based on the embedding dimension and vocabulary size, for example. 
Vectorization of Citation Networks
The approach above used only the language of opinions to represent legal ideas. But we all know that in a common law system, the previous cases cited are a major expression of the ideological content of a decision. In parallel work we are experimenting with enriching case representations with information from the citation graph (e.g. Ash et al., 2017) . Citations could be included as features in the document embedding, which might reveal more dierences, such as those between political parties. This work might explore recent advances in vectorizing networks, such as node2vec (Grover and Leskovec, 2016) .
Another application of embedding models to citations is based on , where the model predicts occurrence of a product in a grocery shopping cart based on the co-occurrence of other products. In a forthcoming working paper, we treat cases as a bundle of citations to precedents, in the same way that treat grocery baskets as a bundle of products. The model predicts the presence of a particular citation using the list of co-occurring citations. As with word embeddings, cases that tend to be cited together locate near each other in the embedding space. In consequence, the model serves to locate cases in a precedent space as opposed to a language space. An intriguing feature is that the learned parameters encode complementarity or substitutability of items; in the context of 
Language-Based Metrics of Implicit Bias
Another future avenue in this area is the use of embeddings to extract sentiment or bias in judicial language. The work of Caliskan et al. (2017) , who use an o-the-shelf word embeddings model GloVe, is a natural starting place (see also Garg et al., 2018; Kozlowski et al., 2018) . This pre-trained word embedding provides a representation of English-language words in a 300-dimensional vector space. They then compute similarity, which means having the same direction in the word vector space, between groups of words. In Ash et al. (2018a) ,
we apply this approach to judicial decision language.
To summarize, we start with a pair of sentiment words. In Ash et al. (2018a) , for example, these include the vectors for innocent and guilty. Next, we have a set of words identifying some social distinction, such as gender or race. The vector for white might would european, caucasian, etc., while the vector for black would include african, afro-american, etc. We then have an average vector for each social group, with the idea that the concept of these social groups is more accurately located in the language space.
We then construct cultural dimensions following Kozlowski et al. (2018) , in the sense that we move along the direction in word space between these pairs of word-concepts. These gures are constructed by pooling all the judges in the sample. But the broader idea is to use the text of judge's opinions to detect variation in implicit bias across judges.
We could ask, for example, whether judges with a lexical bias against blacks also tend to Gender versus Science/Art reject discrimination complaints, or to give longer criminal sentences to blacks. Similarly, having more traditional gender views, as detected in one's implicit gender bias, might be reected in more conservative judicial decisions related to gender discrimination cases. We could also look for peer eects, and see whether sitting with a biased judge has an impact on a peer judge's subsequent decisions.
Judge Embeddings
We saw in Section 3 that document embeddings trained from a word prediction task did not do a good job of discriminating judges on ideology. A potential factor in this limitation is that the embeddings are trained just from language style of written decisions. They do not account for the direction of the decision (e.g., for or against plaintis). Perhaps more importantly, they do not account for the lower-court decision features. In this subsection
we outline a targeted approach that could address these shortcomings.
To be more precise, we can move forward with the deep learning literature and directly implement an embedding layer for judge identity. Word embeddings are constructed by locating words together that are most similarly predictive for a deep learning task. In the same way, a judge embedding could be learned by a deep learning model which locates judges together that are similarly impactful in a machine prediction task. One can use richer representations of judge characteristics besides their language, including the directions of their decisions and their citations to previous opinions. Moreover, one can let the impact of these features interact with the features of the lower-court decision being considered.
Consider the following model of judical opinion generation. The unit of observation is an opinion i, written by judge j at time t in court/jurisdiction c. The opinion is a matrix of features Y i , including the ruling (arm/reverse), the text features of the opinion, and the set of citations to previous opinions. The case is a review of a district court opinion,
represented by a vector of features D i , including the text and metadata from the district court. A set of controls X ct includes a range of characteristics for court and time, including some measure of the stock of precedents in court c at time t.
We would like to predict Y i by approximating
where F (·) is some distribution over opinion features we can approximate using a deep neural net (e.g. Goodfellow et al., 2016) . Unlike the regression models that most empirical legal scholars are used to, neural nets can easily accommodate high-dimensional outcomes (such as Y i ).
In particular and this is the key innovation the judge identity j would be represented with an embedding lookup layer to a relatively low-dimensional dense vector space. The location of the judge vectors, initialized randomly, would be endogenous to the model. As the model goes through further training, the locations of these vectors will be pushed around to improve predictiveness. As a by-product of the model, the judges that locate together in the vector space would be predicted to behave similarly on the court holding other factors equal.
This model could then be used to simulate counterfactuals. For example, how would the decision in a case change by switching out the authoring judge j? How would the style of language change for a dierent circuit c? This approach will provide new insights into the geometry of ideology in the U.S. judiciary.
