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Let g1, . . . , gs ∈ Fq[x] be arbitrary nonconstant monic polynomi-
als. Let M(g1, . . . , gs) denote the set of s-fold multisequences
(σ1, . . . , σs) such that σi is a linear recurring sequence over Fq
with characteristic polynomial gi for each 1 i  s. Recently, we
obtained in some special cases (for instance when g1, . . . , gs are
pairwise coprime or when g1 = · · · = gs) the expectation and the
variance of the joint linear complexity of random multisequences
that are uniformly distributed over M(g1, . . . , gs). However, the
general case seems to be much more complicated. In this paper we
determine the expectation and the variance of the joint linear com-
plexity of random multisequences that are uniformly distributed
overM(g1, . . . , gs) in the general case.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
The joint linear complexity of multisequences and its applications to vectorized or word-based
stream cipher systems have been the subject of a considerable amount of research in recent years.
We refer e.g. to [1–4,6–8], and to the detailed survey of the literature on this topic in [3, Section 1].
In the present paper, we study the joint linear complexity of multisequences consisting of linear
recurring sequences over a ﬁnite ﬁeld in the most general framework.
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if c = 1 and
∑
j=0
c jtn+ j = 0 for n = 0,1, . . . .
Here  is an arbitrary nonnegative integer.
Let s be an arbitrary positive integer. For an s-fold multisequence (σ1, . . . , σs) consisting of linear
recurring sequences σ1, . . . , σs over Fq , its joint minimal polynomial is deﬁned to be the (uniquely
determined) monic polynomial over Fq of least degree that is a characteristic polynomial of σi for
each 1 i  s. The joint linear complexity of the multisequence (σ1, . . . , σs) is deﬁned to be the degree
of the joint minimal polynomial.
Let g1, . . . , gs ∈ Fq[x] be arbitrary monic polynomials with deg(gi)  1 for 1  i  s. Let
M(g1, . . . , gs) denote the set of s-fold multisequences (σ1, . . . , σs) such that σi is a linear recur-
ring sequence over Fq with characteristic polynomial gi for each 1  i  s. It is clear that the joint
minimal polynomial d ∈ Fq[x] of (σ1, . . . , σs) is a monic polynomial dividing lcm(g1, . . . , gs). For an
arbitrary monic polynomial d ∈ Fq[x] dividing lcm(g1, . . . , gs), let Φ(d; g1, . . . , gs) denote the number
of multisequences from M(g1, . . . , gs) with joint minimal polynomial d.
The main results of this paper give a formula for the counting function Φ(d; g1, . . . , gs) and de-
termine the expectation and the variance of the joint linear complexity of random multisequences
that are uniformly distributed over M(g1, . . . , gs). Special cases of the results on this expectation
and variance were obtained earlier. Meidl and Niederreiter [6] and Fu, Niederreiter, and Su [4] treated
the case where gi(x) = xN − 1 for 1  i  s and some positive integer N , that is, the case where all
multisequences of ﬁxed period N are considered. The authors dealt with the case where g1 = · · · = gs
in [2] and with the case where g1, . . . , gs are pairwise coprime (and somewhat more general cases)
in [3]. The general case of arbitrary nonconstant monic polynomials g1, . . . , gs seems to be consider-
ably more complicated and is settled in the present paper.
In Section 2 we collect some auxiliary results and in Section 3 we establish a closed formula for the
counting function Φ(d; g1, . . . , gs). In Section 4 we determine the expectation and the variance of the
joint linear complexity of random multisequences that are uniformly distributed over M(g1, . . . , gs).
2. Preliminaries
Let g1, . . . , gs ∈ Fq[x] be arbitrary monic polynomials with deg(gi) 1 for 1 i  s. Let d ∈ Fq[x]
be an arbitrary monic polynomial dividing lcm(g1, . . . , gs). Throughout this section we ﬁx the follow-
ing notation:
g1 = re1,11 re1,22 · · · r
e1,k
k ,






gs = res,11 res,22 · · · r
es,k
k ,
d = ra11 ra22 · · · rakk . (2.1)
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• s and k are positive integers;
• r1, . . . , rk ∈ Fq[x] are distinct monic irreducible polynomials;
• ei, j are nonnegative integers such that max{ei, j: 1  i  s}  1 for each 1  j  k, and
max{ei, j: 1 j  k} 1 for each 1 i  s;
• a j is a nonnegative integer such that a j max{ei, j: 1 i  s} for each 1 j  k.
Note that the conditions above are the general conditions and do not impose any restrictions.
Following (2.1), we use the notation Φ(d; g1, . . . , gs) and Φ(a1, . . . ,ak) interchangeably, both re-
ferring to the number of multisequences from M(g1, . . . , gs) with joint minimal polynomial d.
The following simple lemmas are useful. Throughout the paper, we use the standard convention
that deg(0) = −∞ for the zero polynomial 0 ∈ Fq[x].
Lemma 2.1. Let f1, . . . , f s ∈ Fq[x] be monic polynomials and let v1, . . . , vs ∈ Fq[x] be such that gcd(vi, f i) =




























which follows from the deﬁnition of f . Assume that r ∈ Fq[x] is an irreducible polynomial and r | f .
Then either r | gcd( f1, f2, . . . , f s) or there exists 1 i  s such that r | ff i .
If r | gcd( f1, f2, . . . , f s), then it is impossible that r | vi ff i for each 1  i  s. Indeed, assume the
contrary that r | vi ff i for each 1  i  s. As r | gcd( f1, f2, . . . , f s), for each 1  i  s we obtain that
r | f i and hence r  vi , which follows from the hypothesis of the lemma. Then by the assumption
above, we get that r | ff i for each 1 i  s. This is a contradiction to (2.2).
If r | ff i for some 1  i  s, then using (2.2) we obtain 1  i′  s such that r 
f
f i′
. As r | f and
r  ff i′
, we have r | f i′ . By the hypothesis of the lemma, this implies that r  vi′ and hence r  vi′ ff i′ . This
completes the proof. 
Lemma 2.2. Let u1, . . . ,us ∈ Fq[x] be such that deg(ui) < deg(gi) for 1  i  s. Then there exist uniquely










, and gcd( f ,h1, . . . ,hs) = 1. (2.3)
Moreover, we have the following:
(i) f is a divisor of lcm(g1, . . . , gs);
(ii) for each 1 i  s, we have ui = 0 ⇐⇒ hi = 0;
(iii) f = 1 ⇐⇒ (u1, . . . ,us) = (0, . . . ,0);
(iv) deg(hi) < deg( f ) for 1 i  s.





, and gcd(vi, f i) = 1. (2.4)
Assume there exist f ,h1, . . . ,hs ∈ Fq[x] satisfying the conditions of the lemma. We ﬁrst prove that
these polynomials are uniquely determined. Using (2.3) and (2.4), we obtain that
f i | f and hi = vi f
f i
for each 1 i  s. (2.5)
Let f ′ := lcm( f1, . . . , f s) and using (2.5) we deﬁne e := ff ′ ∈ Fq[x]. From (2.5) and Lemma 2.1 we
obtain that














Hence by (2.3) we get that e = 1 and the polynomials f ,h1, . . . ,hs are uniquely determined. Moreover,
f divides lcm(g1, . . . , gs). Using similar arguments, we prove the existence of these polynomials and
the items (ii), (iii), and (iv) of the lemma. 
Now we consider a general case related to the converse of Lemma 2.2. Let f ∈ Fq[x] be a monic
polynomial dividing lcm(g1, . . . , gs). Let h1, . . . ,hs be polynomials from Fq[x] such that deg(hi) <
deg( f ) for 1 i  s. We observe that there exist u1, . . . ,us ∈ Fq[x] such that uigi =
hi
f for 1 i  s if
and only if f | (gihi) for 1  i  s. Moreover, if such u1, . . . ,us ∈ Fq[x] exist, then they are uniquely
determined and we have deg(ui) < deg(gi) for 1  i  s. Note that these observations give a more
general result than the converse of Lemma 2.2 since we do not assume that gcd( f ,h1, . . . ,hs) = 1.
Now we prove our observations above. If such u1, . . . ,us ∈ Fq[x] exist, then as ui = gihif ∈ Fq[x], we
have f | (gihi) for 1  i  s. Conversely, if f | (gihi) for 1  i  s, then u1, . . . ,us ∈ Fq[x] with ui =
gihi
f for 1  i  s are the uniquely determined polynomials in Fq[x] satisfying uigi =
hi
f for 1  i  s.
Moreover, deg(ui) = deg(gihi) − deg( f ) < deg(gi) for 1 i  s.
Proposition 2.3. The number Φ(a1, . . . ,ak) of multisequences from M(g1, . . . , gs) with the joint minimal
polynomial d given in (2.1) is the cardinality of the set consisting of (h1, . . . ,hs) ∈ Fq[x]s satisfying the follow-
ing conditions:
(i) deg(hi) < deg(d) for 1 i  s;
(ii) d | (gihi) for 1 i  s;
(iii) gcd(d,h1, . . . ,hs) = 1.
Proof. There is a one-to-one correspondence between s-fold multisequences (σ1, . . . , σs) ∈
M(g1, . . . , gs) and the s-tuples of rational functions of the form ( u1g1 , . . . ,
us
gs
), where ui ∈ Fq[x] and
deg(ui) < deg(gi) for 1  i  s (cf. [5, Theorem 8.40]). Moreover, for such a multisequence, using
Lemma 2.2, the joint minimal polynomial f ∈ Fq[x] of the multisequence can be deﬁned as the
unique monic polynomial such that there exist (uniquely determined) polynomials h1, . . . ,hs ∈ Fq[x]
satisfying (2.3). Then the proof follows from Lemma 2.2 and the arguments preceding the statement
of the proposition. 
3. Computation of Φ(d; g1, . . . , gs)
In Theorem 3.2 we obtain a closed formula for the counting function Φ(a1, . . . ,ak), or equivalently
Φ(d; g1, . . . , gs). Then in Corollary 3.5 we obtain an equivalent formula using the notation introduced
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and in Section 4 it is used for the determination of the expectation and the variance.
We keep the notation from Sections 1 and 2. We now introduce some further notation and sets
which are used in the derivation of the closed formula for Φ(a1, . . . ,ak). Let I1, . . . , Ik be arbitrary
nonempty subsets of {1, . . . , s}. Let J1, . . . , J s be the subsets of {1, . . . ,k} deﬁned by
J i := {1 j  k: i ∈ I j} for 1 i  s. (3.1)
Note that some J i could be empty, but at least one of J1, . . . , J s is nonempty. For example, if I1 =
· · · = Ik = {1}, then J1 = {1, . . . ,k} and J i = ∅ for 2 i  s.
In the following we deﬁne three subsets E(I1, . . . , Ik;b1, . . . ,bk), S(I1, . . . , Ik;b1, . . . ,bk), and
T (I1, . . . , Ik; b1, . . . ,bk; c1, . . . , ck) of Fq[x]s . Here b1, . . . ,bk and c1, . . . , ck are integers with 0 c1 
b1, . . . ,0 ck  bk . Furthermore, we use the notation in (2.1).




b j deg(r j) +
∑
j∈{1,...,k}\ J i
ei, j deg(r j) for 1 i  s. (3.2)
Let S(I1, . . . , Ik;b1, . . . ,bk) be the set consisting of all (h1, . . . ,hs) ∈ Fq[x]s satisfying the condition





j ,gcd(hi: i ∈ I j)
)= 1 for 1 j  k.
Here and throughout the paper, gcd(hi: i ∈ I j) denotes the greatest common divisor of the polynomi-
als in the set {hi: i ∈ I j}.
Let T (I1, . . . , Ik; b1, . . . ,bk; c1, . . . , ck) be the set consisting of all (h1, . . . ,hs) ∈ Fq[x]s satisfying





j ,gcd(hi: i ∈ I j)
)= rc jj for 1 j  k. (3.3)
Lemma 3.1. Let 0  c1  b1, . . . ,0  ck  bk be integers and let I1, . . . , Ik be arbitrary nonempty subsets
of {1, . . . , s}. Then there is a one-to-one correspondence between the sets T (I1, . . . , Ik;b1, . . . ,bk; c1, . . . , ck)
and S(I1, . . . , Ik;b1 − c1, . . . ,bk − ck).
Proof. Assume that T (I1, . . . , Ik;b1, . . . ,bk; c1, . . . , ck) is nonempty. Let (h1, . . . ,hs) ∈ T (I1, . . . , Ik;
b1, . . . ,bk; c1, . . . , ck) and deﬁne
h¯i := hi∏
j∈ J i r
c j
j
for 1 i  s.
Here
∏
j∈ J i r
c j
j is considered as 1 if J i = ∅. For 1  i  s with J i 	= ∅, if j ∈ J i , then i ∈ I j (cf. the
deﬁnition in (3.1)). Hence using (3.3) we obtain that r
c j
j | hi , which implies that h¯i ∈ Fq[x]. Moreover,
deg(h¯i) = deg(hi) −
∑
j∈ J i
c j deg(r j) <
∑
j∈ J i
(b j − c j)deg(r j) +
∑
j∈{1,...,k}\ J i
ei, j deg(r j).





j ,gcd(hi: i ∈ I j)





rctt : i ∈ I j
))
= gcd(rb jj ,gcd(h¯irc jj : i ∈ I j))= rc jj gcd(rb j−c jj ,gcd(h¯i: i ∈ I j)). (3.4)
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c j
j , and hence





j ,gcd(h¯i: i ∈ I j)
)= 1. (3.5)
Therefore, by (3.4) and (3.5), we get (h¯1, . . . , h¯s) ∈ S(I1, . . . , Ik;b1 − c1, . . . ,bk − ck).
Assume that S(I1, . . . , Ik;b1 − c1, . . . ,bk − ck) 	= ∅. Similarly for the converse we prove that if






j for 1 i  s,
then (h1, . . . ,hs) ∈ T (I1, . . . , Ik; b1, . . . ,bk; c1, . . . , ck). This completes the proof. 






∣∣T (I1, . . . , Ik;b1, . . . ,bk; c1, . . . , ck)∣∣= ∣∣E(I1, . . . , Ik;b1, . . . ,bk)∣∣. (3.6)






∣∣S(I1, . . . , Ik; c1, . . . , ck)∣∣= ∣∣E(I1, . . . , Ik;b1, . . . ,bk)∣∣. (3.7)
Let μq be the Möbius function deﬁned on monic polynomials of Fq[x] as follows. Let μq(1) = 1. If
f ∈ Fq[x] is a monic polynomial with deg( f ) 1 and f = ρu11 · · ·ρu is the canonical factorization of
f into irreducibles over Fq , then μq( f ) is deﬁned by
μq( f ) :=
{
(−1) if u1 = · · · = u = 1,
0 if ui  2 for some 1 i  .
Using a similar argument as in the case of the classical Möbius function on the positive integers (cf.





1 if f = 1,
0 otherwise,
(3.8)
where the summation is over all monic polynomials h ∈ Fq[x] dividing f .
Recall that the nonnegative integers a1, . . . ,ak and the distinct monic irreducible polynomials








ra1−b11 · · · rak−bkk





























rb11 · · · rbkk
)
. (3.9)1 1 k k 1 1 1 k k k








rb11 · · · rbkk
)= {1 if c1 = a1, . . . , ck = ak,
0 otherwise.
(3.10)
Therefore (3.9) and (3.10) imply that










) · · ·μq(rbkk )∣∣E(I1, . . . , Ik;a1 − b1, . . . ,ak − bk)∣∣. (3.11)
It follows from the condition (3.2) that for arbitrary nonnegative integers c1, . . . , ck we have
∣∣E(I1, . . . , Ik; c1, . . . , ck)∣∣= k∏
j=1
q
c j |I j |deg(r j)+
∑
i∈{1,...,s}\I j ei, j deg(r j). (3.12)
Using (3.11) and (3.12), we obtain that







(a j−b j)|I j |deg(r j)+
∑
i∈{1,...,s}\I j ei, j deg(r j)
)
. (3.13)
Theorem 3.2. Let g1, . . . , gs ∈ Fq[x] be arbitrary monic polynomials with deg(gi)  1 for 1  i  s. Let
M(g1, . . . , gs) denote the set of s-fold multisequences (σ1, . . . , σs) such that σi is a linear recurring sequence
over Fq with characteristic polynomial gi for each 1 i  s. Let d ∈ Fq[x] be an arbitrary monic polynomial
dividing lcm(g1, . . . , gs). Let r1, . . . , rk ∈ Fq[x] be the distinct monic irreducible polynomials and ei, j be the
nonnegative integers for 1 i  s, 1 j  k, such that
gi = rei,11 · · · r
ei,k
k for 1 i  s,
and max{ei, j: 1 i  s} 1 for 1 j  k. Let a1, . . . ,ak be the nonnegative integers such that
d = ra11 · · · rakk . (3.14)
For each 1  j  k, let I j be the nonempty subset of {1, . . . , s} consisting of those 1  i  s with a j  ei, j .
Then for the number Φ(a1, . . . ,ak) of multisequences from M(g1, . . . , gs) with joint minimal polynomial d
we have











a j |I j |deg(r j) + logq
(
1− q−|I j |deg(r j))).
Here the empty sum happens if and only if a1 = · · · = ak = 0, in which case we have logq Φ(0, . . . ,0) = 0.
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can assume that deg(d)  1. Let U(a1, . . . ,ak) be the set of all (h1, . . . ,hs) ∈ Fq[x]s satisfying the
conditions in items (i), (ii), (iii) of Proposition 2.3. Note that
Φ(a1, . . . ,ak) =
∣∣U(a1, . . . ,ak)∣∣ (3.15)
by Proposition 2.3.
Using the sets I1, . . . , Ik in the statement of the theorem, let S(I1, . . . , Ik;a1, . . . ,ak) be the set
deﬁned earlier in this section. We now establish a one-to-one correspondence between the sets
U(a1, . . . ,ak) and S(I1, . . . , Ik;a1, . . . ,ak). For 1  i  s, let J i be the subset of {1, . . . ,k} deﬁned
by J i := {1 j  k: i ∈ I j}. Let (h1, . . . ,hs) ∈ U(a1, . . . ,ak). For 1 i  s we have
d | (gihi) ⇐⇒ ra j−ei, jj | hi for each j ∈ {1, . . . ,k} \ J i . (3.16)
Put
h¯i := hi∏
j∈{1,...,k}\ J i r
a j−ei, j
j
for 1 i  s. (3.17)
From (3.16) we obtain that h¯i is a polynomial in Fq[x]. Moreover, using the fact that deg(hi) < deg(d)
(see item (i) of Proposition 2.3), we get
deg(h¯i) = deg(hi) −
∑
j∈{1,...,k}\ J i




a j deg(r j) +
∑
j∈{1,...,k}\ J i
ei, j deg(r j).
By (3.14) we have




j ,gcd(hi: 1 i  s)
)= 1 for each 1 j  k.
Note that for each 1 j  k it is obvious that
gcd(hi: 1 i  s) = gcd
(
gcd(hi: i ∈ I j),gcd
(
hi: i ∈ {1, . . . , s} \ I j
))
.
For 1 j  k and i ∈ {1, . . . , s} \ I j , by the deﬁnition of I j we have a j − ei, j  1, hence r j | hi by (3.16).
It follows that
r j | gcd
(
hi: i ∈ {1, . . . , s} \ I j
)
.


















j ,gcd(hi: i ∈ I j)
)= gcd(ra jj ,gcd(h¯i: i ∈ I j)).
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j ,gcd(h¯i: i ∈ I j)
)= 1 for 1 j  k.
In particular, we have proved that (h¯1, . . . , h¯s) ∈ S(I1, . . . , Ik;a1, . . . ,ak).






j for 1 i  s.
Using similar arguments as above, we can prove that (h1, . . . ,hs) ∈ U(a1, . . . ,ak). Therefore there is
a one-to-one correspondence between the sets U(a1, . . . ,ak) and S(I1, . . . , Ik;a1, . . . ,ak). Then (3.15)
implies that
Φ(a1, . . . ,ak) =
∣∣S(I1, . . . , Ik;a1, . . . ,ak)∣∣.
From (3.13) we obtain













(a j−b j)|I j |deg(r j)+
∑
i∈{1,...,s}\I j ei, j deg(r j)
)
. (3.18)






1 if b j = 0,
−1 if b j = 1,
0 if b j  2.











(a j−b j)|I j |deg(r j)+
∑





ei, j deg(r j). (3.19)











(a j−b j)|I j |deg(r j)+
∑



















ei, j deg(r j) + logq
(
qa j |I j |deg(r j) − q(a j−1)|I j |deg(r j)). (3.20)
Note that in (3.20) we have used the fact that I j is nonempty for each 1  j  k. Moreover, for
1 j  k and a j  1 we get
logq
(
qa j |I j |deg(r j) − q(a j−1)|I j |deg(r j))= a j |I j|deg(r j) + logq(1− q−|I j |deg(r j)). (3.21)
Therefore combining (3.18), (3.19), (3.20), and (3.21), we complete the proof. 
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Example 3.3. Assume that ei,1 = e1, . . . , ei,k = ek for 1 i  s. This is equivalent to g1 = · · · = gs . Let
g = g1 and d 	= 1 be a monic polynomial dividing g . Let
d = ρu11 · · ·ρu
be the canonical factorization of d over Fq . Note that d = ra11 · · · rakk , 1    k, and {ρ1, . . . , ρ} ⊆{r1, . . . , rk}. Under the notation of Theorem 3.2, it is easy to observe that I j = {1, . . . , s} for 1 j  k
in this case. Therefore Theorem 3.2 implies that





















This coincides with the formula in [3, Lemma 2.2, part (3)].
Example 3.4. This is a simple example for illustrative purposes only. Let q = 2, g1 = x, and g2 = x2.
Then M(g1, g2) has q · q2 = 8 elements. There is a one-to-one correspondence between M(g1, g2)
and the set consisting of all pairs of rational functions ( h1g1 ,
h2
g2
) with h1 ∈ {0,1} and h2 ∈ {0,1, x, x+1}.

































































→ d = x2.
In particular, the number of multisequences from M(g1, g2) with d = x and d = x2, respectively, is
equal to 3 and 4, respectively. Now we obtain these numbers using Theorem 3.2.
We note that under the notation of Theorem 3.2 we have q = 2, k = 1, s = 2, e1,1 = 1, e2,1 = 2.
Assume ﬁrst that d = x and hence a1 = 1. Then I1 = {1,2} and by Theorem 3.2 for the number Φ(a1)
of multisequences from M(g1, g2) with the joint minimal polynomial d = x we obtain that









This result coincides with the result above.
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Φ(a1) of multisequences from M(g1, g2) with the joint minimal polynomial d = x2 we obtain that
log2 Φ(a1) = e1,1 deg(x) + a1|I1|deg(x) + log2
(
1− 2−|I1|deg(x))






This result coincides also with the result above.












of nonnegative integers. For 1 j  k, let Min(a j, e j) be the integer deﬁned by
Min(a j, e j) :=
s∑
i=1
min(a j, ei, j). (3.22)
The following formula for Φ(d; g1, . . . , gs) (equivalently for Φ(a1, . . . ,ak)) is useful.
Corollary 3.5. Under the notation of Theorem 3.2 and the notation introduced in the paragraph preceding this
corollary, we have the following:
(i) Let 1 j  k be an integer. If a j = 0, then Φ(ra jj ; g1, . . . , gs) = 1. If a j  1, then
logq Φ(r
a j
j ; g1, . . . , gs) = Min(a j, e j)deg(r j) + logq
(
1− q−|I j |deg(r j)).
(ii) If d = 1, then Φ(d; g1, . . . , gs) = 1; and if deg(d) 1, then







j ; g1, . . . , gs
)
.
Proof. First we prove item (i). Let d j = ra jj ∈ Fq[x] and assume that a j  1, since Φ(1; g1, . . . , gs) = 1
by deﬁnition. For 1 j′  k and j′ 	= j, let a j′ = 0. For 1 j′  k, let I j′ (d j) be the subset of {1, . . . , s}
consisting of those 1  i  s with a j′  ei, j′ . Note that I j′ (d j) = {1, . . . , s} for 1  j′  k with j′ 	= j,
and I j(d j) = I j , where I j is the set deﬁned in Theorem 3.2 for the monic polynomial d ∈ Fq[x]. Using





j ; g1, . . . , gs
)= ∑
i∈{1,...,s}\I j(d j)
ei, j deg(r j) + a j
∣∣I j(d j)∣∣deg(r j) + logq(1− q−|I j(d j)|deg(r j)).
We complete the proof of item (i) by using I j(d j) = I j and observing that
∑
i∈{1,...,s}\I j(d j)
ei, j + a j
∣∣I j(d j)∣∣= Min(a j, e j). (3.23)
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Then the proof of item (ii) follows from Theorem 3.2, the observation in (3.23), and item (i). 
4. Expectation and variance
In this section we show how to use the results in Section 3 to determine the expectation and the
variance of the joint linear complexity of random multisequences that are uniformly distributed over
M(g1, . . . , gs), where g1, . . . , gs are arbitrary nonconstant monic polynomials over Fq .
Recall that in the deﬁnition of Φ(d; g1, . . . , gs) in Section 1, we assume that g1, . . . , gs are arbitrary
monic polynomials in Fq[x] with deg(gi) 1 for 1 i  s and that d is an arbitrary monic polynomial
dividing lcm(g1, . . . , gs). Now we slightly generalize this deﬁnition. This generalization is useful in
some of the following proofs for technical reasons. For s = 1, g1 = 1, and d = 1, let Φ(1;1) = 1. For
s  2, if there exists 1  i0  s with gi0 = 1, let Φ(d; g1, . . . , gi0−1, gi0 , gi0+1, . . . , gs) be deﬁned as
Φ(d; g1, . . . , gi0−1, gi0+1, . . . , gs), that is, by removing gi0 from the list g1, . . . , gs .
The following two lemmas are needed for the proof of Theorem 4.3 below.
Lemma 4.1. Let g1, . . . , gs and f1, . . . , f s be monic polynomials in Fq[x]. Assume that gcd(gi, f i′) = 1 for all
1 i, i′  s. Let d ∈ Fq[x] with d | lcm(g1, . . . , gs). Then we have
Φ(d; g1 f1, g2 f2, . . . , gs fs) = Φ(d; g1, g2, . . . , gs).
Proof. If g1 = · · · = gs = 1 or f1 = · · · = f s = 1, then the result is clear. Assume that deg(gi)  1
and deg( f i′)  1 for some 1  i, i′  s. Let r1, . . . rk be the distinct monic irreducible polynomials in
Fq[x] dividing lcm(g1, . . . , gs). Let e1,1, . . . , e1,k, . . . . . . , es,1, . . . , es,k and a1, . . . ,ak be the nonnegative
integers deﬁned by the system of equations in (2.1).
Using Corollary 3.5(ii) for d and g1 f1, . . . , gs fs , we obtain that







j ; g1 f1, . . . , gs fs
)
.





j ; g1 f1, . . . , gs fs
)= Φ(ra jj ; g1, . . . , gs). (4.1)
We note that the deﬁnition of the subset I j of {1, . . . , s} in Theorem 3.2 does not change in our
situation if we apply Theorem 3.2 with d and g1 f1, . . . , gs fs or with d and g1, . . . , gs . Similarly, the
deﬁnition of the integer Min(a j, e j) in (3.22) does not change if we use g1 f1, . . . , gs fs or g1, . . . , gs
together with d. Hence by Corollary 3.5(i), we obtain that (4.1) holds. This completes the proof. 
Lemma 4.2. Let r ∈ Fq[x] be a monic irreducible polynomial and e1, . . . , es be nonnegative integers. Let b =




d; re1 , re2 , . . . , res )= q(e1+e2+···+es)deg(r),
where the summation is over all monic polynomials d ∈ Fq[x] dividing rb.
Proof. Let C(re1 , . . . , res ) be the set consisting of all s-tuples (u1, . . . ,us) of polynomials u1, . . . ,us ∈
Fq[x] such that deg(ui) < ei deg(r) for 1 i  s. For the cardinality of C(re1 , . . . , res ) we have
∣∣C(re1 , . . . , res )∣∣= q(e1+···+es)deg(r). (4.2)
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of C(re1 , . . . , ers ) consisting of all (u1, . . . ,us) ∈ C(re1 , . . . , ers ) such that there exist monic polynomials










, and gcd(d,h1, . . . ,hs) = 1.
By Lemma 2.2 we have the disjoint union
C
(





d; re1 , . . . , res). (4.3)
Moreover, by Lemma 2.2 and Proposition 2.3 we obtain |T (d; re1 , . . . , res )| = Φ(d; re1 , . . . , res ). Using
(4.2) and (4.3), we complete the proof. 
We slightly generalize the deﬁnition of M(g1, . . . , gs) in Section 1. For monic polynomials
f1, . . . , f s ∈ Fq[x], let M( f1, . . . , f s) denote the set of s-fold multisequences (σ1, . . . , σs) such that
σi is a linear recurring sequence over Fq with characteristic polynomial f i for each 1  i  s.
We note that if f i = 1 for some 1  i  s, then for any s-fold multisequence (σ1, . . . , σs) from
M( f1, . . . , f s), the corresponding component sequence σi is the zero sequence. For monic polyno-
mials f1, . . . , f s ∈ Fq[x], let E( f1, . . . , f s) and Var( f1, . . . , f s) denote the expectation and the variance,
respectively, of the joint linear complexity of s-fold random multisequences that are uniformly dis-
tributed over M( f1, . . . , f s).
The following theorem reduces the computation of the above expectation and variance to a simpler
special case.
Theorem 4.3. Let g1, . . . , gs be monic polynomials in Fq[x] with deg(gi)  1 for 1  i  s. Let r1, . . . , rk
be the distinct monic irreducible polynomials in Fq[x] dividing lcm(g1, . . . , gs). Let e1,1, . . . , e1,k, . . . ,
es,1, . . . , es,k be the nonnegative integers deﬁned by
gi = rei,11 rei,22 · · · r
ei,k
k for 1 i  s.
Then we have





























Proof. For monic polynomials f1, . . . , f s ∈ Fq[x], let S1( f1, . . . , f s) be the sum
S1( f1, . . . , f s) :=
∑
d| lcm( f1,..., f s)
Φ(d; f1, . . . , f s)deg(d), (4.6)
where the summation is over all monic polynomials d ∈ Fq[x] dividing lcm( f1, . . . , f s). Then we have
E( f1, . . . , f s) = 1deg( f1)+···+deg( f s) S1( f1, . . . , f s). (4.7)q
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Φ(d1 · · ·dk; g1, g2, . . . , gs)
(
deg(d1) + · · · + deg(dk)
)
, (4.8)
where the summations are over all monic polynomials d1, . . . ,dk ∈ Fq[x] with d j | rb jj for 1 j  k.
For monic polynomials d1, . . . ,dk ∈ Fq[x] with d1 | rb11 , . . . ,dk | rbkk , it follows from Corollary 3.5(ii)
and Lemma 4.1 that





d j; re1, jj , r
e2, j






























d j′ ; re1, j′j′ , r
e2, j′












d j′ ; re1, j′j′ , r
e2, j′
j′ , . . . , r
es, j′
j′
)= q(e1, j′+e2, j′+···+es, j′ )deg(r j′ ).



















q(e1, j′+e2, j′+···+es, j′ )deg(r j′ ). (4.9)
Using (4.7), (4.8), and (4.9), we obtain





j , . . . , r
es, j
j )













It remains to consider the variance. For monic polynomials f1, . . . , f s ∈ Fq[x], let S2( f1, . . . , f s) be
the sum
S2( f1, . . . , f s) :=
∑
d| lcm( f ,..., f )
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Var( f1, . . . , f s) = S2( f1, . . . , f s)
qdeg( f1)+···+deg( f s)
−
(
S1( f1, . . . , f s)
qdeg( f1)+···+deg( f s)
)2
. (4.11)
It follows from (4.10) that






Φ(d1 · · ·dk; g1, g2, . . . , gs)
(
deg(d1) + · · · + deg(dk)
)2
,
where the summations are as in (4.8).
Note that
(





)2 + 2 ∑
1 j1< j2k
deg(d j1 )deg(d j2 ).
Hence using similar methods as in the case of the expectation above, we obtain that







j , . . . , r
es, j
j )





























( S1(re1, jj , . . . , res, jj )




















q(e1, j2+···+es, j2 )deg(r j2 )
. (4.13)
Using (4.11), (4.12), and (4.13), we complete the proof. 











The identity in (4.14) will be used later in this paper.
We will compute the expectation for arbitrary s-fold multisequences (see Remark 4.6). First we
consider a special case in the following example.
Example 4.4. Let r ∈ Fq[x] be a monic irreducible polynomial. Let u1,u2 be arbitrary positive integers
and f1, f2 be integers with 0  f1 < f2. Let s = u1 + u2 and e1, e2, . . . , es be the integers deﬁned
by e1 = e2 = · · · = eu1 = f1 and eu1+1 = eu1+2 = · · · = eu1+u2 = f2. In this example we compute the
expectation E(re1 , re2 , . . . , res ).
490 F.-W. Fu et al. / Finite Fields and Their Applications 15 (2009) 475–496Let e = (e1, e2, . . . , es)t and  be an integer with 0  f2. Let I() be the set consisting of those
i ∈ {1,2, . . . , s} with   ei . Put β = qdeg(r) . Note that β is a positive integer and β 	= 1. Recall that
Min(, e) is deﬁned in (3.22).
For 0  f1, we have Min(, e) = (u1 + u2), |I()| = u1 + u2, and (see Corollary 3.5(i))
Φ
(
















r; re1 , . . . , res )deg(r)
= deg(r)(z − 1)




















(u1+u2) f1 − β−(u1+u2)
βu1 f1+u2 f2 (βu1+u2 − 1)
)
.
For f1 + 1  f2, we have Min(, e) = u1 f1 + u2, |I()| = u2, and
Φ
(









Φ(r; re1 , . . . , res )deg(r)










f2 − f1z f1 − z








u2 f2 − βu2 f1






re1 , re2 , . . . , res







βu2 f2 − βu2 f1
u2 f2 u2
+ β
(u1+u2) f1 − β−(u1+u2)
u1 f1+u2 f2 u1+u2
)
.β (β − 1) β (β − 1)
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Example 4.5. Let r ∈ Fq[x] be a monic irreducible polynomial. Let ν be a positive integer. Let
u1,u2, . . . ,uν be arbitrary positive integers and f1, f2, . . . , fν be integers with 0 f1 < f2 < · · · < fν .
Let s = u1 + u2 + · · · + uν and e1, e2, . . . , es be the integers deﬁned by
e1 = e2 = · · · = eu1 = f1,




eu1+···+uν−1+1 = eu1+···uν−1+2 = · · · = eu1+···+uν−1+uν = fν .
In this example we compute the expectation E(re1 , re2 , . . . , res ).
Let e = (e1, e2, . . . , es)t and  be an integer with 0  fν . Let I() be the set consisting of those
i ∈ {1,2, . . . , s} with  ei . Put β = qdeg(r) , which is a positive integer with β 	= 1.















r; re1 , . . . , res )deg(r)
= deg(r)(z − 1)
















βu2( f2− f1) · · ·βuν ( fν− f1) +
1
βu1+···+uν βu1 f1+···+uν fν
− β
(u1+···+uν ) f1 − β−(u1+···+uν )
βu1 f1+···+uν fν (βu1+···+uν − 1)
)
.
For f1 + 1  f2, we have Min(, e) = u1 f1 + (u2 + · · · + uν), |I()| = u2 + · · · + uν , and
Φ
(











r; re1 , . . . , res )deg(r)
= deg(r)(z − 1)









f2 − f1z f1 − z






βu3( f3− f2) · · ·βuν ( fν− f2) −
f1
βu2( f2− f1) · · ·βuν ( fν− f1)
− β
(u2+···+uν ) f2 − β(u2+···+uν ) f1
βu2 f2+···+uν fν (βu2+···+uν − 1)
)
.
In general, for 2  τ  ν and fτ−1 + 1    fτ , we have Min(, e) = (u1 f1 + · · · + uτ−1 fτ−1) +
(uτ + · · · + uν), |I()| = uτ + · · · + uν , and
Φ
(











r; re1 , . . . , res )deg(r)
= deg(r)(z − 1)




Using the identity in (4.14), we obtain
T1,τ = deg(r)
βuτ fτ +···+uν fν
(
fτ z
fτ − fτ−1z fτ−1 − z






βuτ+1( fτ+1− fτ ) · · ·βuν ( fν− fτ ) −
fτ−1
βuτ ( fτ − fτ−1) · · ·βuν ( fν− fτ−1)
− β
(uτ +···+uν ) fτ − β(uτ +···+uν ) fτ−1
βuτ fτ +···+uν fν (βuτ +···+uν − 1)
)
,
where the ratio fτ
βuτ+1( fτ+1− fτ )···βuν ( fν− fτ ) is taken as fν if τ = ν . Hence
E
(
re1 , re2 , . . . , res








βuν fν − βuν fν−1
βuν fν (βuν − 1) +
β(uν−1+uν ) fν−1 − β(uν−1+uν ) fν−2
βuν−1 fν−1+uν fν (βuν−1+uν − 1) + · · ·
+ β
(u2+···+uν ) f2 − β(u2+···+uν ) f1
βu2 f2+···+uν fν (βu2+···+uν − 1)
+ β
(u1+···+uν ) f1 − β−(u1+···+uν )
βu1 f1+···+uν fν (βu1+···+uν − 1)
)
. (4.15)
F.-W. Fu et al. / Finite Fields and Their Applications 15 (2009) 475–496 493Remark 4.6. Let g1, g2, . . . , gs be monic polynomials in Fq[x] with deg(gi)  1 for 1  i  s. Let
r1, r2, . . . , rk be the distinct monic irreducible polynomials in Fq[x] dividing lcm(g1, . . . , gs). Using
Theorem 4.3 and Example 4.5 for each summand in (4.4) corresponding to a monic irreducible poly-
nomial r j , we compute the expectation E(g1, g2, . . . , gs) for the joint linear complexity of s-fold
random multisequences which are uniformly distributed over M(g1, . . . , gs). We note that here the
set M(g1, . . . , gs) of s-fold multisequences is arbitrary and there are no conditions on the polynomi-
als g1, . . . , gs ∈ Fq[x], except the natural condition that they are nonconstant monic.






b2zb+2 − (b2 + b)zb+1 − (a2 − 2a + 1)za+1 + (a2 − a)za
+ (1− b)z




The identity in (4.16) will be used for the determination of the variance below. Note that the related
identity in (4.14) has been used for the expectation.
First we consider the variance for the multisequences corresponding to the special case of Exam-
ple 4.4.
Example 4.7. Let r ∈ Fq[x] be a monic irreducible polynomial. Let u1,u2 be arbitrary positive integers
and f1, f2 be integers with 0 f1 < f2. As in Example 4.4, let s = u1 + u2, e1 = e2 = · · · = eu1 = f1,







r; re1 , . . . , res)2(deg(r))2.
Then as in Example 4.4 we obtain that
T2,1 = (deg(r))
2(z − 1)




where z = βu1+u2 . Hence using (4.16) we get that
T2,1 = (deg(r))
2
βu1 f1+u2 f2 (z − 1)
(
f 21 z
f1+1 − ( f 21 + f1)z f1 − 1+ (1− f1)z f1+1 + ( f1 + 1)z f1 − 2z − 1
)
, (4.18)







r; re1 , . . . , res )2(deg(r))2.







where z = βu2 , which is different from z in (4.17) or (4.18). Hence using (4.16) we get that





βu2 f2 (z − 1)
(
f 22 z
f2+1 − ( f 22 + f2)z f2 − f 21 z f1+1 + ( f 21 + f1)z f1
+ (1− f2)z




where we still have z = βu2 .
Adding T2,1 and T2,2, we obtain that






f 22 + f2 −2βu2−1
+ f1
( 2
(βu2−1)βu2( f2− f1) − 2(βu1+u2−1)βu2( f2− f1)
)
+ βu1+u2+1










Let T1,1 and T1,2 be the summations deﬁned in Example 4.4. Recall that the sum
T1 := T1,1 + T1,2 = E
(
re1 , re2 , . . . , res
)






− βu2( f2− f1)−1





It follows from the deﬁnitions (cf. the proof of Theorem 4.3 above) that
Var
(
re1 , re2 , . . . , res
)= T2 − T 21 . (4.21)
Using (4.19), (4.20), (4.21), and rather long but straightforward computations, we obtain that
Var
(







βu2−1 − 2βu1( f1+1)+u2( f2+1) +
2(βu2( f2− f1)−1)






(βu2−1)βu2( f2− f1) − 2βu2( f2− f1)(βu1+u2−1)
)
− 1
β2u1( f1+1)+2u2( f2+1) +
βu1+u2+1
(βu1+u2−1)2βu2( f2− f1) −
βu2+1
(βu2−1)2βu2( f2− f1) −
βu1+u2+1
(βu1+u2−1)2βu1 f1+u2 f2
− (βu2( f2− f1)−1)2
β2u2( f2− f1)(βu2−1)2 −
(β(u1+u2)( f1+1)−1)2
β2u1( f1+1)+2u2( f2+1)(βu1+u2−1)2 +
2(βu2( f2− f1)−1)
βu1( f1+1)+u2(2 f2− f1+1)(βu2−1)
+ 2(β(u1+u2)( f1+1)−1)
β2u1( f1+1)+2u2( f2+1)(βu1+u2−1) −
2(βu2( f2− f1)−1)(β(u1+u2)( f1+1)−1)
βu1( f1+1)+u2(2 f2− f1+1)(βu2−1)(βu1+u2−1) +
βu2+1
(βu2−1)2
Recall that the result for the expectation in Example 4.4 is generalized in Example 4.5. We consider
the analogous generalization of the result for the variance in Example 4.7 in the following example.
Example 4.8. Let r ∈ Fq[x] be a monic irreducible polynomial. Let ν be a positive integer. Let
u1,u2, . . . ,uν be arbitrary positive integers and f1, f2, . . . , fν be integers with 0  f1 < f2 < · · · <
fν . As in Example 4.5, let s = u1 + u2 + · · · + uν and e1, e2, . . . , es be the integers deﬁned by
e1 = e2 = . . . = eu1 = f1, eu1+1 = eu1+2 = · · · = eu1+u2 = f2, . . . , eu1+···+uν−1+1 = eu1+···+uν−1+2 = · · · =
eu1+···+uν−1+uν = fν , and put β = qdeg(r) . We deﬁne























r; re1 , . . . , res)2(deg(r))2.
Let T2 be the sum
T2 := T2,1 + T2,2 + · · · + T2,ν .
In T2,1, . . . , T2,ν , the value of Φ(r; re1 , . . . , res ) is obtained using Corollary 3.5(i) as in Example 4.5
case by case. Moreover, the identity (4.16) is used for these sums as in the special case of Example 4.7.



















βuν ( fν− fν−1)(βuν −1) −
2









βu2( f2− f1)+···+uν ( fν− f1)(βu2+···+uν −1)
− 2






(βuν −1)2 − β
uν +1
βuν ( fν− fν−1)(βuν −1)2
+ βuν−1+uν +1
βuν ( fν− fν−1)(βuν−1+uν −1)2 −
βuν−1+uν +1







βu3( f3− f2)+···+uν ( fν− f2)(βu2+···+uν −1)2 −
βu2+···+uν +1
βu2( f2− f1)+···+uν ( fν− f1)(βu2+···+uν −1)2
+ βu1+···+uν +1
βu2( f2− f1)+···+uν ( fν− f1)(βu1+···+uν −1)2 −
βu1+···+uν +1




Note that when ν = 2, the formula for T2 above coincides with the formula in (4.19) in Example 4.7.
Let T1,1, . . . , T1,ν be the expressions deﬁned in Example 4.5 and let
T1 := T1,1 + · · · + T1,ν .
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re1 , . . . , res
)= T2 − T 21 . (4.22)
Note that the explicit exact formula for Var(re1 , . . . , res ) is determined in this way for the case ν = 2
in Example 4.7. For any given value of ν , one can obtain such an explicit and exact formula for
Var(re1 , . . . , res ) in this way via long but straightforward computations using the exact formula for T2
above, (4.15), and (4.22).
Remark 4.9. Analogous to Remark 4.6 for the expectation, using (4.5) and Example 4.8 we obtain
explicit exact formulas for the variance Var(g1, . . . , gs) in the most general case.
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