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Abstract
Based on the median and the median absolute deviation estimators, and the Hodges-
Lehmann and Shamos estimators, robustified analogues of the conventional t-test statis-
tic are proposed. The asymptotic distributions of these statistics are recently provided.
However, when the sample size is small, it is not appropriate to use the asymptotic dis-
tribution of the robustified t-test statistics for making a statistical inference including
hypothesis testing, confidence interval, p-value, etc.
In this article, through extensive Monte Carlo simulations, we obtain the empirical
distributions of the robustified t-test statistics and their quantile values. Then these
quantile values can be used for making a statistical inference.
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1 Introduction
For statistical hypothesis testing, one of the widely-used conventional methods is using the
Student t-test statistic,
T =
X¯ − µ
S/
√
n
,
where X¯ is the sample mean and S is the sample standard deviation. However, a statistical
inference using this Student t-test statistic is extremely sensitive to data contamination.
In this article, we briefly review recently developed alternative methods proposed by
Park (2018) and Jeong et al. (2018) which are shown to be robust to data contamination.
Their statistics are developed based on the median and the median absolute deviation esti-
mators, and the Hodges-Lehmann estimator (Hodges and Lehmann, 1963) and the Shamos
estimator (Shamos, 1976). They have shown that these statistics are pivotal and converge
to the standard normal distribution.
However, when the sample size is small, it is not appropriate to use the asymptotic
property of these statistics (i.e., the standard normal distribution) for making a statistical
inference. This motivates us to implement extensive Monte Carlo simulations to obtain the
empirical distributions of the robustified t-test statistics and calculate their related quantile
values, which can then be used for making a statistical inference.
2 Robustified t-test statistics
For the sake of completeness, in this section, we briefly review the test statistics proposed
by Park (2018) and Jeong et al. (2018).
By replacing the mean and the standard deviation with the median and the median
absolute deviation (MAD), respectively, Park (2018) proposed the following robustified t-
test statistic
T =
µˆm − µ
σˆM/
√
n
,
where µˆm = median1≤i≤nXi and σˆM = median1≤i≤n
∣∣Xi−median1≤i≤nXi∣∣. He also showed
that the above statistic is a pivotal quantity. However, it does not converge to the standard
normal distribution. He suggested the following statistic which converges to the standard
2
normal distribution.
TA =
√
2n
pi
Φ−1
(3
4
)
·
median
1≤i≤n
Xi − µ
median
1≤i≤n
∣∣Xi −median
1≤i≤n
Xi
∣∣ d−→ N(0, 1), (1)
where Φ−1(·) is the inverse of the standard normal cumulative distribution function and
d−→ denotes convergence in distribution.
Analogous to the idea of Park (2018), Jeong et al. (2018) also proposed another robus-
tified t-test statistic in which the Hodges-Lehmann estimator (Hodges and Lehmann, 1963)
and the Shamos estimator (Shamos, 1976) are considered. It is given by
T =
µˆH − µ0
σˆS/
√
n
,
where µˆH and σˆS represent the Hodges-Lehmann and the Shamos estimators, respectively.
Note that the Hodges-Lehmann estimator is defined as
µˆH = median
i≤j
(Xi +Xj
2
)
and the Shamos estimator is defined as
σˆS = median
i≤j
(|Xi −Xj|).
It is easy to show that the above test statistic by Jeong et al. (2018) is also a pivotal
quantity. However, it does not converges to the standard normal distribution. In Section
2.2 of Jeong et al. (2018), they suggested the following
TB =
√
6n
pi
Φ−1
(3
4
)median
i≤j
(Xi +Xj
2
)
− µ
median
i≤j
(|Xi −Xj |) , (2)
which converges to the standard normal distribution and is also pivotal.
3 Empirical distributions
As afore-mentioned, the robustified statistics, TA in (1) and TB in (2), converge to the
standard normal distribution. However, when a sample size is small, it is not appropriate
to use the standard normal distribution.
It may be impossible to find the theoretical distributions of TA and TB . Thus, we will
obtain the empirical distributions of TA and TB using extensive Monte Carlo simulations and
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calculate their empirical quantiles which are useful for estimating critical values, confidence
interval, p-value, etc. We used the R language (R Core Team, 2018) to conduct simulations
summarized as follows. We generated one hundred million (N = 108) samples of size n from
the standard normal distribution to obtain the empirical distributions of TA and TB , where
n = 4, 5, . . . , 50. Using these samples, we can obtain the empirical distribution of TA or TB
for each of size n. Then by inverting the empirical distribution, we obtained the empirical
quantiles of p.
We provide these empirical quantile values in Table 1 for TA and Tables 2 for TB . In
these two tables, we provide the lower quantiles of 0.6, 0.65, 0.7, 0.75, 0.8, 0.85, 0.9, 0.95,
0.975, 0.98, 0.99, and 0.995 for sample sizes n ranging from 4 to 50 with an increment by
one.
It is worthwhile to discuss the accuracy of the empirical quantiles obtained above. Let
F−1N (p) be the empirical quantile of p obtained from the N replications and F
−1(p) be the
true quantile of p. Then it is easily seen from Corollary 21.5 of van der Vaart (1998) that
the sequence
√
N
(
F−1N − F−1(p)
)
is asymptotically normal with mean zero and variance
p/(1 − p)/f2(F−1(p)). Thus, the standard deviation of the empirical quantile of p, is
approximately proportional to
√
p(1− p)/N which has its maximum value at p = 0.5.
Consequently, the empirical quantile values are computed with an approximate accuracy
of 0.5/
√
N . With N = 108, we have 0.5/
√
N = 0.00005 which roughly indicates that the
empirical quantile values are accurate up to the fourth decimal point.
Given that the probability density functions of TA and TB are symmetric at zero, we
have F (−x) = 1 − F (x) and F−1(1/2) = 0. Letting qp be the pth lower quantile so that
F (qp) = p, we have q1−p = −qp. Thus, it is enough to find the pth quantile only when
p > 1/2. Let G(·) be the cumulative distribution function of |X|. Then we have
G(x) = P [|X| ≤ x] = P [−x ≤ X ≤ x] = F (x)− F (−x) = 2F (x) − 1.
Substituting x = qp into the above, we have G(qp) = 2p− 1. Thus, we have
qp = G
−1(2p − 1),
which is more effective than using qp = F
−1(p) in obtaining empirical quantile values. In
what follows, we illustrate the use of the empirical quantiles.
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4 Illustrative examples
4.1 Confidence intervals
It deserves mentioning that the above robustified statistics TA of Park (2018) and TB
of Jeong et al. (2018) are simple and easy to implement in practical applications. More
importantly, they are pivotal quantities and converge to the standard normal distribution.
Let α1 and α2 with α = α1 +α2. Let qα1 and qα2 be the 1−α1 and α2 upper quantiles
of the distribution of the statistic TA, respectively. Then we have
P (qα1 ≤ TA ≤ qα2) = 1− α.
Thus, solving the following for µ
qα1 ≤ TA ≤ qα2 ,
we can obtain a 100(1 − α)% confidence interval for µ as follows:[
median
1≤i≤n
Xi − qα2
√
pi/2
Φ−1
(
3
4
)√
n
∣∣Xi −median
1≤i≤n
Xi
∣∣, median
1≤i≤n
Xi − qα1
√
pi/2
Φ−1
(
3
4
)√
n
∣∣Xi −median
1≤i≤n
Xi
∣∣].
If we consider the equi-tailed confidence interval (α1 = α2 = α/2), then we have qα1 = −qα/2
and qα2 = qα/2 since the distribution of TA is symmetric. The end points of the confidence
interval are given by
median
1≤i≤n
Xi ± qα/2
√
pi/2
Φ−1
(
3
4
)√
n
∣∣Xi −median
1≤i≤n
Xi
∣∣.
In a similar way as done above, we can also obtain a 100(1 − α)% confidence interval
for µ using the statistic TB . This is given by[
median
i≤j
(
Xi +Xj
2
)
− qα2
√
pi/6
Φ−1
(
3
4
)√
n
median
i≤j
(|Xi −Xj |),
median
i≤j
(
Xi +Xj
2
)
− qα1
√
pi/6
Φ−1
(
3
4
)√
n
median
i≤j
(|Xi −Xj |)
]
,
where qα1 and qα2 be the 1−α1 and α2 upper quantiles of the distribution of TB , respectively.
The end points of the equi-tailed confidence interval are also easily obtained as
median
i≤j
(Xi +Xj
2
)± qα/2
√
pi/6
Φ−1
(
3
4
)√
n
median
i≤j
(|Xi −Xj |).
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Figure 1: Confidence interval and its corresponding interval length of the three statistics.
(a) Confidence intervals. (b) Interval lengths.
As an illustration, we consider the data set provided by Example 7.1-5 of Hogg et al.
(2015). In the example, the data on the amount of butterfat in pounds produced by a
typical cow are provided. These data are 481, 537, 513, 583, 453, 510, 570, 500, 457, 555,
618, 327, 350, 643, 499, 421, 505, 637, 599, 392. Assuming the normality, they obtained the
confidence interval based on the Student t-test statistic which is given by
[472.80, 542, 20].
To investigate the effect of data contamination, we replaced the last observation (392)
with the value of δ ranging from 0 to 2000 in a grid-like fashion. In Figure 1 (a), we plotted
the low and upper ends of the confidence intervals based on the Student, TA and TB versus
the value of δ. In Figure 1 (b), we plotted the interval lengths of the confidence intervals
under consideration. As shown in Figure 1, the confidence interval based on the conventional
Student t-test statistic changes dramatically while the confidence intervals based on TA and
TB do not change much.
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Figure 2: The empirical powers for H0 : µ = 0 versus H1 : µ 6= 0 with sample size n = 10.
(a) No contamination and (b) Contamination (x1 = 10).
4.2 Empirical powers
Using the confidence interval, we can easily employ the robustified t-test statistics TA and
TB to perform the hypothesis test of H0 : µ = 0 versus H0 : µ 6= 0. In this subsection,
we compare the empirical statistical powers of these two statistics with the power using
the conventional Student t-test statistic. Here, the statistical power of a hypothesis test
is the probability that the test correctly rejects the null hypothesis when the alternative
hypothesis is true.
To obtain the power curve of a hypothesis test, we generated the first sample of size
n = 10 from N(µ, 1). The second sample of size n = 10 is also generated from N(µ, 1) but
one observation in the sample is contaminated by assigning the value of 10. For a given
value of µ, we generated a sample and performed the hypothesis test. We repeated this
hypothesis test 10,000 times. By calculating the number of rejections of H0 divided by the
10,000, we can obtain the empirical power at a given value of µ. The value of µ is changed
from −2 to 2 in a grid-like fashion. These results are plotted in Figure 2.
As shown in Figure 2 (a), the empirical power using the conventional Student t-test
statistic has the highest when there is no contamination. Note that the power using TB is
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very close to that using the Student t-test statistic while the power using TA loses power
noticeably. However, when there is contamination, the powers based on TA and TB clearly
outperform that based on the conventional method as shown in Figure 2 (b).
5 Concluding remarks
For brevity reasons, we only provide the empirical quantiles of 0.6, 0.65, 0.7, 0.75, 0.8, 0.85,
0.9, 0.95, 0.975, 0.98, 0.99, and 0.995 for each of sample sizes, n = 4, 5, . . . , 50.
These empirical quantiles can be sufficient for most practical problems. However, to
obtain an accurate p-value for hypothesis testing, we need more accurate empirical quantiles
values at more various probabilities. We are currently developing the R package which
provides all the detailed empirical quantiles which will be enough for calculating the p-
value. We are planning to upload the developed R package to CRAN:
https://cran.r-project.org/
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Appendix: Tables for empirical
quantiles
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Table 1: Empirical quantiles of TA statistic with sample size n, where n = 4, 5, . . . , 50.
p
n 0.60 0.65 0.70 0.75 0.80 0.85 0.90 0.95 0.975 0.98 0.99 0.995
4 0.298 0.462 0.649 0.856 1.113 1.480 2.054 3.342 5.096 5.826 8.265 11.494
5 0.305 0.466 0.646 0.852 1.128 1.471 2.046 3.305 5.073 5.660 8.172 12.239
6 0.276 0.422 0.574 0.762 0.981 1.272 1.691 2.510 3.491 3.835 5.224 6.816
7 0.282 0.435 0.599 0.788 1.020 1.291 1.748 2.546 3.556 3.946 5.198 6.860
8 0.269 0.407 0.563 0.727 0.940 1.209 1.563 2.218 2.924 3.161 4.171 5.320
9 0.279 0.435 0.587 0.758 0.968 1.229 1.611 2.282 3.030 3.263 4.205 5.406
10 0.266 0.402 0.553 0.710 0.906 1.145 1.490 2.056 2.627 2.848 3.565 4.369
11 0.270 0.413 0.567 0.738 0.936 1.182 1.520 2.106 2.729 2.942 3.652 4.449
12 0.259 0.396 0.543 0.706 0.894 1.125 1.440 1.971 2.520 2.704 3.301 3.952
13 0.267 0.408 0.560 0.727 0.919 1.155 1.475 2.013 2.569 2.755 3.360 4.022
14 0.258 0.394 0.540 0.700 0.885 1.109 1.411 1.912 2.418 2.584 3.118 3.687
15 0.265 0.405 0.554 0.719 0.907 1.137 1.444 1.952 2.464 2.632 3.173 3.749
16 0.257 0.393 0.537 0.696 0.878 1.098 1.392 1.871 2.346 2.500 2.991 3.505
17 0.264 0.402 0.550 0.713 0.899 1.123 1.421 1.908 2.388 2.545 3.041 3.561
18 0.257 0.392 0.535 0.693 0.873 1.090 1.377 1.841 2.294 2.440 2.899 3.373
19 0.263 0.401 0.547 0.709 0.892 1.113 1.405 1.875 2.333 2.480 2.944 3.423
20 0.256 0.391 0.534 0.691 0.869 1.083 1.366 1.818 2.254 2.393 2.828 3.273
21 0.262 0.399 0.545 0.705 0.887 1.105 1.392 1.849 2.290 2.431 2.870 3.319
22 0.256 0.390 0.533 0.689 0.866 1.079 1.357 1.799 2.222 2.356 2.773 3.194
23 0.261 0.398 0.543 0.702 0.883 1.098 1.381 1.829 2.256 2.392 2.812 3.238
24 0.256 0.390 0.532 0.688 0.864 1.074 1.349 1.784 2.196 2.326 2.727 3.132
25 0.260 0.397 0.542 0.700 0.879 1.093 1.372 1.812 2.228 2.360 2.765 3.172
26 0.255 0.389 0.531 0.686 0.862 1.071 1.344 1.772 2.175 2.301 2.691 3.081
27 0.260 0.396 0.540 0.698 0.876 1.088 1.364 1.798 2.205 2.333 2.727 3.119
28 0.255 0.389 0.531 0.685 0.860 1.068 1.339 1.762 2.157 2.281 2.661 3.037
29 0.259 0.395 0.539 0.696 0.874 1.084 1.358 1.786 2.186 2.311 2.694 3.074
30 0.255 0.388 0.530 0.685 0.859 1.066 1.334 1.753 2.142 2.264 2.635 3.001
31 0.259 0.394 0.538 0.695 0.871 1.081 1.353 1.776 2.169 2.292 2.666 3.035
32 0.255 0.388 0.530 0.684 0.858 1.064 1.331 1.745 2.129 2.249 2.613 2.970
33 0.258 0.394 0.537 0.693 0.869 1.078 1.348 1.767 2.155 2.276 2.642 3.002
34 0.255 0.388 0.529 0.683 0.857 1.062 1.327 1.739 2.118 2.235 2.593 2.943
35 0.258 0.393 0.536 0.692 0.868 1.076 1.344 1.760 2.142 2.261 2.621 2.973
36 0.255 0.388 0.529 0.683 0.856 1.060 1.324 1.733 2.108 2.225 2.576 2.919
37 0.258 0.393 0.536 0.691 0.866 1.074 1.341 1.753 2.131 2.249 2.603 2.948
38 0.254 0.388 0.529 0.682 0.855 1.059 1.322 1.728 2.099 2.214 2.562 2.898
39 0.258 0.393 0.535 0.690 0.865 1.071 1.337 1.747 2.122 2.238 2.588 2.927
40 0.254 0.388 0.529 0.682 0.854 1.058 1.320 1.723 2.091 2.205 2.548 2.880
41 0.257 0.392 0.535 0.690 0.864 1.070 1.334 1.741 2.113 2.228 2.573 2.908
42 0.254 0.388 0.528 0.681 0.853 1.057 1.318 1.719 2.085 2.198 2.537 2.864
43 0.257 0.392 0.534 0.689 0.863 1.068 1.332 1.736 2.105 2.219 2.560 2.889
44 0.254 0.387 0.528 0.681 0.853 1.056 1.316 1.716 2.079 2.190 2.526 2.849
45 0.257 0.392 0.534 0.688 0.862 1.067 1.329 1.732 2.098 2.211 2.549 2.874
46 0.254 0.387 0.528 0.681 0.852 1.055 1.314 1.712 2.073 2.184 2.516 2.835
47 0.257 0.391 0.533 0.688 0.861 1.065 1.327 1.728 2.092 2.204 2.539 2.861
48 0.254 0.387 0.528 0.680 0.852 1.054 1.313 1.709 2.068 2.178 2.508 2.824
49 0.257 0.391 0.533 0.687 0.860 1.064 1.325 1.725 2.086 2.197 2.529 2.847
50 0.254 0.387 0.528 0.680 0.851 1.053 1.312 1.706 2.063 2.172 2.499 2.813
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Table 2: Empirical quantiles of TB statistic with sample size n, where n = 4, 5, . . . , 50.
p
n 0.60 0.65 0.70 0.75 0.80 0.85 0.90 0.95 0.975 0.98 0.99 0.995
4 0.215 0.330 0.455 0.597 0.765 0.979 1.286 1.853 2.511 2.748 3.588 4.619
5 0.232 0.356 0.491 0.642 0.822 1.050 1.376 1.979 2.680 2.935 3.841 4.962
6 0.233 0.356 0.489 0.637 0.810 1.025 1.322 1.843 2.406 2.601 3.263 4.028
7 0.240 0.367 0.503 0.654 0.828 1.042 1.333 1.826 2.339 2.512 3.081 3.710
8 0.241 0.368 0.504 0.654 0.827 1.037 1.321 1.796 2.279 2.440 2.964 3.537
9 0.242 0.369 0.505 0.655 0.826 1.034 1.311 1.765 2.218 2.366 2.840 3.345
10 0.244 0.372 0.508 0.658 0.830 1.036 1.309 1.752 2.186 2.327 2.771 3.234
11 0.245 0.373 0.510 0.660 0.831 1.036 1.307 1.742 2.164 2.299 2.724 3.162
12 0.245 0.374 0.511 0.661 0.831 1.035 1.303 1.730 2.138 2.269 2.676 3.089
13 0.246 0.375 0.512 0.662 0.832 1.035 1.301 1.721 2.120 2.247 2.639 3.035
14 0.247 0.376 0.514 0.664 0.833 1.036 1.300 1.716 2.108 2.232 2.613 2.996
15 0.247 0.377 0.514 0.664 0.834 1.036 1.298 1.710 2.096 2.217 2.588 2.959
16 0.248 0.377 0.515 0.665 0.834 1.035 1.296 1.704 2.084 2.203 2.566 2.926
17 0.248 0.378 0.515 0.665 0.834 1.035 1.295 1.700 2.075 2.192 2.549 2.901
18 0.248 0.378 0.516 0.666 0.835 1.036 1.295 1.697 2.068 2.184 2.535 2.880
19 0.248 0.379 0.516 0.666 0.835 1.035 1.294 1.694 2.062 2.176 2.522 2.860
20 0.249 0.379 0.517 0.666 0.835 1.035 1.293 1.690 2.055 2.168 2.509 2.841
21 0.249 0.379 0.517 0.667 0.836 1.035 1.292 1.688 2.050 2.162 2.499 2.827
22 0.249 0.380 0.518 0.667 0.836 1.035 1.291 1.686 2.045 2.156 2.490 2.813
23 0.249 0.380 0.518 0.668 0.836 1.035 1.291 1.684 2.041 2.151 2.482 2.801
24 0.250 0.380 0.518 0.668 0.836 1.035 1.291 1.682 2.037 2.147 2.475 2.790
25 0.250 0.380 0.518 0.668 0.837 1.035 1.290 1.680 2.033 2.142 2.467 2.780
26 0.250 0.380 0.519 0.669 0.837 1.036 1.290 1.679 2.031 2.138 2.461 2.771
27 0.250 0.381 0.519 0.669 0.837 1.035 1.289 1.677 2.027 2.134 2.455 2.762
28 0.250 0.381 0.519 0.669 0.837 1.035 1.289 1.675 2.024 2.131 2.450 2.754
29 0.250 0.381 0.519 0.669 0.837 1.035 1.289 1.674 2.022 2.128 2.445 2.747
30 0.250 0.381 0.519 0.669 0.838 1.036 1.289 1.674 2.020 2.126 2.441 2.741
31 0.250 0.381 0.519 0.669 0.838 1.036 1.288 1.672 2.017 2.123 2.437 2.735
32 0.250 0.381 0.520 0.669 0.838 1.035 1.288 1.671 2.016 2.121 2.433 2.730
33 0.251 0.381 0.520 0.670 0.838 1.036 1.288 1.670 2.014 2.118 2.429 2.724
34 0.251 0.382 0.520 0.670 0.838 1.036 1.288 1.670 2.012 2.117 2.426 2.719
35 0.251 0.382 0.520 0.670 0.838 1.036 1.287 1.669 2.011 2.115 2.423 2.715
36 0.251 0.382 0.520 0.670 0.838 1.035 1.287 1.668 2.008 2.112 2.419 2.709
37 0.251 0.382 0.520 0.670 0.838 1.036 1.287 1.667 2.007 2.111 2.417 2.706
38 0.251 0.382 0.520 0.670 0.838 1.036 1.287 1.667 2.006 2.109 2.414 2.702
39 0.251 0.382 0.520 0.670 0.838 1.036 1.287 1.666 2.005 2.107 2.412 2.699
40 0.251 0.382 0.521 0.671 0.838 1.036 1.287 1.666 2.004 2.106 2.410 2.696
41 0.251 0.382 0.521 0.671 0.838 1.036 1.286 1.665 2.002 2.105 2.407 2.692
42 0.251 0.382 0.521 0.671 0.839 1.036 1.286 1.665 2.001 2.103 2.405 2.689
43 0.251 0.382 0.521 0.671 0.839 1.036 1.286 1.664 2.000 2.102 2.403 2.686
44 0.251 0.382 0.521 0.671 0.839 1.036 1.286 1.663 1.999 2.101 2.401 2.683
45 0.251 0.382 0.521 0.671 0.839 1.036 1.286 1.663 1.998 2.100 2.399 2.681
46 0.251 0.382 0.521 0.671 0.839 1.036 1.285 1.662 1.997 2.098 2.398 2.679
47 0.251 0.382 0.521 0.671 0.839 1.036 1.285 1.662 1.996 2.097 2.395 2.676
48 0.251 0.383 0.521 0.671 0.839 1.036 1.286 1.662 1.995 2.096 2.394 2.674
49 0.252 0.383 0.521 0.671 0.839 1.036 1.285 1.662 1.995 2.096 2.393 2.672
50 0.252 0.383 0.521 0.671 0.839 1.036 1.285 1.661 1.994 2.095 2.392 2.669
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