Introduction and summary
Let X(t), t20, be a stationary Gaussian process with mean 0, variance 1 and covariance function r(t) = EX(O)X(t).
There is now an extensive literature on the functionals of this process which are associated with the large values of the sample functions.
Key examples of such functionals are (i) the sojourn time above a high level u, L,(t) = l[xw>u~ ds; (1.1) and (ii) the maximum value
Z(t) = o%fz, X(s). (1.2)
The latter is well defined because the conditions assumed in the hypotheses of the theorems imply the continuity of the sample functions. Results of much mathematical interest are limit theorems for the distributions of these functionals for t + ~0, u + 00, where t and u are tied together by means of a specified asymptotic relation. Among the recent results for L,(z) are those of Berman (1980 Berman ( , 1989 . Surveys of results for Z(t) are those of Leadbetter et al. (1983) and Leadbetter and Rootzen (1988) .
The theorems usually contain in their hypotheses conditions on the behavior of r(t), for t --, 0 and for t + ~0, respectively.
The first condition usually is 1 -r(t) is of regular variation of index (Y for t + 0, (1.3) for some 0 < cx G 2. This condition is intimately connected to the local fluctuation of the sample function. It is notably absent from the hypothesis of the main result of Berman (1989) , where its absence is also discussed in some detail. A second condition, always used for limit theorems for (1.1) and (1.2), is a 'mixing' condition on y(t), specifying the rate of convergence of y(t) to 0 for t + ~0. A widely used condition is lim r(t) log t = 0.
(1.4) ,+cC
Conditions
of this type ensure the suitable decoupling of the process, that is, the asymptotic independence of parts of the process which are widely separated on the time axis.
The aim of the present work is to establish the same theorems under hypotheses stated in terms of conditions on the spectrum of the process. Let r(t) have the representation r(t)= I cr eihr dF(A) (1.5) --u where F is the spectral distribution function.
The main effort here is to replace mixing conditions like (1.4) with similar conditions stated in terms of F. We note that the spectral counterpart of (1.3) is a well-known branch of the theory of the domains of attraction of limit laws for sums of independent random variables. This will be discussed in Section 8.
While extreme value theory for stationary Gaussian processes based on conditions on r(t) has been successful, the introduction of the approach based on conditions on F(A) is justified not only by new results in the same area but also by its simplicity relative to that of the covariance approach and by its potential application to sample path functionals other than sojourns and extremes. Elements of the spectral approach have appeared in various settings during the past two decades. Malevic (1969) used it in a nonextreme value context, namely, in proving a central limit theorem for the number of zeros of a stationary Gaussian process. Cuzik (1976) used the same method to extend those results. Berman (1970) used a modified version of Malevic's method to prove a central limit theorem for sojourn times in fixed sets. The adaptation of the method to extreme value theory was briefly sketched by Berman (1983) , whose paper also mentioned developments in a future publication. More recently, Berman (1989) used Malevic's method to prove a central limit theorem for the sojourn times of stationary Gaussian processes above levels which rise more slowly than those typically used in extreme value theory. One of the features of the spectral approach in the latter work is that no local conditions on r(t) (other than continuity) are required, so that the central limit theorem holds independently of the local character of the sample function. We describe the main results. The sojourn limit theorem is said to hold for the process X(t) if there are functions u(t) and v(t), such that u(t) + 00 and u(t) + ~0, for t + 00, and a distribution function Q(x) such that fi% P(u(t)L,,,(t) 6 x) = c?(x) (1.6) at all continuity points x of 0. The function C.? is specified by the Laplace-Stieltjes transform R in (6.7). The maximum limit theorem is said to hold if there are functions a(t) and b(t) with a(t) > 0 such that fim P(Z( t) s a( t)x + b(t)) = exp(-e-") (1.7)
for all real x. Berman (1980) showed that (1.6) holds under the assumptions (1.3) and (1.4), and that the functions u(t), v(t) and G are explicitly determined by r(t) for t near 0 and the number (Y in (1.3). The result of Pickands (1969) , corrected and extended by Qualls and Watanabe (1972) , is that (1.7) holds under the assumptions (1.3) and (1.4) and that the functions a(t) and b(t) are explicitly determined by u(t) for t near 0 and the number CY in (1.3). Assume now that the spectral function F in (1.5) is absolutely continuous; let its derivative, the spectral density, be denoted f(h). For an arbitrary even integer m 24, define the functional for t > 0. It is easily seen that
'dy --CT l+ym for all t. It can be shown (see Section 8) that lilin$t)=O.
(1.8) (1.9) Our first result is: Theorem 1.1. The sojourn limit theorem (1.6) and the maximum limit theorem (1.7) continue to hold if the condition (1.4) is replaced by limP(l/t)logt=O.
(1.10) r-00
The functional /3(t) depends on m, and should be written as P,,,(t); however, m is fixed, and the subscript is omitted. While P(t) is defined by (1.8) and satisfies (1.9) for even )n 2 2, the restriction m 2 4 is needed in the formula (3.9) below. The An earlier analogue of this result in the discrete parameter case is that of . The implications between the condition (1.4) on the one hand and the conditions (1.10) and (1.13) on the other hand are undetermined.
While it is obvious from (1.11) that r(t) has compact support if b(s) does, it is not clear how the rate of decay of r(t) in (1.4) is related to the rate of decay of b(s) implicit in (1.13). The relation of (1.4) to (1.10) is even less obvious. A general rule of Fourier analysis is that the rate of convergence to 0 of a characteristic function, for t + ~0, is influenced by the smoothness of the distribution function. If we think of the function /3(t) as a modulus of 'continuity' off in an appropriate function space, then (1 .lO) specifies a smoothness of a certain order. This suggests that the rate of convergence of r(t) to 0, stipulated by (1.4), is, in some way, related to the smoothness off' in (1.10). The spectral approach to the extremes is based on a probabilistic analysis very different from that of the covariance approach. The latter evolved from a theory of extremes for arbitrary, not 'necessarily Gaussian processes. The analysis is based on the asymptotic decoupling of the finite-dimensional distributions of the parts of the process corresponding to time domains which are widely separated. The calculations in the proofs involve the comparison of the distributions of the functionals under the given stationary measure to the distributions under a measure with m-dependence for some m > 0. Instead of comparing two measures, the spectral approach compares the values of the functional for two different stationary Gaussian processes defined on the same probability space. The first process is the one under study, and the second is one which is close to the first at each point in the usual mean square metric and has the property of m-dependence for some m > 0. The proofs of Theorems 1.1 and 1.2, based on the spectrum, are simpler than the corresponding ones using the mixing condition (1.4). I think that the reason for this is that the spectral approach rests squarely on the stochastic integral representation of the process
where W, and W, are independent standard Brownian motions, which is crucially related to the stationarity hypothesis. By contrast the covariance mixing approach fails to exploit the special nature of r(t) associated with stationarity and the calculations are more complex. Indeed, the theorems with mixing hypotheses involving conditions like (1.4) can, with some additional effort, be extended to processes that mildly depart from the strict assumption of stationarity.
Finally we observe that the spectral method appears to be suitable for the determination of limiting distributions of functionals other than (1.1) and (1.2). In addition to the work of Malevic and Cuzick, mentioned above, a recent paper of the author (Berman, 1990) contains an application of the method to a functional arising from the self-intersection points of vector Gaussian processes.
Auxiliary processes
We assume that X(t) has an absolutely continuous spectrum, so that it has the representation
where f is the spectral density. Let g be another density function and define the process
with the same process W as in (2.1). Then (X(t), Y(t)) is a vector Gaussian process and
for all s and t We introduce two particular functions g in (2.2) associated with f in (2.1). 1. Let q(A) be an arbitrary even density function, and p(t) its characteristic function;
and define J 00 g(A) = (q *f)(A) = f(A +y)dy) dy. 
Let p(t) be a nonnegative
&-function such that Proof. As a direct consequence of (2.1), (2.2) and (2.4), we have
By the inequality I&-v'%1 s Ja -b)"* f or a > 0, b > 0, the integral above is at most equal to q(.vW-(A +Y) -./-(A )I dy dA, which is at most equal to the right hand member of (2.18). To prove (2.19), we note that there is a positive constant K, such that qm(y) s K,(l + ym)-' for all y, which follows from the continuity of q,,,(y) and the relation qm(y) = O(y-") for y + 00. 0 Auxiliary process for (2.8). For a compact interval C, define
where lc is the indicator of C, and let $(A) be its Fourier transform. Condition (2.6) is satisfied. By (2.11) the covariance function of the auxiliary process defined in (2.2) on the basis of the function g in (2.8) is given by
It is seen that EY(0) Y(t) = 0 for 1 t( > mes C. Proof. The formula (2.22) is a direct consequence of the representations (1.12) and (2.10) of the processes X and Y respectively.
To prove (2.23), we note that the right hand member of (2.22) is equal to 2[1-(I,b2(sjds)"*], which, by the inequality 1 -v% cl-x, for OSxGl, is at most equal to the expression (2.23). 0
Conditional convergence of the scaled auxiliary processes
In this section we assume only the local condition The purpose of this section is to extend this result to families of auxiliary processes associated with X(t) through the spectral transformations (2.4) and (2.8). Let qm(y) be the density function (2.15), and put 4(Y) = Wm(WY) (3.4) for w > 0. Then q(y) is a density function, and its characteristic function is p( t/ w), where p(t) is given by (2.16). Then the auxiliary process Y,(t), obtained from X(t) through the spectral transformation f+ g defined by (2.4) and the function q in (3.4), has the covariance function
EY,(O) YW(t) = r(t)p(t/w). (3.5)

A well known result for an arbitrary covariance function r(t) is that (r(0) -r(t))/ t2
is bounded away from 0 for t + 0. Therefore, the defining relation (3.1) implies that u'/ v2 is bounded for u + 00. Thus if w(u) is any function such that w(u) + 00, then Proof. According to the proof of the same result for the process (3.3) it suffices to establish (3.2) after replacing r(t) by r(t)p(t/w) (see (3.5)):
The formula (2.14) and the definition (2.16) imply for t + 0, for m 2 4. From this and the elementary identity 1 -rp = 1 -r + r(1 -p) we find that under (3.2) the limit in the left-hand member of (3.8) is equal to the limit of r"+r 1 &2fuaW2 0
which, by (3.6), is equal to t". 0
Next we verify the same result for a family of auxiliary processes with a covariance function of the type (2.21). Take C in (2.20) as C = [-iw,+w] , and let Y,(t) be the auxiliary process (2.10) with p(t) as in (2.20). It follows from (3.15) that the limit relation (3.14) is unchanged by the removal of the factors l,(t/u+s) and l,(s) from the integrand, and so (3.13) and (3.14) are equivalent; therefore (3.11) and (3.12) are equivalent. Cl
The separation condition
The conclusion of Lemma 3.1 forms the first condition in the hypothesis of the Sojourn Limit Theorem, the main result of Berman (1982) . The second condition is called the 'separation condition' in Berman (1985) ; and, in the Gaussian case under (1.3), it assumes the form: For each t > 0, We will show that (4.1) holds under specified conditions for the two auxiliary processes associated with X(r) in Lemmas 3.1 and 3.2, respectively. The second term above is of modulus at most equal to constant. (u/w)', which under (4.2) converges to 0. It follows that (4.1) holds if and only if (4.3) does, and so the validity of (4.3) follows from that of (4.1). Proof. By the representation (1.12), the integral in (4.1) is equal to
{~ex~{-&2~_~[b(x+~)-b(x)]2dxJds. (4.4)
For the proof of the lemma it suffices to show that converges to 0 for u + ~0 and then d -+ 00. The second and third equations in (3.15) hold not only for each fixed t, but under (3.10), also uniformly in t on intervals of the form [au, bv] for arbitrary fixed a < b. The argument following (3.15) implies that the limiting value of (4.5) is unchanged by the removal of the two factors lC, and so (4.5) is asymptotically equal to (4.4). 0
The sojourn limit theorem on a finite interval for the auxiliary processes
Let U(t) be the Gaussian process defined in Section 3, and let Y be a random variable on the same probability space as U( . ) and independent of it and having a standard exponential distribution. Let G be the distribution function of the random variable
The sojourn limit theorem of Berman (1985) implies that if T > 0 is such that for all continuity points x of G, where
In this section we will show that, under specified conditions, the conclusion (5.3) continues to hold when the process X is replaced by the auxiliary processes defined in Lemmas 3.1 and 3.2. Let Y,,,(t) Proof. This is a direct consequence of the proof of the sojourn limit theorem of Berman (1982 Berman ( , 1985 . Condition (4.2) of Lemma 4.1 obviously implies w+ 00, so that (3.6), used for Lemma 3.1, also holds. Therefore, the conclusions of both lemmas hold, and are identical with the two main assumptions in the hypothesis of the theorem of Berman (1982) . We also note that in the latter work it was implicitly necessary to assume that T is sufficiently small so that (5.2) holds. Such an assumption is unnecessary here because the absolute continuity of the spectrum implies r(t) + 0 for t + 00, which is incompatible with r(t) = 1 for some t f 0. 0
Lemma 5.1. Assume (1.3) for the process X(t).
We have a similar result for the auxiliary process Y,(t) of Lemma 3.2.
Lemma 5.2. Assume (1.3) for the process X(t). Let Y,(t) be the process described before the statement of Lemma 3.2, and assume (3.10); then, the conclusion of Lemma
is valid also for this process.
Proof. The proof is analogous to that of Lemma 5.1: Lemmas 3.2 and 4.2 are used in the places of Lemmas 3.1 and 4.1, respectively. 0
The global sojourn limit theorem for the auxiliary processes
We briefly review some points in Berman (1980) . Let v = v(t) be a function such that
!_(2logt)(l-r(t))=l,
and define
It follows from (6.1) that v is a regularly varying function of u =J?%g?
of index 2/a for t+co, and thus, by (6.2), u(t)-(2 log t)"' for t-03. We aim to show that the sum X,,,+. . .+X,,, has a limiting distribution with the Laplace-Stieltjes transform n(s) in (6.7). We apply Theorem 1.1 of .
The condition (i) of that theorem is satisfied by the array {X,,j} defined by (6.8) by virtue of Lemma 5.1 above. The function H in is related to G in (6.7) by H(x) = {T y-' dG(y). Note that (6.3) and (6.4) imply that condition (4.2)
is satisfied. Next we verify condition (ii) in the hypothesis of Theorem For arbitrary q > 0, define w(r) Yt =-9 ' t> 1.
We will verify the relation (1.3) of with the replaced by [t] so that Y,, = w(n)/q. It suffices to show that n C EXn,oX,, + 0, j=l which, by (6.8), is equivalent to
In order to estimate the integrand in (6.10) we invoke the following result: If Y 1.1 of .
(6.9) modification that t is and Y' are random variables with a standard bivariate normal distribution with correlation p, then
(6.11) (Berman, 1987) . It follows that the integrand in (6.10) is at most equal to
h ence, by (6.5) and the form (3.5) of the covariance of Y,( .), the condition (6.10) is implied by (6.12)
Thus, we aim to verify that (6.12) holds.
For arbitrary 0 < 13 < 1, there exists A > 0 such that Ir(s -s')p((s -s')/ w)l < 0 for all (s, s') in the portion of the domain of integration in (6.12) where A c s c y, and 0 s S'S 1; this is a consequence of the fact that r(t) + 0 for t + 00 (Riemann-Lebesgue Lemma). Therefore, that portion of the integral is at most equal to vy, exp( -iu'( l-13)), which, by (6.3), (6.4) and (6.9), is of the order This converges to 0 if 8 is chosen so small that c < f( 1 -0) because v(t) is a regularly varying function of log t. (See the remark following (6.2).) Thus, for the proof of (6.12), it suffices to show that (6.13) converges to 0 for t + 00, for arbitrary A > 0.
Consider the subdomain
1 S s S 1+ E, 1 -F G s's l}, for arbitrary 0 < E < 1, of the domain of integration in (6.13). The function r(s -s') is bounded away from 1 on the complement of D(E), and p((s -s')/w) converges uniformly to 1 for w+ 00. Hence, there exists 6 > 0 (depending on F) such that the integral (6.13) taken over 'D(E) is at most equal to u exp(-Su2).
The latter converges to 0 because u is a regularly varying function of U. Thus for the proof of (6.10), it suffices to show that h;Lim_zp J,l. J,"'exp{-~~2[l-r(s-s~)~($)]}d.sds~=0.
(6.14)
Since E is small in the integral above, the functions r and p in the integrand are positive, and so (6.14) is implied by 
J -F
hence, the expression following the limit sign in (6.15) is at most equal to
which, by a change of variable, is equal to By the argument in Berman (1980, p. 527) , the integral in the expression above converges to s:m exp(-$sj") ds for t + 00. Since E > 0 may be taken arbitrarily small, it follows that the limit in (6.15) exists and is equal to 0. Next we confirm the part (1.4) of condition (ii) of Theorem 1.1 of .
Since the characteristic function p(t) in (2.16) has support [-1, 11, the covariance function r(t)p( t/w) of Y,(t) has support [-IV, w] . Hence, by the definitions (6.4) and (6.9) of w( t) and -y, respectively, it follows that Y,(s) and YK,(s') are independent for (s -~'1 > q-y, and this confirms the condition cited above.
II
Now we aim to prove a similar result for the auxiliary process Y,(t) defined before Lemma 3.2. We need the following estimate:
Lemma 6.1. Let Y,.(t) 
then an elementary inequality yields
Take expectations above, and apply Lemma 2.2 and the stationarity of the process:
this is equivalent to (6.16). 0 Theorem 6.2. Let Y,,(t) Proof. The proof is analogous to that of Theorem 6.1 except that Lemma 5.2 is used in the place of Lemma 5.1, and Lemma 6.1 above is used in modifying some estimates in the former proof.
First of all we note that if w(t) is defined by (6.4), then the condition (3.10) of Lemma 3.2 is satisfied by virtue of (6.3). This permits the use of Lemma 5.2. Next, we modify the proof of (6.10). The exponent in (6.12) may be replaced by
By Lemma 6.1 and the assumption (6.17), the exponent above is at most equal to -~~~E(X(s)-X(s'))~+o(l),wherethelasttermdoesnotdependon(s,s').Therefore, in confirming (6.12), it suffices to replace the exponent by -gu2(1 -r(s -s')) and to prove that
exp{-iu'( 1 -r(s --s'))} ds ds'= 0.
The proof of this is now easily done by the same logic as in the proof of Theorem 6.1. 0 7. Proofs of Theorems 1.1 and 1.2
For the given X(t), let YW( t) be one of the two associated processes. For the proof of the limit theorem for the sojourn, stated in (1.6), it suffices to show that By stationarity, the integrand above does not depend on s, and, in fact, it is equal to 2P(X(O) > U, YW(0) 5 u). By the calculation of Berman (1983, pp. 860-861) , the latter is equal to which, by the substitution Y= 1 -z, is seen to have a value at most equal to Thus, for the proof of (7.1), it suffices to show that (7.3) converges to 0 for t -+ 00. By (2.19) the right-hand member above is at most equal to u*K,P(l/w), where P(t) is defined by (1.8). Therefore, from (6.3) and the assumption (1.10) and the definition w = tC in (6.4), we conclude that
;&(log t)P(t-') = (2K,/c) h_r$log t')/3( tP) = 0, and this confirms the convergence to 0 of (7.3). Under the relations (6.3) and (6.4), the expression above is asymptotically equal to b*(s) ds, which converges to 0 under the hypothesis (1.13). This completes the proofs of the portions of Theorems 1.1 and 1.2 concerning the limiting distribution of the sojourn time. Now we turn to the parts about the maximum limit theorem. In Berman (1982) , Theorem 19.1, it was shown that a general, not necessarily Gaussian, stationary stochastic process has the maximum limit property stated in Theorems 1.1 and 1.2 above if (i) the result (1.6) holds for the sojourn, and (ii) the tail of the distribution of the random variable max(X(s): 0~ s s T), with fixed T, satisfies the conditions in the hypothesis of Berman (1982, Theorem 14.1) . It was noted in that paper that the latter conditions are satisfied in the particular case of a stationary Gaussian processes satisfying the local condition (1.3). It follows that the maximum limit theorem holds also for the Gaussian process satisfying the local condition (1.3) and the conditions of either Theorem 1.1 or Theorem 1.2. 0 8. The spectral version of (1.3) and the proof that /3(t) + 0
In the covariance approach to the extreme value limit theorem, both the local condition (1.3) and the mixing condition (1.4) are expressed in terms of r(t). It has now been shown that (1.4) may be replaced by either of two conditions on the spectrum. It would be nice from the mathematical point of view to determine a condition on the spectrum equivalent to (1.3). Fortunately, such a condition is available as a product of classical central limit theory. If (1.3) holds, then so does (3.2), where the function u is determined by r. The relation (3.2) is equivalent to u"logr(t/u)+--t", or ?*( t/ 0) + eefY for u + co. Finally we confirm that (1.9) holds. Define I cc
B(t) = _-m If(A + f) -f(A )I dA ;
then B(f) =s 2 for all t. By a result of Berman (1975, p. 328) , for each spectral density f above, there exists a function f in L2 such that B has the alternate representation 
