Abstract. In the paper, by virtue of some properties for the Riemann zeta function, the author finds a double inequality for the ratio of two consecutive Bernoulli numbers with even indexes and analyzes the approximating accuracy of the double inequality.
Because the function (1.1)
It has been being a classical topic to find explicit formulas, recurrent formulas, closed expressions, and integral representations of the Bernoulli numbers B 2k . For detailed information and recently published results, please refer to [5, 6, 7, 8, 9, 10, 11, 12, 13, 16, 20, 21, 22] [3, 14, 15] , some inequalities for bounding the Bernoulli numbers B 2k were established and collected. Most of these inequalities were refined and sharpened in [2] by 2(2k)! (2π) 2k
where α = 0 and
are the best possible in the sense that they can not be replaced respectively by any bigger and smaller constants in the double inequality (1.2). An interesting topic is to consider the differences |B 2k+2 | − |B 2k | and the ratio
To the best of the author's ability and knowledge, the author does not know and can not find any result on this topic.
In this paper, we are interested in considering the ratio
Our main result is the following double inequality.
Theorem 1.1. For k ∈ N, the Bernoulli numbers B 2k satisfy
In Section 2, we will analyze the approximating accuracy of the double inequality (1.3). Hereafter, we will give a concise proof of the double inequality (1.3) in Section 3. Finally, in Section 4, we give several remarks on the double inequality (1.3).
Accuracy of the double inequality (1.3)
Before proving Theorem 1.1, we discuss the accuracy of the double inequality (1.3).
For k ∈ N, let
and
In Table 1 , we numerically list several values of differences B(k) − L(k) and U (k) − B(k) for 1 ≤ k ≤ 10, which are computed by using the Bernoulli numbers in (1.1) and the famous software Mathematica. Table 1 .
These numerical values hint us the approximating accuracy of the lower and upper bounds in the double inequality (1.3) for the ratio of two consecutive Bernoulli numbers with even indexes: as k becomes larger and larger, the double inequality (1.3) becomes more and more accurate.
The approximating accuracy of the double inequality (1.3) may be analytically measured by
In a word, the double inequality (1.3) provides a better manner than (1.2) to estimate the Bernoulli numbers B 2k for k ∈ N.
Proof of Theorem 1.1
We are now in a position to prove the double inequality (1. In [23, p. 5, (1.14)], it was listed that
Hence, to prove the right-hand side of the inequality (1.3), it is sufficient to verify 1 4
which may be rearranged as
This inequality is a special case of [4, Lemma 2.1] and [25, Lemma 2.1] which may be slightly modified as follows: the sequence
is decreasing in k. The right-hand side of the inequality (1.3) is thus proved.
In [24, is strictly logarithmically concave on (0, ∞). This implies that the logarithmic derivative
Consequently, it follows that
η(x) > 0, which implies that η (x) > 0 and η(x) is strictly increasing, on (0, ∞). As a result, we have
Combining this with (3.1) brings about the left-hand side of the inequality (1.3). The proof of Theorem 1.1 is complete.
Remarks
Finally, we give several remarks on the double inequality (1.3).
Remark 4.1. Motivated by the double inequality (1.3) and by the fact that the function
is strictly increasing in x = −2(k + 1) for all k ∈ N, we naturally pose a question: what are the ranges of α and β such that the double inequality
is valid for n ∈ N? By (3.1), the double inequality (4.1) can be rewritten as
which can be further reformulated as
In order that the function S θ (x) is strictly increasing (or strictly decreasing, respectively) on [1, ∞), it is necessary and sufficient that
, which can be rearranged as
Consequently, in order that the function S θ (x) for x ∈ [1, ∞) and the sequence S θ (k) with k ∈ N are strictly increasing (or strictly decreasing, respectively), it is necessary that θ ≥ 0 (or
The double inequality (4.2) can also be reformulated as
It follows that the necessary conditions are α ≥ 0 and β ≤ ln is strictly increasing (or strictly decreasing, respectively) if and only if θ ≤ −1 (or θ ≥ 0, respectively).
Remark 4.3. This paper is a corrected and simplified version of the preprints [17, 18, 19] .
