Abstract. Let φ(z) be a function in the Laguerre-Pólya class. Write φ(z) = e −αz 2 φ 1 (z) where α ≥ 0 and where φ 1 (z) is a real entire function of genus 0 or 1.
Introduction
An important problem in the theory of the distribution of zeros of a collection of entire functions is to understand the effect of linear operators that act on the collection. It is particularly interesting when the operators preserve a nice property about the location of the zeros. The linear operators we will study in this paper are differential operators φ(D) where φ(z) is a function in the Laguerre-Pólya class and D is differentiation. If f (z) is a real entire function satisfying appropriate technical requirements whose zeros belong to the strip S(r) = {z ∈ C : − r ≤ Im z ≤ r}, we study the problem of when all zeros of φ(D)f (z) belong to a smaller strip S(r ′ ) where 0 ≤ r ′ < r. The main results in the paper are stated in Theorems 1.5 and 1.6. Before stating these theorems we will need a few definitions and a technical lemma that defines the linear differential operator φ(D) and tells us when the expression φ(D)f (z) makes sense. where c, α, β, α k are real, β ≥ 0, m is a nonnegative integer, and k |α k | −2 < ∞. The subclass LP 1 of LP consist of those function in LP with β = 0 in equation (1) .
The class LP consists of the entire functions obtained as uniform limits on compact sets of sequences of real polynomials having only real zeros. See Levin [12, Thm. 3, p. 331] . Motivation for why this class of functions naturally arises in relation to differential operators is given in §2. Definition 1.2 (LP(r) and LP 1 (r)). For r ≥ 0, the extended Laguerre-Pólya class, denoted LP(r), consists of the real entire functions having the Weierstrass product representation in equation (1) except that the zeros belong to the strip S(r) = {z ∈ C : − r ≤ Im z ≤ r}.
Thus, the zeros of a function f (z) ∈ LP(r) are either real or occur in complex conjugate pairs. The subclass LP 1 (r) of LP(r) consists of those function in LP 1 (r) with β = 0 in equation (1) . If r < 0 or r is imaginary, we define LP(r) = LP and S(r) = R.
The following lemma shows how functions in LP define linear differential operators on functions in LP(r). A trivial modification to the proof of a theorem in Levin [12] gives: Lemma 1.3 (Levin [12] , Thm.8, p.360). Assume
where γ 1 ≥ 0 and φ 1 (z) ∈ LP 1 . Also let r ≥ 0 and assume f (z) = e −γ 2 z 2 f 1 (z) ∈ LP(r) where γ 2 ≥ 0 and f 1 (z) ∈ LP 1 (r). If γ 1 γ 2 < 1/4, the linear differential operator φ(D) is defined by
where D denoted differentiation. The sum converges uniformly on every compact subset of C and φ(D)f (z) ∈ LP(r).
The assumption γ 1 γ 2 < 1/4 is essential. Levin [12, p.361] gives the explicit example φ(z) = e −γ 1 z 2 and f (z) = e −γ 2 z 2 to show that φ(D)f (z) diverges at z = 0 when γ 1 γ 2 = 1/4.
In the lemma the zeros of f (z) are in the strip S(r) as are the zeros of φ(D)f (z). So, φ(D) is an operator that preserves the strip S(r) containing the zeros. However, our main interest in this paper is to study the operators φ(D) such that the zeros of φ(D)f (z) belong to a strictly smaller strip S(r 1 ) where 0 ≤ r 1 < r.
Definition 1.4 (Complex zero strip decreasing operator or CZSDO).
(a) Given a function φ(z) = e −γ 1 z 2 φ 1 (z) ∈ LP where φ 1 (z) ∈ LP 1 , we define LP γ 1 (r) to be the subclass of LP(r) of functions of the form f (z) = e −γ 2 z 2 f 1 (z)
where f 1 (z) ∈ LP 1 (r) and γ 2 is any nonnegative real number such that γ 1 γ 2 < 1/4. (b) The linear differential operator φ(D) in part (a) is called a complex zero strip decreasing operator if for each r > 0 there exists a corresponding r 1 with 0 ≤ r 1 < r such that φ(D)f (z) ∈ LP(r 1 ) for all f (z) ∈ LP γ 1 (r). For short, we will say φ(D) is a CZSDO.
, which is why we defined LP γ 1 (r) in Definition 1.4(a). In this paper we will prove two main theorems. Theorem 1.5 provides a sufficient condition for φ(D) to be a CZSDO. Theorem 1.6 gives a necessary condition for φ(D) to be a CZSDO.
is not a CZSDO. Therefore, a necessary condition for φ(D) ∈ LP 1 to be a CZSDO is: If the Weierstrass canonical product for φ(z) is
(1 − z/a n )e z/an , then the product cz m n (1 − z/a n )e z/an , with the term e αz omitted, has order ρ = 1 and type σ > 0 or has order ρ > 1.
Note that since functions in LP 1 and LP 1 (r) have Weierstrass canonical products of genus g = 0 or g = 1 and since the genus is related to the order ρ by g ≤ ρ ≤ g + 1, the order of any of these functions satisfies 0 ≤ ρ ≤ 2. So, in Theorem 1.6 the only relevant orders satisfy 1 ≤ ρ ≤ 2. Theorem 1.5 and 1.6 are important in the context of the following general problem: If Ω ⊆ C is a set of particular interest and if π(Ω) is the class of all (real or complex) univariate polynomials whose zeros lie only in Ω, then characterize the linear transformations T : π(Ω) → π(Ω) ∪ {0}. Furthermore, if π n (Ω) is the subclass of polynomials in π(Ω) of degree at most n, then characterize the linear transformations
Recently, Borcea and Brändén [1] solved these problems in the case when Ω is a line, a circle, a closed half-plane, a closed disk, or the complement of an open disk. They gave several different types of descriptions that all linear operators having these zero preserving properties must satisfy.
An unsolved case of this problem is when Ω = S(r) is a strip in the complex plane, the case studied in this paper. An operator T on real polynomials in π(S(r)) with the CZSDO property clearly satisfies T : π(R) → π(R) ∪ {0}. However, simple examples show that converse is false. A full characterization of CZSDOs in the style of Borcea and Brändén as in [1] Our results are related to but different from those of Craven and Csordas [7] in which they studied linear transformations T on real polynomials p(x) such that the number of complex zeros of T [p(x)] is less than or equal to the number of complex zeros of p(x). In their enjoyable survey article [9], Craven and Csordas explain many interesting results pertaining to operators that preserve reality of zeros.
The rest of the paper is organized as follows: In §2, we explain a heuristic to help motivate the context for this paper. In §3, we prove Theorem 1.5. In §4, we proof Theorem 1.6. In §5, we give several examples and conjectures. Finally, in §6, we suggest questions for further study on this topic.
Some philosophy and heuristics
Much of the discussion in this paper becomes significantly more intuitive if one keeps in mind the following fundamental fact: Theorem 2.1 (Gauss-Lucas). Every convex set containing all the zeros of a polynomial also contains all of its critical points.
Proofs can be found in many places but we especially like the treatise on the analytic theory of polynomials by Rahman and Schmeisser [14] .
This theorem provides a natural strategy for constructing examples of linear operators with particular zero preserving features. As an example of this approach, the differential linear operator φ(D) in Theorems 1.5 and 1.6 is quite natural as follows: Suppose f is a real polynomial with zeros in S(r), and let α be real and nonzero. If I is the identity operator and D is differentiation,
. By considering the GaussLucas Theorem and the approximation e −αz ≈ (1 − αz n ) n , we see that the zeros of f (z) − f ′ (z)/α approximately belong to the convex hull of the zeros of f (z) and the real number n/α which is the only root of (1 − αz/n) n . But since the roots of f (z) and the root n/α are in S(r), this convex hull lies inside the strip S(r) as well. Taking the limit shows that the roots of f (z) − f ′ (z)/α belong to S(r). We conclude that if φ(z) = z m n k=1 (1 − z/α k ) is a polynomial in which all α k are real, then the zeros of φ(D)f (z) belong to the strip S(r). By taking slightly more care, we can extend both φ and f to be entire functions that are sufficiently nice limits of sequences of polynomials (thus obtaining Lemma 1.3). Hence, we obtain the case φ ∈ LP and f ∈ LP(r), which is the main focus of this paper.
Applications of this general strategy produce a wide variety of interesting facts about zeros of polynomials. A good reference is Chapter 5 of [14] .
3. Proof of Theorem 1.5
) where α ≥ 0, we first consider some simpler exponential operators.
Lemma 3.1 (Shifting Operator). Let β be any complex number and n be a nonnegative integer. Then exp(βD)z
Proof. By a simple calculation
Hence, exp(βD)f (z) = f (z+β) holds whenever f (z) is a polynomial. By taking limits of sequences of polynomials, the result holds for functions in the class LP(r).
Corollary 3.2. Let α, β ∈ R where α > 0 and let D denote differentiation. Since
it follows immediately that for any f (z) ∈ LP(r) 
Proof. One can compare the Weierstrass product representation of f (z + iα) with that of f (z − iα) to concluded that the zeros of cos(αD + β)f (z) and sin(αD + β) are in the strip S( √ r 2 − α 2 ). Pólya used this idea in the proof of Hilfssatz II in his 1926 paper [13] on the Riemann zeta function in which he proved a Riemann hypothesis for a 'fake' zeta function. He considered a slightly simpler case, but likely was aware of the fact stated in this lemma. One proof attributed to de Bruijn when f (z) is a polynomial is found in [14, Theorem 2.5.1,p. 88]. This lemma may be regarded as an extension of Jensen's theorem: If f is a polynomial with real coefficients, then the nonreal critical points of f lie in the union of all the Jensen discs of f . For additional history and various generalizations see Section 2.4 of [14] .
If f (z) is of the form f (z) = ce δz where c, δ ∈ R, then f (z) ∈ LP and hence
Similarly,
The lemma is true in this case. If f (z) is not of the form ce δz , then the Weierstrass canonical product for f (z) contains a term of the form e −γz 2 where γ > 0 or the product contains at least one term corresponding to a root of f (z). Denote the real zeros of f (z) by r n and denote the complex roots with positive imaginary part by s n + it n . By combining terms for complex conjugate roots in the Weierstrass product, we find that f (z) has the form
n where δ, γ, c ∈ R, γ ≥ 0, and m is a nonnegative integer. For z = x + iy,
By way of contradiction, assume that the root z is not in the strip S( √ r 2 − α 2 ). Then y > 0 and y 2 > r 2 − α 2 . We will show that each nonconstant term in the product for |f (z − iα)| 2 is less than or equal to the corresponding term in the product for |f (z + iα)| 2 and that strict inequality holds for at least one term. This will show that |f (z − iα)| 2 < |f (z + iα)| 2 contrary to the hypothesis.
First, we consider the factors of |f (z − iα)| 2 and |f (z + iα)| 2 associated with the exponential term e 2δx+2γ(y 2 −x 2 ) in equation (4). Since y > 0 this gives
where the inequality is strict if and only if γ > 0. Next, we consider the factors associated with real roots (if there are any) of f (z). Since y > 0, we have
Finally, we consider the factors of |f (z − iα)| 2 and |f (z + iα)| 2 associated complex conjugate pairs of roots (if there are any) of f (z). We will show that
Inequality (8) holds if and only if
Subtracting the left hand side of (9) from the right hand side along with a small calculation gives
Thus (8) and (9) hold if and only if
Because the root z does not belong to S( √ r 2 − α 2 ) but does satisfy 0 ≤ Im z ≤ r, it follows that y 2 > r 2 −α 2 ≥ t 2 n −α 2 and therefore (10) holds implying that inequality (8) holds.
If γ > 0 in the product representation of f (z) in equation (3), then inequality (5) is strict. If f (z) has at least one root then at least one of strict inequalities (6), (7), or (8) holds. Either way,
which is a contradiction. This completes the proof of Lemma 3.3 for the operator cos(αD + β). The proof for the operator sin(αD + β) entirely similar. The proof of the lemma is complete.
Recently Lagarias [11] applied operators such as the one in Lemma 3.3 to study the zero distribution on the 'critical line' for various differenced L-functions from analytic number theory. Several generalizations of Lemma 3.3 can also be found in Cardon [2, 6, 3, 4] . Lemma 3.4. Let α ≥ 0 and assume f (z) ∈ LP α 2 /2 (r). Then
Proof. We take advantage of the limit formula
).
Initially, let f (z) be a polynomial in LP(r). Applying the formula in Lemma 3.3 a total of n 2 times for the operator cos(
Taking the limit gives exp(−
. By considering sequences of polynomials in LP(r), the result extends to functions f (z) = e −β 2 z 2 /2 f 1 (z) in LP(r), provided we assume αβ < 1 as required by Lemma 1.3.
Now that we understand the effect of the operator exp(−
), we can finish the proof of Theorem 1.5. Assume φ(z) = e −α 2 z 2 /2 φ 1 (z) where φ 1 (z) ∈ LP 1 and let f (z) ∈ LP α 2 /2 (r). By Lemma 3.4,
Since α > 0 this proves that φ(D) is a CZSDO and the proof of Theorem 1.5 is complete.
Proof of Theorem 1.6
Since the proof requires the concepts of order ρ and type σ of an entire function, we recall their definitions, which we take from Chapter 1 of Levin [12] . For an arbitrary entire function φ, set M φ (r) = max
The function φ is said to have finite order if there exists a positive real number k > 0 such that
for all sufficiently large r. If φ has finite order, the order ρ of φ is defined to be the greatest lower bound of the numbers k in (11).
It follows that for arbitrary ǫ > 0
where the inequality on the right holds for all sufficiently large r and the inequality on the left holds for some positive increasing sequence {r n } with lim n→∞ r n = ∞.
The type σ of a function φ having positive finite order ρ is the greatest lower bound of the positive numbers ǫ such that (13) M φ (r) < e ǫr ρ for all sufficiently large r. If σ = 0, then φ is said to have minimal type.
is not a CZSDO. Therefore, in proving Theorem 1.6 there is no loss of generality in assuming that φ(z) ∈ LP 1 is an even function. By Lemma 4.1, there is no loss of generality in assuming φ(z) in an even function. Therefore, we will assume φ(z) in the rest of the proof of Theorem 1.6.
The key to proving Theorem 1.6 will be to let φ(D) act on extremal example functions with evenly spaced zeros that are on the boundary of the strip S(r). If φ(0) = 0, we will consider φ(D)f a (z), where (14) f a (z) = cos(a(z − ir)) cos(a(z + ir)) = 1 2
cos(2az) + cosh(2ar) .
If φ(0) = 0, we will consider φ(D)g a (z), where
In both cases, we'll show φ(D) is not a CZSDO by choosing a > 0 to be sufficiently large. Computing with f a (z) and g a (z) will require the following easy lemma:
c n a n e az = φ(a)e az .
When φ(z) is even, the formulas involving cos(az), sin(az), cosh(az), and sinh(az) follow immediately by expressing them in terms of exponential functions. (14) and using Lemma 4.2 gives
Since a is positive φ(2ai) > 1. There are two possible cases:
(ii) If
> 1, the zeros of φ(D)f a (z) are complex.
In case (i), there exists r 1 with 0 ≤ 2ar 1 ≤ π/2 such that
This verifies that the roots of φ(D)f a (z) are real in the case (i), as claimed. In case (ii), since cosh(2ar)/φ(2ai) > 1 and φ(2ai) > 1, there exists r 1 with 0 < r 1 < r such that
We obtain
which shows that the roots of φ(D)f a (z) are complex with imaginary part ±r 1 . Solving for r 1 gives
We will show that, by choosing a to be sufficiently large, case (ii) occurs and r 1 can be made to be arbitrarily close to r, proving that φ(D) is not a CZSDO.
As in part (a) of Lemma 4.3, suppose φ(z) has order ρ < 1. For all sufficiently large positive a,
Then for sufficiently large a we have
Therefore, the roots of φ(D)f a (z) have nonzero imaginary part ±r 1 , as in equation (16), and
By choosing a to be sufficiently large, this lower bound on r 1 can be made to be arbitrarily close to r. Therefore, there does not exist r ′ with 0 ≤ r ′ < r such that φ(D)h(z) ∈ LP(r ′ ) for all h(z) ∈ LP(r). This show that φ(D) is not a CZSDO when ρ < 1, proving Lemma 4.3(a).
Next, as in part (b) of Lemma 4.3, assume φ(z) has order ρ = 1 and has minimal type. For any ǫ > 0 and all sufficiently large r, M φ (r) = φ(ir) < e ǫr .
Choosing ǫ to be very small relative to r and letting a be sufficiently large gives
Therefore, the roots of φ(D)f a (z) have imaginary part ±r 1 , as in equation (16), and
By choosing ǫ to be sufficiently small and a sufficiently large, this lower bound for r 1 can be made to be arbitrarily close to r. This shows that φ(D) is not a CZSDO when φ(z) has order ρ = 1 and has minimal type, proving Lemma 4.3(b).
Combining Lemmas 4.1 and 4.3 proves Theorem 1.6 parts (a) and (b) in the case φ(0) = 0. We next deal with the case φ(0) = 0. Proof. After multiplying φ(z) by a constant, if necessary, we may assume φ(z) is of the form
where m is a positive integer and φ 1 (0) = 1. We will let φ(D) act on the function g a (z) from equation (15). Rewrite g a (z) as
Differentiating 2m-times gives
Applying φ 1 (D) to this expression with the help of Lemma 4.2 gives
Let z be a zero of the φ(D)g a (z). Then
Solving for cos(2az) results in
There are two types of solutions depending on the choice of sign. It will suffice for us to consider only those solutions corresponding to choosing the negative sign. For these solutions,
As in Lemma 4.4(a), assume φ(z) has order ρ < 1. The order of φ 1 (z) is the same as that of φ(z). So, given ǫ > 0 there exists a positive increasing sequence {a n } tending to ∞ such that
for all n. Also for all sufficiently large a n ,
Assuming ǫ satisfies 0 < ǫ < ρ < ρ + ǫ < 1 and letting a n be sufficiently large gives
This implies that the fraction term in equation (17) is larger than 1. Hence, there exists r 1 with 0 < r 1 ≤ r such that
= cos(2a n z) + cosh(2a n r 1 ) = 2 cos(a n (z − ir 1 )) cos(a n (z + ir 1 )).
Thus φ(D)g an (z) has roots with imaginary part r 1 . Solving for r 1 and using inequalities (18) and (19) gives a lower bound for r 1 .
By choosing a n sufficiently large, we cause the lower bound on r 1 to be arbitrarily close to r. So, φ(D) is not a CZSDO in the case ρ < 1, proving Lemma 4.4(a) Next, as in Lemma 4.4(b), assume φ(z) has order ρ = 1 and minimal type. Then the same is true for φ 1 (z). We choose a small positive ǫ with 0 < ǫ < ρ = 1. Thus there exists a positive increasing sequence tending to ∞ such that
for all n. Also since φ 1 (z) has order ρ = 1 and minimal type,
for all sufficiently large a n . For small ǫ and large a n the lower bound on the fraction in inequality (18) is then bounded below as follows:
2 2m e ǫ(4an) > 1. Therefore, similarly to the previous case in which ρ < 1, φ(D)g an (z) has roots with imaginary part r 1 > 0 where
If ǫ is sufficiently small and a n is sufficiently large, the lower bound on r 1 can be made to be arbitrarily close to r. This shows that φ(D) is not a CZSDO when φ(z) has order ρ = 1 and has minimal type, proving Lemma 4.4(b).
Combining Lemmas 4.1 and 4.4 proves Theorem 1.6 parts (a) and (b) in the case φ(0) = 0.
We have now established Theorem 1.6 parts (a) and (b). Theorem 1.6(c) was actually proved in Lemma 3.1. That is, if α ∈ R, then e αD f (z) = f (z + α). The operator e αD merely translates the zeros of f (z) horizontally in the complex plane and does not reduce the size of the strip S(r) containing the roots. So, e αD is not a CZSDO.
The proof of Theorem 1.6 is now complete.
Examples and Conjectures
In this section, we give several examples and make some conjectures based on these examples.
Example 5.1. In Lemmas 3.3 we showed that for a, b ∈ R where a > 0 and for any f (z) ∈ LP(r) with r > 0,
This is called Laguerre's inequality. Suppose φ(0) = 1. Then the constant b φ defined by
is positive. Letting φ(aD) act on z 2 + r 2 where a > 0 and r > 0 gives
The roots of φ(aD)(z 2 + r 2 ) belong to the strip S( r 2 − b φ a 2 ) but they do not belong to any smaller strip.
The calculation of φ(aD)(z 2 + r 2 ) implies that φ ∈ LP 1 , φ(0) = 0, and φ(D) is a CZSDO that maps LP(r) into LP(r ′ ) with 0 ≤ r ′ a < r, we have a lower bound for
In all explicit examples of CZSDOs in the paper involving the differential operator φ(D), we see that the narrowing of the strip S(r) to S(r ′ ) involved constants b φ and c φ where a n (αz) n ∈ LP(r/α).
So, this is an example of a CZSDO. However, if 0 < α < 1, then this multiplier sequence increases the size of the strip containing the zero and is not a CZSDO.
Questions for further study
In addition to the conjectures stated in the previous section, we end this paper with several open problems concerning complex zero strip decreasing operators.
Open Problem 6.1. Completely classify the CZSDOs of the form φ(D), which is the type studied in this paper. This might be done by proving Conjecture 5.4.
Open Problem 6.2. Completely classify the CZSDOs resulting from Γ-sequences as in equation (24).
Open Problem 6.3. Completely classify CZSDOs when the space being acted on is the space of all real polynomials whose roots belong to the region Ω = S(r) for r > 0. Such a classification might be in the style of Borcea and Brändén's classification in [1] , which was mentioned in the introduction to the paper.
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