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Optical neural network (ONN) is emerging as an attractive proposal for machine-learning appli-
cations, enabling high-speed computation with low-energy consumption. However, there are several
challenges in applying ONN for industrial applications, including the realization of activation func-
tions and maintaining stability. In particular, the stability of ONNs decrease with the circuit depth,
limiting the scalability of the ONNs for practical uses. Here we demonstrate how to compress the
circuit depth of ONN to scale only logarithmically, leading to an exponential gain in terms of noise
robustness. Our low-depth (LD) ONN is based on an architecture, called Optical CompuTing Of
dot-Product UnitS (OCTOPUS), which can also be applied individually as a linear perceptron for
solving classification problems. Using the standard data set of Letter Recognition, we present nu-
merical evidence showing that LD-ONN can exhibit a significant gain in noise robustness, compared
with a previous ONN proposal based on singular-value decomposition [Nature Photonics 11, 441
(2017)].
Introduction
Photonic computation represents an emerging tech-
nology enabling high-speed information processing with
low energy consumption [1]. Such technology can po-
tentially be applied to solve many problems of machine
learning, which has already created a significant impact
on the physics community [2–10]. In particular, efforts
have been made for decades in developing optical neu-
ral networks (ONNs) with different approaches [11–20].
Recently, much progress has been made in developing
scalable on-chip photonic circuits [1, 21–24], leading to a
new avenue towards large-scale implementation of ONNs.
Compared with its free-space counterpart, on-chip ONN
has advantages in terms of programmability and integra-
bility [13]. This unconventional hardware architecture
could potentially revolutionize the field of AI computing.
In order to achieve scalable ONNs, various circuit de-
signs have been proposed recently [13, 17, 18], and they
share similar characteristics, such as the scaling complex-
ity of the circuit depth and the form of the multiport in-
terferometers. In particular, ONN-based deep learning
has been experimentally demonstrated [13], by apply-
ing singular-value decomposition (SVD) for construct-
ing any given linear transformation. Physically, these
unitary transformations can be achieved with multiport
interferometers [25, 26], together with a set of diagonal
attenuators.
However, the circuit structure of SVD-ONN is only ap-
plicable for linear transformation represented by a square
matrix; with N -dimensional input and M -dimensional
output of data, the SVD approach of ONN requires
O(max(N,M)) layers of interferometers. As each layer
will introduce errors to its output, the scalability of the
SVD approach of ONN is limited by the errors scaling as
O(max(N,M)). Moreover, for machine-learning tasks of
practical interest, both cases N M (e.g. image recog-
nition [27]) and M  N (e.g. generative model [28])
are very common. Therefore, the SVD approach would
require appending lots of ancillary modes to “square the
matrix”, increasing the spatial complexity of the ONN.
To surmount the problem of robustness and flexibility,
we propose an alternative approach of ONN for perform-
ing machine-learning tasks. Our ONN is constructed by
connecting basic optical units, called Optical Computa-
tion of dot-Product Units (OCTOPUS), which optically
outputs the dot-product of two vectors; the resulting cir-
cuit depth scales logarithmically O(logN). Even a single
OCTOPUS can be applied as an optical linear percep-
tron [29]. In addition, the noise robustness of the OCTO-
PUS exhibits an exponential advantage compared with
the SVD approach (see [30] for the theoretical analysis ).
On the other hand, for constructing a deep neural net-
work, we propose two variants of low depth ONN, called
tree low depth (TLD) and recursive low depth (RLD)
ONN. Both architectures involve OCTOPUS as basic op-
tical computing units, and they are applicable for non-
square transformation at each layer as well, i.e., N 6= M .
The TLD-ONN requires fewer optical elements, but may
cost more energy; the RLD-ONN involves a more com-
plex structure, but it is more energy efficient. In terms of
noise robustness, our numerical simulation suggests that
TLD- and RTD-ONN have the same level of robustness,
but both of them are significantly better than SVD-ONN.
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FIG. 1: SVD approach for linear transformation. The 8 × 8
square matrix is decomposed to two unitary U and V †, and
a diagonal matrx Σ. The unitary matrices are realized by a
set of M-Z interferometers, and Σ is realized with a set of
attenuators.
Results
Linear Transformation— Given a one dimensional real
vector x and an N ×M real transformation matrix W ,
our goal is to optically achieve the following linear trans-
formation
y = Wx. (1)
In the SVD approach [13], N = M is assumed. Otherwise
one needs to manually append many “0”s to square the
corresponding matrix and vectors. Then, the matrix is
decomposed as W = UΣV † (see Fig. 1), where U and
V † are unitary matrices, and Σ is a diagonal matrix. In
optical implementation, U and V † can be realized with
multiport interferometers of circuit depth O(N), and Σ
can be realized with a set of attenuators or amplifiers [13,
31].
In contrast, our OCTOPUS solves the same problem
by calculating the elements of the output y “one by one”.
We require M copies of the input x, each of which serves
as the input of one OCTOPUS. The ith OCTOPUS en-
codes the ith row of the matrix W (denoted with wi),
and aims at calculating the ith element of the result
yi = w
T
i · x.
The structure of OCTOPUS is shown in Fig. 2a (see
Methods for details). At Part I, wTi is encoded with a set
of tunable attenuators and phase shifters. In particular,
the attenuators encode the magnitude of wTi , while the
phase shifters conditionally add a pi phase to the signal
when the elements are negative. At Part II, we require
a set of optical Hadamard transformation [25, 26]. After
each Hadamard transformation, we only trace the out-
put port corresponding to the “sum” of its input (other
paths denoted with dash lines are discarded). They are
constructed as an interferometer tree of n layers with
totally N = 2n input ports and 1 output port. The am-
plitude of the final output becomes 1√
N
wTi · x = 1√N yi,
which is the desired outcome multiplying a constant.
Note that the circuit depths of the SVD approach and
the OCTOPUS approach are very different. The for-
dc x
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<latexit sha1_base64="D3AX+j/PE1m53fMd5IxYxCDCOuI=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KkkR9Fj04rGi/YA 2lM120i7dbMLuRgihP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLEsG1cd1vZ219Y3Nru7RT3t3bPzisHB23dZwqhi0Wi1h1A6pRcIktw43AbqKQRoHATjC5nfmdJ1Sax/LRZAn6ER1JHnJGjZUeskF9UKm6NXcOskq8glShQHNQ+eoPY5ZGKA0TVOue5ybGz6kynAm clvupxoSyCR1hz1JJI9R+Pj91Ss6tMiRhrGxJQ+bq74mcRlpnUWA7I2rGetmbif95vdSE137OZZIalGyxKEwFMTGZ/U2GXCEzIrOEMsXtrYSNqaLM2HTKNgRv+eVV0q7XPLfm3V9WGzdFHCU4hTO4AA+uoAF30IQWMBjBM7zCmyOcF+fd+Vi0rjnFzAn8gfP5Aw66 jaI=</latexit><latexit sha1_base64="D3AX+j/PE1m53fMd5IxYxCDCOuI=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KkkR9Fj04rGi/YA 2lM120i7dbMLuRgihP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLEsG1cd1vZ219Y3Nru7RT3t3bPzisHB23dZwqhi0Wi1h1A6pRcIktw43AbqKQRoHATjC5nfmdJ1Sax/LRZAn6ER1JHnJGjZUeskF9UKm6NXcOskq8glShQHNQ+eoPY5ZGKA0TVOue5ybGz6kynAm clvupxoSyCR1hz1JJI9R+Pj91Ss6tMiRhrGxJQ+bq74mcRlpnUWA7I2rGetmbif95vdSE137OZZIalGyxKEwFMTGZ/U2GXCEzIrOEMsXtrYSNqaLM2HTKNgRv+eVV0q7XPLfm3V9WGzdFHCU4hTO4AA+uoAF30IQWMBjBM7zCmyOcF+fd+Vi0rjnFzAn8gfP5Aw66 jaI=</latexit><latexit sha1_base64="D3AX+j/PE1m53fMd5IxYxCDCOuI=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KkkR9Fj04rGi/YA 2lM120i7dbMLuRgihP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLEsG1cd1vZ219Y3Nru7RT3t3bPzisHB23dZwqhi0Wi1h1A6pRcIktw43AbqKQRoHATjC5nfmdJ1Sax/LRZAn6ER1JHnJGjZUeskF9UKm6NXcOskq8glShQHNQ+eoPY5ZGKA0TVOue5ybGz6kynAm clvupxoSyCR1hz1JJI9R+Pj91Ss6tMiRhrGxJQ+bq74mcRlpnUWA7I2rGetmbif95vdSE137OZZIalGyxKEwFMTGZ/U2GXCEzIrOEMsXtrYSNqaLM2HTKNgRv+eVV0q7XPLfm3V9WGzdFHCU4hTO4AA+uoAF30IQWMBjBM7zCmyOcF+fd+Vi0rjnFzAn8gfP5Aw66 jaI=</latexit><latexit sha1_base64="D3AX+j/PE1m53fMd5IxYxCDCOuI=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSJ4KkkR9Fj04rGi/YA 2lM120i7dbMLuRgihP8GLB0W8+ou8+W/ctjlo64OBx3szzMwLEsG1cd1vZ219Y3Nru7RT3t3bPzisHB23dZwqhi0Wi1h1A6pRcIktw43AbqKQRoHATjC5nfmdJ1Sax/LRZAn6ER1JHnJGjZUeskF9UKm6NXcOskq8glShQHNQ+eoPY5ZGKA0TVOue5ybGz6kynAm clvupxoSyCR1hz1JJI9R+Pj91Ss6tMiRhrGxJQ+bq74mcRlpnUWA7I2rGetmbif95vdSE137OZZIalGyxKEwFMTGZ/U2GXCEzIrOEMsXtrYSNqaLM2HTKNgRv+eVV0q7XPLfm3V9WGzdFHCU4hTO4AA+uoAF30IQWMBjBM7zCmyOcF+fd+Vi0rjnFzAn8gfP5Aw66 jaI=</latexit>
yM
<latexit sha1_base64="RwCd4PsRh7MxPxfVF7s5F92fO6o=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRixehorW FNpTNdtMu3WzC7kQIoT/BiwdFvPqLvPlv3LY5aOuDgcd7M8zMCxIpDLrut1NaWV1b3yhvVra2d3b3qvsHjyZONeMtFstYdwJquBSKt1Cg5J1EcxoFkreD8fXUbz9xbUSsHjBLuB/RoRKhYBStdJ/1b/vVmlt3ZyDLxCtIDQo0+9Wv3iBmacQVMkmN6Xpugn5ONQo m+aTSSw1PKBvTIe9aqmjEjZ/PTp2QE6sMSBhrWwrJTP09kdPImCwKbGdEcWQWvan4n9dNMbz0c6GSFLli80VhKgnGZPo3GQjNGcrMEsq0sLcSNqKaMrTpVGwI3uLLy+TxrO65de/uvNa4KuIowxEcwyl4cAENuIEmtIDBEJ7hFd4c6bw4787HvLXkFDOH8AfO5w83 po29</latexit><latexit sha1_base64="RwCd4PsRh7MxPxfVF7s5F92fO6o=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRixehorW FNpTNdtMu3WzC7kQIoT/BiwdFvPqLvPlv3LY5aOuDgcd7M8zMCxIpDLrut1NaWV1b3yhvVra2d3b3qvsHjyZONeMtFstYdwJquBSKt1Cg5J1EcxoFkreD8fXUbz9xbUSsHjBLuB/RoRKhYBStdJ/1b/vVmlt3ZyDLxCtIDQo0+9Wv3iBmacQVMkmN6Xpugn5ONQo m+aTSSw1PKBvTIe9aqmjEjZ/PTp2QE6sMSBhrWwrJTP09kdPImCwKbGdEcWQWvan4n9dNMbz0c6GSFLli80VhKgnGZPo3GQjNGcrMEsq0sLcSNqKaMrTpVGwI3uLLy+TxrO65de/uvNa4KuIowxEcwyl4cAENuIEmtIDBEJ7hFd4c6bw4787HvLXkFDOH8AfO5w83 po29</latexit><latexit sha1_base64="RwCd4PsRh7MxPxfVF7s5F92fO6o=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRixehorW FNpTNdtMu3WzC7kQIoT/BiwdFvPqLvPlv3LY5aOuDgcd7M8zMCxIpDLrut1NaWV1b3yhvVra2d3b3qvsHjyZONeMtFstYdwJquBSKt1Cg5J1EcxoFkreD8fXUbz9xbUSsHjBLuB/RoRKhYBStdJ/1b/vVmlt3ZyDLxCtIDQo0+9Wv3iBmacQVMkmN6Xpugn5ONQo m+aTSSw1PKBvTIe9aqmjEjZ/PTp2QE6sMSBhrWwrJTP09kdPImCwKbGdEcWQWvan4n9dNMbz0c6GSFLli80VhKgnGZPo3GQjNGcrMEsq0sLcSNqKaMrTpVGwI3uLLy+TxrO65de/uvNa4KuIowxEcwyl4cAENuIEmtIDBEJ7hFd4c6bw4787HvLXkFDOH8AfO5w83 po29</latexit><latexit sha1_base64="RwCd4PsRh7MxPxfVF7s5F92fO6o=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRixehorW FNpTNdtMu3WzC7kQIoT/BiwdFvPqLvPlv3LY5aOuDgcd7M8zMCxIpDLrut1NaWV1b3yhvVra2d3b3qvsHjyZONeMtFstYdwJquBSKt1Cg5J1EcxoFkreD8fXUbz9xbUSsHjBLuB/RoRKhYBStdJ/1b/vVmlt3ZyDLxCtIDQo0+9Wv3iBmacQVMkmN6Xpugn5ONQo m+aTSSw1PKBvTIe9aqmjEjZ/PTp2QE6sMSBhrWwrJTP09kdPImCwKbGdEcWQWvan4n9dNMbz0c6GSFLli80VhKgnGZPo3GQjNGcrMEsq0sLcSNqKaMrTpVGwI3uLLy+TxrO65de/uvNa4KuIowxEcwyl4cAENuIEmtIDBEJ7hFd4c6bw4787HvLXkFDOH8AfO5w83 po29</latexit>
··
·
<latexit sha1_base64="C/ThE3LO0bsU2xdfe5suNCnJ9S4=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cK9gPaUDabTbt2kw27E6GE/gcvHhTx6v/x5r9x2+agrQ8GHu/NMDMvSKUw6LrfTmltfWNzq7xd2dnd2z+oHh61jco04y2mpNLdgBouRcJbKFDybqo5jQPJO8H4duZ3nrg2QiUPOEm5H9NhIiLBKFqp3WehQjOo1ty6OwdZJV5BalCgOah+9UPFspgnyCQ1pue5Kfo51SiY5NNKPzM8pWxMh7xnaUJjbvx8fu2UnFklJJHSthIkc/X3RE5jYyZxYDtjiiOz7M3E/7xehtG1n4skzZAnbLEoyiRBRWavk1BozlBOLKFMC3srYSOqKUMbUMWG4C2/vEraF3XPrXv3l7XGTRFHGU7gFM7BgytowB00oQUMHuEZXuHNUc6L8+58LFpLTjFzDH/gfP4ArlePLw==</latexit><latexit sha1_base64="C/ThE3LO0bsU2xdfe5suNCnJ9S4=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cK9gPaUDabTbt2kw27E6GE/gcvHhTx6v/x5r9x2+agrQ8GHu/NMDMvSKUw6LrfTmltfWNzq7xd2dnd2z+oHh61jco04y2mpNLdgBouRcJbKFDybqo5jQPJO8H4duZ3nrg2QiUPOEm5H9NhIiLBKFqp3WehQjOo1ty6OwdZJV5BalCgOah+9UPFspgnyCQ1pue5Kfo51SiY5NNKPzM8pWxMh7xnaUJjbvx8fu2UnFklJJHSthIkc/X3RE5jYyZxYDtjiiOz7M3E/7xehtG1n4skzZAnbLEoyiRBRWavk1BozlBOLKFMC3srYSOqKUMbUMWG4C2/vEraF3XPrXv3l7XGTRFHGU7gFM7BgytowB00oQUMHuEZXuHNUc6L8+58LFpLTjFzDH/gfP4ArlePLw==</latexit><latexit sha1_base64="C/ThE3LO0bsU2xdfe5suNCnJ9S4=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cK9gPaUDabTbt2kw27E6GE/gcvHhTx6v/x5r9x2+agrQ8GHu/NMDMvSKUw6LrfTmltfWNzq7xd2dnd2z+oHh61jco04y2mpNLdgBouRcJbKFDybqo5jQPJO8H4duZ3nrg2QiUPOEm5H9NhIiLBKFqp3WehQjOo1ty6OwdZJV5BalCgOah+9UPFspgnyCQ1pue5Kfo51SiY5NNKPzM8pWxMh7xnaUJjbvx8fu2UnFklJJHSthIkc/X3RE5jYyZxYDtjiiOz7M3E/7xehtG1n4skzZAnbLEoyiRBRWavk1BozlBOLKFMC3srYSOqKUMbUMWG4C2/vEraF3XPrXv3l7XGTRFHGU7gFM7BgytowB00oQUMHuEZXuHNUc6L8+58LFpLTjFzDH/gfP4ArlePLw==</latexit><latexit sha1_base64="C/ThE3LO0bsU2xdfe5suNCnJ9S4=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cK9gPaUDabTbt2kw27E6GE/gcvHhTx6v/x5r9x2+agrQ8GHu/NMDMvSKUw6LrfTmltfWNzq7xd2dnd2z+oHh61jco04y2mpNLdgBouRcJbKFDybqo5jQPJO8H4duZ3nrg2QiUPOEm5H9NhIiLBKFqp3WehQjOo1ty6OwdZJV5BalCgOah+9UPFspgnyCQ1pue5Kfo51SiY5NNKPzM8pWxMh7xnaUJjbvx8fu2UnFklJJHSthIkc/X3RE5jYyZxYDtjiiOz7M3E/7xehtG1n4skzZAnbLEoyiRBRWavk1BozlBOLKFMC3srYSOqKUMbUMWG4C2/vEraF3XPrXv3l7XGTRFHGU7gFM7BgytowB00oQUMHuEZXuHNUc6L8+58LFpLTjFzDH/gfP4ArlePLw==</latexit>
Part I Part II
a b
=
=
| |
<latexit sha1_base64="qWsxA6yXj43i0lKPsjaMp+x3PSo=">AAAB7nicbVDLSgNBEOz1GeMr6tHLYBA8hV0R9Bj04jGC eUCyhNlJJxky+2CmVwibfIQXD4p49Xu8+TdOkj1oYkFDUdVNd1eQKGnIdb+dtfWNza3twk5xd2//4LB0dNwwcaoF1kWsYt0KuEElI6yTJIWtRCMPA4XNYHQ385tPqI2Mo0caJ+iHfBDJvhScrNScdAIkPumWym7FnYOtEi8nZchR65a+Or1YpCFGJBQ3pu25 CfkZ1ySFwmmxkxpMuBjxAbYtjXiIxs/m507ZuVV6rB9rWxGxufp7IuOhMeMwsJ0hp6FZ9mbif147pf6Nn8koSQkjsVjUTxWjmM1+Zz2pUZAaW8KFlvZWJoZcc0E2oaINwVt+eZU0LiueW/EersrV2zyOApzCGVyAB9dQhXuoQR0EjOAZXuHNSZwX5935WLSu OfnMCfyB8/kDio6PsA==</latexit><latexit sha1_base64="qWsxA6yXj43i0lKPsjaMp+x3PSo=">AAAB7nicbVDLSgNBEOz1GeMr6tHLYBA8hV0R9Bj04jGC eUCyhNlJJxky+2CmVwibfIQXD4p49Xu8+TdOkj1oYkFDUdVNd1eQKGnIdb+dtfWNza3twk5xd2//4LB0dNwwcaoF1kWsYt0KuEElI6yTJIWtRCMPA4XNYHQ385tPqI2Mo0caJ+iHfBDJvhScrNScdAIkPumWym7FnYOtEi8nZchR65a+Or1YpCFGJBQ3pu25 CfkZ1ySFwmmxkxpMuBjxAbYtjXiIxs/m507ZuVV6rB9rWxGxufp7IuOhMeMwsJ0hp6FZ9mbif147pf6Nn8koSQkjsVjUTxWjmM1+Zz2pUZAaW8KFlvZWJoZcc0E2oaINwVt+eZU0LiueW/EersrV2zyOApzCGVyAB9dQhXuoQR0EjOAZXuHNSZwX5935WLSu OfnMCfyB8/kDio6PsA==</latexit><latexit sha1_base64="qWsxA6yXj43i0lKPsjaMp+x3PSo=">AAAB7nicbVDLSgNBEOz1GeMr6tHLYBA8hV0R9Bj04jGC eUCyhNlJJxky+2CmVwibfIQXD4p49Xu8+TdOkj1oYkFDUdVNd1eQKGnIdb+dtfWNza3twk5xd2//4LB0dNwwcaoF1kWsYt0KuEElI6yTJIWtRCMPA4XNYHQ385tPqI2Mo0caJ+iHfBDJvhScrNScdAIkPumWym7FnYOtEi8nZchR65a+Or1YpCFGJBQ3pu25 CfkZ1ySFwmmxkxpMuBjxAbYtjXiIxs/m507ZuVV6rB9rWxGxufp7IuOhMeMwsJ0hp6FZ9mbif147pf6Nn8koSQkjsVjUTxWjmM1+Zz2pUZAaW8KFlvZWJoZcc0E2oaINwVt+eZU0LiueW/EersrV2zyOApzCGVyAB9dQhXuoQR0EjOAZXuHNSZwX5935WLSu OfnMCfyB8/kDio6PsA==</latexit><latexit sha1_base64="qWsxA6yXj43i0lKPsjaMp+x3PSo=">AAAB7nicbVDLSgNBEOz1GeMr6tHLYBA8hV0R9Bj04jGC eUCyhNlJJxky+2CmVwibfIQXD4p49Xu8+TdOkj1oYkFDUdVNd1eQKGnIdb+dtfWNza3twk5xd2//4LB0dNwwcaoF1kWsYt0KuEElI6yTJIWtRCMPA4XNYHQ385tPqI2Mo0caJ+iHfBDJvhScrNScdAIkPumWym7FnYOtEi8nZchR65a+Or1YpCFGJBQ3pu25 CfkZ1ySFwmmxkxpMuBjxAbYtjXiIxs/m507ZuVV6rB9rWxGxufp7IuOhMeMwsJ0hp6FZ9mbif147pf6Nn8koSQkjsVjUTxWjmM1+Zz2pUZAaW8KFlvZWJoZcc0E2oaINwVt+eZU0LiueW/EersrV2zyOApzCGVyAB9dQhXuoQR0EjOAZXuHNSZwX5935WLSu OfnMCfyB8/kDio6PsA==</latexit>
sgn 
<latexit sha1_base64="8L0ns0c6ECnQEB0lRDwjQGdPAJ8=">AAAB+HicbVBNS8NAEN3Ur1o/GvXoJVgETyURQY9FLx4r2A9oQtlsJ+3SzSbs TsQa+ku8eFDEqz/Fm//GbZuDtj4YeLw3w8y8MBVco+t+W6W19Y3NrfJ2ZWd3b79qHxy2dZIpBi2WiER1Q6pBcAkt5CigmyqgcSigE45vZn7nAZTmibzHSQpBTIeSR5xRNFLfrvoIj5jroZz6ISDt2zW37s7hrBKvIDVSoNm3v/xBwrIYJDJBte55bopBThVyJmBa8TMNKWVjOoSeoZLGoIN8fvjUOTXK wIkSZUqiM1d/T+Q01noSh6YzpjjSy95M/M/rZRhdBTmXaYYg2WJRlAkHE2eWgjPgChiKiSGUKW5uddiIKsrQZFUxIXjLL6+S9nndc+ve3UWtcV3EUSbH5IScEY9ckga5JU3SIoxk5Jm8kjfryXqx3q2PRWvJKmaOyB9Ynz95wZOa</latexit><latexit sha1_base64="8L0ns0c6ECnQEB0lRDwjQGdPAJ8=">AAAB+HicbVBNS8NAEN3Ur1o/GvXoJVgETyURQY9FLx4r2A9oQtlsJ+3SzSbs TsQa+ku8eFDEqz/Fm//GbZuDtj4YeLw3w8y8MBVco+t+W6W19Y3NrfJ2ZWd3b79qHxy2dZIpBi2WiER1Q6pBcAkt5CigmyqgcSigE45vZn7nAZTmibzHSQpBTIeSR5xRNFLfrvoIj5jroZz6ISDt2zW37s7hrBKvIDVSoNm3v/xBwrIYJDJBte55bopBThVyJmBa8TMNKWVjOoSeoZLGoIN8fvjUOTXK wIkSZUqiM1d/T+Q01noSh6YzpjjSy95M/M/rZRhdBTmXaYYg2WJRlAkHE2eWgjPgChiKiSGUKW5uddiIKsrQZFUxIXjLL6+S9nndc+ve3UWtcV3EUSbH5IScEY9ckga5JU3SIoxk5Jm8kjfryXqx3q2PRWvJKmaOyB9Ynz95wZOa</latexit><latexit sha1_base64="8L0ns0c6ECnQEB0lRDwjQGdPAJ8=">AAAB+HicbVBNS8NAEN3Ur1o/GvXoJVgETyURQY9FLx4r2A9oQtlsJ+3SzSbs TsQa+ku8eFDEqz/Fm//GbZuDtj4YeLw3w8y8MBVco+t+W6W19Y3NrfJ2ZWd3b79qHxy2dZIpBi2WiER1Q6pBcAkt5CigmyqgcSigE45vZn7nAZTmibzHSQpBTIeSR5xRNFLfrvoIj5jroZz6ISDt2zW37s7hrBKvIDVSoNm3v/xBwrIYJDJBte55bopBThVyJmBa8TMNKWVjOoSeoZLGoIN8fvjUOTXK wIkSZUqiM1d/T+Q01noSh6YzpjjSy95M/M/rZRhdBTmXaYYg2WJRlAkHE2eWgjPgChiKiSGUKW5uddiIKsrQZFUxIXjLL6+S9nndc+ve3UWtcV3EUSbH5IScEY9ckga5JU3SIoxk5Jm8kjfryXqx3q2PRWvJKmaOyB9Ynz95wZOa</latexit><latexit sha1_base64="8L0ns0c6ECnQEB0lRDwjQGdPAJ8=">AAAB+HicbVBNS8NAEN3Ur1o/GvXoJVgETyURQY9FLx4r2A9oQtlsJ+3SzSbs TsQa+ku8eFDEqz/Fm//GbZuDtj4YeLw3w8y8MBVco+t+W6W19Y3NrfJ2ZWd3b79qHxy2dZIpBi2WiER1Q6pBcAkt5CigmyqgcSigE45vZn7nAZTmibzHSQpBTIeSR5xRNFLfrvoIj5jroZz6ISDt2zW37s7hrBKvIDVSoNm3v/xBwrIYJDJBte55bopBThVyJmBa8TMNKWVjOoSeoZLGoIN8fvjUOTXK wIkSZUqiM1d/T+Q01noSh6YzpjjSy95M/M/rZRhdBTmXaYYg2WJRlAkHE2eWgjPgChiKiSGUKW5uddiIKsrQZFUxIXjLL6+S9nndc+ve3UWtcV3EUSbH5IScEY9ckga5JU3SIoxk5Jm8kjfryXqx3q2PRWvJKmaOyB9Ynz95wZOa</latexit>
w
Ref
Signal
x(i)
<latexit sha1_base64="j81xorwSv43wlxj3VnbUdjJ/VnE=">AAAB/XicbVA7T8MwGHTKq5RXeGwsFhVSWaoEIcFYwcJYJPqQ 2lA5jtNadezIdhAlivgrLAwgxMr/YOPf4LQZoOUky6e775PP58eMKu0431ZpaXllda28XtnY3NresXf32kokEpMWFkzIro8UYZSTlqaakW4sCYp8Rjr++Cr3O/dEKir4rZ7ExIvQkNOQYqSNNLAP+r5ggZpE5kof7tIaPcmygV116s4UcJG4BamCAs2B/dUPBE4iwj VmSKme68TaS5HUFDOSVfqJIjHCYzQkPUM5iojy0mn6DB4bJYChkOZwDafq740URSoPaCYjpEdq3svF/7xeosMLL6U8TjThePZQmDCoBcyrgAGVBGs2MQRhSU1WiEdIIqxNYRVTgjv/5UXSPq27Tt29Oas2Los6yuAQHIEacME5aIBr0AQtgMEjeAav4M16sl6sd+tj Nlqyip198AfW5w/yk5WG</latexit><latexit sha1_base64="j81xorwSv43wlxj3VnbUdjJ/VnE=">AAAB/XicbVA7T8MwGHTKq5RXeGwsFhVSWaoEIcFYwcJYJPqQ 2lA5jtNadezIdhAlivgrLAwgxMr/YOPf4LQZoOUky6e775PP58eMKu0431ZpaXllda28XtnY3NresXf32kokEpMWFkzIro8UYZSTlqaakW4sCYp8Rjr++Cr3O/dEKir4rZ7ExIvQkNOQYqSNNLAP+r5ggZpE5kof7tIaPcmygV116s4UcJG4BamCAs2B/dUPBE4iwj VmSKme68TaS5HUFDOSVfqJIjHCYzQkPUM5iojy0mn6DB4bJYChkOZwDafq740URSoPaCYjpEdq3svF/7xeosMLL6U8TjThePZQmDCoBcyrgAGVBGs2MQRhSU1WiEdIIqxNYRVTgjv/5UXSPq27Tt29Oas2Los6yuAQHIEacME5aIBr0AQtgMEjeAav4M16sl6sd+tj Nlqyip198AfW5w/yk5WG</latexit><latexit sha1_base64="j81xorwSv43wlxj3VnbUdjJ/VnE=">AAAB/XicbVA7T8MwGHTKq5RXeGwsFhVSWaoEIcFYwcJYJPqQ 2lA5jtNadezIdhAlivgrLAwgxMr/YOPf4LQZoOUky6e775PP58eMKu0431ZpaXllda28XtnY3NresXf32kokEpMWFkzIro8UYZSTlqaakW4sCYp8Rjr++Cr3O/dEKir4rZ7ExIvQkNOQYqSNNLAP+r5ggZpE5kof7tIaPcmygV116s4UcJG4BamCAs2B/dUPBE4iwj VmSKme68TaS5HUFDOSVfqJIjHCYzQkPUM5iojy0mn6DB4bJYChkOZwDafq740URSoPaCYjpEdq3svF/7xeosMLL6U8TjThePZQmDCoBcyrgAGVBGs2MQRhSU1WiEdIIqxNYRVTgjv/5UXSPq27Tt29Oas2Los6yuAQHIEacME5aIBr0AQtgMEjeAav4M16sl6sd+tj Nlqyip198AfW5w/yk5WG</latexit><latexit sha1_base64="j81xorwSv43wlxj3VnbUdjJ/VnE=">AAAB/XicbVA7T8MwGHTKq5RXeGwsFhVSWaoEIcFYwcJYJPqQ 2lA5jtNadezIdhAlivgrLAwgxMr/YOPf4LQZoOUky6e775PP58eMKu0431ZpaXllda28XtnY3NresXf32kokEpMWFkzIro8UYZSTlqaakW4sCYp8Rjr++Cr3O/dEKir4rZ7ExIvQkNOQYqSNNLAP+r5ggZpE5kof7tIaPcmygV116s4UcJG4BamCAs2B/dUPBE4iwj VmSKme68TaS5HUFDOSVfqJIjHCYzQkPUM5iojy0mn6DB4bJYChkOZwDafq740URSoPaCYjpEdq3svF/7xeosMLL6U8TjThePZQmDCoBcyrgAGVBGs2MQRhSU1WiEdIIqxNYRVTgjv/5UXSPq27Tt29Oas2Los6yuAQHIEacME5aIBr0AQtgMEjeAav4M16sl6sd+tj Nlqyip198AfW5w/yk5WG</latexit>
w  w + ⌘x(i)
<latexit sha1_base64="4mrgVfgOU7y1mW//eAg460tKRr4=">AAACKHicbVBNS8NAEN34WetX1aOXYBEqQklE0JtFLx4VbBWaWDbbiV26yYbdibWE/Bwv/hUvIop49Ze4bXPQ 6oNlH+/NMDMvSATX6Dif1szs3PzCYmmpvLyyurZe2dhsaZkqBk0mhVQ3AdUgeAxN5CjgJlFAo0DAddA/G/nX96A0l/EVDhPwI3oX85AzikbqVE68QIquHkbmywa5JyBEqpQc/Nb3PUD6U3q4zWp8L887lapTd8aw/xK3IFVS4KJTefW6kqURxMgE1brtOgn6GVXImYC87KUaEsr69A7ahsY0Au1n40Nze9coXTuUyrwY7bH6syOjkR4taCojij097Y3E/7x2iuGxn/E4 SRFiNhkUpsJGaY9Ss7tcAUMxNIQyxc2uNutRRRmabMsmBHf65L+kdVB3nbp7eVhtnBZxlMg22SE14pIj0iDn5II0CSOP5Jm8kXfryXqxPqzPSemMVfRskV+wvr4BV6WpKw==</latexit><latexit sha1_base64="4mrgVfgOU7y1mW//eAg460tKRr4=">AAACKHicbVBNS8NAEN34WetX1aOXYBEqQklE0JtFLx4VbBWaWDbbiV26yYbdibWE/Bwv/hUvIop49Ze4bXPQ 6oNlH+/NMDMvSATX6Dif1szs3PzCYmmpvLyyurZe2dhsaZkqBk0mhVQ3AdUgeAxN5CjgJlFAo0DAddA/G/nX96A0l/EVDhPwI3oX85AzikbqVE68QIquHkbmywa5JyBEqpQc/Nb3PUD6U3q4zWp8L887lapTd8aw/xK3IFVS4KJTefW6kqURxMgE1brtOgn6GVXImYC87KUaEsr69A7ahsY0Au1n40Nze9coXTuUyrwY7bH6syOjkR4taCojij097Y3E/7x2iuGxn/E4 SRFiNhkUpsJGaY9Ss7tcAUMxNIQyxc2uNutRRRmabMsmBHf65L+kdVB3nbp7eVhtnBZxlMg22SE14pIj0iDn5II0CSOP5Jm8kXfryXqxPqzPSemMVfRskV+wvr4BV6WpKw==</latexit><latexit sha1_base64="4mrgVfgOU7y1mW//eAg460tKRr4=">AAACKHicbVBNS8NAEN34WetX1aOXYBEqQklE0JtFLx4VbBWaWDbbiV26yYbdibWE/Bwv/hUvIop49Ze4bXPQ 6oNlH+/NMDMvSATX6Dif1szs3PzCYmmpvLyyurZe2dhsaZkqBk0mhVQ3AdUgeAxN5CjgJlFAo0DAddA/G/nX96A0l/EVDhPwI3oX85AzikbqVE68QIquHkbmywa5JyBEqpQc/Nb3PUD6U3q4zWp8L887lapTd8aw/xK3IFVS4KJTefW6kqURxMgE1brtOgn6GVXImYC87KUaEsr69A7ahsY0Au1n40Nze9coXTuUyrwY7bH6syOjkR4taCojij097Y3E/7x2iuGxn/E4 SRFiNhkUpsJGaY9Ss7tcAUMxNIQyxc2uNutRRRmabMsmBHf65L+kdVB3nbp7eVhtnBZxlMg22SE14pIj0iDn5II0CSOP5Jm8kXfryXqxPqzPSemMVfRskV+wvr4BV6WpKw==</latexit><latexit sha1_base64="4mrgVfgOU7y1mW//eAg460tKRr4=">AAACKHicbVBNS8NAEN34WetX1aOXYBEqQklE0JtFLx4VbBWaWDbbiV26yYbdibWE/Bwv/hUvIop49Ze4bXPQ 6oNlH+/NMDMvSATX6Dif1szs3PzCYmmpvLyyurZe2dhsaZkqBk0mhVQ3AdUgeAxN5CjgJlFAo0DAddA/G/nX96A0l/EVDhPwI3oX85AzikbqVE68QIquHkbmywa5JyBEqpQc/Nb3PUD6U3q4zWp8L887lapTd8aw/xK3IFVS4KJTefW6kqURxMgE1brtOgn6GVXImYC87KUaEsr69A7ahsY0Au1n40Nze9coXTuUyrwY7bH6syOjkR4taCojij097Y3E/7x2iuGxn/E4 SRFiNhkUpsJGaY9Ss7tcAUMxNIQyxc2uNutRRRmabMsmBHf65L+kdVB3nbp7eVhtnBZxlMg22SE14pIj0iDn5II0CSOP5Jm8kXfryXqxPqzPSemMVfRskV+wvr4BV6WpKw==</latexit>
if y(i) 6= fw(x(i)) :
<latexit sha1_base64="YK3rEh92vm74S3UCt1mjBbK/ZSo=">AAACJHicbVC7TsMwFHV4lvIKMLJYtEjtUiVdQLBUsDAWiT6kpkSO67RWHSfYDlBF+RgWfoWFgYcYWPgWn LZDaTmS5eNzz5XvPV7EqFSW9W0sLa+srq3nNvKbW9s7u+beflOGscCkgUMWiraHJGGUk4aiipF2JAgKPEZa3vAyq7fuiZA05DdqFJFugPqc+hQjpSXXPKc+LI5ukxItpw4nd9B3E8cLWU+OAn0lD2lamn0/TqxpuQjPXLNgVawx4CKxp6QApqi75ofTC3EcEK4wQ1J2bCtS3QQJRTEjad6JJYkQHqI+6WjKUUBkNxkvmcJjrfSgHwp9uIJjdbYjQYHMhtTOAK mBnK9l4n+1Tqz8025CeRQrwvHkIz9mUIUwSwz2qCBYsZEmCAuqZ4V4gATCSuea1yHY8ysvkma1YlsV+7paqF1M48iBQ3AESsAGJ6AGrkAdNAAGT+AFvIF349l4NT6Nr4l1yZj2HIA/MH5+Ae2XpPQ=</latexit><latexit sha1_base64="YK3rEh92vm74S3UCt1mjBbK/ZSo=">AAACJHicbVC7TsMwFHV4lvIKMLJYtEjtUiVdQLBUsDAWiT6kpkSO67RWHSfYDlBF+RgWfoWFgYcYWPgWn LZDaTmS5eNzz5XvPV7EqFSW9W0sLa+srq3nNvKbW9s7u+beflOGscCkgUMWiraHJGGUk4aiipF2JAgKPEZa3vAyq7fuiZA05DdqFJFugPqc+hQjpSXXPKc+LI5ukxItpw4nd9B3E8cLWU+OAn0lD2lamn0/TqxpuQjPXLNgVawx4CKxp6QApqi75ofTC3EcEK4wQ1J2bCtS3QQJRTEjad6JJYkQHqI+6WjKUUBkNxkvmcJjrfSgHwp9uIJjdbYjQYHMhtTOAK mBnK9l4n+1Tqz8025CeRQrwvHkIz9mUIUwSwz2qCBYsZEmCAuqZ4V4gATCSuea1yHY8ysvkma1YlsV+7paqF1M48iBQ3AESsAGJ6AGrkAdNAAGT+AFvIF349l4NT6Nr4l1yZj2HIA/MH5+Ae2XpPQ=</latexit><latexit sha1_base64="YK3rEh92vm74S3UCt1mjBbK/ZSo=">AAACJHicbVC7TsMwFHV4lvIKMLJYtEjtUiVdQLBUsDAWiT6kpkSO67RWHSfYDlBF+RgWfoWFgYcYWPgWn LZDaTmS5eNzz5XvPV7EqFSW9W0sLa+srq3nNvKbW9s7u+beflOGscCkgUMWiraHJGGUk4aiipF2JAgKPEZa3vAyq7fuiZA05DdqFJFugPqc+hQjpSXXPKc+LI5ukxItpw4nd9B3E8cLWU+OAn0lD2lamn0/TqxpuQjPXLNgVawx4CKxp6QApqi75ofTC3EcEK4wQ1J2bCtS3QQJRTEjad6JJYkQHqI+6WjKUUBkNxkvmcJjrfSgHwp9uIJjdbYjQYHMhtTOAK mBnK9l4n+1Tqz8025CeRQrwvHkIz9mUIUwSwz2qCBYsZEmCAuqZ4V4gATCSuea1yHY8ysvkma1YlsV+7paqF1M48iBQ3AESsAGJ6AGrkAdNAAGT+AFvIF349l4NT6Nr4l1yZj2HIA/MH5+Ae2XpPQ=</latexit><latexit sha1_base64="YK3rEh92vm74S3UCt1mjBbK/ZSo=">AAACJHicbVC7TsMwFHV4lvIKMLJYtEjtUiVdQLBUsDAWiT6kpkSO67RWHSfYDlBF+RgWfoWFgYcYWPgWn LZDaTmS5eNzz5XvPV7EqFSW9W0sLa+srq3nNvKbW9s7u+beflOGscCkgUMWiraHJGGUk4aiipF2JAgKPEZa3vAyq7fuiZA05DdqFJFugPqc+hQjpSXXPKc+LI5ukxItpw4nd9B3E8cLWU+OAn0lD2lamn0/TqxpuQjPXLNgVawx4CKxp6QApqi75ofTC3EcEK4wQ1J2bCtS3QQJRTEjad6JJYkQHqI+6WjKUUBkNxkvmcJjrfSgHwp9uIJjdbYjQYHMhtTOAK mBnK9l4n+1Tqz8025CeRQrwvHkIz9mUIUwSwz2qCBYsZEmCAuqZ4V4gATCSuea1yHY8ysvkma1YlsV+7paqF1M48iBQ3AESsAGJ6AGrkAdNAAGT+AFvIF349l4NT6Nr4l1yZj2HIA/MH5+Ae2XpPQ=</latexit>
wT1<latexit sha1_base64="jqyPb5/EGdjwk8mlBCKg0zvHqBs=">AAAB+3icbVA7T8MwGHTKq5RXKCOLRYXEVCUICcYKFsYi9SW1IXIcp7Xq2JHtAFWUv8 LCAEKs/BE2/g1OmwFaTrJ8uvs++XxBwqjSjvNtVdbWNza3qtu1nd29/QP7sN5TIpWYdLFgQg4CpAijnHQ11YwMEklQHDDSD6Y3hd9/IFJRwTt6lhAvRmNOI4qRNpJv10eBYKGaxebKHn33vpP7dsNpOnPAVeKWpAFKtH37axQKnMaEa8yQUkPXSbSXIakpZiSvjVJFEoSnaEyGhnIUE+Vl8+w5PDVKCCMhzeEaztXf GxmKVRHPTMZIT9SyV4j/ecNUR1deRnmSasLx4qEoZVALWBQBQyoJ1mxmCMKSmqwQT5BEWJu6aqYEd/nLq6R33nSdpnt30Whdl3VUwTE4AWfABZegBW5BG3QBBk/gGbyCNyu3Xqx362MxWrHKnSPwB9bnD19FlKM=</latexit><latexit sha1_base64="jqyPb5/EGdjwk8mlBCKg0zvHqBs=">AAAB+3icbVA7T8MwGHTKq5RXKCOLRYXEVCUICcYKFsYi9SW1IXIcp7Xq2JHtAFWUv8 LCAEKs/BE2/g1OmwFaTrJ8uvs++XxBwqjSjvNtVdbWNza3qtu1nd29/QP7sN5TIpWYdLFgQg4CpAijnHQ11YwMEklQHDDSD6Y3hd9/IFJRwTt6lhAvRmNOI4qRNpJv10eBYKGaxebKHn33vpP7dsNpOnPAVeKWpAFKtH37axQKnMaEa8yQUkPXSbSXIakpZiSvjVJFEoSnaEyGhnIUE+Vl8+w5PDVKCCMhzeEaztXf GxmKVRHPTMZIT9SyV4j/ecNUR1deRnmSasLx4qEoZVALWBQBQyoJ1mxmCMKSmqwQT5BEWJu6aqYEd/nLq6R33nSdpnt30Whdl3VUwTE4AWfABZegBW5BG3QBBk/gGbyCNyu3Xqx362MxWrHKnSPwB9bnD19FlKM=</latexit><latexit sha1_base64="jqyPb5/EGdjwk8mlBCKg0zvHqBs=">AAAB+3icbVA7T8MwGHTKq5RXKCOLRYXEVCUICcYKFsYi9SW1IXIcp7Xq2JHtAFWUv8 LCAEKs/BE2/g1OmwFaTrJ8uvs++XxBwqjSjvNtVdbWNza3qtu1nd29/QP7sN5TIpWYdLFgQg4CpAijnHQ11YwMEklQHDDSD6Y3hd9/IFJRwTt6lhAvRmNOI4qRNpJv10eBYKGaxebKHn33vpP7dsNpOnPAVeKWpAFKtH37axQKnMaEa8yQUkPXSbSXIakpZiSvjVJFEoSnaEyGhnIUE+Vl8+w5PDVKCCMhzeEaztXf GxmKVRHPTMZIT9SyV4j/ecNUR1deRnmSasLx4qEoZVALWBQBQyoJ1mxmCMKSmqwQT5BEWJu6aqYEd/nLq6R33nSdpnt30Whdl3VUwTE4AWfABZegBW5BG3QBBk/gGbyCNyu3Xqx362MxWrHKnSPwB9bnD19FlKM=</latexit><latexit sha1_base64="jqyPb5/EGdjwk8mlBCKg0zvHqBs=">AAAB+3icbVA7T8MwGHTKq5RXKCOLRYXEVCUICcYKFsYi9SW1IXIcp7Xq2JHtAFWUv8 LCAEKs/BE2/g1OmwFaTrJ8uvs++XxBwqjSjvNtVdbWNza3qtu1nd29/QP7sN5TIpWYdLFgQg4CpAijnHQ11YwMEklQHDDSD6Y3hd9/IFJRwTt6lhAvRmNOI4qRNpJv10eBYKGaxebKHn33vpP7dsNpOnPAVeKWpAFKtH37axQKnMaEa8yQUkPXSbSXIakpZiSvjVJFEoSnaEyGhnIUE+Vl8+w5PDVKCCMhzeEaztXf GxmKVRHPTMZIT9SyV4j/ecNUR1deRnmSasLx4qEoZVALWBQBQyoJ1mxmCMKSmqwQT5BEWJu6aqYEd/nLq6R33nSdpnt30Whdl3VUwTE4AWfABZegBW5BG3QBBk/gGbyCNyu3Xqx362MxWrHKnSPwB9bnD19FlKM=</latexit>
wT2<latexit sha1_base64="pbUBTwiG3t1L7rOzx1B/Uq3k1eY=">AAAB+3icbVA7T8MwGHR4lvIKZWSxqJCYqqRCgrGChbFIfUltiBzHaa06dmQ7QB Xlr7AwgBArf4SNf4PTZoCWkyyf7r5PPl+QMKq043xba+sbm1vblZ3q7t7+waF9VOspkUpMulgwIQcBUoRRTrqaakYGiSQoDhjpB9Obwu8/EKmo4B09S4gXozGnEcVIG8m3a6NAsFDNYnNlj37zvpP7dt1pOHPAVeKWpA5KtH37axQKnMaEa8yQUkPXSbSXIakpZiSvjlJFEoSnaEyGhnIUE+Vl8+w5PDNK CCMhzeEaztXfGxmKVRHPTMZIT9SyV4j/ecNUR1deRnmSasLx4qEoZVALWBQBQyoJ1mxmCMKSmqwQT5BEWJu6qqYEd/nLq6TXbLhOw727qLeuyzoq4AScgnPggkvQAregDboAgyfwDF7Bm5VbL9a79bEYXbPKnWPwB9bnD2DMlKQ=</latexit><latexit sha1_base64="pbUBTwiG3t1L7rOzx1B/Uq3k1eY=">AAAB+3icbVA7T8MwGHR4lvIKZWSxqJCYqqRCgrGChbFIfUltiBzHaa06dmQ7QB Xlr7AwgBArf4SNf4PTZoCWkyyf7r5PPl+QMKq043xba+sbm1vblZ3q7t7+waF9VOspkUpMulgwIQcBUoRRTrqaakYGiSQoDhjpB9Obwu8/EKmo4B09S4gXozGnEcVIG8m3a6NAsFDNYnNlj37zvpP7dt1pOHPAVeKWpA5KtH37axQKnMaEa8yQUkPXSbSXIakpZiSvjlJFEoSnaEyGhnIUE+Vl8+w5PDNK CCMhzeEaztXfGxmKVRHPTMZIT9SyV4j/ecNUR1deRnmSasLx4qEoZVALWBQBQyoJ1mxmCMKSmqwQT5BEWJu6qqYEd/nLq6TXbLhOw727qLeuyzoq4AScgnPggkvQAregDboAgyfwDF7Bm5VbL9a79bEYXbPKnWPwB9bnD2DMlKQ=</latexit><latexit sha1_base64="pbUBTwiG3t1L7rOzx1B/Uq3k1eY=">AAAB+3icbVA7T8MwGHR4lvIKZWSxqJCYqqRCgrGChbFIfUltiBzHaa06dmQ7QB Xlr7AwgBArf4SNf4PTZoCWkyyf7r5PPl+QMKq043xba+sbm1vblZ3q7t7+waF9VOspkUpMulgwIQcBUoRRTrqaakYGiSQoDhjpB9Obwu8/EKmo4B09S4gXozGnEcVIG8m3a6NAsFDNYnNlj37zvpP7dt1pOHPAVeKWpA5KtH37axQKnMaEa8yQUkPXSbSXIakpZiSvjlJFEoSnaEyGhnIUE+Vl8+w5PDNK CCMhzeEaztXfGxmKVRHPTMZIT9SyV4j/ecNUR1deRnmSasLx4qEoZVALWBQBQyoJ1mxmCMKSmqwQT5BEWJu6qqYEd/nLq6TXbLhOw727qLeuyzoq4AScgnPggkvQAregDboAgyfwDF7Bm5VbL9a79bEYXbPKnWPwB9bnD2DMlKQ=</latexit><latexit sha1_base64="pbUBTwiG3t1L7rOzx1B/Uq3k1eY=">AAAB+3icbVA7T8MwGHR4lvIKZWSxqJCYqqRCgrGChbFIfUltiBzHaa06dmQ7QB Xlr7AwgBArf4SNf4PTZoCWkyyf7r5PPl+QMKq043xba+sbm1vblZ3q7t7+waF9VOspkUpMulgwIQcBUoRRTrqaakYGiSQoDhjpB9Obwu8/EKmo4B09S4gXozGnEcVIG8m3a6NAsFDNYnNlj37zvpP7dt1pOHPAVeKWpA5KtH37axQKnMaEa8yQUkPXSbSXIakpZiSvjlJFEoSnaEyGhnIUE+Vl8+w5PDNK CCMhzeEaztXfGxmKVRHPTMZIT9SyV4j/ecNUR1deRnmSasLx4qEoZVALWBQBQyoJ1mxmCMKSmqwQT5BEWJu6qqYEd/nLq6TXbLhOw727qLeuyzoq4AScgnPggkvQAregDboAgyfwDF7Bm5VbL9a79bEYXbPKnWPwB9bnD2DMlKQ=</latexit>
wTM<latexit sha1_base64="TDXRSEOs7bhYkc3aVfz+kfULZXM=">AAAB+3icbVDNS8MwHE39nPOrzqOX4BA8jVYEPQ69eBEm7Au2WtI03cLSpCSpOkr/FS8eFPHqP+LN/8Z060E 3H4Q83vv9yMsLEkaVdpxva2V1bX1js7JV3d7Z3du3D2pdJVKJSQcLJmQ/QIowyklHU81IP5EExQEjvWByXfi9ByIVFbytpwnxYjTiNKIYaSP5dm0YCBaqaWyu7NG/vW/nvl13Gs4McJm4JamDEi3f/hqGAqcx4RozpNTAdRLtZUhqihnJq8NUkQThCRqRgaEcxUR52Sx7Dk+MEsJISHO4hjP190aGYlXEM5Mx0mO16BXif94g1dGll1GepJpwPH8oShnUAhZFwJBK gjWbGoKwpCYrxGMkEdamrqopwV388jLpnjVcp+HendebV2UdFXAEjsEpcMEFaIIb0AIdgMETeAav4M3KrRfr3fqYj65Y5c4h+APr8weKCZS/</latexit><latexit sha1_base64="TDXRSEOs7bhYkc3aVfz+kfULZXM=">AAAB+3icbVDNS8MwHE39nPOrzqOX4BA8jVYEPQ69eBEm7Au2WtI03cLSpCSpOkr/FS8eFPHqP+LN/8Z060E 3H4Q83vv9yMsLEkaVdpxva2V1bX1js7JV3d7Z3du3D2pdJVKJSQcLJmQ/QIowyklHU81IP5EExQEjvWByXfi9ByIVFbytpwnxYjTiNKIYaSP5dm0YCBaqaWyu7NG/vW/nvl13Gs4McJm4JamDEi3f/hqGAqcx4RozpNTAdRLtZUhqihnJq8NUkQThCRqRgaEcxUR52Sx7Dk+MEsJISHO4hjP190aGYlXEM5Mx0mO16BXif94g1dGll1GepJpwPH8oShnUAhZFwJBK gjWbGoKwpCYrxGMkEdamrqopwV388jLpnjVcp+HendebV2UdFXAEjsEpcMEFaIIb0AIdgMETeAav4M3KrRfr3fqYj65Y5c4h+APr8weKCZS/</latexit><latexit sha1_base64="TDXRSEOs7bhYkc3aVfz+kfULZXM=">AAAB+3icbVDNS8MwHE39nPOrzqOX4BA8jVYEPQ69eBEm7Au2WtI03cLSpCSpOkr/FS8eFPHqP+LN/8Z060E 3H4Q83vv9yMsLEkaVdpxva2V1bX1js7JV3d7Z3du3D2pdJVKJSQcLJmQ/QIowyklHU81IP5EExQEjvWByXfi9ByIVFbytpwnxYjTiNKIYaSP5dm0YCBaqaWyu7NG/vW/nvl13Gs4McJm4JamDEi3f/hqGAqcx4RozpNTAdRLtZUhqihnJq8NUkQThCRqRgaEcxUR52Sx7Dk+MEsJISHO4hjP190aGYlXEM5Mx0mO16BXif94g1dGll1GepJpwPH8oShnUAhZFwJBK gjWbGoKwpCYrxGMkEdamrqopwV388jLpnjVcp+HendebV2UdFXAEjsEpcMEFaIIb0AIdgMETeAav4M3KrRfr3fqYj65Y5c4h+APr8weKCZS/</latexit><latexit sha1_base64="TDXRSEOs7bhYkc3aVfz+kfULZXM=">AAAB+3icbVDNS8MwHE39nPOrzqOX4BA8jVYEPQ69eBEm7Au2WtI03cLSpCSpOkr/FS8eFPHqP+LN/8Z060E 3H4Q83vv9yMsLEkaVdpxva2V1bX1js7JV3d7Z3du3D2pdJVKJSQcLJmQ/QIowyklHU81IP5EExQEjvWByXfi9ByIVFbytpwnxYjTiNKIYaSP5dm0YCBaqaWyu7NG/vW/nvl13Gs4McJm4JamDEi3f/hqGAqcx4RozpNTAdRLtZUhqihnJq8NUkQThCRqRgaEcxUR52Sx7Dk+MEsJISHO4hjP190aGYlXEM5Mx0mO16BXif94g1dGll1GepJpwPH8oShnUAhZFwJBK gjWbGoKwpCYrxGMkEdamrqopwV388jLpnjVcp+HendebV2UdFXAEjsEpcMEFaIIb0AIdgMETeAav4M3KrRfr3fqYj65Y5c4h+APr8weKCZS/</latexit>
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FIG. 2: OCTOPUS, linear transformation and linear per-
ceptron. a Sketch of the OCTOPUS calculating yi = w
T
i ·x.
The dimension of input vector x is N = 8. Part I: attenu-
ators (blue) and phase shifters (green) encode values of wTi .
Part II: interferometer tree performs the summation. b Am-
plitude measurement. Black and grey lines represent beam
splitters. See Method of details. c Linear transformation
with OCTOPUS. Each OPCTPUS corresponds to one row of
the transformation matrix wTi . d Sketch of the training pro-
cess of optical linear perceptron. x(i) and y(i) correspond to
the training data and label at the ith iteration. wT · x(i) is
calculated with OCTOPUS, after which we obtain the value
of fw(x
(i)). If y(i) 6= fw(x(i)), the weight w is updated.
mer scales linearly O(N) and the latter logarithmically
O(logN), leading to a dramatic difference in terms of
the noise robustness against encoding errors of the opti-
cal elements. Specifically, let us denote the output vector
subject to noise by y˜. The error can be quantified by co-
sine distance
D(y, y˜) ≡ 1− y · y˜‖y‖‖y˜‖ , (2)
which has been widely adopted in classification prob-
lems [32–34].
Our simulation results comparing the SVD approach
with OCTOPUS against Gaussian noises are shown in
Fig. 3a. For the SVD approach, the error D(y, y˜) in-
creases linearly with N . On the other hand, the error
for OCTOPUS grows only very slowly. These results are
consistent with the scaling of the circuit depths of the
two approaches. In Supplemental Material [30], we pro-
vide further theoretical analysis on the noise effect. For
SVD approach, the error scales linearly with the data
size N , D(y, y˜) ∼ σ2IN + σ2A, where σI and σA repre-
sent noise level for interferometers and attenuators re-
spectively. However, for OCTOPUS, the error scales only
logarithmically, D(y, y˜) ∼ σ2I logN + σA. This exponen-
310 20 30 40 50 60
N (Input dimension)
0
1
2
3
D
(y
;ey
)
#10-3
SVD
OCTOPUS
0 0.02 0.04 0.06 0.08 0.1
Noise level
0.1
0.3
0.5
Er
ro
r r
at
e
b
a
0 500
0
1
#10-5
(a)
0 500
0
1
#10-5
(b)
0 200 400
N
0
0.5
1
D
(y
;ey
)
#10-2
Dense
SVD
This work
0 200 400
N
Sparse
SVD
This work
0 500
0
1
#10-5
(a)
0 500
0
1
#10-5
(b)
0 500
-
(a)
0 500
-5
(b)
(a) (b)
(c) (d)
U V †⌃·
··
x
w1
w2
w3
y1
y2
y3{N copyof x
N
D
(y
;
ye)D
(y
;ey
)
0
1
10
··
·
D
(y
;
ye)
FIG. 3: a Robustness of the optical linear transformation.
We let the dimension of input and output vectors to be iden-
tical, i.e., M = N . Main panel: comparison of the cosine dis-
tance D(y, y˜) for SVD and OCTOPUS approaches. Encoding
error level is set to be σI = σA = 0.005. Inset: D(y, y˜) for
OCTOPUS approach when σI = 0.005, σA = 0. Dots are sim-
ulation data, dash lines are fitting withD(y, y˜) = A logN+B.
All results are averaged over 10 runs. b Linear perceptron
simulation on the “Iris” data set. Red dots correspond to the
error rate versus noise level σ = σI = σA after 1000 iterations
of training. The red line is the guide for the eye. Black dash
line corresponds to σ = 0.005. Results are averaged over 100
runs.
tial advantages of the OCTOPUS approach agrees well
with our numerical results (see Fig. 3a).
Linear perceptron— As OCTOPUS enables one to ad-
dress each element of the input vector directly, it is pos-
sible to optically realize linear perceptrons [35, 36] with
OCTOPUS for solving classification problems in machine
learning.
For the binary case, the goal of linear perceptron is
to output a hyperplane separating two classes of data
labeled by either 0 or 1, allowing us to make prediction
on the unlabelled new data. More precisely, with a set of
training data {x}, one needs to determine the parameters
w for the following function fw(x):
fw(x) =
{
1 w · x > 0
0 w · x < 0 , (3)
which can be realized with a single use of OCTOPUS
followed by an appropriate measurement. As shown in
Fig. 2d, at the ith iteration, we use training data x(i)
as the input, determining whether its corresponding la-
bel y(i) = fw(x
(i)). If it is not, the weight is updated
according to w ← w+ηx(i), where η is the learning rate.
Fig. 3b shows the simulation results of our optical lin-
ear perceptron with “Iris Data Set” [37]. We define error
rate as the rate of providing incorrect prediction on the
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FIG. 4: a General structure of TLD- and RLD-ONN with
3× 7× 8× 4 neurons. Red lines represent the optical paths.
The input data denoted with x = [x1, x2, x3] is encoded at
the first layer. Neurons are represented with circles. b Re-
alization of the neurons at the second layer of the network
at a. For TLD-ONN, the input signal first passes through
an OCTOPUS and then a nonlinear activation. Finally, it is
split uniformly into several paths. For RLD-ONN, the input
signals pass through sets of tunable attenuators (blue) and
phase shifters (green). Then, several interferometer trees are
appended recursively, until all output ports are connected to
all input ports. Here, paths with same label (“A” or “B”) are
connected to each other. The signals then pass through sets
of nonlinear activation, after which each path is splitted into
two. c Realization of the neurons at the third layer. For RLD-
ONN, at the end of the transformation, four paths denoted
with black cross are discarded. d Error rate comparison of
the Letter Classification task. The color regime corresponds
to the confidential interval of 99% for the error rates. More
details are provided in Methods section.
label. Remarkably, the error rate remains under 0.1 when
the noise level σ 6 0.05.
Low-depth ONN (LD-ONN)— It is well known that lin-
ear perceptron performs well with relatively simple tasks.
However, for problems involving complicated non-linear
relations, one may consider deep neural networks. In
4the following, we present two variants of multi-layered
ONN, namely, Tree Low-Depth (TLD) and Recursive
Low-Depth (RLD) ONN. Both of them share a similar
structure, as illustrated in Fig. 4a. Again, the input data
x is encoded at the first layer containing an attenuator
and a phase shifter at each node. Optical computation is
performed at each neuron (denoted with colored circle),
encapsulating the trainable parameters of the networks.
Furthermore, the optical paths at the top of each layer
represent the “biases” of the corresponding layer.
As shown in Fig. 4b,c, for TLD-ONN, each neuron
consists of an OCTOPUS together with a nonlinear ac-
tivation function, which can be physically realized with
non-linear crystal [13], measurement [17] or optical am-
plifier [30, 38]. Then, each path is distributed uniformly
to many paths, which are the inputs of the neurons at
the next layer. More details are given in the Methods
section and Supplemental Material [30].
Note that in TLD-ONN, the OCTOPUS only picks
one path as its output; many paths are discarded. To
realize a deep ONN, one may need a strong light source
or amplify the signal at each layer. Alternatively, we
may re-structure the ONN, which is the motivation for
developing the RLD-ONN approach.
As shown in Fig. 4b and c, for RLD-ONN, the input
signals first pass through a set of trainable attenuators
and phase shifters, followed by a (3 or 2-layer) interfer-
ometer tree. Different from TLD-ONN, no signal are
discarded after these steps. At this point, only two paths
(such as “1” and “2” in Fig. 4c) are fully connected to
the corresponding input ports. In order to connect all
other output paths, the remaining paths are sent to in-
terferometer trees with smaller size recursively. Then,
the nonlinear activation is applied to all output paths. If
the number of neurons at the next layer is larger than the
current number of output paths, the output paths can be
expanded with 50/50 beam splitter (Fig. 4b); if it is less,
one can just discard several output paths (Fig. 4c)[39].
Note that the way of connecting input and output paths
are not unique, so further optimization can be performed.
Although RLD-ONN requires more optical elements, the
circuit depth remains to be logarithmic.
The universality approximation theorem states that a
feed-forward neural network with as few as a one hidden
layer can approximate any continuous function to an ar-
bitrary accuracy (under some mild assumptions on the
activation function) [40], which is the foundation of neu-
ral computation. In Methods section, we show that the
transformation of TLD-ONN is equivalent to standard
feed-forward nerual network. And in [30] we show that
for any given from of one-hidden-layer TLD-ONN, there
always exist a RLD-ONN that is equivalent to it. An
illustration is also provided in Fig. S2. Therefore, both
TLD- and RLD-ONN proposed in this work are univer-
sal.
To compare the performance of LD-ONNs with SVD-
TABLE I: Summary of the cost per layer for different ONN
structures. All values corresponds to the order, O(·), for re-
alizing one layer of the neural network with input dimension
N and output dimension M .
SVD TLD RLD
Circuit depth max(N,M) logN logN
Error scaling max(N,M) logN logN
Number of elements max(N2,M2) NM N2M
ONN [13], we perform numerical simulation on the “Let-
ter Recognition” data set [37], classifying letters “A”,
“B”, “C” and “D” (see Methods section for techni-
cal details). The ONN used in the simulation con-
tains one hidden layer with 64 neurons. While the
SVD- and TLD-ONN are trained with standard back-
propagation method, the RLD-ONN is trained with “for-
ward propagation”[13]. In this work, we consider the
training as a pre-processing, i.e., the parameters of the
network are first trained in conventional computer. How-
ever, the training can also be realized optically with lit-
tle assistance from electronic devices [30]. As shown in
Fig. 4d, when noise level σ = 0, the error rates for SVD-,
TLD- and RLD-ONN are 6.4%, 6.4%, 6.6% respectively.
These values may be improved by further optimizing the
hyperparameters. As the noise level increases, TLD- and
RLD-ONN have comparable error rates, but both of them
are significantly lower than the error rate of SVD-ONN.
Discussion
A summary of SVD-, TLD- and RLD-ONN is given in
Table. I, providing a comparison of the cost for an ONN
layer with input dimension N and output dimension M .
Both the TLD- and RLD-ONN have logarithmic circuit
depth, leading to exponential improvements on the error
scalings compared with the SVD approach. Furthermore,
TLD-ONN requires less number of optical elements, but
we note that it also requires discarding more paths during
the implementation. On the other hand, RLD-ONN re-
quires discarding much fewer paths (same as SVD-ONN),
but at the cost of a larger number of optical elements.
Note that several simplifications can further be made
on the LD-ONN structures. Firstly, as discussed in
Ref [30], the ONN can be binarized with amplifier work-
ing at the saturation regime. With the binarization of
the weight, biases and activation function, the attenu-
ators (for magnitude encoding) at each OCTOPUS can
be removed. Secondly, instead of encoding the parame-
ters at the phase shifter and attenuators, they can also
be encoded at the interferometers. More specifically, it
is possible to remove the part I of OCTOPUS, and re-
place the Hadamard transformation at Part II by tun-
able interferometers. Thirdly, after the training process,
5the network can be “compressed” with the “pruning”
technique[41]: removing all paths with weights below a
threshold. Above improvements or revision could helps
reducing the complexity of the hard-ware architectures.
To conclude, based on OCTOPUS, we present a new
architecture of ONN for machine learning, which provides
exponential improvements on the robustness against en-
coding error. We discussed different schemes of optical
linear transformation, linear perceptron, and two vari-
ants of multi-layered ONNs. Numerical simulations with
random transformations and standard machine learning
data sets are employed to justify the robustness of our
schemes. The proposed LD-ONN can be directly imple-
mented with current photonic circuits[1] technology. Our
proposal, combined with appropriate realization of non-
linear activation (For example, the scheme in Ref [42]),
provides a possible solution to solving machine-learning
tasks of industrial interest with robust, scalable, and flex-
ible ONNs.
Methods
OCTOPUS. We consider two vectors α =
[α1, α2, · · · , αN ]T and γ = [γ, γ2, · · · , γN ]T with αi ∈ R
and γi ∈ [−1, 1], and assume N = 2n with n ∈ Z+. They
corresponds to x and wTi in Fig. 2a respectively. The
OCTOPUS aims at calculating β = γ · α. The input
signal has N paths, and the amplitude at the ith path is
set to be αi, so it can simply be denoted with vα = α.
At part I, γ is encoded with a set of attenuators and
phase shifters at each path. At the ith path, the attenu-
ator controls the magnitude of γi, while the phase shifter
determines the sign of γi ( when γi is negative, the phase
shifter performs a pi shift on the input signal). The total
transformation can be represented by the diagonal ma-
trix Γ = diag(γ1, γ2, · · · , γN ). So the output of part I
can be represented by
v1 = Γvα = [γ1α1, γ2α2, · · · , γNαN ]T . (4)
At Part II, all elements in Eq. (4) are “summed up”
with an n-layer interferometer tree. The jth layer of
the tree contains 2n−j interferometers, each of which
performs the Hadamard transformation on two nearest
neighbour paths. If we denote the input of an inter-
ferometer as [vin1 , v
in
2 ]
T , and the output as [vout− , v
out
+ ]
T ,
each interferometer performs the Hadamard transforma-
tion [26] at two nearest neighbour paths[
vout−
vout+
]
= H
[
vin1
vin2
]
=
1√
2
[
1 −1
1 1
] [
vin1
vin2
]
. (5)
We denote the input of the jth layer of the tree as vj , and
separate the output paths at this layer into two groups.
The “+” group contains all output paths corresponding
to v+out, while the “−” group contains those correspond-
ing to v−out. They can be represented by T
+
n−j+1vj and
T−n−j+1vj respectively, where T
+
i and T
−
i are the follow-
ing 2i × 2i−1 matrices:
T+i =
1√
2

1 1
1 1
. . .
1 1
 . (6a)
T−i =
1√
2

1 −1
1 −1
. . .
1 −1
 . (6b)
To obtain the summation, we discard the “−” group,
and take “+” group as the input of the next [(j + 1)th]
layer
vj+1 = T
+
n−j+1vj . (7)
So the total transformation at part II can be represented
by:
vout = T1T2 · · ·Tnv1 = 1√
N
N∑
j=1
γjαj =
1√
N
β, (8)
which is just the dot-product result β multiplying a con-
stant 1√
N
.
Amplitude measurement. To obtain the optical
computation results, one should extract both the mag-
nitude and the sign of the output. Here, we provide a
measurement scheme in Fig. 2b. Suppose the amplitude
of the signal to be measured is β, firstly, the signal is
splitted into two paths with amplitude βm for main path
and βanc for ancillary path, where |βanc|  |βm| is re-
quired. By measuring the intensity at the main path,
one obtains the magnitude of β. Then, we introduce a
reference path with signal amplitude βref , and interfere
it with the ancillary path. We require that βref & βanc.
The ancillary path and the reference path are interfered
with a 50/50 beam splitter. Obviously, if the intensity is
enhanced after the interference, the sign of β should be
“+”, otherwise the sign should be “−”.
TLD-ONN structure. As can be seen in Fig. 4, if
there are Ni neurons and Ni+1 neurons at the ith and
(i+ 1)th layer, there are totally Ni ×Ni+1 output paths
from the ith layer. Actually, the signal amplitudes of out-
put paths coming from the same neuron (totally Ni+1
paths) are identical. So we represent the output sig-
nals from the ith layer with an Ni dimensional vector
h(i) =
[
h
(i)
1 , h
(i)
2 , · · · , h(i)Ni
]T
, where h
(i)
j represents the
6amplitude of all paths output from the jth neuron of the
ith layer. Note that the input of the network is just h(0).
To introduce the bias at each layer, the input of the
(i + 1)th layer is the output of the ith layer adding an
ancillary path (at the top of each layer in Fig. 4a) with
constant amplitude. Without loss of generality, we as-
sume this constant to be 1. Therefore, there are (Ni + 1)
input paths for each neuron at the (i+ 1)th layer, which
we represent with h′(i) =
[
h
(i)
1 , h
(i)
2 , · · · , h(i)Ni , 1
]T
.
Each neuron contains an OCTOPUS encoding a set
of parameters at its part I. We denote all parameters
corresponding to the jth neuron of the (i+ 1)th layer as
W
(i+1)
j =
[
W
(i+1)
j,1 ,W
(i+1)
j,2 , · · · ,W (i+1)j,Ni ,W
(i+1)
j,Ni+1
]
. (9)
Here, W
(i+1)
j,k denotes the parameter encoded at the (i+
1)th layer, the kth path of the jth neuron, and W
(i+1)
j,Ni+1
is the bias of the (i+ 1)th layer.
As illustrated in Fig.4b, c for TLD-ONN, at each neu-
ron of the (i+ 1)th layer, the signal is first pass through
OCTOPUS, and then a nonlinear activation f(x) (see
Supplemental Materials and Fig. S1), and is finally dis-
tributed uniformly to Ni+2 paths. We define the linear
transformation matrix from the ith layer to the (i+ 1)th
layer as
W (i) =
[
W
(i)
1 ,W
(i)
2 , · · · ,W (i)Ni+1
]T
. (10)
With a little thought, one can find that the relation be-
tween h(i+1) and h(i) are given by
h(i+1) = F
(
W (i)h′(i)
)
, (11)
where F (x) = 1√
Ni+2
f
(
1√
Ni
x
)
is the rescaled nonlinear
activation function. As can be seen, the transformation
at TLD-ONN is equivalent to the standard feed-forward
neural network. The training process is discussed in the
Supplemental Material [30].
RLD-ONN structure. The general structure of
RLD-ONN is similar to LD-ONN (Fig. 4a). The differ-
ence lies in the transformation performed by each neu-
ron. As shown in Fig. 4b, c, each neuron contains three
parts: encoding, recursively connecting, and nonlinear
activation. The encoding part is identical to part I of
OCTOPUS, and the nonlinear activation is discussed in
Supplemental Material [30]. So we focus on the recur-
sively connecting part in the middle. Generally, the goal
of this part is to make all input connect to all output
ports while maintaining the logarithmic circuit depth,
and does not discard any paths. It turns out that this
can be realized with a set of revised interferometer tree.
We recall from the Part II of OCTOPUS that at the
jth layer of the interferometer tree, its input paths are
represented with vj , and the output paths are separated
into “+” group and “−” group. As shown in Fig. 4b, c,
the “+” group, as usual, serves as the input of the next
layer. But instead of discarding the “−” groups, they
are also traced. For an n-layer interferometer tree with
input signal v1, we denote its output at the jth layer
with Snj (v1), which is given by
Snj (v1) =
{
T−n−j+1vj , j = 1, · · · , n− 1
Hvn, j = n.
(12)
For j < n, the output is just the “−” group at the corre-
sponding layer; and for j = n, the output consists both
“+” and “−” groups.
Obviously, only the output ports at the n layer Snn(v1)
are connected to all input ports. Signals from the re-
maining output ports only contain local information of
the input they are connected to, so the network is not
expected to work well if one use them directly. The key
idea of the “recursive” is that the interferometer trees de-
scribed by Eq. (12) are recursively appended until all in-
put and output ports are fully connected. Take Fig. 4c as
an example. We first apply a 3-layer interferometer tree,
after which the first and second paths are connected to all
input ports. We then apply a 1-layer tree to the 3rd and
4th paths, and 2-layer tree to 5th-8th paths, after which
only the A and B paths do not connect to all input ports.
So we finally apply 1-layer tree to A and B paths. Then,
all output and input ports are fully connected. Formally,
for input vector x of dimension N = 2n, the transforma-
tion performed by the recursive structure y = U(x) is
described by Alg. 1. Moreover, the training method for
RLD-ONN is discussed in details in [30].
Algorithm 1 U(x)
Require: input vector x = [x1, x2, · · · , xN ]T satisfying
N = 2n with n ∈ Z+.
set y ← Snn(x)
if n > 1
for i = 1, n− 1 do
x′ = Snn−ix
y′ = U(x′)
y ← [yT ,y′T ]T
end for
end if
output y
Technical details for simulations. In the simula-
tion, the errors are introduced to attenuators and inter-
ferometers unless specified. For attenuator encoding the
value w, the error is introduced by making the replace-
ment w → w + δw; for each interferometer, the replace-
ment is
H → H˜ = 1√
2
[
1 + δ −1 + δ
1− δ 1 + δ
]
. (13)
7In general, the error terms should be complex values. But
in Supplemental Material [30], we show that when |δw| 
w and |δ|  1, the effect of the imaginary parts of δw and
δ are an order smaller than the real part. So the noise
effect can be well approximated by restricting δw and δ
to be real. We further assume that δ and δw are Gaussian
noises drawn from N (0, σ2I ) and N (0, w2σ2A) respectively,
where σI and σA are noise level for interferometers and
attenuators respectively.
In the simulation of linear perceptron (Fig. 3b), the
input data of “Iris” data set are four-dimensional vec-
tors describing different properties of a particular “Iris”
flower. We test our algorithm on two kinds of Iris, “Se-
tos” and “Versicolour”, and label them with “1” and “0”
respectively. Totally 100 pairs of data and labels are
used, which are separated to training set (with size 60)
and testing set (with size 40).
In the simulation of deep ONN (Fig. 4d), the networks
contain one hidden layer with 64 neurons, and we as-
sume that the activation function is inverse square root
unit (ISRU), which is realized by optical amplifier (see
Supplemental Material [30]). For a given Letter, there
are totally 16 primitive numerical attributes, so the in-
put data is 16 dimensional. Each elements of the input
data are rescaled to the interval [0, 1]. The dimension of
output vectors are four, and the desired output for each
letter is ya = [1, 0, 0, 0]
T for “A”, yb = [0, 1, 0, 0]
T for
“B”, yc = [0, 0, 1, 0]
T for “C” and yd = [0, 0, 0, 1]
T for
“D” respectively. We use in total 2880 pairs of inputs
and labels, which are separated to training set (with size
1920) and testing set (with size 960).
The training process follows Algorithm.S1 and Algo-
rithm.S2 in [30]. For SVD approach, after obtaining the
well-trainedW (i), we append it with enough “0” elements
until they become square matrices, and the hidden lay-
ers, input, output vectors are appended with “0” accord-
ingly. Singular-Value decomposition is performed at the
matricesW (i), after which the parameters for attenuators
and the M-Z interferometers are be determined with the
method given in Ref [26]. To make the comparison fair
enough, we set the learning rate (0.01), mini-batch size
(32) and initial guess of all trainable parameter (drawn
from [−0.1, 0.1] with uniform probability) to be the same
for all approaches. The results shown in Fig. 4d are aver-
aged over 10 runs with different generated random noise.
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Supplementary material
This supplemental material contains the following content. In Sec. I, we give a theoretical estimation of the
noise level for OCTOPUS based and SVD based optical linear transformation; in Sec. II, we discuss the realization
of nonlinear activation; in Sec. III and Sec. IV, we discuss the training process of the TLD-ONN and RLD-ONN
respectively. In Sec. V, we show that RLD-ONN can reduce to TLD-ONN and therefore, it is universal.
I. ERROR ESTIMATION FOR LINEAR TRANSFORMATION
Suppose we are given an input vector x and the transformation matrix W , our goal is to comput y = Wx optically.
We restrict that x ≡ [x1, x2, · · · , xN ]T , y ≡ [y1, y2, · · · , yM ]T and the transformation matrix W to be real, as it is
the common scenario of machine learning applications. Ideally, the amplitude of output signal of either OCTOPUS
or SVD approaches are given by vout, which satisfies
vout = Cy = CWx, (S-1)
where CW is the transformation performed by the photonic circuits. As discussed in the Method section of [S1], for
OCTOPUS approach, the constant C = 1/
√
N ; for SVD, the constant C = 1. When the encoding error is introduced,
the imperfect transformation is replaced by W˜ , and the above equation becomes
v′out = Cy
′ = CW˜x. (S-2)
We define the error term as
δy ≡ [δy1, δy2, · · · , δyM ]T ≡ (y′ − y). (S-3)
It is in general a complex vector, i.e., δyj = δy
re
j + iδy
im
j with δy
re
j , δy
im
j to be real and nonzero. While the vector
v′out is the amplitude of output signal, the computation result, y˜ ≡ [y˜1, y˜2, · · · , y˜M ]T , can only be estimated after the
measurement (see Methods in [S1]). If we assume the measurement process to be ideal, each element is given by
y˜j = |yj + δyrej + iδyimj |
= yi + δy
re
i +O
(
(δyimi )
2
yi
)
. (S-4)
Even though the imaginary part of the error is in general comparable to the real part in real experimental implemen-
tation, when |δyi|  y, the effect of imaginary part to the final result is negligible compared with the real part.
Therefore, when estimating the noise effect, we can safely simplify the noise model as
y˜j = yj + δyj , δyj ∈ R. (S-5)
For similar reason, in the following discussion, all encoding errors are assumed to be real.
9A. Cosine Distance
Without loss of generality, we can assume the error term δy has zero mean and variance σ2y ≡ Var(δyi) = Var(y˜i).
We use cosine distance between y and y˜ to quantify the effect of error. When y  δy, it can be estimated by
D(y, y˜) = 1− y · y˜‖y‖‖y˜‖
= 1−
∑
yiy˜i√∑
i y
2
i
√∑
i y˜
2
i
= 1−
(
1−
∑
yiδyi + δy
2
i /2)
‖y‖2
)(
1 +
∑
yiδyi
‖y‖2
)
+O
(
1
‖y‖4
)
=
1
2‖y‖2
∑
δy2i +O
(
1
‖y‖4
)
∼ Nσ
2
y
2Ny2i
∼ σ
2
y
y2i
. (S-6)
In the following, we will estimate the value of σ2y for OCTOPUS and SVD approaches separately.
B. Error for OCTOPUS approach
We should first estimate the error of a single OCTOPUS. We denote the transformation performed by imperfect
OCTOPUS with encoding error as β˜ = γ˜ ·α.
We introduce encoding error for attenuators at part I:
Γ→ Γ˜ = diag(γ1 + δγ1, γ2 + δγ2, · · · , γN + δγN ), (S-7)
and interferometers at part II:
Ti → T˜i = 1√
2

1 + δ
(i)
1 1− δ(i)1
1 + δ
(i)
2 1− δ(i)2
. . .
1 + δ
(i)
2i−1 1− δ
(i)
2i−1
 , (S-8)
where δ
(i)
k and δγj and are assumed to be Gaussian noise drawn from N (0, σ2I ) and N (0, γ2j σ2A) independently. The
total transformation at Part II is replaced by
T˜ = T˜1T˜2 · · · T˜n. (S-9)
After some calculation, we obtain
T˜ =
1√
N
[
1 + ∆1 1 + ∆2, · · · , 1 + ∆N
]
+O(σ2I ) (S-10)
where
∆j =
n∑
i=1
δ
′(i)
j , (S-11)
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and
δ
′(i)
j =
 δ
(i)
bi/2n−j+1c mod (i/2
n−j , 2) = 0
−δ(i)bi/2n−j+1c mod (i/2n−j , 2) = 1.
(S-12)
So the output of part II becomes:
v˜n = T˜ Γ˜vα ≈ 1√
N
β + N∑
j=1
αjδγj + αjγj∆j
 . (S-13)
Therefore, the estimated value of β is
β˜ ≈ β +
N∑
j=1
αjδγj + αjγj∆j . (S-14)
Since δγj and δ
′(i)
j are independent of each other, for large enough N we have
Var
 N∑
j=1
αjδγj
 ∼ ‖α · γ‖2σ2A ∼ β2σ2A, (S-15)
and
Var
 N∑
j=1
αjγj∆j
 ∼ N∑
j=1
(αjγj)
2nσ2I ∼ nβ2σ2I . (S-16)
Therefore, the variant of β˜ is estimated as
σ2β ≡ Var
(
β˜
)
∼ (nσ2I + σ2A)β2. (S-17)
Since each element yi are calculated with its corresponding OCTOPUS, according to Eq. (S-17), the variant of yi
satisfies
σ2y ∼
(
nσ2I + σ
2
A
)
y2i . (S-18)
So D(y, y˜) can be estimated as
D(y, y˜) ∼ σ
2
y
y2i
= nσ2I + σ
2
A. (S-19)
The error contributed from Part I does not increase as N increase, while the error contributed from part II increase
as O(n) = O(logN). These results are consistent with the circuit depth of both part I and part II, as well as the
numerical results in Fig.3a of [S1].
C. Error for SVD approach
To begin with, we first review how SVD approach realize arbitrary real value linear transformation with photonic
circuit of totally 2N + 1 layers. We can denote the amplitudes at the jth layer and ith path as x
(j)
i , and use
x(j) = [x
(j)
1 , x
(j)
2 , · · · , x(j)N ]T to represent the signal at the jth layer. The input ports and output ports of the ONN
correspond to x(0) = x and x(2N+1) = y respectively.
We use M (j) to represent the transformation at the jth layer, so the transformation from x(j) to x(j+1) can be
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denoted as
x(j) = M (j)x(j−1). (S-20)
While M (N+1) is a diagonal matrix, M (j 6=N+1) are unitary matrices containing only the interaction between nearest
neighbour paths. The interaction between nearest neighbor paths are introduced with M-Z interferometers. Since we
restrict all transformation to be real, they can be represented as
R(θ) =
[
cos θ − sin θ
sin θ cos θ
]
. (S-21)
We denotes Ri(θ) as the transformation performed at the ith and (i + 1)th paths while all other paths remain
unchanged. If we assume N is even, the transformation at jth layer can be represented by
M (j) =

N/2∏
k=1
Rk(θ2k−1,j) j ∈ {1, 3, · · · , N − 1} ∪ {N + 2, N + 4, · · · , 2N}
N/2−1∏
k=1
Rk(θ2k,j) j ∈ {2, 4, · · · , N} ∪ {N + 3, N + 5, · · · , 2N + 1}
Diag (s1, s2, · · · , sN ) j = N + 1
(S-22)
Here, Rk(θ2k−1,j) and Rk(θ2k,j) corresponds to the M-Z interferometer at the jth layer and connects the kth and
(k + 1)th paths; sj ∈ [−1, 1] corresponds to the attenuator at the (N + 1)th layer and the jth paths.
The total transformation is given by
W =
2N∏
j=0
M (2N+1−j). (S-23)
It has been shown that arbitrary real W can be realized by choosing θi,j and si appropriately [S2].
To study the effect of encoding error, we can also do the following replacements
θi,j ← θi,j + δθi,j , (S-24a)
si ← si + δsi. (S-24b)
Similarly, we assume that δθi,j and δsi are real, and are drawn from normal distribution N (0, σ2I ) and N (0, s2iσ2A)
respectively. The transformation at each layer then becomes:
M˜ (j) = M (j) + δM (j) (S-25)
where
δM (j) =

N/2∑
k=1
δθ2k−1,j
∂M (j)
∂θ2k−1,j
+O(δθ22k−1,j) j ∈ {1, 3, · · · , N − 1} ∪ {N + 2, N + 4, · · · , 2N}
N/2∑
k=1
δθ2k,j
∂M (j)
∂θ2k,j
+O(δθ22k,j) j ∈ {2, 4, · · · , N} ∪ {N + 3, N + 5, · · · , 2N + 1}
Diag(δs1, δs2, · · · , δsN ) j = N + 1.
(S-26)
The final output then becomes
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y˜ =
2N∏
j=0
M˜ (2N+1−j)x
= y +
2N+1∑
j=1
δx(j)
= y + δy, (S-27)
where
δx(j) = M (2N+1)M (2N) · · · δM (j) · · ·M (2)M (1)x. (S-28)
Since M (i) are either unitary matrix or diagonal matrix with the values restricted to [−1, 1], the order of δx(j) is
determined by δM (j). We recall that the variance of δθi,j and δsi are σ
2
I and s
2
iσ
2
A respectively. Let δx
(j)
i to be the
ith element of δx(j), we have
Var
(
δx
(j 6=N+1)
i
)
∼ σ2I , (S-29a)
Var
(
δx
(j=N+1)
i
)
∼ s2iσ2A ∼ σ2A. (S-29b)
Since δyi =
∑2N+1
j=1 δx
(j)
i and δx
(j)
i are independent of each other, for large N we have
σ2y ≡ Var(δyi) ∼ (2Nσ2I + σ2A). (S-30)
Combining with Eq. (S-6), the cosine distance can be estimated as
D(y, y˜) = σ
2
y
y2i
∼ (Nσ2I + σ2A). (S-31)
So D(y, y˜) increases as O(N), which agrees well to the linear depth of SVD circuit and the numerical result in Fig.3a
of [S1].
II. AMPLIFIER AS ACTIVATION FUNCTION
There are many ways to generate different types of nonlinear activation, such as with the saturable absorbers [S3]
or via measurement [S4]. With the former one, the transformation is realized with the speed of light, but the signal
will attenuate when passing through each layer. With the measurement approach, the intensity will not decrease
as the network size increase, but the computation speed would be reduced by the measurement process. Here, we
introduce an alternative approach based on optical amplifier, which does not suffer from signal strength reduction,
and maintain the high computation speed. But the most appropriate solution to the activation function depends on
the practical scenarios, and require further studies.
For an optical amplifier, the power of input and output signals are given by Pin = |x|2 and Pout = |f(x)|2 respectively,
where x and f(x) are the amplitude of input and output signal. The gain of an optical amplifier, g = Pout/Pin, generally
satisfies [S5]:
g =
g0
1 + Pin/Ps
. (S-32)
where Ps is the saturation power. So for an amplifier that maintains the signal phase, the nonlinear relation between
input and output is
f(x) =
√
g
0
x√
1 + x2/Ps
, (S-33)
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Supplementary Figure S1: Optical amplifier as activation function. x-axis (y-axis) is the input (output) signal. Saturation
power is set to be Ps = 10
−1 for (a) and Ps = 10−5 for (b), corresponding to ISRU and binarized function respectively.
which is exactly the inverse square root unit (ISRU) [S6]. Through out our simulation, Eq. (S-33) is used as the
activation function. On the other hand, if the amplifier works in the saturation regime, i.e. x  √Ps, we have the
following binarized activation function
f(x) = (g0Ps)
1/2sgn(x), (S-34)
with which one can construct a binarized neural network [S7, 8]. This type of neural networks only need the amplitudes
h(i) and the elements of matrices W (i) to be either +1 or −1, but still have comparable performance to traditional
networks. So one may encode the parameters only without tunnable attenuator, and dramatically simplify the
structures.
In Fig. S1, we show the input-output relations for different values of Ps, corresponding to Eq. (S-33) and Eq. (S-34)
respectively.
Algorithm S1 Training for TLD-ONN
Initialize W (i) for i = 1, 2, · · ·L, and set learning rate α
for iteration = 1, Niter do
Sample a minibach of input data and labels B with size Nb
Set δ(L) = 0
for ib = 1, Nb do
Set h(0) = xib
for i = 1, L− 1, do
Calculate z(i) = W (i)h′(i) and store z(i) # can be realized with OCTOPUS
Calculate h(i+1) = F (z(i)) and store h(i+1)
end for
δ(L) = δ(L) + 1Nb
∂L
∂h(L)
 F ′ (z(i)) [S9]
end for
for i = 1, L− 2, do
Calculate η(L−i+1) =
(
W (L−i+1)
)T
δ(L−i+1) # can be realized with OCTOPUS
Calculate δ(L−i) = η(L−i+1)  F ′ (z(L−i+1)), and store δ(L−i)
end for
Update W
(i)
j,k = W
(i)
j,k − αδ(i)j h′(i−1)k
end for
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Algorithm S2 Training for RLD-ONN
Initialize Θ, and set learning rate α
for iteration = 1, T do
Sample a minibach B with size Nb
Set δw
(i)
j,k = 0 for all i, j, k
for ib = 1, Nb do
for all possible values of {i, j, k} do
Estimate ∂L
∂w
(i)
j,k
with Eq. (S-37)
Set δw
(i)
j,k ← δw(i)j,k + 1Nb ∂L∂w(i)j,k · α
end for
end for
for all possible values of {i, j, k} do
Update w
(i)
j,k ← w(i)j,k − δw(i)j,k
end for
end for
III. TRAINING FOR TLD-ONN
The discrepancy between desired output (or label), y and the output of neural network h(L) is quantified by the
loss function L, which is taken to be the mean square error in this work
L = 1
2
∥∥∥y − h(L)∥∥∥2 . (S-35)
During training, our goal is to minimize the loss function for the given training set by tuning W (i) containing
the weights and biases of the ith layer. The process follows the standard back-propagation method as shown in
Algorithm. S1, where we randomly generate a minibatch containing Nb pairs of input data and labels (xib , yib) ∈ B at
each iteration. The training can be realized solely in the electronic devices, after which the well-trained parameters are
encoded to the ONN setup. Alternatively, one may train the network with the assistant of OCTOPUS: by executing
all linear transformation steps (commented steps) with OCTOPUS, the training can be accelerated dramatically.
We also note that it is possible to implement the “forward propagation” approach, which train the ONN directly by
tuning the attenuators and phase shifters, and obtain the gradient by directly measure the output of the ONN [S3].
IV. TRAINING FOR RLD-ONN
Since RLD-ONN has a special structure, standard back-propagation is no-longer available. Instead, one can train
the RLD-ONN with “forward-propagation” method, i.e., perturb each parameter directly, and update the network
according to the gradient of the cost function with respected to all trainable parameters [S3].
Similar to TLD-ONN, we denote w
(i)
j,k as the trainable parameter (encoded at the attenuators and phase shifters) at
the ith layer, the jth neuron, and the kth path. We simply use Θ to represent all parameters of the neural network,
and use G(x,Θ) to represent the output of the neural network with input x and parameter Θ. G(x,Θ) can be
calculated in an electronic device, or it can be estimated directly at RLD-ONN. The loss function [Eq. (S-35)] then
becomes
L(x,Θ) = 1
2
‖y −G (x,Θ)‖2 . (S-36)
We further define the perturbed output the neural network G
(
x,Θ, w
(i)
j,k, δ
)
, which is the neural network output
with parameter Θ, except for the element w
(i)
j,k changed as w
(i)
j,k ← w(i)j,k + δ. The derivative of the loss function with
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respected to w
(i)
j,k can be estimated with
∂L
∂w
(i)
j,k
' [G (x,Θ)− y]
G
(
x,Θ, w
(i)
j,k, δ
)
−G (x,Θ)
δ
, (S-37)
where we assume δ  w(i)j,k. Θ is updated according to the gradient of the loss function. At each iteration ib, we
calculate the gradient with respected to a minibatch containing Nb pairs of input data and label (xib , yib) ∈ B, and
perform the gradient descendent base on it. The full training algorithm is given in Algorithm. S2.
V. UNIVERSALITY OF RLD-ONN
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Supplementary Figure S2: Equivalence of RLD-ONN and TLD-ONN.
To show the universality of RLD-ONN, one just need to ensure that for TLD-ONNs with any given parameters,
there are a RLD-ONN that can reduce to it. This turns out to be true. We consider a one-hidden-layer TLD-ONN
with Ni input, Nh hidden, and No output neurons respectively. Suppose the parameters encoded at the ith neuron
of the hidden layer is
W
(h)
i =
[
W
(h)
i,1 ,W
(h)
i,2 , · · · ,W (h)i,Ni+1
]T
, (S-38)
and the parameters encoded at the ith neuron of the output layer is
W
(o)
i =
[
W
(o)
i,1 ,W
(o)
i,2 , · · · ,W (o)i,Nh+1
]T
. (S-39)
In the following, we show that this TLD-ONN is identical to an RLD-ONN with Ni input, Nh × No hidden, and
No output neurons. We denote the parameters encoded at the ith neuron at the hidden layer and output layer as
V
(h)
i =
[
V
(h)
i,1 , V
(h)
i,2 , · · · , V (h)i,Ni+1
]T
, (S-40)
and
V
(o)
i =
[
V
(o)
i,1 , V
(o)
i,2 , · · · , V (o)i,(Nh+1)×No
]T
. (S-41)
Firstly, we let the first Nh hidden neurons just connect to the first output layer, the (Nh + 1) to 2Nh hidden neurons
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just connect tot he second output and so on. In other words, at the output layer, we set
V
(o)
i,j =
{
0 j 6 (i− 1)Nh or j > iNh
W
(o)
i, mod (j,Nh)
(i− 1)Nh < j 6 iNh.
(S-42)
As can be seen, there are totally N nonzeros input at the output layers, which is the same as its corresponding TLD-
ONN. Then, one just need to ensure that the input signals of the output layer are identical to those in TLD-ONN, by
setting V
(h)
i appropriately. For the ith neuron at the hidden layer, the signal before entering the nonlinear activation
can be represented by
hi ≡ U
(
V
(h)
i  x′
)
= [hi,1, hi,2, · · · , hi,Ni+1]T , (S-43)
with x′ = [xT , 1]T the input of ONNs. As discussed in the main text, U is realized by a set of interferometers, so it
corresponds to a unitary transformation. In order words, U(x) = Ux for certain unitary matrix U . So we have
hi,j = u
T
j (V
(h)
i  x′) =
(
uj  V (h)i
)T
x′ (S-44)
for certain uj = [uj,1, uj,2, · · · , uj,N ]T . As can be inferred from Eq. (S-42), only the path corresponds to hi,di/Noe are
used in the next layer. Therefore, to mach the corresponding TLD-ONN, the only constrain is
hi,di/Noe = W
(h)
i · x′, (S-45)
which can be satisfied by setting
V
(h)
i = u
−1
di/Noe W
(h)
i , (S-46)
where we have defined u−1j = [u
−1
j,1 , u
−1
j,2 , · · · , u−1j,N ]T . An illustration of the case Ni = 2,Nh = 3,Ni = 2 is shown in
Fig. S2.
Here, we have shown that RLD-ONN with more hidden neurons can reduce to TLD-ONN, so it is universal. But
in practical application, the RLD-ONN may need much less hidden neurons than Nh × No to achieve a comparable
performance with TLD-ONN.
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