We introduce a new integer programming problem that arises from operations planning in the process industry. This problem involves matching an order book against surplus inventory before production planning. It can be formulated by generalizing the multiple knapsack problem along three directions: (i) adding assignment restrictions on items which can be assigned to a knapsack, (ii) Adding a new attribute (called \color" in the paper) to an item and then adding the associated \color" constraints which restrict the number of distinct colors which can be assigned to a knapsack and (iii) considering multiple objectives for optimization. In this paper, we formulate this problem, provide a result regarding its complexity and report on our computational experience with solving a set of real instances based on data from the operations of a large steel plant. We then propose a network ow based heuristic which performs to within 3% of the optimum solution (or best known feasible solution). This system has been successfully deployed and is now used in the daily mill operations.
Introduction
We introduce a new problem that arises from operations planning in the process industry. This problem involves matching an order book against surplus inventory as a preprocessing step to production planning and was encountered in the operation of a large steel plant. In this paper we describe this problem and the heuristic solution that was developed to solve it. The problem formulation generalizes beyond the steel application to other process industries such as paper and metal processing industries. The solution described here has been successfully deployed in a steel plant and is now used in daily mill operations. We also present an analysis comparing the performance of the heuristic solutions against optimal solutions using integer programming for small instances. However, the large instances could not be solved to optimality.
Operations planning in a process industry typically begins with a order book which contains a list of orders that need to be satis ed. The initial two steps in an operations planning exercise involves (1) trying to satisfy orders from the order book using leftover stock from the surplus inventory and (2) subsequently designing productions units for manufacture from the remaining orders. This process is presented schematically in Figure 1 . In this paper, we discuss the rst of the two steps from a optimization perspective.
An important characteristic of a process industry is that production is on a made-toorder basis. As a consequence, the surplus inventory is produced for one of the following reasons:
Orders are cancelled after a set of items are produced to satisfy it, Items are below the quality level required for the orders that they were being produced for, and Surplus items are requested during production or scheduling to satisfy restrictions on machines or operations. The production process in a steel plant is shown in Figure 2 . As shown in the gure a slab cast from the furnace is rolled through a hot and cold strip mill into a coil after which it is nished according to order speci cations. However, a slab tagged as being a surplus item before the hot strip mill for any of the reasons mentioned above is un nished and is removed to inventory. Such un nished inventory provides great exibility in terms of the number of di erent orders types that can be potentially ful lled from the same slab by di erent processing routes through the nishing mill. It is indeed this exibility that provides an opportunity for optimizing the application of the order book against the surplus inventory. Production units which are tagged as surplus after the nishing mill for quality reasons are classi ed as nished inventory and can only be applied against other orders for which the quality requirements can be 4 met. The problem of applying orders against an existing surplus inventory has a strong avor of a matching problem -we call this the Surplus Inventory Matching Problem.
The goal of inventory matching is to maximize the total weight of the order book that is applied against the surplus inventory. An additional goal is to minimize the unused weight of those slabs that are matched against orders. Hence surplus inventory matching problem is a bicriteria problem.
Additionally there are two classes of constraints that need to be considered when matching orders against surplus inventory. We mention them brie y below. A more detailed description follows in the next section.
Assignment Restrictions: When matching an order against an inventory item it is necessary to consider geometric and quality attributes which restrict the number of potential available matches.
Processing Constraints: While packing multiple orders on an inventory item additional processing constraints that restrict the set of feasible orders that can be packed together need to be considered.
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The surplus inventory matching problem can be modeled as variations of the multiple knapsack problem. A bipartite graph is constructed with two sets of nodes, one for the orders and the other for the inventory items (such as slabs). Refer to Figure 3 . The edges in this graph represent the potential matches between orders and slabs. In the general case when all matches can be applied against all inventory items the bipartite graph is complete. However the assignment restrictions render many of the edges in the bigraph infeasible and this (often) results in a sparse bigraph. Processing constraints restrict the set of orders that can be packed together. Orders have associated with them a unique route required to nish to speci cation. If orders with di erent routes are packed to the same inventory item then these orders need to be separated before the nishing mill. This requires cutting operations which are expensive and hence are restricted to no more than one cut per slab. This translates to having no more than two di erent routes packed onto the same slab. From a modeling perspective it is convenient to represent each route with a unique color and associate a unique color with each order. Now we can describe the processing constraint as a color constraint which restrict the total number of colors per slab to be no more than two. Now the multiple knapsack problem can be extended to have color constraints so that 6 no more than two colors are packed to the same inventory item. This is referred to as the multiple knapsack problem with color and this is used to model un nished surplus inventory matching.
As indicated above, two di erent avors of the surplus inventory matching problem arise in the steel industry.
1. Matching an order book against the un nished inventory is modeled using the multiple knapsack with color constraints. Orders are matched against un nished inventory and need to be nished according to order speci cations. Both assignment and processing constraints are considered.
2. Matching an order book against the nished inventory can be modeled using the bicriteria sparse multiple knapsack problem. Since only nished inventoy is being used in the matching no further processing is necessary to nish orders. Only assignment restrictions are considered for matching.
Since the rst problem mentioned above is more general (in the sense that the second problem is a special case), we study the rst problem in this paper.
The rest of the paper is organized as follows. Section 2 provides a detailed description of the order book and the surplus inventory. Both the assignment and the processing constraints are discussed in detail. Section 3 provides integer programming formulations and a result on the complexity of this problem. In Section 4, we discuss a bipartite matching based heuristic. In Section 5, we report computational results for some real instances of this problem and also compare the performance of the heuristic with the optimum solution of a speci c version of the problem. Section 6 discusses, in brief, an extension of the ideas presented in this paper to electronic trading. We conclude in 7 Section 7.
2 Characterization of the Surplus Inventory Matching Problem
We introduced the surplus inventory problem in terms of an order book which contains a list of orders and their speci cations. We also referred to surplus items in the inventory. In this section we provide a detailed description of the order book and the surplus inventory. The speci cation of orders and the use of surplus inventory (or slabs) in the process industry has some unique attributes which are important in understanding the integer formulations that arise while modeling these problems. Additionally we also discuss the assignment and process constraints for matching that leads to a multiple knapsack with color formulation for inventory problem.
The Order Book and Surplus Inventory
The order book contains a list of orders from various customers. Each order has a target weight (O t ) that needs to be delivered. However, there are allowances with respect to this target weight which specify the minimum (O min ) and maximum weight (O max ) that are accepted at delivery. Over and above the total weight (per order) that needs to be delivered there are additional restrictions regarding the size and number of units into which this order can be factorized at delivery. For example, with each order is associated a range for the weight of the production units which are delivered. Let us assume that the minimum weight for the production unit is PU min and the maximum is PU max . In addition to the weight requirements each order has three other classes of attributes:
(1) The rst set pertains to the quality requirements such as grade, surface and internal properties of the material to be delivered. (2) The second set are physical attributes such as the width and thickness of the product delivered. (3) The third set of attributes refer to the nishing process that needs to be applied to the production units. For example, car manufacturers often require the steel sheets to be galvanized.
Associated with each item 1 in the surplus inventory are three sets of attributes: (1) The rst attribute pertains to quality requirements exactly as in the case of orders, (2) the second case pertains to the physical dimensions of the slab such as the width, thickness and the weight of the slab, and nally (3) associated which each item is a tag that indicates whether it is an un nished or nished inventory item.
Constraints for the Matching Problem
As mentioned earlier, the surplus inventory matching problem requires that we maximize the total weight of applied orders while minimizing the unused portion of the applied slabs, subject to certain constraints that arise out of manufacturing considerations. In this subsection we explicate these constraints.
For a given order book, we rst assign for each order a set applicable slabs from the surplus inventory. In the general case when we have no restrictions, all slabs can be applied against any order. Let us represent this assignment using nodes for orders and slabs, and arcs to indicate orders and slabs which can be applied against each other. This leads to an undirected 2 bipartite graph from orders to slabs (in the surplus inventory) which is complete since all orders and slabs are applicable against each other. Furthermore, if we decompose each order into constituent production units, then we can replace each order node by a corresponding set of production units (by assuming an appropriate size for the production unit). Each production unit would have the same set of arcs as the parent order. The complete bipartite graph can now be solved as a multiple knapsack problem to maximize the total applied order weight. Each arc represents a potential decision variable which determines the corresponding slab (knapsack) into which the production unit is to be packed. Note however, the multiple knapsack solution does not minimize the unused portions of the applied slabs. In addition this formulation has assumed the size of the production unit rather than optimizing for this. However, it is useful to carry around a bipartite graph representation (shown in Figure 3 ) of the problem since it provides a useful structure for describing some of the manufacturing constraints.
Assignment Constraints
Two sets of constraints arise as a set of assignment restrictions in terms of the applicable slabs for each order. These assignment restrictions are based on quality and physical dimension considerations.
1. The rst restriction is that for a given order only slabs which are of the same quality or higher quality can be applied. If we were to list the orders and slabs in terms of non-decreasing value of quality, then the quality restriction would lead to a staircase structure. Consider the zero/one row for each order: the quality of slabs improves as we move from left to right. Therefore once we nd a slab of good enough quality, all subsequent slabs are applicable to this order. Therefore quality restrictions might actually reduce the total number of applicable slabs for any order.
After incorporating these two restrictions, the order applicability matrix becomes quite sparse, usually about 5% of the entries are non-zero. As a result these restrictions lead to a more generalized version of the multiple knapsack problem where the assignment restrictions can be speci ed as a bipartite graph. The conventional multiple knapsack is an instance of this general problem with a complete bipartite graph. The problem that we have outlined so far with the two restrictions above presents another instance with a sparse staircase structure.
Color Constraints for Packing
The nal set of constraints pertain to packing multiple orders on a slab. The assignment restrictions specify a list of orders that can be applied against any slab in the surplus inventory. However, not all orders assignable to a slab can be packed together on the slab. Such packing constraints emerge out of process considerations in the hot and cold mill and the nishing line in the case of a steel mill. Consider a schematic diagram of the route of a slab through a steel mill (Figure 2) . A slab is sent through a hot strip mill and a cold mill (if required) and subsequently to the nishing line. After the hot/cold mill the slab is in form of a sheet or a coil. Before the coils are sent to the nishing line, they are cut according to di erent order speci cations. Since orders with di erent requirements for the nishing line are cut from the slab before processing it is possible to pack such orders on the same slab. However, cutting coils is time consuming and cumbersome and most important, the cutting machine is often the bottleneck in the process ow. Hence often strong constraints are posed in terms of the number of cuts per slab that are allowed based on the current state of the cutting machine.
The simplest representation of this constraint is to specify limit on the number of cuts or the number of di erent order types (i.e. orders that need to be separated before the nishing line). In order to represent this constraint more formally we introduce a color attribute for each order which describes the set of nishing operations that are required. Orders which require the same set of nishing operations are considered to be of the same type (and hence the same color) and they do not need to be separated before the nishing line. Orders that require di erent operations in the nishing line are of di erent type (and hence of di erent color) have to be separated before the nishing line. Associating a color with each order based on the nishing operations, we can specify a constraint in terms of a limit on the number of di erent colored orders that are allowed on the same slab. We refer to these process based constraints as the color constraints.
Adding the color constraints and decomposing the orders into their constituent production units provides an interesting variation to the multiple knapsack problem (shown in Figure 3 ). Notice however that this is still an incomplete version of the surplus inventory application problem where we have assumed a production unit size to decompose the order into production units.
The Surplus Inventory Matching Problem
We rst formulate the surplus inventory matching problem. We then provide a simpli ed formulation which removes the non-linearities in the orginal model. A multi-ass ignment based heuristic is then discussed brie y. Computational results from solving a set of real instances to optimality and comparisons with the heuristic are provided. If slab j is used, the rst set of constraints indicate that the total production material from slab j cannot exceed the weight of slab j. The second set of constraints bounds the number of distinct colors on slab j. The third and the fourth set of constraints set the bounds for the number of production units and the production unit size, respectively, for order i from slab j. Note that the expression for the total applied weight for order i, P j2N i s i j z i j is nonlinear. As such the total applied weight, P N i=i P j2N i s i j z i j , which is one of the objectives for the problem, and the constraint set (2) are nonlinear. Thus, the above formulation is a nonlinear integer program. In the absence of e cient, general purpose solution algorithms for this class of problems, we attempt to remove the nonlinearity in the above formulation by assuming that for a given order, the production unit size is constant.
Simpli ed Problem Formulation (P)
In the original formulation, the production unit size for order i was allowed to vary between PU i min and PU i max . To get a linear formulation, we assume that the production unit size for a given order is constant. 
Related Problems in the Literature
The single objective versions of the bicriteria problem are slightly modi ed forms of two well-known problems in the literature.
If we consider the objective of maximizing total assigned weight alone, then the problem is a variation of the multiple knapsack problem, which we call the sparse multiple knapsack problem (SMK). For the objective of minimizing total waste alone, the problem reduces to a variation of the variable-size bin packing problem, which we refer to as the sparse bin packing problem (SBP).
In the classical multiple knapsack problem, any item can go into any knapsack, hence the bipartite graph representing the problem is complete, whereas we generalize the problem by allowing any bipartite graph. On the other hand the multiple knapsack problem has a more general objective function: there exists a positive pro t p j for assigning item j to any of the knapsacks and the objective function is to maximize the total pro t of assigned items. In the application which motivated us, the pro t of an assigned item can be assumed to be proportional to the weight of the item, hence we maximize total assigned weight.
The multiple knapsack problem is known to be NP-hard in the strong sense Kar72], MT90]. The reduction from the 3-partition problem is still valid when the objective function coe cients equal to the weights of items, so any instance of SMK with a complete bipartite graph representation is also NP-hard in the strong sense. Thus, for the objective of maximizing total assigned weight, our problem is strongly NP-hard and there exists no fully polynomial time approximation scheme for SMK unless P = NP. Considering the objective of minimizing waste alone produces an ill-posed problem since the problem has a trivial solution of not assigning any items. Hence, we can consider a version in which we impose the condition that all items in N or a speci ed subset of N must be assigned and the goal is to use knapsacks with minimum total capacity. Then, the problem is a generalization of the variable-size bin packing problem, where we allow assignment restrictions in addition.
The bin packing problem is known to be NP-hard (i.e. GJ79]), thus the more general problem SBP is NP-hard as well. The bin-packing problem has been extensively studied in the literature and it is one of the rst problems for which e cient approximation algorithms have been developed One of the key considerations for developing a solution for the inventory application problem was the requirement that the run time for generating the solution be less than a couple of minutes. Therefore the design of heuristic was motivated by the desire for near-optimal solutions that can be generated within a couple minutes. We will show in the following sections that large instances of the inventory matching problem are hard to solve optimally using integer programming techniques and these techniques do not return solutions even after a few hours. For real applications such brittle behavior is unacceptable and it more important to provide near a optimal solution quickly rather than fail completely. It is with this motivation that we have developed a fast heuristic algorithm based on building blocks from network ow algorithms.
In this section, we describe a network ow based heuristic for the surplus inventory matching problem. The heuristic iterates through three steps:
1. (Weighted bipartite matchings) This step constructs a bipartite graph and iteratively nds maximum weight bipartite matchings between assignable orders and slabs. The weight for an (order, slab) edge in the bipartite graph is the maximum amount of weight from order which can be assigned to the slab. Since the number of distinct colors which can be assigned to a slab is bounded above by 2, this step considers these color constraints while constructing the bipartite graph. Speci cally, for each iteration after the second iteration, the graph has to 20 be reconstructed.
(Maximum Flow) This step improves upon the result of
Step 1 by solving a maximum ow problem on a certain network to increase the applied weight of partially complete orders (from Step 1) and also decrease the partial surplus of the slabs. If there are no slabs to be ltered in Step 3 or the total applied weight (after Step 2) is the same as in the previous iteration, we exit. Figure 5 illustrates the ow of the heuristic. We now describe each of the above three steps in detail. 2. Create a edge weighted bipartite graph G = (N 1 N 2 ; E) as follows: The nodes N 1 denote the unful lled orders while the nodes N 2 denote the slabs which are not full. Check for color consistency: Check if a given order can be assigned to a given slab. For example, if a slab already has orders of two di erent colors, say c 1 and c 2 assigned to it, all remaining orders eligible to be assigned to the slab must have color c 1 or c 2 . If order i can be assigned to slab j, we introduce an undirected edge e = (i; j) in G. The set of these edges forms the edge set, E, of the graph.
3. Weight the edges of G as follows: At the end of Step 1, we have the following situation: Some orders have been completed (i.e.
Step 1 was able to assign the order to one or many slabs) while some orders are partially complete. That is, there exists some amount of the order which has not been assigned to any slab. Also, there might exist orders which are not applied at all (i.e. no amount of the order is applied to any slab).
The purpose of
Step 2 is to improve on the result of Step 1 by increasing the applied weight of partially complete orders and also decrease the partial surplus of the slabs. in the gure, we construct a network by adding a source node and a sink node. The source is connected to all the partially lled orders while all the partially lled slabs are connected to the sink. The capacities of the arcs are determined as follows:
Capacity of an arc from the source to an order i max ? AO i is the total order weight remaining to be applied for order i. The minimum of these two quantities is then the bound on the capacity of the arc.
Capacity of each arc from an order to a slab is 1.
Capacity of an arc from a slab (say j), to the sink is equal to the partial surplus ps j of that slab.
Having constructed the network with the above capacities on its arcs, we then nd a maximum ow ?] from the source to the sink. In this step, we restrict ourselves only to partially lled orders (and ignore orders which have not been applied at all) because of the color constraints. That is, the maximum ow algorithm does not account for the color constraints and hence if we allow orders which have not been applied at all, it is possible that the algorithm assigns these orders such that the color constraints are violated.
STEP 3: Filtering
Note that Step 1 assigns orders to slabs in a greedy fashion. Hence, at the end of Step 2, it is possible that some slabs have only a small amount of applied order on them (and hence a signi cant amount of partial surplus).
Step 3, which we call the ltering step is aimed towards removing of such assignments.
At the end of Step 2, denote the total applied weight for all the orders (i.e. the sum of the applied weights for all the orders) by TAW. If, for a slab j, the partial surplus is more than a certain threshold fraction, say t, of the slab weight W j , then we consider the present assignment of orders to slab j as inappropriate and remove all the assignments to this slab. For our computational experience, we chose t = 0:1. Thus, for each slab j with PS j W j > 0:1, we remove all the assignments of orders to slab j. If there are no such slabs, we STOP; else we return to Step 1. If for two successive iterations, the total applied weight, TAW, does not increase, we STOP.
Computational Results
In this section we compare the performance of the heuristic developed in the previous section against optimal solutions generated using integer programming. This comparison is performed on a set of real instances encountered in the steel plant. Note that for large instances integer programming techniques could not solve the problem to optimality in well over six hours. However, the smaller instances that were solved to optimality indicate that the heuristic solution provides results within 3% of the optimal. The runtime of the heuristic for all the instances was within a few seconds. A detailed comparison of the results and the runtimes for the heuristic and the integer programming is shown in Tables 3-6.
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Test Problems
In this section, we report our experience with solving problem P on two real world problem instances, g 1 and g 2 . These problem instances are based on data from the operations of a large steel plant. As explained above, we rst decompose the input graph connected components. Problem g 1 has 38 connected components while problem g 2 has 29 connected components. The characteristics of these components are shown in Tables 3 and 4 respectively. In Tables 3 and 4 , the second, third and fourth columns indicate the number of orders, number of slabs and number of distinct colors, respectively, for these connected components. The edge density, calculated as Number of edges Number of Slabs Number of Orders is given in column 6.
Decomposing the problems
If the input graph (Figure 1) has several connected components, solving problem P for the whole graph (instead of solving each connected component separately) can become computationally expensive for methods which use the linear programming relaxation of P since, in general, the dual linear program becomes highly degenerate. Hence, we consider each connected component separately. We use a simple depth-rst search ?] procedure to nd these connected components. If a connected component has a balanced sparse cut (A cut C of G is a set of edges which when removed decomposes the graph into two or more connected components. A sparse cut is a cut with a small number of edges. A balanced sparse cut is a sparse cut which decomposes the graph into two components of roughly the same size), then it is possible to further reduce the size of the problems to be considered by branching on the edges of the cut. Unfortunately, for our problems, the balanced cuts were of about size 100 which was not small enough 26 to exploit divide and conquer strategies.
Computational Experience
Since the problem we consider is a bi-criteria problem, in general, no single objective function models the optimization of both the criteria exactly. Here, we consider a well known variation where a \budget" constraint on the partial surplus is added and then the applied weight is maximized. For getting a value for this budget, we use the bipartite matching based heuristic given in Section 4. The results for this heuristic are given in Tables 4 and 5 . We use the partial surplus value returned by the heuristic (say, ps ) to add the constraint Partial Surplus ps to the problem formulation in Section 3.2 and then maximize the applied weight. The results of solving this variation to optimality (using CPLEX 5.0) are also presented in Tables 4 and 5 . We also use these results to compare the performance of the heuristic. The idea is to bound the partial surplus by the same value as that returned by the heuristic and then compare the applied weights for the optimum and heuristic solutions. For Tables 4 and 5, the time refers to seconds on an IBM RS/6000 workstation with 64 MB of memory.
For problem g 1 , CPLEX was unable to solve 4 components to optimality while for problem g 2 , 10 components could not be solved to optimality. For such components, we compare the heuristic with the best integer feasible solution found within a time limit of 3 hours. Note that since these components could not be solved to optimality, the solution obtained by the heuristic might be better than the best integer feasible solution found. For example, components 16 and 19 of problem g 1 . The heuristic requires 2 seconds for all the components of problem g 2 and 3 seconds for all the components of problem g 1 . The average relative error in the applied weight, where the relative error for each component is calculated as optimum value -heuristic solution optimum value 100, is 2.49% and 3.05% for problems g 1 and g 2 respectively. Since there is a large disparity between the sizes of the di erent components, a more reasonable measure is the weighted relative error. Here, we weight the relative error for each component by the number of edges in that component. The average weighted relative error in the applied weight, where the weighted relative error for each component is calculated as number of edges optimum value -heuristic solution optimum value 100 is 2.89% and 2.33% for problems g 1 and g 2 respectively. 
