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a b s t r a c t
Quasi-interpolation of radial basis functions on finite grids is a very useful strategy
in approximation theory and its applications. A notable strongpoint of the strategy is
to obtain directly the approximants without the need to solve any linear system of
equations. For radial basis functions with Gaussian kernel, there have been more studies
on the interpolation and quasi-interpolation on infinite grids. This paper investigates the
approximation by quasi-interpolation operators with Gaussian kernel on the compact
interval. The approximation errors for two classes of function with compact support sets
are estimated. Furthermore, the approximation errors of derivatives of the approximants
to the corresponding derivatives of the approximated functions are estimated. Finally, the
numerical experiments are presented to confirm the accuracy of the approximations.
Crown Copyright© 2012 Published by Elsevier B.V. All rights reserved.
1. Introduction
The Gaussian function defined by
G(x) = 1
π
n
2
e−∥x∥
2
, x ∈ Rn
is one of the important radial basis functions (RBFs). There have been more applications in the numerical approximation
(see [1–15]). For example, in [7,8] and Chapter 7 of [5], the interpolation with Gaussian RBFs on the infinite grids were
discussed. From the approximation point of view, quasi-interpolation is a popular and useful method. Since the strategy
does not have the properties of interpolation, a notable strongpoint of which is neither to construct Lagrangian functions
nor to solve any linear system of equations. By using the combinations of translates of Gaussian RBF at given nodes, when the
combinations satisfy a certain decay or moment conditions, many results on the approximation by the quasi-interpolation
have been obtained, and some techniques to get convergence rates have also been developed (see [1,3–5,14,15]).
For d > 0, h > 0, f ∈ C20 (R) (the set of functions with two-times continuous and bounded derivatives on R), Müller and
Varnhorn (see [6]) considered the following quasi-interpolation operators:
Gdh( f , x) =
1√
πd
∞
k=−∞
f (kh)e−
1
d2
( xh−k)2 ,
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and got the estimate of error |f (x) − Gdh( f , x)|. Furthermore, let N ∈ N, h = 1N and f ∈ C2([−1, 1]), Müller and Varnhorn
(see [6]) constructed the operators
GdN( f , x) =
1√
πd
N
k=−N
f

k
N

e−
1
d2
(Nx−k)2
, (1)
and estimated the pointwise error |f (x) − GdN( f , x)|. Since there remained an error in the boundary points, and the error
does not vanish for increasing N and d in the sense of the supremum norm, Chen and Cao (see [16]) modified the operators
(1) and obtained the error estimate in the supremum norm. In this paper, we will further investigate the approximation
by quasi-interpolation operators (1) on compact interval. We will also deal with the simultaneous approximation by the
operators (1).
This paper is organized as follows. Section 2 gives the estimate of approximation error of operator (1) to two classes of
functionsC([−1, 1]) andC1([−1, 1]) (whichwill be defined below). In Section 3wediscuss the simultaneous approximation
of operator (1) and obtain the approximation order. Section 4 gives some numerical examples.
2. Error estimates of quasi-interpolation approximation
Let g(x) = 1√
π
e−x2 . It is clear that ∞
−∞
g(x)dx = 1.
For given d > 0, setting gd(x) = 1dg( xd ), we obtain that ∞
−∞
gd(x)dx = 1,
and gd(x) is an even function. By Poisson summation formula (see [17]), one has
∞
k=−∞
gd(x− k) =
∞
k=−∞
gˆ(dk)e−2π ikx, (2)
where gˆ is the Fourier transform of g defined by (see [17])
gˆ(x) =
 ∞
−∞
g(t)e−2π ixtdt.
Let C([−1, 1]) denote the class of continuous functions which are defined on R and vanish outside of [−1, 1], while
C1([−1, 1]) denote the class of functions which are in C([−1, 1]) and continuously differentiable. Denote by ∥f ∥∞ the
supremum norm of f .
The first main result of this paper is as follows.
Theorem 1. Let f ∈ C([−1, 1]). For the operator GdN( f , x) given by (1), when x ∈ [−1, 1] and d ≥ 1, we haveGdN( f , x)− f (x) ≤ 2ω f , 1√N

+

2
eπ2d2 − 1 +
2d√
N − 1 e
− (
√
N−1)2
d2

∥f ∥∞,
where ω( f , t) is the modulus of continuity of f (see [18]).
Proof. Since gˆ is an even function, we get from (2) that
∞
k=−∞
gd(Nx− k) =
∞
k=−∞
gˆ(dk)e−2π ikNx = 1+ 2
∞
k=1
gˆ(dk) cos 2πkNx. (3)
Considering f ∈ C([−1, 1]), we thus have
N
k=−N
f

k
N

gd(Nx− k)− f (x) =
∞
k=−∞
f

k
N

gd(Nx− k)−
∞
k=−∞
f (x)gd(Nx− k)+ 2f (x)
∞
k=1
gˆ(dk) cos 2πkNx
=
∞
k=−∞

f

k
N

− f (x)

gd(Nx− k)+ 2f (x)
∞
k=1
gˆ(dk) cos 2πkNx
=: I1 + I2.
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For I2, we have
|I2| ≤ 2 ∥f ∥∞
∞
k=1
gˆ(dk) = 2∥f ∥∞ ∞
k=1
e−π
2d2k2
≤ 2∥f ∥∞
∞
k=1
e−π
2d2k ≤ 2
eπ2d2 − 1∥f ∥∞.
For I1, we have
|I1| ≤
∞
k=−∞
f  kN

− f (x)
 gd(Nx− k)
≤

k:
 kN −x≤ 1√N
f  kN

− f (x)
 gd(Nx− k)+ 
k:
 kN −x> 1√N
f  kN

− f (x)
 gd(Nx− k)
≤ ω

f ,
1√
N
 ∞
k=−∞
gd(Nx− k)+ 2∥f ∥∞

k:|Nx−k|>√N
gd(Nx− k)
≤ ω

f ,
1√
N

1+ 2
eπ2d2 − 1

+ 2√
πd
∥f ∥∞

k:|Nx−k|>√N
e−
(Nx−k)2
d2
≤ 2ω

f ,
1√
N

+ 4
d
∥f ∥∞
 ∞
√
N−1
e−
x2
d2 dx
≤ 2ω

f ,
1√
N

+ 2d√
N − 1 e
− (
√
N−1)2
d2 ∥f ∥∞.
Here, the inequality (see Section 3.7.3 of [19]) ∞
a
e−x
2
dx < min
√
π
2
e−a
2
,
1
2a
e−a
2

, a > 0,
is applied in the last step.
Combining the estimates of I1 and I2, we have finished the proof of Theorem 1. 
If we define
G¯dN( f , x) =
1√
πd
∞
k=−∞
f

k
N

e−
1
d2
(Nx−k)2
,
then from the deduction process of Theorem 1, it follows that
Corollary 1. If function f is continuous and bounded on R, then for any x ∈ R and d ≥ 1, it holds thatG¯dN( f , x)− f (x) ≤ 2ω f , 1√N

+

2
eπ2d2 − 1 +
2d√
N − 1 e
− (
√
N−1)2
d2

∥f ∥∞.
Theorem 2. Let f ∈ C1([−1, 1]). For operator GdN( f , x) given by (1), x ∈ [−1, 1] and d ≥ 1, we have
|GdN( f , x)− f (x)| ≤ Cf

e−π
2d2 + d
N

,
where Cf is a constant depending on f .
Proof. Using Taylor’s formula we find the representation
f

k
N

= f (x)+ f ′(ξk)

k
N
− x

,
where ξk is a point between x and kN . Hence, by (3) we obtain
N
k=−N
f

k
N

gd(Nx− k) =
∞
k=−∞
f

k
N

gd(Nx− k)
3140 Z. Chen et al. / Journal of Computational and Applied Mathematics 236 (2012) 3137–3146
= f (x)
∞
k=−∞
gd(Nx− k)+
∞
k=−∞
gd(Nx− k)f ′(ξk)

k
N
− x

= f (x)+ 2f (x)
∞
k=1
gˆ(dk) cos 2πkNx+
∞
k=−∞
gd(Nx− k)f ′(ξk)

k
N
− x

.
Therefore N
k=−N
f

k
N

gd(Nx− k)− f (x)
 ≤ 2|f (x)| ∞
k=1
gˆ(dk)+ ∞
k=−∞
|gd(Nx− k)|
 kN − x

f ′(ξk)

≤ 2∥f ∥∞
∞
k=1
gˆ(dk)+ 1
N
∥f ′∥∞
∞
k=−∞
|gd(Nx− k)(Nx− k)| .
We also have
∞
k=1
gˆ(dk) = ∞
k=1
e−π
2d2k2 ≤
∞
k=1
e−π
2d2k ≤ 1
eπ2d2 − 1 .
Now we estimate
∞
k=−∞
|gd(Nx− k)(Nx− k)| .
Setting
s( y) :=
∞
k=−∞
e−
1
d2
( y−k)2 |y− k|,
then s( y) is an integer-periodic function. Then the function s → se− 1d2 s2 is strictly increasing on [0, d√
2
], has its maximum
at the point d√
2
and decreases strictly on [ d√
2
,+∞). Hence for y ∈ [0, 1), we have
s( y) =
∞
k=1
e−
1
d2
( y−k)2 |y− k| +
∞
k=1
e−
1
d2
( y+k)2 |y+ k| + ye− 1d2 y2
≤ 2 · d√
2
e−
1
2 +
 ∞
0
se−
1
d2
s2ds+ 2 · d√
2
e−
1
2 +
 ∞
1
se−
1
d2
s2ds+ 1
≤ 1+ 2√2de− 12 + 2 · d
2
2
≤ (d+ 1)2.
Thus, for d ≥ 1 one has
|GdN( f , x)− f (x)| =
 N
k=−N
f

k
N

gd(Nx− k)− f (x)

≤ 2
eπ2d2 − 1∥f ∥∞ +
1√
πNd
(1+ d)2∥f ′∥∞
≤ 2
eπ2d2 − 1∥f ∥∞ +
d+ 2
N
∥f ′∥∞
≤ Cf

e−π
2d2 + d
N

. 
3. Error estimates of derivative of quasi-interpolation
If xfˆ (x) ∈ L(R), then
f ′(x) = 2π i
 ∞
−∞
t fˆ (t)e2π ixtdt.
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From
GdN( f , x) =
N
k=−N
f

k
N

gd(Nx− k) =
∞
k=−∞
f

k
N

gd(Nx− k),
we get
(GdN( f , x))
′ =
∞
k=−∞
f

k
N

( gd(Nx− k))′.
By integral limit theorem and the Fourier inversion formula
f (x) =
 ∞
−∞
fˆ (t)e2π ixtdt,
we obtain
(GdN( f , x))
′ =
∞
k=−∞
f

k
N

( gd(Nx− k))′
=
∞
k=−∞
 ∞
−∞
fˆ (t)e2π i
k
N tdt( gd(Nx− k))′
=
 ∞
−∞
∞
k=−∞
( gd(Nx− k))′e−2π i tN (Nx−k) fˆ (t)e2π ixtdt.
Also, the Poisson summation formula and the properties of Fourier transform yield
∞
k=−∞
( gd(Nx− k))′e−2π i tN (Nx−k) = 2π iN
∞
k=−∞

t
N
− k

gˆd

t
N
− k

e−2π iNkx,
hence
(GdN( f , x))
′ = 2π iN
 ∞
−∞
∞
k=−∞
gˆd

t
N
− k

t
N
− k

e−2π iNkx fˆ (t)e2π ixtdt.
These lead to
f ′(x)− (GdN( f , x))′ = 2π iN
 ∞
−∞

t
N
−
∞
k=−∞
gˆd

t
N
− k

t
N
− k

e−2π iNkx

fˆ (t)e2π ixtdt
=: 2π iN
 ∞
−∞
EN(t)fˆ (t)e2π ixtdt,
where EN(t) = tN −
∞
k=−∞ gˆd(
t
N − k)( tN − k)e−2π iNkx. Since
EN(t) = tN

1− gˆd

t
N

+

k≠0
gˆd

t
N
− k

t
N
− k

e−2π iNkx,
we have
|EN(t)| ≤ |t|N

1− e− π
2d2t2
N2

+ 2

k≠0
 tN + k
 e−π2d2( tN +k)2
=: I3 + I4.
Therefore, applying elementary inequality
1− e−x ≤ x, x ≥ 0,
we get
I3 ≤ |t|N ·
π2d2t2
N2
= π
2d2|t|3
N3
.
Setting tN = y, one has
∞
k=−∞
 tN + k
 e−π2d2( tN +k)2 = ∞
k=−∞
|y+ k|e−π2d2( y+k)2
=: h( y).
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Obviously, h( y) is an integer-periodic function, and the function τ(t) = te−π2d2t2 decreases strictly on [ 1
2π2d2
,+∞). Hence,
when |y| ≤ 12 , we get
∞
k=1
|y− k|e−π2d2( y−k)2 ≤ (1− y)e−π2d2(1−y)2 +
 ∞
1−y
xe−π
2d2x2dx
≤ 3
2
e−
π2d2
4 + 1
2π2d2
e−
π2d2
4
≤ 2e− π2d24 .
Similarly,
∞
k=1
|y+ k|e−π2d2( y+k)2 ≤ 2e− π2d24 .
Thus for y ∈ R, it follows that
h( y) =
∞
k=−∞
|y+ k|e−π2d2( y+k)2 ≤ 4e− π2d24 + |y|e−π2d2y2 ,
that is I4 ≤ 8e− π
2d2
4 . Therefore
|f ′(x)− (GdN( f , x))′| ≤ 2πN
 ∞
−∞
|EN(t)||fˆ (t)|dt
≤ 2πN
 ∞
−∞

8e−
π2d2
4 + π
2d2|t|3
N3

|fˆ (t)|dt
≤ 16πNe− π2d24 ∥fˆ ∥1 + 2π
3d2
N2
 ∞
−∞
|t|3|fˆ (t)|dt.
With all the above arguments we obtain
Theorem 3. If f ∈ C1([−1, 1]), and satisfies ∞−∞ |x3 fˆ (x)|dx < +∞, then for x ∈ [−1, 1],
|f ′(x)− (GdN( f , x))′| ≤ Cf

Ne−
π2d2
4 + d
2
N2

, (4)
where Cf is a constant depending on f .
If we choose d = √N , then the right side of (4) becomes
Cf

Ne−
π2N
4 + 1
N

.
Obviously, we can get
Corollary 2. If f is differentiable on R, and
∞
−∞ |x3 fˆ (x)|dx < +∞, then(G¯dN( f , x))′ − f ′(x) ≤ Cf Ne− π2d24 + d2N2

, x ∈ R.
Remark 1. If f ∈ C([−1, 1]), ∞−∞ |x2 fˆ (x)|dx < +∞, then
|f (x)− GdN( f , x)| =

 ∞
−∞

1−
∞
k=−∞
gd(Nx− k)e−2π i tN (Nx−k)

fˆ (t)e2π ixtdt

=

 ∞
−∞

1−
∞
k=−∞
gˆd

t
N
− k

e−2π iNkx

fˆ (t)e2π ixt
 dt
≤ π
2d2
N2
 ∞
−∞
|t2 fˆ (t)|dt +
 ∞
−∞

k≠0
e−π
2d2( tN −k)
2

|fˆ (t)|dt
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≤ π
2d2
N2
 ∞
−∞
|t2 fˆ (t)|dt + 4e− π2d24
 ∞
−∞
|fˆ (t)|dt
≤ Cf

e−
π2d2
4 + d
2
N2

.
We can compare this result with that of Theorem 3. Obviously, when f satisfies the conditions of Theorem 3, the conclusion
above is valid.
Remark 2. We can consider other classes of functions. For example, if f ∈ C2([−1, 1]), to estimate the error GdN( f , x)− f (x),
we only use the Taylor’s formula containing f ′′ in the process of proving Theorem 2. For Theorem 3, we can also consider
the case of high-order derivatives.
Remark 3. We illustrate why the estimates are useful and how they work with Theorem 1. Suppose that there is a target
function f whose analytic representation is unknown, and we only know the range of values of f and the condition
f ∈ C([−1, 1]). Then we can choose N ∈ N and samples at kN , k = −(N − 1), . . . ,N − 1, and thus obtain the values
f ( kN ), k = −(N − 1), . . . ,N − 1. Theorem 1 shows that for some given d, we can use the approximant
GdN( f , x) =
1√
πd
N
k=−N
f

k
N

e−
1
d2
(Nx−k)2
,
to approximate f (x)with error
ω

f ,
1√
N

+

2
eπ2d2 − 1 +
2d√
N − 1 e
− (
√
N−1)2
d2

∥f ∥∞. (5)
In many practical problems, f may be in a subset of C([−1, 1]). For example, when f ∈ Lip 1, i.e., |f (x)− f ( y)| ≤ C |x− y|,
then ω( f , 1√
N
) ≤ C√
N
. So we get the accuracy of GdN(f ) approximating f . If we choose appropriate d and N , then the error
achieves prescribed accuracy. For example, taking d = N 14 and N ≥ 9, one hasGdN( f , x)− f (x) ≤ 2ω f , 1√N

+

3
eπ2
√
N
+ 3
N
1
4
e−
√
N
4

∥f ∥∞.
4. Numerical experiments
Wedemonstrate the quality of our quasi-interpolation operators by a B-splineM5(x) of degree 4 and two other functions.
First we define B1(x) as follows:
B1(x) =
1, −
1
2
≤ x < 1
2
,
0, otherwise,
then, by convolution ∗we obtain B2 = B1 ∗ B1, B3 = B2 ∗ B1, B4 = B3 ∗ B1, and calculate B5 as follows:
B5(x) = (B4 ∗ B1)(x) =

0, x ≤ −5
2
,
1
24

x+ 5
2
4
, −5
2
≤ x ≤ −3
2
,
1
24

x+ 5
2
4
− 5

x+ 3
2
4
, −3
2
≤ x ≤ −1
2
,
1
24

x+ 5
2
4
− 5

x+ 3
2
4
+ 10(x+ 1
2
)4

, −1
2
≤ x ≤ 1
2
,
1
24

−x+ 5
2
4
− 5

−x+ 3
2
4
,
1
2
≤ x ≤ 3
2
,
1
24

−x+ 5
2
4
,
3
2
≤ x ≤ 5
2
,
0, x ≥ 5
2
.
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Table 1
Maximal values of |Fi(d,N, x)| and |DFi(d,N, x)|.
d N F1 DF1 F2 DF2 F3 DF3
3 81 2.661e−3 1.506e−2 6.589e−3 3.476e−2 7.647e−3 4.792e−2
4 256 4.757e−4 2.739e−3 1.178e−3 6.226e−3 1.369e−3 8.590e−3
5 125 3.101e−3 1.749e−2 7.678e−3 4.049e−2 8.909e−3 5.581e−2
5 625 1.248e−4 7.197e−4 3.091e−4 1.634e−3 3.593e−4 2.254e−3
Fig. 4.1. The errors of F1(5, 625, x) (left) and DF1(5, 625, x) (right).
Setting
M5(x) = B5

5
2
x

,
we obtain that the support ofM5 is [−1, 1],M5 ∈ C1([−1, 1]). Since Bˆ5 = sinc5, sinc is the function defined by
sinc(x) = sinπx
πx
.
Using the properties of Fourier transform, we get
Mˆ5(x) = 25 Bˆ5

2
5
x

= 625
16π
·

sin 25πx
5
x5
.
It is easy to see thatM5(x) satisfies the conditions of Theorem 3. We set f1(x) = M5(x) and define
f2(x) =
0, x < −1,(x+ 1)5(x− 1)5(3x− 1), −1 ≤ x ≤ 1,0, x > 1,
and
f3(x) =
0, x < −1,(x+ 1)5(x− 1)5(3x− 1)(2x+ 1), −1 ≤ x ≤ 1,0, x > 1.
By Theorem 10.6.2 of [20] we know that f2 and f3 satisfy the conditions of Theorem 3. For functions f1, f2 and f3 we choose
d = 5,N = 625, and get the error curves of Fi(d,N, x) := GdN(fi, x)− fi(x), and DFi(d,N, x) := (GdN( f , x))′ − f ′(x) for i = 1,
2, 3. Obviously, these are absolute errors.
For the functions f1, f2 and f3, we choose four sets of parametric values, and give the maximum of errors over 100 points,
see Table 1.
Table 1 shows thatwhen the fluctuation number of a function raises, the global error becomes larger for fixed parameters.
Furthermore, the error of derivative is larger than the error of original function (see Figs. 4.1–4.3).
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Fig. 4.2. The errors of F2(5, 625, x) (left) and DF2(5, 625, x) (right).
Fig. 4.3. The errors of F3(5, 625, x) (left) and DF3(5, 625, x) (right).
Finally, we further show the approximation effects of quasi-interpolation operators (1) by using numerical experiments.
We choose d = √N . For f1 and f3, Fig. 4.4(a) and (c) show the relations between the approximation error of operators
(1) and N , respectively. They are approximatively curves of power functions. While Fig. 4.4(b) and (d) show that the error
bound Cfi

e−π2d2 + dN

(i = 1, 2) in Theorem 2 decreases as N increases. Comparing numerical results (left) to theoretical
error analysis (right), it is not difficult for us to see that they are basically consistent.
Since it is very difficult to estimate Cf3 in Theorem 3, we only consider function f1 in the case of derivative. From Fig. 4.4(e)
and (f), we can see that the curve is also approximatively a power function, and the numerical result is very consistent with
analytical numerical analysis.
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Fig. 4.4. Plot the error decreases as N increases: numerical results (left); analytical numerical analysis (right).
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