Abstract : Content-based 
Introduction
Content based video retrieval system has general two stages The first one, the database population stage, performs the following tasks: Video segmentation: Segment the video into constituent shots, Key frame selection: Select one frame or more to represent each shot and Feature extraction: Extract low-level and other features from key frames or their interrelationships in order to represent these frames, hence shots. The second stage, the retrieval subsystem processes the presented query performs similarity matching operations, and finally displays results to the user. [1] . Retrieval of multimedia data is mainly divided into two parts [23] . Text Based Retrieval Content Based Retrieval Text retrieval is an easy process and it has been used for long time. But it has so many problems like manual text annotations, selecting a text for process. In content based retrieval spatial features like color, shape, texture and the temporal features like motion can be used to retrieve videos. Video processing always is performed on frames which are basic block of video. Group of frames captured together is called shot. Few minutes shot may contain hundreds of frames, which makes video large in size. Storing and processing theses individual frames are memory and computational expensive. [5] . The Internet forms today's largest source of Information containing a high density of multimedia objects and its content is often semantically related. The identification of relevant media objects in such a vast collection poses a major problem that is studied in the area of multimedia information retrieval. Before the emergence of content-based retrieval, media was annotated with text, allowing the media to be accessed by text-based searching based on the classification of subject or semantics. In typical content-based retrieval systems, the contents of the media in the database are extracted and described by multi-dimensional feature vectors, also called descriptors. [3] Video processing always is performed on frames which are basic block of video. Group of frames captured together is called shot. Few minutes shot may contain hundreds of frames, which makes video large in size. Storing and processing theses individual frames are memory and computational expensive [6] . Content based video retrieval is a collection of videos. To begin with, the system splits the video into a sequence of elementary shots and extracts a small number of representative frames from each shot and subsequently calculates frame descriptors depending on the Motion, Edge, Color and Texture features. The motion, edge histogram, color histogram and texture features of the elementary video shots are extracted by employing Fast Fourier transform and L2 norm distance function, Statistical approach The elementary video shots features, extracted using the above approaches, are stored in feature library The color, edge, texture and motion features are extracted for a query video clip and evaluated against the features in the feature library [16] .Each video is divided in to scenes and each scene consists of meaning full shots. A shot is defined as one or more frames. Shot represents a continuous action in time or space. A frame has a real world objects in it [2] .
II. Video Reprayzentation
Video sequence contain large amount of information. Video segmentation is first step towards the content based video search aiming to segment moving objects in video sequences [1] . Video sequences are rich in information, large in storage requirements, and have a time dimension. Thus it is extremely useful to have effective video representation and abstraction tools so that video content can be represented compactly. [5] Compact representation of video allows the user to see the main video contents quickly without going through the video sequentially. Fig. 2 shows video is divided into no of shot, and shot contain number of frame. 
III. Proposed Method
Only simple features of image information cannot get comprehensive description of image content. We consider the color and texture features combining not only be able to express more image information, but also to describe image from the different aspects for more detailed information in order to obtain better search results. The proposed method is based on dominant color and texture features and Histogram of an image. Video Retrieval algorithm is as follows: 
IV.
Feature Extractions
Color Feature Representation
In general, color is one of the most dominant and distinguishable low-level visual features in describing video image. [7] Many CBIR systems employ color to retrieve images In theory, it will lead to minimum error by extracting color feature for retrieval using real color image directly, but the problem is that the computation cost and storage required will expand rapidly In fact, for a given color video image, the number of actual colors only occupies a small proportion of the total number of colors in the whole color space, and further observation shows that some dominant colors cover a majority of pixels [8] 
Extraction of dominant color of an image:
The procedure to extract dominant color of an image is as follows: According to number of experiments, the selection of color space is not a critical issue for Dominant colour descriptor extraction. Therefore, for simplicity and without loss of generality, the RGB colour space is used [17] .Firstly, the RGB color space is uniformly divided into 8 coarse partitions, as shown in Fig.1 colors located on the same partitioned block, they are assumed to be similar. After the above coarse partition, the centroid of each partition (-color Bin‖ in MPEG-7) is selected as its quantized color. Let X=(XR, XG,XB) represent color components of a pixel with color components Red, Green, and Blue, and Ci be the quantized color for partition i [17, 18] The average value of color distribution for each partition center can be calculated by
After the average values are obtained, each quantized color can be determined by using
In this way, the dominant colors of a video image will be obtained. GLCM creates a matrix with the directions and distances between pixels, and then extracts meaningful statistics from the matrix as texture features. In this paper, we propose a texture representation for image retrieval based on GLCM. GLCM [16, 17] is created in four directions with the distance between pixels as one. Texture features are extracted from the statistics of this matrix. Four GLCM texture features are commonly used which are in following manner:
GLCM [17, 18] is composed of the probability value, it is defined by P (i, j |d, ), GLCM expresses the texture feature according the correlation of the couple pixels gray-level value at different positions. It quantification ally describes the texture feature. In this paper, four texture features are considered. [14] They include energy, contrast, entropy, inverse difference.
It is a texture measure of gray-scale image represents homogeneity changing, reflecting the distribution of image gray-scale uniformity of weight and texture. Contrast is the main diagonal near the moment of inertia, which measures how the values of the matrix are distributed and number of images of local changes reflecting the image clarity and texture of shadow depth. Large Contrast represents deeper texture.
Contrast I= (x-y) 2 P(x, y) (5) Contrast is the main diagonal near the moment of inertia, which measure the value of the matrix is distributed and images of local changes in number, reflecting the image clarity and texture of shadow depth. Contrast is large means texture is deeper.
Entropy S= -, log ( , )
Entropy measures randomness in the image texture. Entropy is minimum when the co-occurrence matrix for all values is equal. On the other hand, if the value of co-occurrence matrix is very uneven, its value is greater. Therefore, the maximum entropy implied by the image gray distribution is random.
Inverse Difference H= 
V. Conclusion
Content-based retrieval of visual information is an emerging area of research which has been in limelight amongst the researchers and experimenters. Video retrieval system is useful for video editing, video archiving, and interactive video and multimedia information systems. This paper presented the video representation in terms of shot and shot is divided into number of frame, feature selection, Extraction of feature like texture, color and Histogram of video image the proposed content based video retrieval system. We also provide screen shot of features calculated from texture, color, and histogram of video image using Matlab.
