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Bounded solutions of the Emden–Fowler equation in a semi-cylinder are con-
sidered. For small solutions the asymptotic representations at infinity are derived.
It is shown that there are large solutions whose behavior at infinity is different.
These solutions are constructed when some inequalities between the dimension of
the cylinder and the homogeneity of the nonlinear term are fulfilled. If these
inequalities are not satisfied then it is proved, for the Dirichlet problem, that all
bounded solutions tend to zero and have the same asymptotics as small solutions.
© 2002 Elsevier Science (USA)
1. INTRODUCTION
Let W be a bounded domain in Rn−1 with Lipschitz boundary and
C+={x=(xŒ, xn) : xŒ ¥ W and xn > 0}.
Let also p ¥ (1,.) and n be the outward normal to “W. We study bounded
solutions of the Emden–Fowler equation
DU+|U|p−1 U=0 on C+ (1)
subject to the Neumann boundary condition
“nU=0 on “W×(0,.) (2)
or to the Dirichlet boundary condition
U=0 on “W×(0,.) . (3)
Positive solutions of such type problems were studied in [BN] and
[BCN] and we refer to these papers for other bibliographical notes. Here,
U is not supposed to be positive. Moreover, one can show that the
Neumann problem (1), (2) has no nontrivial nonnegative solutions.
We start with the Neumann problem (1), (2). This problem has solutions
of the form u(x)=h(xn) where h satisfies
h'+|h|p−1 h=0 . (4)
It is easy to see that this equation has only periodic solutions.
We show that small solutions to (1), (2) behave asymptotically
like solutions to (4).
Theorem 1. (i) The inequality
sup
x ¥ C+
|U(x)| < 1 l1
2p
21/(p−1) , (5)
where l1 is the first positive eigenvalue of the Neumann problem for −DxŒ in
W, implies the following asymptotic representation for solution U of (1), (2),
U(x)=h(xn)+O(e−axn), (6)
where h satisfies (4) and a is a positive constant.
(ii) If p+1 < 2(n−1)/(n−3) then the problem (1), (2) has solutions of
the form U(x)=u(xŒ), where u is a nonconstant bounded function on W. Let
p+1 < 2n/(n−2) and T > 0. Then problem (1), (2) has bounded T-periodic
solutions which are odd in xn and differ from those to (4).
Theorem 1(i) is proved in a more general setting (see Theorem 3). We
consider the nonhomogeneous equation (1) with a right-hand side F
subject to
F.
0
||F||Lq(Ct) dt <.,
where Ct=W×(t, t+1) and q >max(2, n/2). The proof is based on a
certain reduction of problem (1), (2) to an ordinary differential equation,
perturbed by a nonlocal operator. For linear case this approach was
developed in [KM1] for a quite general class of problems. For nonlinear
case it was used in [KM2] and [KM3].
To obtain the existence of xn-independent or T-periodic solutions we use
the minimax principle for even functionals (see, for example, [S] or [R]).
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Assertion (ii) shows, in particular, that one can not expect the asymptotic
formula (6) being valid without assumption (5).
In Section we consider the Dirichlet problem for (1). The main result
here is the following
Theorem 2. (i) If U is a solution of (1), (3) subject to
sup
x ¥ C+
|U(x)| < (lD)1/(p−1), (7)
then
U(x)=Ce−`lD xnUD(xŒ)+O(e−(`lD+e) xn) . (8)
Here lD and UD are the first eigenvalue and corresponding eigenfunction of
the operator −D in W with Dirichlet boundary condition, e is a positive
constant independent of U and C is a constant which depends on U.
(ii) If p+1 < 2(n−1)/(n−3) then the problem (1), (3) has nontrivial
bounded solutions which depend only on xŒ. If p+1 < 2n/(n−2) and T > 0,
then problem (1), (3) has nontrivial bounded T-periodic solutions which are
nonconstant in xn.
(iii) If n > 3, p+1 \ 2(n−1)/(n−3) and W is strictly star-shaped
with respect to the origin then every bounded solution to (1), (3) admits the
asymptotic representation (8).
Let us note that the last assertion in Theorem 2 is not valid for arbitrary
domains. For example, if W is an annulus then one can construct nontrivial
periodic solutions to (1), (3) depending only on |xŒ| and xn.
There are several interesting remaining questions about the asymptotic
behavior of bounded solutions to the above problems: Are solutions to (1),
(3) asymptotically constant in the case 2n/(n−2) [ p+1 < 2(n−1)/(n−3)?
Does every bounded solution of (1), (2) behave asymptotically like a solu-
tion of (4) in the case n > 3 and p+1 \ 2(n−1)/(n−3) under certain
assumptions on the geometry of W?
Finally, I express my gratitude to V. Kondratiev, who drew my attention
to these problems.
2. PROOF OF THEOREM 1 (THE NEUMANN PROBLEM)
We denote by C the cylinder
{x=(xŒ, xn) : xŒ ¥ W and xn ¥ R}
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and introduce the spaces L rloc(C) and W
1, r
loc (C), 1 [ r [., which consist of
functions f on C whose restrictions on Ct=W×(t, t+1) belong to L r(Ct)
andW1, r(Ct) respectively for all t ¥ R. We split the proof into several steps.
2.1. The Laplace Operator in the Cylinder
Consider the problem
Du=f on C (9)
“nu=0 on “C (10)
with f ¥ L2loc(C). By solution of (9), (10) we understand a weak solution u
fromW1, 2loc (C).
Let l0 and l1 be the first two eigenvalues of the Neumann problem for
−DxŒ in W. Clearly, l0=0 and the corresponding eigenfunction is constant,
the eigenvalue l1 is positive and
||NxŒv||
2
L2(W) \ l1 ||v||2L2(W) (11)
for all v ¥W1, 2(W) orthogonal to constants in L2(W).
Lemma 1. Let f ¥ L2loc(C) be subject to
F
W
f(xŒ, xn) dxŒ=0 for a.e. xn ¥ R. (12)
Assume also that
F
R
e−`l1 s ||f||L2(Cs) ds <. . (13)
Then the problem (9), (10) has a solution u ¥W1, 2loc (C) such that
F
W
u(xŒ, xn) dxŒ=0 for all xn ¥ R (14)
and
||u( · , xn)||L2(W) [
1
2`l1
F
R
e−`l1 |xn −s| ||f( · , s)||L2(W) ds . (15)
The right-hand side in this inequality is finite because of (13).
Proof. The existence of solution one can obtain by using Fourier
methods for (9), (10). Here we prove only the estimate (15).
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Multiplying (9) by u, integrating over W and using the orthogonality u to
1 in L2(W) we obtain
1 d2u
dx2n
, u2 \ l1 ||u||2−||f|| ||u|| , (16)
where ( · , · ) and || · || is the scalar product and the norm in L2(W). One
verifies directly that
1 d2u
dx2n
, u2=||u|| d2
dx2n
||u||+||u||−2 11 du
dxn
, u22−> du
dxn
>2 ||u||22 .
This relation together with (16) give the inequality
d2
dx2n
||u( · , xn)|| \ l1 ||u( · , xn)||− ||f( · , xn)||,
which implies (15).
From (15) it follows the estimate
||u( · , xn)||L2(W)=o(e`l1 |xn|) as xn Q ±.. (17)
It appears that the same relation guarantees the uniqueness of solution.
Lemma 2. Let u ¥W1, 2loc (C) be a solution of (9), (10) with f=0. Let also
(14) and (17) hold. Then u=0.
The proof follows by separating variables.
2.2. A Spectral Splitting of the Nonlinear Equation in the Cylinder
Here we consider the problem
Du+|u|p−1 u=f on C (18)
“nu=0 on “C, (19)
where f ¥ Lqloc(C), with some q >max(2, n/2), is subject to
F
R
||f||Lq(Cs) ds <. . (20)
The notations
u¯(t)=
1
mes W
F
W
u(xŒ, t) dxŒ
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and
u1(xŒ, xn)=u(xŒ, xn)− u¯(xn)
will be used. Then (18), (19) can be rewritten as
u¯œ(t)+|u¯ |p−1 (t) u¯(t)=f¯(t)+K(u1, u¯)(t) for t ¥ R (21)
and
Du1=f1−M(u1, u¯) on C (22)
“nu1=0 on “C. (23)
Here
K(u1, u¯)(t)=|u¯ |p−1 (t) u¯(t)− |u|p−1 u (t)
and
M(u1, u¯)(x)=|u|p−1 (x) u(x)− |u|p−1 u (xn).
2.3. Solvability of the Problem (22)–(23)
We shall consider solutions to (22), (23) subject to
sup
x ¥ C
|u(x)| [ L , (24)
where L is a positive constant depending on W. It is obvious that
F
W
M(u1, u¯)(xŒ, xn) dxŒ=0 for a.e. xn ¥ R. (25)
Since
M(u1, u¯)(x)=|u|p−1 (x) u(x)− |u¯ |p−1 u¯(xn)
+
1
mes W
F
W
(|u¯ |p−1 (xn) u¯(xn)− |u|p−1 (xŒ, xn) u(xŒ, xn) dxŒ ,
it follows that
|M(u1, u¯)(xŒ, xn)| [ pLp−1 1 |u1(xŒ, xn)|+ 1mes W FW |u1(xŒ, xn)| dxŒ 2 . (26)
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Therefore,
||M(u1, u¯)( · , xn)||L2(W) [ L0 ||u1( · , xn)||L2(W) , (27)
where L0=2p Lp−1. In what follows we shall suppose that
L0 < l1 . (28)
In other words we shall assume that the constant in (24) satisfies
L < 1 l1
2p
21/(p−1) . (29)
Lemma 3. Let (24) and (29) be valid. Let also f ¥ Lqloc(C) be subject to
(20). If u1 ¥W1, 2loc (C) is a solution of (22), (23) satisfying (14) then
||u1 ||L.(Ct) [ C F
R
e−`l1 −L0 |xn −s| ||f||Lq(Cs) ds, (30)
where C is a constant depending on q and W.
Proof. First, we prove the estimate
||u1( · , xn)||L2(W) [
1
2`l1−L0
F
R
e−`l1 −L0 |xn −s| ||f1( · , s)||L2(W) ds. (31)
Owing to the boundedness of u and (20) we see that the right-hand side of
(22) satisfies (13). Applying Proposition 1 and using (27) we obtain
||u1( · , xn)||L2(W) [
1
2`l1
F
R
e−`l1 |xn −s|(||f1( · , s)||L2(W)+L0 ||u1( · , s)||L2(W)) ds.
(32)
Iterating this estimate we get
||u1( · , xn)||L2(W) [ F
R
G(xn−s) ||f1( · , s)||L2(W)) ds, (33)
where
G(t)=
1
2`l1
e−`l1 |t|+C
.
j=1
L j0
(2`l1) j+1
×F
R
· · · F
R
e−`l1 |t−s1|e−`l1 |s1 −s2| · · · e−`l1 |sj−1 −sj| ds1 ds2 · · · dsj .
462 VLADIMIR KOZLOV
This is Green’s function of the operator −d2/dt2+(l1−L0). Therefore,
G(t)=
1
2`l1−L0
e−`l1 −L0 |t|
and (33) gives (31).
Now we are in position to prove (30). Let C −t=W×(t+1/4, t+3/4). We
shall use the following well-known local estimate for solutions to the
problem
Du=F on C
subject to (2). If F ¥ Lqloc(C) with q \ 2 then
||u||Lr(CŒt) [ C(||F||Lq(Ct)+||u||L2(Ct)),
where r=nq/(n−2q) if q ¥ [2, n/2), r is an arbitrary number from the
interval [1,.) if q=n/2 and r=. if q > n/2. The proof of this fact in the
case q > n/2 for the Dirichlet boundary condition can be found in [GT],
Theorem 8.15. The Neumann condition case can be derived from it if one
flattens the boundary and then use the even extension of u. The case
q [ n/2 is simpler and is actually contained in the proof of the above
theorem from [GT].
Using this local estimate for the solution u1 of (22), (23) together with
(27) we obtain
||u1 ||Lq1(CŒt) [ C(||f||L2(Ct)+||u1 ||L2(Ct)),
where q1=max(2n/(n−4), q) if n \ 4 and q1=. if n < 4. This and (31)
yield
||u1 ||Lq1(Ct) [ C F
R
e−`l1 −L0 |xn −s| ||f||L2(Cs) ds. (34)
If n < 4 then we arrive at the required estimate.
We suppose that n \ 4. From (26) it follows that
||M(u1, u¯)( · , xn)||Lq1(W) [ Cq1 ||u1( · , xn)||Lq1(W) for a.e. t ¥ R.
Using again the local estimate we obtain
||u1 ||Lq2(CŒt) [ C(||f||Lq1(Ct)+||u1 ||Lq1(Ct)),
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where q2=min(nq1/(n−2q1), q) if q1 [ n/2 and q2=. if q1 > n/2. By
(34)
||u1 ||Lq2(Ct) [ C F
R
e−`l1 −L0 |xn −s| ||f||Lq1(Cs) ds. (35)
If q1 > n/2 then this implies (30). If q1 [ n/2 we continue these iterative
estimates. One can see that, finally, the case qk > n/2 will be met and (30)
will be proved.
2.4. Asymptotics of Solutions of Eq. (21)
Here we consider the equation
hœ(t)+|h|p−1 (t) h(t)=g(t) for t \ 0. (36)
Lemma 4. Suppose that h and g are bounded functions and
F.
0
|g(s)| ds <. . (37)
Then h(t)=h0(t)+w(t), where h0 is a periodic solution of h
'
0+|h0 |
p−1 h0=0
and
|w(t)|+|wŒ(t)|=O 1F.
t
|g(s)| ds2 .
Proof. Multiplying both sides in (36) by hŒ and integrating from 0 to t
we get
1
2
(hŒ)2 (t)+ 1
p+1
|h|p+1 (t)=c0+F
t
0
g(s) hŒ(s) ds . (38)
Let CT=sup0 < s < T |hŒ(s)|. From (38) it follows
CT 1CT−2 F.
0
|g(s)| ds2 [ 2 |c0 | for T > 0.
This implies
CT [max 14 F.
0
|g(s)| ds, 2 |c0 |1/22 .
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Thus the function hŒ is bounded. Using boundedness of hŒ and (37) we
rewrite (38) as
1
2
(hŒ)2 (t)+ 1
p+1
|h|p+1 (t)=c+O 1F.
t
|g(s)| ds2 ,
where c is a nonnegative constant. If c=0 then the assertion is proved with
h0=0. Consider the case c > 0.
We write (36) as the first order system
y −1(t)=y2(t) and y
−
2(t)=−|y1 |
p−1 (t) y1(t)+g(t) for t \ 0,
(39)
where y1=h and y2=hŒ. In polar coordinates r, j (y1=r cos j, y2=
r sin j) the system takes the form
rŒ=r sin j cos j−rp |cos j|p−1 cos j sin j+g sin j
jŒ=−sin2 j−rp−1 |cos j|p+1+r−1g cos j .
Now, we shall use the variable
r=
1
2
r2 sin2 j+
1
p+1
rp+1 |cos j|p+1
instead of r. Then, owing to (38), we get
rŒ=gr sin j ,
where r should be considered as a function of r. Finally, introducing
variable
y=F t
0
(sin2 j(s)+rp−1(s) |cos j(s)|p+1 (s)) ds
instead of t we arrive at the system
d
dy
j=−1+(sin2 j+rp−1 |cos j|p+1)−1 r−1g cos j
d
dy
r=(sin2j+rp−1 |cos j|p+1)−1 gr sin j .
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Solving this system and using the fact that C−1 [ r [ C with some positive
constant C we obtain
r(y)=c+O 1F.
y
|g(s)| ds2 and j(y)=−y+c1+O 1F.
y
|g(s)| ds2 ,
which implies the required assertion.
2.5. Asympotics of Small Solutions of Problem (18), (19)
Now, we describe asymptotic behavior of solutions to the Neumann
problem in the cylinder.
Lemma 5. Let u be a bounded solution to problem (18), (19) subject to
(24) with L satisfying (29). Let also f ¥ Lqloc(C), q >max(2, n/2), be subject
to (20). Then the function u admits the asymptotic representation
u(x)=h(xn)+w(x), (40)
where h is a solution to (4) and
||w||L.(Ct) [ C 1F.
t
||f||Lq(Cs) ds+F
t
−.
e−a(t−s) ||f||Lq(Cs) ds2 (41)
for t > 0. Here a=`l1−L0 and C is a constant depending on W, p and q.
Proof. Denote by g the right-hand side of (21). Since
K(u1, u¯)(t)=
1
mes W
F
W
(|u¯ |p−1 u¯(t)− |u(xŒ, t)|p−1 u(xŒ, t)) dxŒ,
it follows that
|K(u1, u¯)(t)| [
pLp−1
mes W
F
W
|u1(xŒ, t)| dxŒ .
Using estimate (31) for the function u1, we obtain
|g(t)| [ C 1 |f¯(t)|+F
R
e−`l1 −L0 |t−s| ||f1( · , s)||L2(W) ds2 .
Hence,
F.
t
|g(s)| ds [ C 1F.
t
||f( · , s)||L2(W) ds+F
t
−.
e−a(t−s) ||f( · , s)||L2(W) ds2 . (42)
Owing to (20) we conclude that the right-hand side is finite.
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By Lemma 4
u¯(t)=h(t)+wg(t),
where h is a periodic solution to (4) and wg(t) is estimated by the
right hand side in (42). Therefore, we arrive at representation (40)
with w=wg(xn)+u1(x) and the required estimate for w follows from the
estimate for wg and from (30).
2.6. Assertion (i)
The assertion mentioned in the title will be derived from the following
more general result. Consider the problem
DU+|U|p−1 U=F on C+ (43)
subject to the Neumann boundary condition:
“nU=0 on “W×(0,.). (44)
Theorem 3. Let F ¥ Lqloc(C), q >max(2, n/2), be subject to
F.
0
||F||Lq(Ct) dt <..
Let also U be a solution of (43), (44) satisfying (5). Then U admits the
asymptotic representation
U(x)=h(xn)+w(x), (45)
where h satisfies (4), a is a positive constant depending only on n, p and W
and
||w||L.(Ct) [ C 1F.
t
||f||Lq(Cs) ds+F
t
0
e−a(t−s) ||f||Lq(Cs) ds+e
−at2
for t \ 2. (Clearly, the right-hand side tends to 0 as tQ..)
Proof. We introduce the smooth function g=g(t) such that g(t)=0
for t [ 1 and g(t)=1 for t \ 2. We suppose that 0 [ g [ 1. Let u(x)=
g(xn) U(x). Since U satisfies (1), (2), we obtain the following boundary
value problem for u in the cylinder C:
Du+|u|p−1 u=f on C, (46)
“nu=0 on “C, (47)
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where
f=gF+(gp−g) |U|p−1 U+gœU+2gŒ “xnU . (48)
Using the local estimate one can show that “xnU belongs to Lq. Now, the
result follows from Lemma 5.
The assertion (i) of Theorem 1 is a direct consequence of Theorem 3 with
F=0.
2.7. Assertion (ii), the Case p < 2(n−1)/(n−3)
If U(x)=u(xŒ) then u solves the problem
DxŒu+|u|p−1 u=0 in W (49)
and
“nu=0 on “W. (50)
Let
Sp=3u ¥W1, 2(W) : F
W
|NxŒu(xŒ)|2 dxŒ+1F
W
|u(xŒ)|p dxŒ 22/p=1 4 .
Also, let Ap consists of all compact sets K in Sp such that K=−K. The
index of K ¥Ap, denoted by c(K), is define as the least integer m such that
there exist a continuous map s from K into Sm such that s(−v)=−s(v).
Here Sm is the unit m-dimensional sphere. We introduce the functional
j(u)=F
W
|u(xŒ)|p dxŒ
and consider the quantities
dk= inf
K ¥Fm
sup
v ¥K
j(v), (51)
where Fm consists of all K ¥Ap with c(K) \ m. Under the condition
p < 2(n−1)/(n−3) the functional j is compact on Sp. Therefore, the
infimum in (51) is attained on some vk ¥ Sp and one can choose the
sequence {vm} so that vm ] vk and vm ] −vk if m ] k (see, for example, [S],
Sect. 5, Ch. II). Clearly, the function vk satisfies the equation
mk DxŒvk+|vk |p−1 vk=0 in W,
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with some positive mk, and the boundary condition (50). One can verify
directly that the functions uk=m
−1/(p−1)
k vk satisfies (49), (50) and they are
different.
2.8. Assertion (ii), the Case p < 2n/(n−2)
We consider here only the case T=2. The proof for arbitrary positive T
is literally the same.
We shall construct periodic solutions of the problem
Du+|u|p−1 u=0 on C, (52)
“nu=0 on “C. (53)
Clearly, this problem has solutions independent of xŒ ¥ W, i.e., u(xŒ, xn)=
h(xn), where h satisfies (4). Our goal is to show that problem (52), (53) has
another solutions, which are not constant with respect to xŒ and xn. For
this purpose we consider an auxiliary eigenvalue problem
m Dv+|v|p−1 v=0 in W×(0, 1), (54)
“nv=0 on “W×(0, 1) (55)
and
v(xŒ, 0)=v(xŒ, 1)=0 for xŒ ¥ W. (56)
Clearly, this problem may have nontrivial solutions in H1(W×(0, 1)) only
for positive m. If u solves the problem (54)–(56) then we can define the
function u as follows. Let vo be the odd extension (with respect to xn) of v
onto W×(−1, 1) and let vper be the periodic extension of vo onto the
cylinder C. Then the function
u(x)=m−1/(p−1)vper(x)
is odd, has period 2, and solves the problem (52), (53). Therefore, it suffices
to construct solutions to the problem (54)–(56), which are not constant
with respect to xŒ. Let us give a variational formulation of the last problem.
We denote by H the space of functions v ¥H1(W×(0, 1)) satisfying (56).
Clearly, it is a Hilbert space with the scalar product
(v, w)H=F
1
0
F
W
Nv ·Nw dx .
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By S we denote the unit sphere in H and let
F(v)=F 1
0
F
W
|v|p+1 dx .
The functional F is compact on S if p+1 < 2n/(n−2). The critical points
of the functional F on S are eigenvalues to the above spectral problem. To
find these points we shall use the minimax principles for even functionals
(see [S], Sect. 5, Ch. II).
Let
A={K … S : K is compact and K=−K} .
The index of K ¥A, denoted by c(K), is define as the least integer m such
that there exist a continuous map s from K into Sm such that
s(−v)=−s(v). If there are no such continuous maps we put c(K)=.. If
K is the empty set then c(K)=0. We denote by Fm the set of all K ¥A
with c(K) \ m and introduce the quantity
bm= inf
K ¥Fm
sup
v ¥K
F(v) .
Then bm is a critical value of F. We denote by vm a function from S such
that F(vm)=bm. One can choose them in such a way that vm ] vn and
vm ] −vn if n ] m.
Let us estimate bm from below. Using the Hölder inequality we obtain
1F 1
0
F
W
|v|2 dx2 (p+1)/2 [ (mes W) (p−1)/2 F 1
0
F
W
|v|p+1 dx. (57)
We introduce the functional
Y(v)=1F 1
0
F
W
|v|2 dx2 (p+1)/2 .
Then
c1Y(v) [ F(v) for v ¥ S,
where c1 is a positive constant depending on W and p. We put
am= inf
K ¥Fm
sup
v ¥K
Y(v)
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and denote by wm a function in S which the infimum is attained at. Clearly,
c1am [ bm .
Moreover, the number am and the function wm satisfy the equation
am Dwm+
p+1
2
1F 1
0
F
W
|wm |2 dx2 (p−1)/2 wm=0 on W×(0, 1)
and the boundary conditions (55) and (56). Let us denote by mm the
eigenvalues of
mm Dw+w=0 on W×(0, 1) ,
where w is subject to (55) and (56). Clearly,
mm=am 1p+12 1F 10 FW |wm |2 dx2 (p−1)/22−1 .
Owing to the normalization condition ||Nwm ||L2(W×(0, 1))=1, we have
||wm ||
2
L2(W×(0, 1))=mm and, hence,
am=
p+1
2
m (p+1)/2m .
Thus, we arrive at the estimate
cm (p+1)/2m [ bm .
It is well-known that mm \ c m−2/n with some positive constant c depending
on W. Therefore,
cm−(p+1)/n [ bm ,
where c is a positive constant depending on W and p.
Now we estimate the number of solutions to the ordinary differential
equation (4) with period 2, which are zero at the points 0 and 1.
Multiplying (4) by hŒ and then integrating we obtain
1
2
(hŒ)2+ 1
p+1
hp+1=C, (58)
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where C is a non-negative constant. One can see that for every Cauchy
data: h(0)=c0 and hŒ(0)=c1 there exists exactly one periodic solution to
(4) which satisfies also (58) with C=c21/2+|c0 |
p+1/(p+1).
We fix a solution hg of (4) such that hg(0)=hg(1)=0 and hg(t) > 0 for
t ¥ (0, 1). Clearly, such solution exists and unique. We put h1(t)=ahg(t),
where a is chosen in such a way that
F 1
0
|h −1(t)|
2 dt=1/mes W .
Then, h1 ¥ S and lh'1 (t)+|h1 |p−1 (t) h1(t)=0 with some positive constant l.
Other solutions to (54)–(56) independent of xŒ and lying in S are hm(t)=
m−1h1(mt), m=2, 3, ... . Moreover,
m−(p+1)lh'm(t)+|hm |
p−1 (t) hm(t)=0 .
Since the eigenvalues lm=m−(p+1)l can no be estimated by cm−(p+1)/n
from below, there should be another eigenvalues to problem (54)–(56).
3. PROOF OF THEOREM 2 (THE DIRICHLET PROBLEM)
3.1. Assertions (i) and (ii)
Since the proof repeats, with some simplifications, that of Theorem 1 we
outline only the main steps.
Consider first the Dirichlet problem in the cylinder C:
Du+|u|p−1 u=f on C, (59)
u=0 on “C, (60)
where f ¥ Lqloc(C) with q >max(2, n/2).
Lemma 6. Let f ¥ Lqloc(C) be such that the function tQ ||f||Lq(Ct) is
bounded. If u ¥W1, 2loc (C) is a solution of (59), (60) subject to
L0 :=sup
x ¥ C
|u(x)| < (lD)1/(p−1)
then
||u||L.(Ct) [ C F
R
e−`lD −L0 |t−s| ||f||Lq(Cs) ds, (61)
where lD was introduced in the formulation of Theorem 2.
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Proof. First, consider the Dirichlet problem for the Laplace equation in
the cylinder:
Dv=g on C, (62)
v=0 on “C, (63)
where g ¥ Lqloc(C). Repeating the proof of Lemma 1, we arrive at the
estimate for the bounded solution
||v( · , xn)||L2(W) [
1
2`lD
F
R
e−`lD |xn −s| ||g( · , s)||L2(W) ds (64)
under the assumption that the function tQ ||g||Lq(Ct) is bounded.
Then, analogous to (31), we prove that
||u( · , xn)||L2(W) [
1
2`lD−L0
F
R
e−`lD −L0 |xn −s| ||f( · , s)||L2(W) ds . (65)
Using local estimates for solutions to the Dirichlet problem (see [GT],
Sect. 8.5)
||u||L.(CŒt) [ C(||f||Lq(Ct)+||u||L2(Ct)),
where C −t was introduce in the proof of Lemma 3, we arrive at (61).
Corollary 4. Let additionally to the above assumptions ||f||Lq(Ct) Q 0 as
tQ.. Then ||u||L.(Ct) Q 0 as tQ..
Proof follows directly from estimate (61).
Proof of Theorem 2(i). Using local estimates one can show that the
function “xnU belongs to Lqloc. Let g be the same smooth function as in
Sect. 2.6 and let u=gU. Then, u satisfies (59), (60) with f given by (48).
Clearly, f is a bounded function with compact support. Applying Lemma 6
we obtain
||u||L.(Ct)=O(e
−at) for large t
with a=`lD−L0 .
We write (59) as
Du=F=f−|u|p−1 u.
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Since, ||F||L.(Ct)=O(e
−pat) for large t, it follows from (64) and local estimates
that ||u||L.(Ct)=O(e
−pat). Continuing this procedure, we obtain finally that
||F||L.(Ct)=O(e
−(lD+e) t) with some positive e. Now, solving the Dirichlet
problem in the cylinder by Fourier method and then applying the local
estimate we arrive at (8).
To prove (ii) we first note that it suffice to construct only one nontrivial
periodic (or constant in xn) solution to (1), (3) instead of sufficiently many
as was in the case of the Neuron problem. Therefore, in this case one can
use the maximum (instead of mini-max) principle. Solution obtained after
renormalization gives the required nontrivial periodic (or constant in xn)
solution.
3.2. Assertion (iii), the Case p+1 > 2(n−1)/(n−3)
In what follows we suppose that W is strictly star-shaped with respect to
the origin in Rn−1. We introduce the notation CN=W×(0, N).
We shall use a Pohozhaev-type identity. Multiplying (1) by xŒ ·NxŒU after
some computations we arrive at
0=(DU+|U|p−1 U)(xŒ ·NxŒU)=N · (NU(xŒ ·NxŒU))
−NxŒ ·1xŒ |NU|22 − 1p+1 x |U|p+12+n−32 |NU|2+: “U“xn :
2
−
n−1
p+1
|U|p+1 .
Integrating this identity over CN and then integrating by parts, we obtain
0=F
CN
1n−3
2
|NU|2+: “U“xn :
2
−
n−1
p+1
|U|p+12 dx
+
1
2
F
CN
(x · n) : “U“n :2 dC+F1(N)−F1(0), (66)
where CN=“W×(0, N) and
F1(xn)=F
W
“U
“xn
(xŒ ·NxŒU) dxŒ .
Multiplying (1) by U and integrating by parts, we get
0=F
CN
(−|NU|2+|U|p+1) dx+F2(N)−F2(0) . (67)
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with
F2(xn)=F
W
“U
“xn
U dxŒ .
From (66) and (67) we derive
F
CN
1 : “U
“xn
:2+1n−3
2
−
n−1
p+1
2 |U|p+12 dx
+
1
2
F
CN
(x · n) : “U“n :2 dC=F(0)−F(N), (68)
where
F(xn)=F1(xn)+
n−3
2
F2(xn) .
Since all terms in the left-hand side in (68) are non-negative and the
right-hand side is uniformly bounded with respect to N, it follows that
F
C+
1 : “U
“xn
:2+|U|p+12 dx <. .
Using this, we derive from (67) that
F
C+
|NU|2 dx <. .
The last two estimates infer
F
Ct
(|NU|2+|U|p+1) dxQ 0 as tQ.. (69)
Using the local estimate for the equation DU=−|U|p−1 U and boundedness
of U, we derive from (69)
sup
xŒ ¥ W
|U(xŒ, xn)|Q 0 as xn Q..
Now, the result follows from Theorem 2(ii).
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3.3. Assertion (iii), the Case p+1=2(n−1)/(n−3)
As in the previous section we obtain first that
F
C+
|“xnU(x)|2 dx <. .
Let us prove that
F
{x ¥ C : xn > t}
|N “xnU(x)|2 dx [ Ce−axn (70)
for positive xn. We denote the left-hand side by J(t).
Differentiating (1) with respect to xn we obtain
DUn+p |U|p−1 Un=0 in C+ , (71)
where Un=“xnU. Moreover, Un satisfies the homogeneous Dirichlet
boundary conditions on W×(0,.). Clearly, Un ¥W1, 2loc (C+). We introduce
a smooth non-negative function q=q(t) such that q(t)=0 for t < T and
t > N, and q(t)=1 for t ¥ (T+1, N−1). Here N is a large positive
number. Multiplying (71) by qun and integrating over C, we obtain
F
C
q |NUn |2 dx=F
C
(p |U|p−1 U2n−qŒU2n) dx.
Observe that the right-hand side is bounded with respect to N. Therefore,
taking the limit as NQ. we arrive at
J(T+1) [ C(J(T)−J(T+1))+I, with I=C F
C+
U2n dx
for every positive T. This implies (70) with some positive constant a.
From the estimate (70) it follows that
F
Ct
|NUn |2 dx [ Ce−at for t > 0.
This implies, in particular, that Un is a continuous function in xn with
values in L2(W) and, hence,
U(x)=V(xŒ)+w(x),
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where
||w( · , xn)||L2(W) [ Ce−axn .
One can show that V satisfies
DxŒV+|V|p−1 V=0 in W (72)
and
V=0 on “W=0
in a weak sense. Hence,V ¥ W˚1, 2(W). To prove thatV=0we use Pohozhaev’s
identity again. Multiplying (72) by xŒ ·NxŒV and integrating over W, we
obtain
F
W
1n−3
2
|NV|2−
n−1
p+1
|V|p+12 dxŒ+1
2
F
“W
|“nV|2 dC=0 . (73)
Since
F
W
(|NxŒV|2−|V|p+1) dxŒ=0,
it follows from (73) that
“nV=0 on “W.
Now using unique continuation property, we get that V=0. Therefore,
||U( · , xn)||L2(W) [ Ce−axn .
Using local estimates for the solution U, we obtain that ||U||L.(Ct) Q 0 as
tQ.. Reference to Theorem 2(i) completes the proof.
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