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Рассмотрена задача упрощения транзакционных баз данных. Предложен метод 
сокращения баз транзакций на основе четких продукций. Разработанный метод позволяет 
исключить неинформативные признаки и избыточные экземпляры из заданных массивов 
данных, что, в свою очередь, позволяет понизить структурную и параметрическую 
сложность синтезируемых диагностических моделей. Библиогр. 14 назв. 
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Постановка проблемы и анализ литературы. Разработка 
интеллектуальных систем неразрушающего контроля качества, 
технического и медицинского диагностирования, распознавания образов 
связана с необходимостью обработки больших объемов 
информации [1, 2]. Зачастую такая информация может представляться в 
виде баз транзакций, где каждая транзакция представляет собой список 
значений некоторых из возможных признаков, характеризующих 
исследуемые объекты или процессы [3, 4]. 
Использование избыточных данных при синтезе диагностических 
моделей может привести к построению моделей, обладающих низкими 
обобщающими способностями, а также высокой структурной и 
параметрической сложностью, что повлечет увеличение затрат памяти 
ЭВМ на хранение моделей и увеличение времени вычислений на 
обработку большого объема данных. Следовательно, перед 
осуществлением синтеза диагностических моделей целесообразным 
является сокращение обучающей выборки путем исключения из нее 
избыточной информации. 
Известные методы редукции данных [2 – 6], как правило, 
предназначены либо для отбора признаков, либо для отбора экземпляров 
и часто не учитывают взаимосвязи сочетаний некоторых значений 
признаков, которые также могут быть исключены из исходной выборки. 
Поэтому актуальной является разработка нового метода сокращения 
обучающей выборки, позволяющего выполнять редукцию признаков, 
экземпляров, термов признаков и формировать множество данных с 
меньшим количеством элементов по сравнению с исходной выборкой. 
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Для редукции обучающей выборки в настоящей работе предлагается 
использовать четкие продукции, извлекаемые с помощью методов 
ассоциативных правил [3, 4, 7 – 11], поскольку извлечение таких правил 
из выборок данных позволяет существенно сокращать объемы 
информации и выполнять обобщение данных, преобразовывать значения 
признаков в некоторые диапазоны значений, оценивать степень влияния 
признаков на выходной параметр, а также уровень их взаимосвязи между 
собой, в том числе взаимосвязи некоторых значений признаков. 
Цель статьи – разработка метода упрощения транзакционных баз 
данных на основе четких продукций. 
Метод упрощения транзакционных баз данных на основе четких 
продукций. Пусть задана база транзакций }...,,,{ 21 DNTTTD = , в которой 
каждый элемент jT , DNj ...,,2,1=  содержит информацию о некоторых 
объектах или процессах, где DND =  – число экземпляров (элементов) в 
наборе данных D. Элементы jT  представляют собой множество значений 
вида: },...,,,{ 21 jjNjjj yT Ittt= , где ];[ maxmin ajajaj tt=t  – значение a-го 
признака at  для элемента jT ; at  – а-й признак множества 
},...,,{ 21 INI ttt= , INa ...,,2,1= ; I  – множество признаков, которыми 
описываются элементы jT , набора данных D; IN I =  – число признаков 
в выборке D; minajt  и maxajt  – минимальное и максимальное значения из 
диапазона возможных значений признака at ; jy  – значение выходного 
параметра для элемента jT . Тогда задача сокращения размерности 
обучающей выборки заключается в уменьшении числа её экземпляров 
DD NN <¢  и описывающих их признаков II NN <¢ , с сохранением 
возможности построения диагностических моделей с приемлемыми 
способностями к аппроксимации исследуемых зависимостей. 
В разработанном методе сокращения размерности обучающей 
выборки для редукции данных предлагается извлекать ассоциативные 
правила. Информация об интересности выявленных правил используется 
для оценивания степени влияния признаков на выходной параметр, а 
также взаимосвязи некоторых значений признаков между собой. 
На начальном этапе для заданной выборки D выполняется редукция 
её экземпляров. Для этого дискретизируются значения признаков 
(диапазон значений ];[ maxmin aaa tt=D  каждого признака at  
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разбивается на aN int.  интервалов). После дискретизации выполняется 
преобразование 1DD ¢® , в результате которого значения исходных 
признаков at  заменяются номерами интервалов значений признаков, 
выделенных в процессе дискретизации: )( ajaj n t=t¢ , где ajt  и ajt¢  – 
значения a-го признака для j-го экземпляра в выборках D и 1D¢ , 
соответственно; )( ajn t  – номер интервала значений признака at , в 
который попадает его значение ajt  для j-го экземпляра. 
Полученные в результате преобразования 1DD ¢®  экземпляры jT ¢  и 
kT ¢  с одинаковыми значениями признаков ajt¢  и akt¢ , INa ...,,2,1=  
считаются эквивалентными и избыточными. Поэтому в выборке 1D¢  
последовательно для каждых двух эквивалентных экземпляров jT ¢  и kT ¢  
следует оставить один экземпляр jT ¢ , а другой – исключить: kTDD ¢¢=¢ \11 . 
После выполнения этапа редукции экземпляров происходит 
выявление неинформативных признаков с последующим их 
исключением из выборки. Для редукции признаков at  из выборки 1D¢  
будем извлекать ассоциативные правила RBARl Î  (RB – база 
извлеченных ассоциативных правил), оценивать их интересность и 
интересность каждого терма признаков, на основе чего будем делать 
вывод об информативности каждого признака. Для этого вначале 
извлекаются численные ассоциативные правила lll YXAR ®:  [3, 4, 7 –
11], затем выполняется оценивание интересности 
lARI  каждого из 
выявленных правил. В качестве оценок интересности правил возможно 
использовать критерии (1) – (5) [3, 4, 7–11]: 
  )supp()supp(AR llll YXYXI l ®+®= ,  (1) 
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где A)(supp  – поддержка множества A, определяемая как отношение 
числа элементов jT , содержащих A, к общему числу экземпляров DN  в 
наборе данных D; ( )Aconf  – достоверность множества A, рассчитываемая 
как отношение поддержки импликации A к поддержке ее левой части. 
Используя информацию об интересности 
lARI  извлеченных ассоци-
ативных правил, выполняется оценивание интересности термов aktD , 
aNk int....,,2,1=  каждого признака at , INa ...,,2,1= . Интересность термов 
aktD  предлагается определять по одной из следующих формул (6) – (8): 
 å
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где 
ak
N tD  – число ассоциативных правил RBARl Î , содержащих терм 
aktD : lak ARÎtD . Информативность aI  признаков at  будем оценивать 
исходя из оценок интересностей термов, входящих в соответствующий 
признак (9) – (11): 
 å
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Признаки at  с низкими значениями информативности aI  
исключаются из выборки 1D¢ .  
С целью выполнения этапа сокращения избыточных термов из 
выборки 2D¢  извлекаются ассоциативные правила и выявляются 
взаимосвязи между различными интервалами aktD  и bmtD  признаков. 
В результате извлечения ассоциативных правил из выборки 2D¢  
синтезируется база правил 2RB  вида lll YXAR ®:  с уровнем 
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достоверности )(conf ll YX ® , не ниже минимально приемлемого 
nceminconfide . Поэтому из транзакций (экземпляров) jT2¢  выборки 2D¢  
можно исключить термы lak XÎtD  при наличии в этих же транзакциях 
термов lbm YÎtD , входящих в консеквенты lY  правил базы 2RB  (12): 
 U
2
2
RB)(
,)(
,
23 )(\
Î®
Î¢ÌtD$
ÎtD
tDÎt¢=¢
ll
ljbm
lak
YX
YT
X
akajj TT . (12) 
Путем исключения избыточных термов из выборки 2D¢  выполняется 
преобразование 32 DD ¢®¢  и формирование выборки 3D¢  сокращенной 
размерности. Таким образом полученное разбиение пространства 
признаков 3D¢  содержит существенно меньшее число элементов aktD  по 
сравнению с исходной выборкой D, характеризуется более высокими 
обобщающими свойствами и позволяет понизить структурную и 
параметрическую сложность синтезируемых диагностических моделей. 
Для выполнения экспериментального исследования предложенного 
метода сокращения размерности обучающей выборки на основе 
ассоциативных правил он был программно реализован на языке C#. 
Выборка для проведения экспериментов содержала информацию о 
характеристиках сырья и параметрах технологического процесса 
изготовления кондитерской продукции для 3284 партий изделий 
(наблюдений), описывающихся с помощью 43 признаков. Далее эта 
выборка сокращалась путем применения предложенного метода, а также 
различных методов сокращения обучающих множеств (методы отбора 
признаков и методы отбора экземпляров [1, 2, 5, 6, 12 – 14]).  
Результаты экспериментов показали, что предложенный метод 
упрощения баз транзакций на основе ассоциативных правил позволяет 
формировать множество данных с меньшим количеством элементов по 
сравнению с исходной выборкой, а также строить на его основе 
диагностические модели с высокими значениями показателей обобщения 
и интерпретабельности. 
Выводы. В работе решена актуальная задача упрощения баз 
транзакций для построения диагностических моделей. 
Научная новизна работы заключается в том, что предложен метод 
упрощения транзакционных баз данных на основе четких продукций, 
который предполагает выполнение этапов редукции экземпляров, 
признаков и избыточных термов, для оценивания информативности 
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признаков использует информацию об извлеченных ассоциативных 
правилах и позволяет формировать разбиение пространства признаков с 
меньшим количеством экземпляров по сравнению с исходной выборкой, 
что, в свою очередь, позволяет синтезировать более простые и удобные 
для восприятия диагностические модели. 
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