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Abstract
The focus of the research is to investigate and develop enhanced version of swarm intelli-
gence firefly algorithm and ecology-based invasive weed algorithm to solve global optimisa-
tion problems and apply to practical engineering problems. The work presents two adaptive
variants of firefly algorithm by introducing spread factor mechanism that exploits the fitness
intensity during the search process. The spread factor mechanism is proposed to enhance the
adaptive parameter terms of the firefly algorithm. The adaptive algorithms are formulated to
avoid premature convergence and better optimum solution value. Two new adaptive variants
of invasive weed algorithm are also developed seed spread factor mechanism introduced in the
dispersal process of the algorithm. The working principles and structure of the adaptive fire-
fly and invasive weed algorithms are described and discussed. Hybrid invasive weed-firefly
algorithm and hybrid invasive weed-firefly algorithm with spread factor mechanism are also
proposed. The new hybridization algorithms are developed by retaining their individual ad-
vantages to help overcome the shortcomings of the original algorithms. The performances
of the proposed algorithms are investigated and assessed in single-objective, constrained and
multi-objective optimisation problems. Well known benchmark functions as well as current
CEC 2006 and CEC 2014 test functions are used in this research. A selection of performance
measurement tools is also used to evaluate performances of the algorithms. The algorithms
are further tested with practical engineering design problems and in modelling and control
of dynamic systems. The systems considered comprise a twin rotor system, a single-link
flexible manipulator system and assistive exoskeletons for upper and lower extremities. The
performance results are evaluated in comparison to the original firefly and invasive weed
algorithms. It is demonstrated that the proposed approaches are superior over the individ-
ual algorithms in terms of efficiency, convergence speed and quality of the optimal solution
achieved.
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Chapter 1
Introduction
1.1 Introduction
Optimisation saturates what we do and drives almost every aspect of engineering.
- Dennis Bernstein (Bernstein, 2006)
According to the quote above, everything we do involves optimisation. From a simple appli-
cation such as our individual personal schedule to more complex applications such as health
care, biological, engineering and economic systems; needs to be optimised. Optimisation
shows a universal applicability hence making it a very interesting topic to study. The pos-
sibility of using biologically-based and evolutionary-based algorithms for optimisation has
widely been researched and applied in the past few decades (Simon, 2013). This thesis aims
to develop new variants of biologically inspired optimisation algorithm and discusses ap-
proaches for solving global optimisation problems.
In this chapter, a brief overview of biologically inspired (bio-inspired) optimisation is
introduced. It is followed by brief introduction of the bio-inspired algorithms used, research
objectives and methodology. This chapter also presents the research contribution and ends
with the organization of the thesis.
1.2 Bio-inspired Optimisation Algorithm
Technologies such as machine learning, high performance computing and other innovative
approaches have helped us extensively in solving complex problems in science and engineer-
ing. However, the extent of the complexity and diversity of the problems have also urged
researchers to look at various ways in solving those problems especially to ensure flexibility,
robustness and reliability as well as low computational cost. As a result, researchers tend to
go back to look upon the nature or biological point of view on how this biological inspired
mechanism could help them solve various complex problems.
In order to tackle this issue, computing inspired by nature, very often referred to biolog-
ically inspired computing is developed and explored based on behaviours of living species
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encountered or by exploiting natural processes observed. By looking at all the creatures,
nature has given them biological intelligence of life (Frohlich, 2009). If observed carefully,
there are unlimited ways for problem solving provided by nature. Nunes de Castro (2012)
mentioned that natural computing is a research field that is aimed at developing new com-
putational techniques, methods and algorithms and tools for solving problems inspired by
nature.
One of the important aspects of current bio-inspired computing is optimisation, since peo-
ple are interested in achieving optimality in solving those problems (Yang, 2010a). Regard-
less of the complexity and higher dimensional problems as well as computational drawback
of existing numerical methods, capability of solving those numerical optimisation problems
is still a challenge. Recent biologically-inspired algorithms have been shown to be capable of
solving these problems more efficiently. In recent years, the biologically inspired algorithms
have been adopted to solve hard optimisation problems and they have shown great potential
in solving complex engineering optimisation problems (Yang and He, 2013). Bio-inspired
optimisation technique is developed to solve optimisation problems by iteratively improving
the problem solution. It is one type of metaheuristics methods and is related to the field of
artificial intelligence. This evolution began when John Holland proposed genetic algorithm
(GA) in 1975 based on the Charles Darwin’s principle, survival of the fittest, from the process
of natural evolution. GA has been widely applied in economics, physics, engineering, and
various other fields.
In a simple terms, according to the definition of Cambridge Dictionaries, optimisation is
the process of making something as effective as possible. Thus, optimisation can be illus-
trated as an effort of obtaining the optimal solution of a problem under particular circum-
stances (Yang and Deb, 2014). Most of the systems that seek optimisation have an objective
function and a number of decision variables that affect the functions over a certain search
space. The optimisation method is a process of getting optimal solution that satisfies the
given function as mentioned above. A generic mathematical optimisation (Yang, 2010a) can
be formulated as;
Minimize
x∈<
fi(
−→x ),−→x = [x1, x2, · · · , xn] (1.1)
subject to
gi(x) ≤ 0, fori = 1, · · · , q
hj(x) = 0, forj = 1, · · · ,m
where fi(x), φj(x)andψk(x) are functions of the design vector
x = (x1, x2, ..., xn)
T
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where x constitutes components of decision variables or design variables. The variables are
either continuous, discrete or a mixture of continues and discrete. The fi(x) are called the ob-
jective functions. The φj(x) are called the equalities and and ψk(x) the problem inequalities,
for constrained optimisation problems. The <n is called the search space, where the space is
spanned by the decision variables, xi. In order to classify the optimisation problem in terms
of objective function, ifM = 1, the problem is called single objective optimisation. Whereas,
if M > 1, it is called multi-objective optimisation. Multi-objective optimisation is also re-
ferred to as multi-criteria in the literatures. In real engineering applications, multi-objective
optimisation problems are mostly dealt with.
Generally, optimisation algorithms can be categories into two; stochastic and determin-
istic algorithms. Classical optimisation methods such as Newton method, gradient method,
golden mean, modified Newton method, as well as methods for constrained optimisation
such as Lagrange methods, including Linear and Quadratic Programming are all in the class
of deterministic methods. They are largely dependent on gradient information and ideal for
unimodal functions that have one global optimum. However, deterministic algorithms face
difficulty in solving problems with multimodal functions or problems where the gradient is
very small such as flat regions (Tang and Wu, 2009). Therefore, the introduction of stochas-
tic algorithms is preferred as they can escape from local minima and produced better perfor-
mance (Yang, 2010a).
Metaheuristic algorithms could be regarded as a subset of stochastic algorithms. Some
studies in the literature tend to refer to stochastic algorithms as metaheuristics (Blum and
Roli, 2003; Yang and He, 2013). Heuristic means ‘to discover solution by trial and er-
ror’ (Yang, 2010d). Meta-heuristic is defined as ‘higher-level’ heuristic, where the process
of search is influenced by certain trade-off between randomisation and local search (Yang,
2010d). Furthermore, the search process in a meta-heuristic algorithm and in the research in
this thesis, with focus on bio-inspired algorithm, depends on balancing between exploration
and exploitation or diversification and intensification.
In recent years, biologically inspired algorithms have been adopted to solve hard optimi-
sation problems and they have shown great potential in solving complex engineering optimi-
sation problems (Yang and He, 2013). The success of these methods depends on their ability
to maintain proper balance between exploration and exploitation by using a set of candidate
solutions and improving them from one generation to another generation. According to Si-
mon (2013), the exploitation refers to the ability of the algorithm to apply the knowledge of
previously discovered good solutions to better guide the search towards the global optimum.
The exploration refers to the ability to investigate the unknown and less promising regions in
the search space to avoid getting trapped in local optima (Simon, 2013).
Numerous biologically inspired algorithms have been developed by researchers. Most of
the algorithms are nurtured and inspired by the evolution of genetic, the swarm behaviour of
animal and also inspired from common ecological phenomena. Between the 1950s and late
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1970s, these algorithms such as evolutionary algorithms (EA) (Fraser, 1957), evolutionary
programming (EP) (Fogel, 1966), evolutionary strategy (EP) (Rechenberg, 1973) and genetic
algorithm (GA) (Holland, 1975) have been developed. They are mostly inspired by the pro-
cess of genetic evolution. They are also population-based stochastic algorithms that perform
based on best-to-survive criteria (Tang and Wu, 2009). These algorithms are introduced as
alternatives to deterministic method (Binitha and Sathya, 2012) and are becoming powerful
in modern numerical optimisation (Yang, 2009).
There are a number of algorithms that inspired by animal swarm behaviours or swarm-
based algorithms have been developed. These swarm-intelligence based algorithms full un-
der bio-inspired optimisation algorithms where the intelligence is attributed to the social be-
haviour of animals and insects in nature. In the past two decades, these algorithms have
drawn attention of research communities as they appear differently from the classical EAs.
They operate without using evolutionary operators, hence, the stochastic search tracking of
the algorithms are more direct (Tang and Wu, 2009). Among these, Kennedy and Eber-
hart (1995) proposed particle swarm optimisation (PSO) based on social behaviour of bird
swarms. Inspired on foraging of ants, Dorigo et al. (1996) proposed ant colony optimisa-
tion (ACO). Other examples include, bacteria foraging algorithm (BFA) which inherit the
characteristics of bacterial foraging patterns (Passino, 2002) and artificial bee colony (ABC),
which simulates the foraging behaviour of a swarm of bees (Karaboga, 2005). Inspired by
the flashing pattern of a swarm of fireflies, Yang (2010d) proposed a new swarm intelligence
based algorithm called firefly algorithm (FA).
Another class of population-based optimisation models is inspired from natural ecology
phenomena. Examples of bio-inspired algorithm based on ecological mechanism are invasive
weed optimisation (Mehrabian and Lucas, 2006), gravitational search algorithm (Rashedi et
al, 2009), spiral optimisation (Tamura and Yasuda, 2011), galaxy-based search algorithm
(Shah-Hosseini, 2011) and flower algorithm (Yang et al, 2013). Invasive weed optimisation
(IWO) algorithm is one of the promising recent developments in this field. The IWO algo-
rithm is inspired by the natural ecological phenomenon and mimics the behaviour of weeds
occupying suitable place to grow, reproduce and colonize the area. It has the robustness,
adaptation, and randomness features and is simple but effective with accurate global search
ability. This section will concentrate on the FA and IWO and their potential in building novel
bio-inspired optimisation algorithms for solving problems in engineering and sciences.
1.2.1 Firefly Algorithm
Firefly algorithm is one of the population-based optimisation algorithms and in the family
of swarm intelligence algorithms introduced by (Yang, 2009). It is inspired by the social
behaviour of a group of fireflies that interact and communicate via the phenomenon of biolu-
minescence produced in the insect’s body.
This metaheuristic algorithm is much simpler in concept and implementation than other
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swarm algorithms because it has the advantage of finding optimal solution with its exploita-
tion capability. In general, FA is based on random search movement of fireflies, and so it is
easy to achieve the global best values. Yang (2009) proves that FA is very efficient in dealing
with multimodal problems as well as performs better than other bio-inspired optimisation
algorithms. As such, it has attracted much attention to solve various optimisation problems
(Apostolopoulos and Vlachos, 2010; Coelho and Mariani, 2012; Maricelvam et al., 2014;
Olamaei et al., 2013). Appendix A.1 shows the basic flow-chart of the firefly algorithm.
1.2.2 Invasive Weed Optimisation
Another promising recent development in the area of bio-inspired optimisation algorithm is
the IWO algorithm, which was proposed by Mehrabian and Lucas (2006). This population-
based optimisation model is inspired from common ecological phenomena of survival of
weeds. The algorithm is inspired by the natural ecological phenomenon and mimics the
behaviour of weeds occupying suitable place to grow, reproduce and colonize the area. It has
the robustness, adaptation, and randomness features and is simple but effective with accurate
global search ability. It has also been applied to many engineering and non-engineering
fields (Ahmadi and Mojallali, 2012; Ghasemi et al., 2014; Nikoofard et al., 2012; Zaharis
et al., 2013). Appendix A.2 shows the basic flow-chart of the invasive weed optimisation
algorithm.
1.3 Problem Statement
The discussion above of reported literature has highlighted the capability of bio-inspired op-
timisation especially FA and IWO in solving complex problems in science and engineering.
Later chapters will highlight performances of variants of FA and IWO algorithms enhanced
or hybridization with other bio-inspired algorithm as reported by other researchers.
Therefore, there is a need to develop enhanced algorithms mimicking the exact working
mechanism of firefly and weed population. This potential could lead to self-evolving, truly
intelligent, more powerful and more biologically-based algorithms. The natural swarm of
fireflies and weeds survival provides rich source of mechanism that could improve the algo-
rithms.
A great potential can also be explored through hybridization with other algorithms. To
date, there has been no research effort at hybridizing FA and IWO algorithms. As both
algorithms have their own strong features in solving single and multiple objective problems,
hybridizing them could utilize both potentials to produce novel algorithms that perform better
and more efficiently. Furthermore, a study of using swarm-based algorithm and nature-based
algorithm is also a potential domain of the research.
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1.4 Aim of The Research
The aim of the research is to improve the performance of FA, IWO and develop hybridiza-
tion versions of both algorithms. The developed optimisation problems are aimed to have
improvement in terms of convergence speed and accuracy especially in comparison to their
respective predecessors in solving single objective, constrained and multiple objective opti-
misation problems.
There are opportunities for improvement of FA and IWO in terms of convergence accu-
racy and speed. Local information during the optimisation process is one of the areas that
could be explored more and used to improve the search process. Some researchers such as Yu
et al. (2014) and Wang et al. (2016) have initiated improvements by using local information.
However, there are still further strategic approaches and the use of information that could
lead to improved performance of the algorithm. On the other hand, at present, there is no lit-
erature referring to hybridization between firefly and invasive weed optimisation algorithms
for improved performance.
Hence, the adaptive versions of FA and IWO are developed in this research by utilising
the information available during the search and iteration process. The algorithms are aimed
to reflect the given information and the movement of the group to respond. The innovative
movement mechanism of fireflies and weeds to improve their diversification and intensifica-
tion process in finding the optimum solution. The adaptation will help the algorithm to get
better solution, fast convergence and maintain good accuracy to the global optimum solution
of the problem in hand.
Through benchmark and practical applications, the proposed variants will be examined
in solving various optimisation problems. The algorithms will be subjected to tests with
single and multi-objective well-known benchmark functions including benchmark functions
provided by Congress on Evolutionary Computation (CEC). For single optimisation prob-
lems, 12 test functions of CEC 2014 are used for benchmark function and for constrained
optimisation problem, 10 functions of CEC 2006 are used in this thesis.
The proposed optimisation algorithms are further subjected to tests with engineering
problems particularly in dynamic system modelling and controller design. These include
modelling and control of flexible systems and wearable exoskeletons. The flexible systems
considered comprise a twin rotor system (TRS) and a single-link flexible manipulator system
(FMS). The wearable exoskeletons considered include models of upper and lower limb ex-
oskeletons. The performances of the developed algorithms are assessed in comparison to the
original FA and IWO.
1.4.1 Research Objectives
The main objectives of the research are as follows:
1. Investigate and develop adaptive FA and IWO algorithms that are better than their pre-
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decessors in solving single unconstrained and constrained single objective optimisation
problems.
2. Research and develop hybrid versions of FA and IWO that are better in convergence
and fitness accuracy in solving single optimisation problems and constrained objective
optimisation problems.
3. Investigate and test the developed algorithms to solve multiple objective optimisation
problems.
4. Assess the performance of the developed adaptive FA, IWO and hybrid versions by
employing the algorithms in dynamic modelling and control of a twin rotor system, a
flexible manipulator and wearable upper and lower extremity exoskeletons.
1.5 Research Methodology
This section describes the adopted methodology and techniques used in this research. A
flow of the research methodology is presented in Figure 1.1 and the various steps are briefly
described below.
1. Formulating research problem.
A thorough search of the given topic in the potential area in biologically inspired opti-
misation is carried out to provide the idea of formulating the research problem. Thus,
expected improvements of firefly algorithm and invasive weed optimisation and asso-
ciated validation of the algorithms are highlighted.
2. Literature survey.
An extensive literature survey of the problem domain is carried out. This will allow
identify current trends of the techniques and methodologies and associated problems
encountered. Potential improvements and open problems are noted, and the findings are
categorised into developments in firefly algorithm and its applications, invasive weed
and its applications.
3. Finding research gap.
The literature review will provide a clear picture of the research gap. The variants and
improvements to the algorithms with recent applications will be reviewed to identify
the shortcomings and potential areas for further improvement.
4. Based on the identified research gap, proposed approaches will be formulated.
• Formulation of proposed approaches with focus at modification of the algorithms
(FA and IWO) and whether they could achieve improved performance in compar-
ison to the original algorithms.
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Figure 1.1: The proposed flow-chart for the research
• Problem formulation I and II focus at development of proposed algorithms in
context of specific optimisation problems (i.e., constrained optimisation problems
and multi-objective problems). Comparative assessments with the original algo-
rithms are also carried out.
• Problem formulation III is concerned with the development of modelling and con-
trol techniques using the proposed algorithms and the original FA and IWO algo-
rithms. The main objectives are to arrive at optimal parameter set in a dynamic
modelling and controller design contexts.
5. Determining the optimisation problem.
In this research, the proposed algorithms are tested, evaluated and verified with two
sets of optimisation problems; benchmark functions and engineering applications.
• Benchmark functions.
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A set of benchmark test functions are used in the research. The target is to assess
the performances of the proposed algorithms.
• Single objective optimisation problem.
Well-known benchmark functions and CEC 2014’s benchmark problems are used
to test the proposed algorithms. Certain performance metrics are used to evaluate
the proposed algorithms.
• Constrained optimisation problem.
A basic benchmark problems and selected CEC 2006’s benchmark problems for
constrained problems are used. Four well known practical engineering problems
that are concerned with constrained optimisation problems are also being used.
• Multi-objective optimisation problem.
Well-known benchmark problems are selected and used. Performance metrics are
also used in this section to evaluate the performance of the proposed algorithms
in comparison to their predecessors.
• Practical engineering optimisation problems.
There are four engineering applications used in this research; twin rotor system
(TRS), single-link flexible manipulator system (FMS), human arm model and
lower limb exoskeleton model. The proposed algorithms are tested in modelling
and control exercises in these applications.
6. Collect and analysed data.
The algorithm’s performance is measured on each optimisation problem independently.
The results obtained for each problem are aggregated to form a more general picture.
For a comparative assessment of the algorithms, the number of iteration (itmax) and the
number of function evaluations (NFE) are used as standard approach in the computa-
tion process. Most of the convergence graphs will be shown over a fixed number of
iterations.
Most of the performance measurements of the algorithms shown in this thesis are
mainly done by determining the fixed target approach (Hansen et al., 2010). In this
approach, final optimisation value is measured by an accurate time target or in this case
fixed number of iterations. The number of population is also fixed for all the algorithms
used, hence, the NFE are calculated the same for each problem.
A good algorithm will gives better convergence and fitness accuracy. As most of the op-
timisation problems focus on minimisation problems, the optimum fitness value, fbest
is calculated at the end of the fixed iteration period. Another concept called, optimisa-
tion error shows the difference between fbest−foptimum, where foptimum is the optimum
value of the objective problem. Over a fixed iteration, the ‘best’ algorithms can be said
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to solve the problem accurately (effectively) and fast (efficiently) after running the op-
timiser over a certain period of time (Opara and Arabas, 2011). In evaluation using
benchmark functions, the number of runs are number of runs is set the same. This is
because, it could be more precise on relative terms.
7. Comparing results, evaluation and interpretation.
The analysed data shows the performance and achievement of the proposed algo-
rithms. The results are evaluated and these interpretation these interpretations may
lead for to further algorithm enhancement and future research. For single optimisation,
constrained and multi-objective optimisation problems, the quality of final solution
achieved by the algorithms will be compared and evaluated. In single optimisation
problems, the algorithms also are evaluated in context of robustness. In this study, each
function is evaluated by a set of selected pre-defined threshold value. The stopping
criterion is fixed and it is smaller than pre-defined threshold. The robustness of each
algorithm is measured by the success rate (SR) (Roy et al.,2013), which evaluates the
algorithm based on consistency and successful converge to the threshold value. For
handling multi-objective problems, a set of performance metrics is defined to measure
the properties of the non-dominated solution obtained by the algorithms. The hyper-
volume (HV), spacing (SP) and maximum spread (MS) will show a measure of the
convergence, uniform distribution and extensiveness (Jariyatantiwait and Yen, 2014)
of the population during the search process in obtaining the non-dominated solutions
of each multi-objective problem.
1.6 Contributions and Publications of The Research
The main contributions of this research can be highlighted as follows:
1. An adaptive parameter mechanism of firefly’s movement in the firefly algorithm. The
randomization and attractiveness parameter are adapted with a range between the low-
est and highest fitness value during the iteration process. The mechanism is enhanced
by decrementing nonlinear and exponential changes of the parameters. The corre-
sponding improved versions of FA include the following:
• Firefly algorithm with nonlinear spread factor, FA-NSF.
• Firefly algorithm with exponential spread factor, FA-eSF.
2. An adaptive parameter mechanism of seeds distribution in the invasive weed optimi-
sation algorithm. An exponential decrement mechanism is proposed to the value of
standard deviation, SD of seeds distribution. The mechanism is also enhanced by the
range of lowest and highest fitness values of plants in each generation during the itera-
tion process. The resulting improved versions of IWO include the following:
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• Invasive weed optimisation with exponential seeds spread factor, IWO-eSSF.
• Modified invasive weed optimisation with exponential seeds
spread factor, MIWO-eSSF.
3. A novel algorithm by hybridizing the firefly algorithm and invasive weed optimisation.
The algorithm is also enhanced by adaptive parameter mechanism as implemented in
item 1 and 2. The hybridization algorithms are:
• Hybrid invasive weed firefly optimisation, HIWFO.
• Hybrid invasive weed firefly optimisation with spread factor, HIWFO-SF.
4. The proposed algorithms are evaluated in numerical benchmark problems such as 10
well known benchmark problems and CEC 2014 for single objective optimisation prob-
lems, CEC 2006 for constrained optimisation problems and practical engineering con-
strained problems. The algorithms are also evaluated with multi-objective benchmark
problems.
The findings in this research have produced new contributions to knowledge of bio-
inspired optimisation algorithm that will benefit the optimisation communities. The algo-
rithms may also outperform other bio-inspired optimisation methods in certain types of prob-
lems.
Publications from this research either accepted or in print as follows. There are also
further publications that are being prepared for submission.
• Hyreil A.K., Yahya N. M., Tokhi, M.O. (2015). Hybridizing firefly algorithm with
invasive weed optimisation for engineering design problems. In Evolving and Adaptive
Intelligent Systems (EAIS), 2015 IEEE Conference on (pp. 41-46). IEEE.
• Hyreil A.K., Assemgul M., Tokhi, M.O. (2015). Fuzzy logic based controller for a
single-link flexible manipulator using modified invasive weed optimisation. In Evolv-
ing and Adaptive Intelligent Systems (EAIS), 2015 IEEE Conference on (pp. 117-122).
IEEE.
• Hashim R., Hyreil A.K., Tokhi, M.O. (2015). Control of a single link flexible manipu-
lator system using simple modified artificial bee colony optimisation algorithm. Poster
session presented at the ACSE PGR Symposium 2015. Department of Automatic Con-
trol and Systems Engineering, The University of Sheffield, United Kingdom.
• Hyreil A.K., Yahya, N.M., Tokhi, M.O. (Submission 2016). Hybridizing invasive
weed optimisation with firefly algorithm for unconstrained and constrained optimisa-
tion problem. Journal of Theoretical and Applied Information Technology (submitted
on 30th September 2016, under review).
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• Hyreil A.K., Yahya, N.M., Tokhi, M.O. (Submission 2016). Improved invasive weed
algorithm with seed-spread factor for solving numerical constrained optimisation prob-
lems. Applied Soft Computing (submitted on 15th January 2016, under review).
1.7 Organisation of The Thesis
This section presents a brief description of the contents and organisation of the thesis.
Chapter 1 This chapter presents brief description of bio-inspired optimisation algorithm,
the research background, aims and objectives. The chapter also explains the research
methodology, contributions of the research and organization of the thesis.
Chapter 2 This chapter contains brief overview of FA and IWO and associated develop-
ments and applications.
Chapter 3 This chapter describes the development and modification made to improve the
FA and IWO algorithms and introduces the new hybrid optimisation algorithms by
combining firefly and invasive weed optimisation algorithms.
Chapter 4 This chapter presents the testing method to verify the performance of the pro-
posed algorithms by using various benchmark test functions. In this chapter, single
objective and constrained optimisation benchmark functions are used. The proposed
algorithms are validated with performance metrics and statistical analysis.
Chapter 5 This chapter presents a brief summary of multi-objective test functions. The
proposed algorithms are compared and evaluated with the multi-objective optimisation
problems. The performance of the proposed algorithms on the benchmark functions
are shown and further evaluated with a specific performance metric.
Chapter 6 This chapter investigates the application of the proposed algorithms on practical
engineering applications. The proposed algorithms are applied to parametric mod-
elling of twin rotor system and brief explanations of the modelling strategy that utilise
the proposed algorithms are given. A Proportional-Derivative (PD)-like fuzzy logic
control (FLC) is optimised by the proposed algorithm for position tracking control of
a single-link flexible manipulator system. The proposed algorithms are further used to
optimise the control parameters of position tracking control of human arm and lower
limb exoskeleton model.
Chapter 7 This chapter summarises the research work that has been presented throughout
the thesis. Further improvement of the current research findings are suggested for fu-
ture works.
Chapter 2
Firefly and Invasive Weed Optimisation
Algorithms: An Overview
2.1 Introduction
In recent years, bio-inspired optimisation techniques have been widely used in solving vari-
ous engineering optimisation problems. They have also been developed and implemented to
solve various problems in economics and other applications. The most pre-dominant classes
of metaheuristics algorithms are evolutionary algorithms (EAs) and swarm-intelligence based
algorithms that are based on natural evolution and collective behaviour living species. There
also exist other metaheuristics algorithms that are based on natural ecosystems. This chapter
provides an exploration of FA which is one of the swarm-intelligence algorithms and IWO,
a powerful natural ecosystems algorithms. Brief concepts, recent modifications and applica-
tions of firefly and invasive weed optimisation are explored and over-viewed. The target of
this chapter is to investigate the characteristics of the original FA and IWO for further im-
provement. The concept of parameters modifications of the attractiveness and randomness in
FA and seeds distribution in IWO are the areas of focus. Recent implementation of the FA and
IWO variants for constrained and multi-objective optimisation problems are also highlighted.
2.2 The Firefly Algorithm
Firefly algorithm is a metaheuristic algorithm inspired by the social behaviour of a group of
fireflies. It was introduced by Yang (2010d). During the optimisation process, the algorithm
attempts to move the particles or fireflies as inspired by the interaction of real fireflies. As
each firefly produces light based on the phenomenon of bio-luminescence, certain suggestions
are made in the algorithm. In principle, each firefly will be exploring and searching for other
fireflies and preys randomly. Yang (2010a) suggests that each firefly will produce its own
light intensity based on its body-flashing pattern, which also determines the brightness of the
firefly. The firefly has the tendency to be always attracted to brighter ones. The brightness of
each firefly is determined by the landscape of the objective function. Therefore, the variation
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