Abstract: Recent attention to the use of commodity market derivatives as a vehicle for reducing the price risks of commodity exporting developing countries has renewed interest in the behavior of primary commodity prices separated by space. For some time a common belief has existed that commodity prices have converged over the last several decades on world markets. Increases in communications, central bank activities and globalization are cited as reasons as to why prices in spatially dispersed markets should become closer. However, the interrelations between business cycles and price instability are likely to reduce this possibility. To analyze this hypothesis, we utilize measures of market integration, regression, cointegration and impulse function analysis. Comparable geographic data have been compiled for six commodities: coffee, cotton, wheat, lead, copper and tin. The empirical results do not support the convergence hypothesis, but rather a pattern of fluctuating coherence.
Introduction
The issue of price convergence in commodity markets both at national and international levels has been studied in the literature rather extensively either under the notion of the law of one price [e.g. Stoll (1983, 1986) , Ardeni (1989) , Baffes (1991) ] or under the notion of market integration [e.g. Ravallion (1986) , Sexton, Kling, and Carman (1991) , Gardner and Brooks (1994) , Fafchamps and Gavian (1996) , Baulch (1997a) ]. Moreover, reflecting on the market liberalization, central bank expansion and structural adjustment efforts undertaken by a number of developing countries in recent years, the degree to which markets are integrated has been used quite often as a yardstick in assessing the success of policy reforms [e.g. Goletti and Babu (1994) , Alexander and Wyeth (1994) , Gordon (1994) , Dercon (1995) ]. Many authors have cautioned, however, that price convergence does not necessarily imply the efficient allocation of resources unless the setting in which trade takes place is competitive [e.g. Faminow and Benson (1990) , Baulch (1997b) ]. For example, consider the extreme case of two duopolists who agree to charge the same price in two segmented markets. While convergence in prices (whenever price changes occur) would take place instantaneously, the oligopolistic setting of the market may not necessarily allocate resources in the most efficient manner. The same argument may be advanced for a number of developing countries where parastatals assign panterritorial and panseasonal prices on certain commodities. In such cases the law of one price holds by definition without necessarily implying that resources are allocated efficiently.
In this paper we focus on the degree of spatial price convergence in world commodity markets for coffee, cotton, wheat, copper, tin and lead using time series and cross-section analysis. In pursuing this objective, the paper contributes to the literature on price linkages in two respects. On the theoretical side, it introduces a measure of price linkage and also identifies its source (i.e. short-run price transmission versus long-run comovement.) On the empirical side, it tests the convergence hypothesis using commodity price time series covering the period 1930 through 1998. This long period has been selected to permit the variety of possible converging forces to come into play in order to determine whether improvements in price linkages have taken place.
There are several reasons as to why one would expect that price linkages might have improved over this period. First, improvements in information technology have made it much easier for information on demand and supply conditions to be disseminated across markets; therefore one might expect that commodity price changes from one origin due to a quantity shocks would be transmitted immediately to the price of the other origins. Second, the centralization of commodity markets particularly for metal commodities has increased. In recent years the London Metal Exchange (LME) has become the major world market for many metals, suggesting that the localization of transactions might influence metal prices to converge over time. Third, central bank activities in developing countries have increased and globally more coordination between central bank activities can be seen. Fourth economic globalization such as through the organization of common markets has caused greater congruency between national and international business cycles.
Finally, some countries have undertaken steps to liberalize their production subsectors, while in other countries the role of the government has been substantially altered.
For example, under the Former Soviet Union (FSU) structure, cotton shipped from Central Asia to other parts of the FSU was considered domestic trade. Currently, cotton exports from Uzbekistan for instance, constitute the single most important component of its foreign trade. Changes have also taken place in Africa. For example, until the early 1990s, cotton marketing and trade in East African countries was handled in its entirety by government parastatals. Now, Uganda, Zimbabwe, and Tanzania, operate to different degrees within liberalized marketing and trade regimes. One would expect, therefore, faster long-run convergence of cotton prices (if convergence existed) or at least some convergence (if convergence did not exist in the first place).
The remainder of the paper is organized as follows. The first section discusses the theory of spatial price linkages, the concept of market integration, spatial price differences and influences, the importance of central bank formation, the role of futures and derivative markets, and lastly the consequences of business cycles and market price instability. The second section presents a brief background on the spatial prices of the selected commodities with graphical representation of the price trend for each of the selected commodities. The third section introduces the spatial models along with explicit measures of the degree of spatial price linkage. In discussing the models, a brief review of price linkages is undertaken, concluding that a number of commonly used models are, in fact, restricted versions of the same dynamic specification. Finally, the empirical findings are presented in the fourth section and conclusions in the fifth section.
I. Theory of Price Linkages

Spatial Interaction in Economic Theory
In his paper on spatial competition, Hoteling (1929) opened the way to the development of imperfect competition and spatial price discrimination theories.
However, typical spatial price analysis stems from classic theoretical works on location and space-economy by Hoover (1948) and Isard (1956) . The process of spatial price arbitrage was formalized by Enke (1951) and Samuelson (1952) . The main problem they intended to solve was the generalization of the standard "back to back" graphical construction of equilibrium between more than two markets. Enke's solution relied on a nonlinear electric network analogue. By giving a variational formulation of the problem, Samuelson was able to reduce it to the so-called transportation problem in linear programming.
Spatial price dispersion also has implications for the theory of international trade. In developing the Heckscher-Ohlin principle, Samuelson formulated the factor price equalization theorem, which states that unless initial factor endowments are too unequal; commodity mobility will always be a perfect substitute for factor mobility (Samuelson, 1948 (Samuelson, , 1949 . In other words, an increased level of market integration for basic commodities is an essential condition for achieving free mobility of factors of production.
Since then, there have been a number of attempts to model the impact of variables such as distance, location and transport cost on the structure of trade (Roehner, 1996; Baulch, 1997a; Fafchamps, 1996) .
It is imperative, however, to note that the economic relevance of space-time models does not exclusively stem from their importance in the theory of commodity markets. Indeed, location problems are related to many other diffusion and propagation phenomena in modern economics. The analysis of unemployment is one example (Granger, 1969a, Bronars and Jansen, 1987) ; the analysis of inflation patterns may be another. In the analysis of spatial interaction, many of the innovative ideas that provided the impetus to develop new techniques came from geographers. Theoretical methods as well as applications may be found in a number of reference books that have appeared in the last twenty years Ord (1973, 1981); Haining (1978); and Anselin (1988) .
In particular, Jones (1983) , Clark (1986) and Haining (1984) ] among others, have discussed the significance of economic spatial interactions.
The Concept of Market Integration
In recent years, the analysis of market and regional integration has lead regional economists and economic historians to examine price convergence; see for instance the proceedings of the European Historical Workshop on Market Integration (Roehner, 1993) , the session on market integration at the Eleventh International Economic History Congress (Milan, September 1994) , and various issues of the Journal of Common Markets. Various definitions exist of market integration, but Roehner (1995a Roehner ( , 1995b has reduced these to two alternative conceptions: · In the first one, a region (or a market) is said to be integrated if "enough" arbitragers are present in the markets and if they are acting "efficiently" in a sense that supposes a number of conditions such as, for instance, the requirement of perfect information.
In this conception, a market either is integrated or it is not; there is no room for a measure to reflect a certain degree of integration. · In the second conception, the degree of market integration is identified with the level of intermarket price differentials (or some equivalent variable). If these differentials are large (in relative terms), then the market is poorly integrated; if on the contrary they are small, the market would be well integrated.
The first conception has its origin in financial markets and one must examine whether this concept of an efficient market can be transposed to commodity markets. If so, one should in particular be able to give an operational meaning to the notion of perfect information. A clear operational criterion of an efficient market would consist of observing that price differentials do not exceed transactions and transport costs. While information on transactions costs is easily available in financial markets, this is not necessarily true for transportation costs in commodity markets. Information on freight rates very often is not made public (Roehner, 1995a; 1995b ), though UNCTAD (1999 has attempted to make limited data available. In contrast to financial markets where only a few parameters are required, a commodity contract involves many parameters such as quality of the product (within a given grade) and specifications regarding hoarding, transportation, loading and discharging, etc. Almost none of these parameters are usually made public. To summarize for the case of international commodity markets separated over space, it is very difficult to define market efficiency with a clear operational criterion. Statistical investigation, therefore, has to rely on the second conception.
Spatial Price Differences and Influences
Typically, the world price of a commodity is taken to be the spot price prevailing at a certain market or location where a substantial part of trade is taking place. While often this location is in a key producing country (e.g. United States for maize or Thailand for rice), this may not always be the case (e.g. New York for coffee or London for tea).
On the other hand, for several commodities there may be more than one major market and major trading country (e.g. wheat in the U.S., Canada, and Australia; or wool in New Zealand and the U.K.). Much as this is true for most commodities; however, others such as cotton depart from this tradition. The cotton 'world' price in particular is not a spot price at which actual transactions take place in one or more locations; instead it is an index, calculated as an average of offer quotations by cotton agents in North Europe. The index is constructed daily by Cotlook Limited, a private information dissemination company based in Liverpool, United Kingdom.
Furthermore, despite the valuation of many commodities in U.S. Dollars, only a small proportion of world trade in these products involves bilateral exchange with the United States. This phenomenon stems from commodities that are denominated in other currencies. The price observed by local markets shows significant divergence from nominal market prices during periods of exchange rate volatility and results in a spread between nominal market price indices and trade-weighted prices. This spread is not uniform among all commodity markets; hence possible price asymmetry effects may cause prices to diverge. Convergence between trade-weighted prices and nominal market prices is more significant, where there is a greater proportion of international trade in a given commodity relative to total global production.
Markets for commodities such as grains and cotton, where the proportion of international trade is lower relative to aggregate world production, show a greater divergence in relative prices due to the greater influence of local market demand. A certain amount of integration, however, has been found for metal prices. Labys et. al. (1998) show the conformity of certain metal price cycles to business cycles, while Labys et. al. (1999) measure these kinds of interactions using dynamic factor analysis. In this study our interest is in comparing prices emerging from different competitive markets for the same commodity. In some cases such market activity is "hidden" and trade prices (cif/fob) are used, though they may be contaminated by shipping costs.
The Influence of Central Bank Formation
The understanding of the centrality of attempts to stabilize these price fluctuations has evolved over the years, and it is worthwhile to cite the role of the central banks in this respect. Foremost, the fundamental role of the central bank is to preserve the value of the nation's currency. While central-bank independence depends on a host of legal and institutional arrangements, a key characteristic is the freedom from requirements to buy government debt or to seek government approval for monetary policy decisions. Other prerequisites include a high degree of budgetary freedom and a staff that is relatively exempt from political pressures.
The formation of central banks has influenced commodity markets through the creation of stronger monetary policies that have contributed to long-term real economic growth by promoting price stability. Nations increasingly seem to recognize central-bank independence as a necessary condition for producing a stable price level. In recent years, Canada, Chile, France, Mexico, New Zealand, and the U.K. have either adopted or have begun to consider laws granting their central banks more autonomy (Fischer, 1994) .
Empirical studies tend to confirm that higher levels of central-bank autonomy across countries are associated with lower, more stable rates of inflation. Although the correlation is weaker, governments with relatively independent central banks seem less likely to run large budget deficits.
The Increasing Influence of Futures and Derivative Markets
Commodity markets also feature trading in derivatives such as futures and options contracts and thus possess a dimension similar to that of foreign exchange and stock markets. Today futures' trading extends to more than fifty commodities on more than For example, an exporter and a buyer may agree on a fixed price for a certain volume of a commodity. The buyer then provides a line of credit to the exporter, which is drawn down as exports are made. In turn, the buyer sells the commodity for future delivery or hedges the price risk on the options market. Other examples can be found in Priovolos and Duncan (1991).
Business Cycles and Market Price Instability
Over space, prices of agricultural commodities, raw materials and fuels fluctuate continuously, whether measured in current or real prices. The causes of these fluctuations are rather well known and can be found in the literature on commodity price instability and linkages between commodity markets and the macro economy: (i) quantity shocks given relative differences in demand and supply elasticities, (ii) excess derivative trading activity such as that occurring when speculation greatly exceeds hedging needs, (iii) variations in national income, industrial production and inflation, (iiv) variations in national liquidity and exchange rates, and (v) changes in related policies or cartel behavior [e.g. see Labys, Lesourd and Badillo (1998) , Maizels (1992) , Pierson (1996) , and Torres Lopes, Rebelo e Lopes (1993) had induced greater oil supplies and hence lower oil prices. Other commodity prices followed downwards and in 1980-1982, the world economy slipped into a recession that was its worse since the 1930's. Business cycles were again related to commodity price increases in 1991, followed by decreases until late in 1992. The upturn in the US economy then seemed to stimulate commodity price increases between 1993 to 1995, only to be followed by a decline beginning mid-1997. Since the OPEC price increases beginning in mid-1999, recession has again returned to the US and the world economy.
And commodity prices are again beginning a cycle downwards. Such strong business cycle interactions could well have caused commodity prices to diverge from what could have been a rational convergence over the total period index examination.
II. Commodity Spatial Prices in Brief
This study utilizes time series metal price data (for copper, lead and tin) covering 
Copper -Beginning with the nationalization of foreign production in Africa and
Chile in the 1960's and early 1970's, the US producers' influence on domestic and world copper markets weakened, and domestic producer pricing became more market sensitive, changing frequently to track global prices (Jolly, 1991) . The spatial concentration of the copper production is principally in Chile, S. Africa, Zimbabwe, UK, India, Germany, Hungary, Spain, Canada, US, Albania and France. In this paper historical copper prices covering the period 1930 through 1998 have been obtained (Figure 2) for the United Kingdom (The London Metal Exchange), the United States (New York Mercantile Exchange) and Germany (Hamburg).
Lead -There are two basic prices for lead: those based on the London Metal Exchange (LME) quotations for most countries outside North America, and the US producer price. However, most recently, the London Metal Exchange has become the 
III. Measuring Price Convergence
Past attempts to measure commodity price convergence have been made mainly by regional economists (Persson, 1993; Baffes and Ajward, 1998) . Such studies have
been employed primarily to demonstrate various aspects of regional integration. The methodologies developed in this regard range from correlation coefficients and spatial convergence indexes to cointegration and vector autoregression. The earliest attempts to measure convergence (Barro and Sala-i-Martin, 1990 Quah, 1993; Lichtenberg, 1994) relied upon the use of b-convergence and s-convergence coefficients.
For instance, the convergence model of neoclassical growth theory is directly used in the b-convergence analysis. Examples of the applications of these methodologies to commodity prices over time include Jeong (1995) , Baffes and Ajwad (1998), Slade (1986) , and Lefebvre and Poloz (1996) . To analyze price convergence in the present international context, we utilize several more appropriate methodologies: (1) correlation analysis; (2) stationarity and cointegration analysis; and (3) vector autoregressive analysis. Let us briefly review each of these methods in turn
Correlation Analysis
The computation of simple correlation coefficients within different sub-periods of a total sample period can be employed to test the concept of converging correlation over time between variables separated by space. However, since correlation analysis is static rather than dynamic, it is also important to examine cross-correlations with a lag structure between the variables of interest. Several studies have examined the geographical relationship between prices looking at correlation coefficients [e.g., Lele (1967) , Southworth, Jones, and Pearson (1979) , Timmer, Falcon, and Pearson (1983) , and Stigler and Sherwin (1985) ]. In this paper simple correlation coefficients where T = 1, 2, …, 14 and C 11 is the C ij for the first sub-period. In equations (1) and (2) a coefficient of C equal to one, 1, would be interpreted as a perfect transmission of price shock, while a coefficient of zero would represent a short-run invariance to changes in price elsewhere. Since the short-run effect is in principle unrestricted, a value of iT C greater than unity, for example, would suggest an over-reaction to changes in price in the current period.
Stationarity and Cointegration Analysis
One of the conditions of stochastic definition of convergence is stationarity. Price disparities between economies or markets should follow a stationary process. Without stationarity, relative price shocks could lead to permanent deviations in any tendency toward convergence (Joeng, 1995 , Carlino and Mills, 1993 , Bernard and Durlauf, 1991 ). Before we can conduct the cointegration analysis, we must confirm that all the price series are nonstationary and integrated of the same order. This is done with DickeyFuller and Augmented Dickey-Fuller tests employing the regression:
The lag length k is chosen to generate a white noise error term e t . To determine whether y t is nonstationary, the null hypothesis of nonstationarity is tested by testing whether g = 0 against the alternative of stationarity (g < 0).
Turning to cointegration analysis, the correlation between two time series variables can be better evaluated by employing linear or non-linear regression analysis [see Isard (1977) , Mundlak and Larson (1992) , and Gardner and Brooks (1994) With respect to the nonstationarity problem, one can examine the order of integration of the error term in equation (4) and make inferences regarding the validity of the model (Ardeni, 1989) . If prices are indeed nonstationary, the existence of a stationary error term implies cointegration between the two prices. However, if the slope coefficient is different from unity, the uniqueness of the cointegration parameter in the bivariate case relates to parameters in a regression equation. This implies that corresponding price differentials would be growing and such growth would not be accounted for.
VAR Analysis
Another useful means of summarizing the broad correlation in the data is to examine the variance decomposition of the VAR systems. Vector autoregression (VAR)
is commonly used for forecasting systems of interrelated time series and for analyzing the dynamic impact of random disturbances on the system of variables. The VAR approach sidesteps the need for structural modeling by modeling every endogenous variable in the system as a function of the lagged values of all of the endogenous variables in the system. 
IV. Empirical Results
Correlation Analysis
The estimated correlation convergence indexes ( ij C and iT C ) are reported in Table   1 , and the graphical representations of the iT C indexes are depicted in Figures 7 through 12. A coefficient of 1, one, in Table 1 represents a perfect transmission of price shocks, while a coefficient of 0, zero, represents a short-run invariance to changes in prices elsewhere. Since the short-run effect is in principle unrestricted, iT C greater than unity suggests an over-reaction to changes in prices in the current period. In general the results in Table 1 shows higher frequencies of an over-reaction to changes in prices in the current period in agricultural commodities than in metal commodities. This observation is somewhat embedded by the nature of the agricultural commodities. 2 1955 1960 1965 1970 1975 1980 1985 1990 1995 9 1955 1960 1965 1970 1975 1980 1985 1990 1995 2 1955 1960 1965 1970 1975 1980 1985 1990 1995 2000 
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In general, the indexes do not confirm the convergence hypothesis. The observed price movements in the price indexes can be explained by commodity market conditions (such as political unrest, wars, and draughts); international business cycle conditions (such as recession/depression, monetary crises, exchange rate variability); and exogenous shocks (such as the oil price shocks of 1974, 1978, 1981, 1991 and 1999-2000) .
Stationarity
The findings of the stationary tests suggest that the null hypothesis of a random walk in the levels series cannot be rejected in two of the metal commodities-copper and tin-and in two of the agricultural commodities-coffee and cotton ( Table 2 ). The Monte
Carlo critical values at the 5 percent level of significance require t-statistics in excess of 3.48 in absolute value for rejection of the null hypothesis (Fuller, 1976, p. 373) , but the estimated t-statistics for these commodities are below 3.48 in absolute values. On the contrary, the null hypothesis of a random walk in the first differences is rejected for all commodities. That is, ADF t-statistics on the first difference series with a trend for all commodities are all in excess of 5.0 in absolute value. These findings suggest that the first differences of all series are stationary.
Turning to the no time-trend specification, the results for the level series are consistent with the earlier findings for the time trend specification (Table 2) . Under the no time trend specification, an approximate 5 percent critical value of -2.89 is used and the null hypothesis of a random walk in the levels series is not rejected since the test statistics are not greater than the critical values, for all commodities. On the contrary, however, the null hypothesis of a random walk in the first differences series is rejected for all commodities. Similar to the trend specification, the first differences of each series under no trend specification are stationary for all commodities. Stationarity in the first differences series would thus suggest a tendency towards convergence.
Cointegration
The Johansen Cointegration test statistics are reported in Tables 
VAR Analysis
The estimated variance decompositions are reported in Tables 5 and 6 . A common finding is that most of the variations in a given variable are explained by lags of the variable itself, and this is a feature of the regional VARs. Looking at the agricultural commodity price variables, we note a number of instances where the proportions of Lag interval is 1 to 2. * Denotes rejection of the hypothesis at 5% significance level. variances explained are not trivial. We find that the wheat price movements in the US market explain a fairly large proportion of the world wheat price movement-between 18
and 76 percent, depending on the market. Similarly, the cotton and coffee price movements in Sudan and Colombia, respectively, explain a fairly large proportion of the world price movements for these commodities (Table 5 ).
Turning to the metal commodities, the results in Table 6 show that copper, tin and lead price movements in the U.S. and U.K. markets explain a fairly large proportion of the world market prices for these commodities, respectively. In general, the results show varying percentage of the variance due to each innovation within commodities. This suggests that shocks to economic conditions do contribute to the forecast variances of the price series.
To this point we have not discussed the signs of the various linkages in the VAR.
One way of examining this issue is through impulse response functions that simulate the impacts of a shock to commodity prices, leaving all variables endogenous and compute the predicted dynamic responses of each commodity/market. By treating the residuals of each equation as unexplained innovations, the impact of innovations are traced through the system by shocking the error terms. Because of space limitation the impulse response results are not fully discussed. However, briefly summarizing our results show for example, that after 5 lags the impulse response for the selected commodities do not approach zero, implying that the underlying data are nonstationary. Thus, the results in this study concur with the conclusions by Joeng (1995), Carlino and Mills (1993) , Bernard and Durlauf (1991) that "without stationarity, relative price shocks could lead to permanent deviations in any tendency toward convergence." 
V. Conclusions
The increases in communications, central bank activities and globalization would suggest that commodity prices in spatially dispersed markets should become similar over time. This paper examines the degree to which commodity prices have converged on world commodity markets over the last several decades. Comparable geographic data were obtained for six commodities: coffee, cotton, wheat, copper, lead and tin. To measure this convergence, we utilize correlation, regression, cointegration and impulse function analysis. Our results indicate that correlation coefficients themselves are not capable of detecting convergence and that the received cointegration tests are more powerful detecting any convergence that might have taken place.
Commodity price movements were tested using unit root tests for the levels and first difference series. In the levels series under a time trend specification, lead and wheat commodities were found to be stationary while the first difference were found to be stationary for all commodities. Impulse response results showed non-stationarity in all cases and cointegration test showed a common trend in tin, lead and wheat markets.
Altogather nonstationarity, lack of common trends (no cointegration), and increasing variance movement implied the lack of convergence. Thus the empirical results do not support the convergence hypothesis, but rather a pattern of fluctuating coherence.
