In the three-factor model of Fama and French (1993) , portfolio returns are explained by the factors Small Minus Big ( ) and High Minus Low () which capture returns related to firm capitalization () and the book-to-market ratio (). In the standard approach of the model, both the test portfolios and the factor portfolios  and  are formed on the basis of  and . This gives rise to a potential overlapping bias in the time-series regressions. Based on a resampling method and the split sample approach already proposed by Fama and French (1993) , we provide an in-depth analysis of the effect of overlapping for a broad sample of European stocks. We find that the overlapping bias is non-negligible, contrary to what seems to be general opinion. As a consequence, the standard approach of applying the three-factor model tends to overestimate the ability of the model to explain the cross-section of stock returns.
Introduction
The Fama and French three-factor model has long been established as one of the most widely accepted asset pricing models. 1 It is based on two foundations: (i) the finding of Fama and French (1992) (in the following FF92) that the two variables  and book-to-market equity () explain the cross-sectional variation of average stock returns, and (ii) the finding of Fama and French (1993) (in the following FF93) that mimicking factors for returns related to  and  explain a significant part of return variation over time. The mimicking factors introduced by Fama and French are known as Small Minus Big ( ) and High Minus Low (). Using  ,  and a market proxy as explanatory variables, FF93 run time-series regressions for 25 portfolios sorted on  and . The intercepts are all close to zero, which indicates that the three factors "seem to do a good job explaining the cross-section of average stock returns." 2 A peculiar characteristic of the time-series regression setup in FF93 is that the sorting variables are the same for both the dependent and independent variables. FF93 remark: "In the time-series regressions for stocks, the dependent returns and the two explanatory returns   and  are portfolios formed on size and book-to-market equity. Many readers worry that the apparent explanatory power of  and  is spurious, induced by the regression setup." 3 However, the authors argue:
"We think this is unlikely, given that the dependent returns are based on much finer size and  sorts (25 portfolios) than the  and  returns." 4 In fact, an independent test of FF93 supports this view. The idea of the test is to use two disjoint groups of stocks to measure the independent and dependent variables separately, thus 2 The Portfolio Overlapping Problem 4 European stocks (Section 3). This analysis seems interesting in itself, because recently published studies for European countries provide different results (see Schrimpf et al. (2007) and Bauer et al. (2010) ); however, our main motivation is to obtain a realistic data base for studying the overlapping problem. In line with expectations, the estimated slope coefficients of  and  are significantly different from zero and vary systematically with the  and  characteristics of the 25 test portfolios. To test our hypothesis that part of this variation is tautological, we randomly resample returns within the cross-section of our sample in such a way that any relationship of  and  with stock return is destroyed (Section 4). If  and  still appear to capture common components of return variation, this must be due to the overlapping of portfolios sorted on the basis of the same variables. We verify our results using estimations with disjoint samples for measuring the dependent and independent variables.
Section 5 concludes with a discussion of practical implications of our results.
The Portfolio Overlapping Problem
The three-factor model of FF93 can be written as:
where   is the portfolio excess return in month ,   is the market excess return,   and     = 1     3 are regression coefficients and   is an error term. To compute    and   , the sample stocks are divided into six portfolios, resulting from the intersection of two  groups ( measured by market capitalization) and three  groups. We denote these portfolios by 11, 12, 13, 21, 22, 23, where  refers to the  group,  to the  group and the numbers are in ascending order of the variables. A return spread for portfolios of small minus big stocks is computed for each of the three  classes, and   is then defined as the mean of these three spreads in month . 8 Similarly,   is the mean return spread of high minus low  stocks within the same  group. 9 Each year, the cross-section
where   is the return in month  of portfolio .
2 The Portfolio Overlapping Problem 5 of stocks is also categorized into five quintile groups of  and . The intersection of the independent  and  splits determines the composition of the 25 portfolios  for each of which Eq. (1) is estimated. These portfolios are denoted by 11     55 in the same logic as before, but with capital letters to indicate test portfolios. Due to the same sorting variables, the assignment of stocks to one of the 25 test portfolios is related to the assignment of this stock to one of the six components of   and . For example, the stocks of test portfolio 11 will all be included in 11. Therefore, the return of 11 will tend to be positively related to  (which considers 11 with a positive sign) and negatively related to  (which considers 11 with a negative sign). Similarly, all stocks of test portfolio 55 will be part of 23, which induces negative and positive relations of this test portfolio's return to  and , respectively.
The inclusion of  can also have an influence on the slope coefficients of the market factor . For illustration purposes only, let's assume that the market return, in a capitalizationbased weighting scheme, primarily reflects the return of blue chips, denoted by   . Abstracting from the specifics of , we can simplify this factor to   −   , where   captures the return of small caps. With these simplifications, Eq. (1) can be rewritten as:
For a portfolio  of small capitalization stocks, we expect to find
• a significantly positive coefficient  2 , because portfolios  and  overlap;
• a larger coefficient  1 compared to a one-factor model with only the market return as explanatory variable, because the net market impact is now given by the difference
• an increase of the  2 -coefficient compared to the one-factor market model, because the   -factor is by construction related to   and therefore adds to the explanatory power of the regression.
Empirical Application of the Three-Factor Model
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For portfolios  consisting of high capitalization stocks, we expect to find a strong relationship to the market factor (  ), while the additional overlapping effect introduced by the   and   factors is supposed to be small. Thus  2 will be smaller than for small stock portfolios, the coefficient  1 will be similar to the corresponding coefficient in the one-factor model, and the increase in the  2 -coefficient compared to the one-factor model will be smaller than for small stock portfolios .
Finally, if substantial overlapping exists, the  3 coefficient will tend to increase when moving up to higher  portfolios within the same  class.
These relationships are actually present in the estimation results of Ziegler et al. (2007) for a German sample as well as Bauer et al. (2010) and Heston et al. (1999) for the European stock market. 10 However, the contribution of portfolio overlapping is not identifiable. To clarify its role, we first present an empirical analysis for the European market similar to previous literature and then test for the impact of portfolio overlap.
3 Empirical Application of the Three-Factor Model
Prior Literature
Following the Fama and French studies of 1992 and 1993, a large body of literature has studied the determinants of risk and expected return in international asset markets. An important part of this research has focused on developing and testing conditional models which allow for time-varying risk premia. 11 A related key aspect is the ongoing debate on whether the empirical determinants of expected returns are rather "anomalous" firm characteristics or risk factor sensitivities. 12 We do not review this literature since our main interest lies on the specific overlapping aspect of standard tests of the three-factor model. 10 In Bauer et al. (2010) , results for the one factor model are not available.
11 See, e.g., Jagannathan and Wang (1996), Ferson and Harvey (1999) , Hodrick and Zhang (2001) , Lettau and Ludvigson (2001 ), Wu (2002 ), Wang (2003 , Petkova and Zhang (2005) , Zhang (2005), Avramov and Chordia (2006) , Lewellen and Nagel (2006) , Santos and Veronesi (2006) , Ang and Chen (2007) , Amman and Verhoven (2008) and Adrian and Franzoni (2009). 12 See, e.g., Daniel and Titman (1997) , Berk (2000) , Davis et al. (2000) , Pastor and Stambaugh (2000) and Daniel et al. (2001) .
Data and Descriptive Statistics
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We limit our discussion to two prior papers to which our study is closely related. The first paper of Bauer et al. (2010) June of year  the book-to-market ratio () in December of year  − 1 and monthly stock returns in year . Following Bauer et al. (2010) , we require the  ratio to be non-negative. 13 For the reversal of the size effect, see Dimson and Marsh (1999) , Gustafson and Miller (1999) and Faff (2004) . Table 2 reports average monthly excess returns of the 25 portfolios. To obtain excess returns, we subtract the three-month LIBOR rate from stock returns. The portfolios are value-weighted on the basis of the market capitalizations at the end of June and held constant for one year.
Data and Descriptive Statistics
Results show that portfolio returns tend to increase with  and . Portfolio (1,2) earns the smallest average return of -0.46% while portfolio (4,5) has the highest average return of 0.81%. 14 The return differential between high  and low  portfolios (see column "H-L") is always positive and statistically significant. On average, the spread is 0.74% per month, which means that firms in high  portfolios earn about 8.88% p.a. higher returns than firms in low  portfolios. Thus, we find evidence of a significant value premium in European markets. The return differences between small size and big size portfolios are all negative (see row "S-B") indicating a negative size effect. Not all S-B spreads are significantly different from zero on the 5%-level, but on average, big stocks earned a statistically significant premium of 0.45% per month over small stocks.
14 The first portfolio number in brackets refers to the size group, the second to the  group (see Tables 1 and  2 ).
Time-Series Analysis
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-Insert 
Time-Series Analysis
For each of the 25 portfolios defined in the last section, we estimate the three-factor model of Eq. (1) by running a time-series regression. We focus on the unconditional three-factor model assuming that the coefficients are constant over time. Our market proxy is the S&P 350 Europe Index. The factors   and  are defined as in FF93. Specifically, stocks are split into two groups (small and big) based on the median market capitalization at the end of June of each year. At the same time, stocks are ranked on the basis of  as of December of the previous year and allocated to three groups combining deciles 1 to 3 (low), deciles 4 to 7 (medium) and deciles 8 to 10 (high). From the intersections of the two  and three  groups, we construct six portfolios (small/low, small/medium, small/high, big/low, big/medium, big/high) and compute value-weighted monthly portfolio returns for the 12 months following portfolio formation. 15   represents the difference between the simple average of the small portfolio returns (small/low, small/medium, small/high) and the simple average of the big portfolio returns (big/low, big/medium, big/high) in month . Similarly,   is the monthly difference between the simple average return of the high  portfolios (small/high, big/high) and the simple average return of the low  portfolios (small/low, high/low).
-Insert Figure 1 (p. 33) about here. - Figure 1 illustrates the cumulative returns of ,  and  over time.  returns hardly fluctuate in the sample period and remain slightly negative, which is in line with the observation in the last section that blue chip portfolios achieved higher returns than small firm portfolios. Cumulative  returns are largely positive and grow to almost 220% from July 1990 to December 2009, highlighting the profitability of a  based "value strategy" (long position in high  firms and short position in low  firms) in this period. 15 Returns are value-weighted to mimic realistic investment opportunities, see Fama and French (1993) , p. 10. The  quintiles are denoted by S1 to S5, the  quintiles by B1 to B5, both in ascending order.
Results for the one-factor model on the left-hand side of the table show that the factor  is important in explaining the time-series variations of stock returns. The coefficient estimates are close to one and statistically significant for all - portfolios. However, for some portfolios, the intercepts are significantly different from zero, which suggests that  alone does not fully explain the time-series variation of portfolio returns. The adjusted  2 -coefficients are, on average, about 68%. In the three-factor model, coefficient estimates of  remain significantly positive for all 25 portfolios with values close to one. The most important result is that factor loadings on  decline from small to big  portfolios, and factor loadings on  increase from small to high  portfolios. 23 (of 25)  coefficients and 22 (of 25)
 coefficients are significantly different from zero, so that both variables appear to capture factors driving stock returns. The adjusted  2 -coefficients of the three-factor model are about 80% on average, and none of the intercepts are significantly different from zero. Thus, results are in line with FF93.
-Insert Table 3 (p. 24) about here. -
Cross-Sectional Analysis
Another way to test the validity of the three-factor model is to examine whether the risk-related factors (,  and ) explain the cross-section of stock returns. Firm characteristics other than risk factor sensitivities should not have explanatory power. To test this hypothesis,
we proceed as follows. In the first step, we examine if cross-sectional differences between the raw returns of our 25 - portfolios can be explained by firm characteristics which have often been associated with return anomalies. In the second step, we repeat the analysis for risk-adjusted returns   which are defined as the part of raw returns not explained by the 3.4 Cross-Sectional Analysis 11 three-factor model:
If the three-factor model fully captures the relevant return determinants, no systematic relationship between characteristics and risk-adjusted stock returns will remain.
The characteristics we consider are , defined as a portfolio's average market capitalization,  as the portfolio's average  ratio, and three momentum variables 16  2-3,  4-6, and  7-12 which capture the portfolio returns over the second through third, fourth through sixth, and seventh through twelfth month prior to the current month. 17 We run monthly cross-sectional regressions for the 25 - portfolios according to the Fama and MacBeth (1973) -method. Table 4 shows the mean of the monthly slope coefficients and the corresponding -values (in brackets). For raw returns, the significantly positive coefficient of  indicates that a value premium is present at the European market during the sample period. The -coefficient is positive but insignificant. These findings confirm the evidence of Schrimpf et al.
(2007), but are opposite to the results of Bauer et al. (2010) who do not find a value premium but confirm a premium for small stocks. In line with many studies on the momentum effect, the momentum coefficients are positive, with a statistically significant estimate for  7-12. 18 On average, about one third of the cross-sectional variation of returns across the 25 portfolios in a given month is explained by portfolio differences in the firm characteristics (average adjusted  2 of 34.2%). Considering only the portfolio characteristics  and  leads to a smaller average adjusted  2 of 24.3%.
-Insert Table 4 (p. 25) about here. -For risk-adjusted return (  ) as dependent variable, the average adjusted  2 drops to 92%.
The remaining explanatory power only comes from the momentum variables. When these are 16 For the momentum anomaly, see, e.g., Jegadeesh and Titman (1993), Fama and French (1998) , Rouwenhorst (1998) and Griffin et al. (2003) . 17 We adopt the definition of the momentum variables  2-3,  4-6, and  7-12 from Brennan et al. (1998) and Bauer et al. (2010) . 18 See Brennan et al. (1998) , Avramov and Chordia (2006) and Bauer et al. (2010) . excluded (last column), the  2 drops to zero. As  is no longer related to returns after the risk-adjustment, the three-factor model can be said to capture the value premium. Therefore, the value premium appears to be a risk premium compatible with rational asset pricing.
Empirical Effects of Portfolio Overlapping
The objective of this section is to examine whether the empirical results of the three-factor model are influenced by portfolio overlapping. We first present and employ a method based on random resampling (Section 4.1). Secondly, we exclude overlapping by splitting the sample into subgroups (Section 4.2). We then re-estimate the model to compare results with our earlier findings from Section 3.
Resampling Method (Randomization)
The idea of the resampling method is to break up any relationship between returns and variables  and  by randomly resampling stock returns. Specifically, the procedure consists of the following steps:
1. At the end of June of year  (sorting date), we collect the monthly stock returns of all firms  with  = 1      over the next 12 months. We denote the set of these stock returns by
, where   is the stock return of stock  in the  -th month after the sorting date .
2. For a given sorting date , we break up the firm-ordering of the   · series and reassign them randomly to the firms (without replacement). This means that firm 1 is assigned the return series of a randomly chosen firm among the cross-section of  firms; firm 2 is then assigned the return series of a randomly chosen firm among the  − 1 firms not yet chosen, and so on. We denote the resampled return series assigned to firm  as   *   Due to the random reordering of returns across firms, the   *  returns will no longer be systematically related to   and   . 5. We then run 25 time-series regressions of the test portfolio returns  *  on   *   * and the market proxy . The outcome is a set of estimated regression coefficients.
We repeat this resampling procedure (steps 1. to 5.) 500 times and compute the mean and standard deviation of the estimated regression coefficients. Note that the number of stocks in each of the (2x3)-and (5x5)-portfolios at any point in time is the same as before. Since  * and  * are return spreads based on randomly assigned stock returns, in an economic sense, they cannot account for any common variation of portfolio returns. Thus, significant regression coefficients are a reflection of portfolio overlaps.
There is an alternative way to interpret our resampling method. It is the same as a random reordering of pairs of (  )  within the cross-section of  firms at each sorting date , instead of a reassignment of returns. Let ( *   * )  denote the pair of  and  at reordered rank . Then,  * and  * can be interpreted as new sorting variables. These new variables are designed such that they have the same cross-sectional distribution as  and  and are, by construction, not systematically related to stock returns. Based on the new sorting variables, the stocks are assigned to the (5x5)-test portfolios and the (2x3)-portfolios for computing  * and  * . Similar to the previous interpretation, factors based on randomly assigned variables should not be related to portfolio returns so that the average regression slopes would be zero without portfolio overlapping.
-Insert to 25). The overlap of these " * -blue chips" with the  * part of  * produces strongly negative coefficients with respect to  * . The adjusted  2 -coefficient increases markedly compared to the one-factor model. In all, the apparent two-dimensional pattern due to the overlapping of portfolios confirms our hypothesis that the effect of overlapping is non-negligible.
If it is not accounted for, results will be biased. 19 We compute conventional -statistics for the mean coefficients. The standard deviation of the mean corresponds to the sample standard deviation of coefficient estimates over the 500 resampling runs, divided by √ 500. Only the coefficients of  * in the middle group of  * (portfolios 3, 8, 13, 18, 23) are not significant. All other -values for variables  * and  * are above 10
Although our resampling approach shows the relevance of portfolio overlapping, it does not allow direct conclusions for the size of the bias in the estimated coefficients of our initial time-series regressions. The reason is that the - -test portfolios have specific return characteristics which are lost by randomization. In particular, the big cap portfolios with randomly assigned returns are no longer close to the market portfolio (with "real" returns). This is why the coefficients of  of some "real" test portfolios strongly react to the inclusion of  and , while they are insensitive to the inclusion of  * and  * in the resampling approach (see the one-factor model compared to the three-factor model in Table 5 ). To obtain direct evidence on the quantitative impact of the overlapping problem on the estimated coefficients, the next section presents results based on the split sample approach proposed by FF93.
Split Sample Results
A simple way to exclude portfolio overlaps is to use different subsamples for determining the risk factors   and  on the one hand and the test portfolios on the other hand. We randomly divide our sample of firms in half. The first subgroup of firms serves to build each year's (2x3)-portfolios for computing  and  The second subgroup is used to construct the (5x5)-matrix of test portfolios over time. Based on these variables, we run the 25 time series regressions in the same way as before. We repeat this procedure 500 times to make sure that the results are not specific to one particular random selection of subsamples.
-Insert Table 6 , we report the average split sample coefficients, and in Table 7 the differences between the empirical coefficient estimates of Table 3 (based on the full undivided sample) and the average coefficients of the split sample approach. The general structure of the split sample results is similar to results of the standard approach, but the differences are nevertheless significant and systematic. As the split sample coefficients are not "contaminated" by portfolio overlaps, a positive difference can be interpreted as a positive bias of the standard empirical estimate, and
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a negative difference indicates that the empirical estimate of the standard approach is too low due to the overlapping problem.
The differences for coefficients  and  in Table 7 are characterized by the same general patterns observed in the resampling section 4.1. To highlight these patterns, we show results in a more condensed form in Table 8 . Panel A reports the mean -coefficient for each of the five  groups, where the mean is computed across the five -portfolios within the same  group. The respective portfolios included in the mean are indicated in column 3.
The next columns show the coefficients of the split sample approach, the standard (full sample) approach, and the difference between these two. Panel B contains the same information for -portfolios, where the means are taken across the five -portfolios within the same  group.
-Insert Table 8 (p. 29) about here. -
In the  dimension (Panel A), the differences are positive for small cap portfolios, negative for large cap portfolios, and decreasing in-between (see last column in Table 8 ). The standard approach produces a range of coefficients between the small and large size groups of 14455 − (−01467) = 15922 which is 36.9% larger than the respective range of the split sample approach.
In the  dimension (Panel B), the coefficients for  are negative for low -portfolios and positive for high -portfolios. The negative -coefficients of low -portfolios as well as the positive -coefficients of high  -portfolios are, on average, more extreme in the standard approach than in the split sample approach. The differences are statistically highly significant. Thus, the positive and negative associations of portfolio returns to  appear to be overly strong when the overlapping problem is present. Again, the differences seem important:
the range of coefficients for low to high -portfolios is −06834 − 05514 = −12348 in the standard approach, which is 44.7% higher than the same range of −08536 in the split sample estimation.
Cross-Sectional Analysis of Risk-Adjusted Returns
17
Cross-Sectional Analysis of Risk-Adjusted Returns
The previous chapters show that time-series coefficient estimates of the three-factor model (standard approach) are biased due to the overlapping problem. Risk-adjusted returns will be different without the bias. Therefore, we recompute risk-adjusted returns based on the split sample approach and rerun the cross-sectional regression of Section 3.4. The results are shown in Table   9 .
-Insert Table 4 . Columns six and seven show the new coefficient estimates. The adjusted  2 and the  premium turn out to be higher than before. In contrast to the previous results, the  coefficient is even significantly positive if only  and  are included as explanatory variables. Thus, the ability of the three-factor model to capture cross-sectional return variation is lower when the overlapping bias is removed. Put differently, our results confirm the hypothesis that the standard approach of applying the three-factor model tends to overestimate the ability of the model to explain the cross-section of stock returns.
Relevance of the Number of Test Portfolios
As mentioned in the introduction, some studies use a smaller number of test portfolios. In this way, the test portfolios get closer to the (2x3)-building blocks of  and , which is why the overlapping problem might become more important. As an attempt to assess the relevance of the number of test portfolios, we repeat all our analyses for a (4x4)-and (3x3)-matrix of test portfolios. We report the condensed results in Tables 10 and 11 which are structured in the same way as Table 8 . The conclusions are basically the same as for the previous (5x5)-division.
The differences between the split file results and the standard full sample estimation tend to be larger the smaller the number of test portfolios, but this effect is not dramatic.
Conclusion
Recent evidence on size-and value-related premiums at European stock markets is mixed. For example, Bauer et al. (2010) find a size effect but no value premium, while Schrimpf et al. (2007) identify a positive value premium but no size effect. Studying stock market anomalies based on unconditional models over the period from 1989 to 2009 for 16 European countries, we find evidence of significantly positive value und momentum premiums. The value premium is well captured by the three-factor model of FF93, while the momentum effect persists. These results are in line with prior evidence for the U.S. stock market.
In the time-series regressions of the Fama and French three-factor model, there is an overlap between test portfolios and factor mimicking portfolios, because both are formed on  and . We use the empirical data from the first part of the paper to analyze the impact of portfolio overlapping in a realistic setting. We propose a resampling method and apply the split sample approach of FF93. The results clearly show that the overlapping is relevant and induces a non-negligible bias. The range of slope coefficients for -and  -portfolios is more than one third higher than in a setup without portfolio overlap. This means, that the standard approach overestimates the ability of the three-factor model to explain return variation and the cross-section of average returns. Specifically, it does not fully explain the value premium when an overlapping bias is absent.
The practical implication of this result is simple: the factor mimicking portfolios should be constructed from a different sample than the test portfolios. In small markets with a very small number of stocks, this rule might not be applicable. Thus, the coefficients of the standard time-series regressions will be biased and should be interpreted with caution. Rough corrections could be applied in robustness checks. However, small markets are typically not isolated. With a certain degree of international stock market integration, the relevant factors  and  are determined by international markets, so that the split file approach can be applied even if the test portfolios represent a single country. Table 1 : Descriptive statistics of size and B/M portfolios
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The table shows the average market capitalization, the average  ratio and the average number of firms for 25 portfolios in the period from July 1990 to December 2009. Portfolios are formed by sorting stocks independently on market capitalization () and book-to-market ratio (). Rows refer to  quintiles and columns to  quintiles, both in ascending order. The table presents average monthly excess returns of value weighted portfolios in the period from July 1990 to December 2009. Portfolios are formed by sorting stocks independently on market capitalization () and book-to-market ratio (). Rows refer to  quintiles and columns to  quintiles, both in ascending order. The portfolios are value weighted. H-L is the return differential between the high and low  portfolios; S-B is the return difference between the small and big size portfolios. The row and column denoted by "Mean" indicate the time-series mean of H-L (S-B) returns. The -values are based on a  -test of the hypothesis that H-L and S-B returns, respectively, are zero. The table reports average coefficient estimates and -values (in brackets) of monthly Fama/MacBeth regressions over the period from January 1991 through December 2009. Dependent variables are raw returns (columns 2 and 3) or risk-adjusted returns (columns 4 and 5) of 25 test portfolios sorted on  and  . Independent variables are the logarithm of a portfolio's average market capitalization (), a portfolio's average  ratio and three momentum variables ( 2-3,  4-6,  7-12). * and * * denote significance at the 5% and 1% level, respectively. The table shows the differences between the empirical coefficient estimates of a full sample (Table 3) and the average coefficent estimates of the split sample approach (Table 6) . (Table 3 ) and the split sample estimation (Table 6 ) in condensed form. Panel A reports the mean -coefficients for each of the five  groups, where the mean is computed across the five -portfolios within the same  group. Panel B contains the same information for -portfolios, where the means are taken across the five -portfolios within the same  group. The column 'Set of portfolio nb' lists the portfolios included in the mean, where the portfolios are numbered as in Table 3 . The table compares the cross-sectional regression results of the split sample approach with the previous full sample (standard) estimation (see Table 4 ). For different model specifications, the (5) and (6) is based on the split sample estimation of the three-factor model. * and * * denote significance at the 5% and 1% level, respectively.
( 1 ) ( 2 ) ( 3 ) ( 4 ) ( 5 ) The table compares the results of the full sample (standard) estimation and the split sample estimation in the same way as Table 8 , but only for 16 instead of 25 test portfolios (corresponding to a (4x4)-instead of (5x5)-sorting on  and ). Panel A reports the mean -coefficients for each of the four  groups, where the mean is computed across the four -portfolios within the same  group. Panel B contains the same information for  -portfolios, where the means are taken across the four -portfolios within the same  group. The column 'Set of portfolio nb' lists the portfolios included in the mean, where the portfolio numbering follows the same rule as before. Tables 8 and 10 , but only for 9 test portfolios (corresponding to a (3x3)-sorting on  and  ). Panel A reports the mean -coefficients for each of the three  groups, where the mean is computed across the three -portfolios within the same  group. Panel B contains the same information for  -portfolios, where the means are taken across the three -portfolios within the same  group. The column 'Set of portfolio nb' lists the portfolios included in the mean, where the portfolio numbering follows the same rule as before. 
