Introduction
In his famous letter to Tate, Grothendieck attempted to develop a /?-adic cohomology for varieties in characteristic p > 0 by considering a site (the "infinitesmal site") whose objects were the nilpotent thickenings of open subsets of the given variety. By the end of the letter he had realized that this cohomology was "too rigid" and that better results would be obtained if one considered nilpotent thickenings endowed with divided powers (the "crystalline site"). Since then Berthelot has quite fully developed the crystalline theory, which Mazur has used to prove Katz's conjectures [7] .
There remains the question of the meaning of the cohomology of the infinitesmal site. We shall prove that, for proper schemes X over an algebraically closed field k, the infinitesmal cohomology of X W^ (k) is nothing else than the etale cohomology with coefficients in W^ (k), a much older, equally "unsatisfactory ",^-adic cohomology.
In view of the relationship between the infinitesmal site and F-descent, this result is not too surprising. Care is required, however, because this result is false for nonproper schemes. Our approach to infinitesmal cohomology is through the ring of differential operators, a technique used in characteristic zero by differential geometers and by Katz, Hartshorne, and others. (A somewhat different approach, using the Cech-Alexander complex, is sketched at the end of paragraph 4.)
In paragraph 1 we discuss the behaviour of differential operators on formal schemes. Most of this section can be skipped by readers interested only in smooth lifted schemes, except for (1.10), which compares cohomology of affine (formal) schemes ^ with cohomology computed over F (^, 0^), and (1.14), a useful "invariance under base change" result. In paragraph 2 we set up a spectral sequence which, in characteristics 0 and p, degenerates, but in entirely different ways. Then in paragraph 3 we use the spectral sequence to compute Ext^ (0^. Oy), in various cases, including the comparison with etale cohomology. The fourth section contains the proof that this Ext group "is" the cohomology of the infinitesmal topos, a result we were surprised not to find in the literature. Finally in paragraph 5 we prove a curious result about the hypercohomology of the de Rham complex of the formal neighborhood of a subvariety of projective space, -a result which is, in a way, a ridiculous analogue of the strong Lefschetz theorem.
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where P" is the ring of principal parts of order ^ n [3] and?" means completion with respect to the ideal IP". Proof. -For each /:, there is a natural map Pl/p/I^1 PI/R "^ I^WR which I claim induces an isomorphism in the inverse limit. To construct the inverse, observe that a differential operator M -> N of order ^ n maps p 4 Taking direct limits, we finish the proof. D Next we have to study the behaviour of Diff with respect to localization and base change. Everything we say is quite well-known except for the presence of the completions, and using (1.1) one can reduce to the familiar case. Therefore we omit most of the proofs. 
Proof. -We omit the proofs of the first two statements. If F* is a resolution of N by free D-modules, B' ®g F* ^ D' 0^ F ' is a complex of free D'-modules, and either flatness hypothesis implies that it is a resolution of M'. Applying Hom^, (, E') and (1.3.2), the result follows. D
We are now ready to define the functors we will study. Notice that A is, tautologically, a left D = D (A/R)-module. The functor Hom^ (A,) can be identified with the functor E->{xeE:8x = 0 whenever 91 = 0 }. The derived functors of this functor are of course Extj^ (A, ), but they deserve a special name: (1) , and the functor L is right adjoint to the forgetful functor which takes D-modules to A-modules: Given an A-linear map/: 
In particular H^ (L (M)) = 0 ifi > 0.
Proof. -Since the forgetful functor is exact and L is its right adjoint, L takes injectives to injectives. The additional hypotheses imply that D is projective as a left A-module, i. e., that L is exact. The rest follows. D
We now want to sheafify the above constructions. We shall find it convenient to work in the 6tale topology as well as the Zariski topology. If/: °£ -> S is any morphism of ringed spaces, let QQ = ^o (X/S) be the presheaf which to any open U assigns the ring DiffR (A, A), where R == F (U,/-1 (^g)) and A = r (U, ^). Let 0) = 2 (^/S) be the associated sheaf.
Before we describe the sheaves ^, a word about the etale topology on a formal scheme, as defined in [4] . If A is I-adically complete, and if Bo is etale over Ao = A/I, then for each n there is a unique etale A-algebra Bn lifting Ao, and B = lim B^ is said to be etale over A, although it is not of finite type (or the I-adic completion of a finite type A-algebra, in general). We shall call such an etale map "special" iff there exists a finite type and . 
We shall need to construct explicit injective resolutions using the sheaf Hom^. [^, ^] = ^ (^); note that this sheaf is not quasi-coherent because Q) is not coherent. Now we can deduce some results about nonaffine formal schemes. For simplicity we consider only formal schemes arising globally from smooth quasi-compact, quasi-separated ordinary schemes, although we could easily consider formal schemes obtained by gluing these.
Thus we consider a smooth morphism X -> S, S = Spec R, with R noetherian, and let be the formal completion along a closed subset Y q: X. If ^ and € are sheaves of^-modules we shall want to consider Ext^ (^r, €) and in particular H^ (^, 0 = Ext 1^ (0^, <f). 
. If'(T is a 0)' = 2 (T'^-module such that W (V, ^') = Ofor open affines U', and if ^ is a quasi-coherent Q-module and is flat as an 0 ^-module, the natural maps:
Ex4 (/* ^, n ^ ExtJ, (^, ^ r) are isomorphisms for all i.
Proof. -Note that/* ^ is quasi-coherent on 3£ and that W (V,/^ (T) = 0 for q > 0 for V c> ^ affine, because/is affine. Since the above result follows from (1.3) and (1.10) if ^ is affine, we deduce the general case from the Cech spectral sequence as above. D We shall show that there is a spectral sequence for the composite lim o H^ (N, ), and this spectral sequence will be our main tool in the calculation of infinitesmal cohomology. We must show that any M has a resolution by injective objects I such that H^ (N, I) is acyclic for lim. Note that we will never have a Mittag-Leffler condition, so a more delicate argument is needed. Suppose (/ J ) is a Cauchy sequence in H,; by passing to a sub-sequence, if necessary, we may assume that/ 7 -/ fc e Hj^ for j ^ k. This condition says that
and in particular we see that f^ (8) -f^ (1) is independent of j for j ^ ord (8) . Denote this value by/c (3); I claim that/is a limit of (/ J ) in H,.
First we must verify that/, e L (Q), i. e. that it is A-linear. If a e A and 8 e D, then for large 7, 
means the inverse system ofright derivedfunctors of'Horn' (N, )==H.(N, ).
Proof, -This will just be the spectral sequence of a composite functor, once we know that any D-module M is contained in an injective which is acyclic for lim. This is easy: Find an injective A-module Q containing M; then there is a unique D-linear
Next we shall sheafify the above construction. For technical reasons, we must consider only the functors H^ (^, <f). Define a functor <S> from the category of ^-modules on the formal scheme ^/S to the category of inverse systems of sheaves of abelian groups on °K by <!>" W == Hom^n (0^, <^). Then if r is the functor which takes an inverse system of sheaves S^ to lim T (^*, S) ^ F (^, lim S), we see that r°o == r(^r, lim^W) = r(^, Hom^, ^)) = Hom^(^, <o = r^(^, ^). Proo/. -If we can show that any S can be embedded in an injective ^-module ^ such that ^ (^) is acyclic for r, this will just be the spectral sequence of a composite functor. Thus it will suffice to prove that if Q is an injective ^-module, <S> ^ (Q) is r-acyclic.
First let us reinterpret the functor 0. We have a natural map: Of -> Oy -> 0 given by a (9) = 6 (1), which is a homorphism of left ^-modules, and hence we have an exact sequence of left ^-modules: Thus, we can think of Hom^ (^, <) as the sheaf of all ^ e € such that 3^ = 0 for all sections 8 of^. Similarly, Hom^n (^, <f) is the sheaf of all x such that &c = 0 for all sections Q QiM c\ ^", or equivalently, the sheaf of all x such that 9x = 0 for all 8 in the left ideal ^ generated by ^ n ^". Thus, 0^ (<f) ^ Hom^ (^/^, <f). Since ^ and Q" are quasi-coherent (P^-modules, so are M n ^", and J^, and 2\MŴ e are going to use the spectral sequence for the composite r = r o lim, as explained in [8] . Note that R 1 lim is not, in general, the sheaf associated to the presheaf U -> R 1 lim (U, ). Suppose Q is an injective ^-module and Q = <D (J^ (Q)). I claim that R 1 lim Q = 0 for i > 0. We must check two conditions. We shall call the first term in the sequence above the "unstable submodule" ofH^ (^, <^)» and shall call the last term the "stable quotient" of H^ (^, 0. Needless to say, the unstable submodule is unpleasant; if it does not vanish one should, no doubt, work with a pro-object instead of a module. In the next section we shall investigate the exact sequence with some care.
The Comparison Theorem
We now turn our attention to the case S = 0^. Then one expects that H 1^ (^, 0^) is determined by the action of Frobenius on H 1 (^, 0^). This turns out to be the case, at least with certain hypotheses on °K. We shall essentially consider two cases; first = X, a smooth proper scheme over R, and next any proper formal scheme °K over a field k. The first case corresponds to a family of smooth varieties; we shall see that the monodrony around supersingular points creates unpleasant behavior in H^ (^, Oy).
We begin with some general nonsense about ^-linear endomorphisms. Let R be a regular local ring of characteristic p > 0, let a : R -> R be the p-th power map, which we assume to be finite (for instance, if R is "geometric"). A G-linear endomorphism of an R-module M is an additive map \|/ : M -> M such that v| / (ax) = cf \|/ (x) if a e R, x e M. We deduce an R-linear map (pi :Mi =ROO^M->M:a®x-><2\|/ (x), and in fact an inverse system (M, cp) of R-linear maps, where M; = R ®gi M, and M,.^ -> M, is induced by vlA ) the "stable submodule" of(M, v|/), and the quotient ofMby M 5 "(M", \|/")", the "unstable quotient" of(M, \|/). 
Moreover there is a natural isomorphism:
R^imM^R^imM".
Proof. -If R is a field, this is all well-known. In fact we have: Sketch. -The first statement is clear, because M is finite dimensional, and immediately implies (2) . Since the modules Mf are all of the same dimension, surjectivity suffices to prove (3), and this is easy. Next observe that R is a flat, finite type R-module via a, and hence is free and of finite type, so that the natural map t : R ®^ lim M, ^ lim R ®^ M, is an isomorphism. There is an isomorphism (equality) R®^M,->M,+i for each f, hence an isomorphism Proof. -Let X" = Spec R x "" X, with /" : X -> X" the R-morphism induced by Fx. It is well-known that/" is a homeomorphism and that there is a natural isomorphism: /;Hom^x^x)^xn.
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A. OGUS
Thus 0^ (0^) ^ O^n, so we have
H^X.OA^H^X",^).
Since a" is flat, this is canonically isomorphic to R ®^n H 1 (X, ^x). D Let us now consider the case in which the base S = Spec V,, where V is a discrete valuation ring of mixed characteristic p, with uniformizing parameter n and ¥" = V/TI" V. We shall assume that the residue field k is separably closed and that \k : ^p] is finite. 
Proof. -It is easy to see, and well-known, that the natural map /-'W^Hom^,^)
in an isomorphism, both on 3C^ and on ^. Henceforth we shall work uniformly on the latter. The edge homomorphism of the spectral sequence E^H^.Ext^^)) => Ext^(^,^)
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is therefore a map H 1 (X^/~1 (^s)) -> H^ W^ ^) and siDce ^a and ^t are the same site, we get our map. The rest of the proof can be interpreted as showing that H^,Ext^,^))=0
for all q, but we do not do this directly.
First let us reduce to the case of a field. We have an exact sequence: Q-> K-> ¥"-» V^_i -> 0, where K is a one-dimensional ^-vector space, and since °K is flat over S, an exact sequence 0 -> K ®^ 0^ -> ^ -> ^.^ -> 0; note that these are all -modules. We can write this as 0-> i^ ^ -> Qgc-^j^ ^n-i -> ^ where ^ iŝ Xg Sfe, Sfe = Sp Vfc, f and 7 are the inclusions. Now if ^ = Q) (^/S^), we have Hom^, i^) ^ Hom^(^, ^) ^/"'(â nd hence we obtain by functoriality of the edge homorphism, a long exact sequence:
Thus we will be able to prove our claim by induction on n, provided we can show that the maps H 1 (Y^,/~1 (^si)) "^ H^ WS, ^ ^i) are isomorphisms. But we have a natural isomorphism, by the base changing result (1.15): H^ (X/S, ^ ^^) ^ H^(^*i/Si,^), so we have reduced to the case S = k.
Since now p 0^ = 0, we can apply the spectral sequence of paragraph 2. We cannot use 
Cohomology of the Infinitesmal Site
In this section we shall construct a canonical resolution of a D-module E, which, it will appear, is related to the Cech-Alexander resolution used by Grothendieck [2] . We need this resolution to prove that the functors H^ calculate cohomology in the infinitesmal topos. What is surprising about these results is that they have not yet appeared in the literature ( 1 ).
( 1 ) I recently learned that (4.4), at least, will appear in a paper by M. Sweedler.
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The construction we use is almost completely formal: Let A be a commutative ring with identity, D a non-commutative A-algebra, with 9 : A-»Dthegivenhomomorphism. Suppose that 9 (1) is a two sided identity for D. If 9 e D and a e A, write a 9 for 9 (a) 9 and 8a for 8Q ( Proof. -By the previous result, R Hom^ (A, E) ^ Hom^ (A, C* (E)). Since C^E^LFC^-^E), Hom^C^E^Hom^A^-^E^L^E). It remains to check that the boundary map on L* (E) induced from the boundary on C" (E) is as described. To do this, use a to obtain an injection f:Q-^L (Q), namely Proof. -According to Grothendieck's calculation, H^f (Y/S, E) may be calculated as the Zariski hypercohomology of the Cech-Alexander complex ^' (X/S, <f) [2] . So by theorem (4.5) above, it suffices to notice that this complex is just the complex L'(<f) -a matter of inspection: Observe for instance that the first two terms of L* (<^) are S -> Hom^, (Q, S) ^ ^ ® P^/g. Then I claim that, with this identification, the boundary d of L is given by d^ (X) = e (5 (x))-x ® 1. It suffices to check this after "evaluating" with any differential operator 8. The referee has pointed out that although the relationship between Z -etale cohomology and the unit root part of crystalline cohomology is folklore, no precise theorems seem to exist in the literature. Fortunately we can provide a quick proof, without killing torsion.
Actually it seems most natural to compare crystalline and infinitesmal cohomology directly. Let us begin by briefly describing the morphism i;x/s : (X/S)^s -> (X/S)^, alluded to in the introduction. Here we are working over a noetherian base scheme S on which p is nilpotent and which is endowed with a P.D. ideal (I, y) which extends to X. For details of these notions, we must refer to Berthelot's thesis [1] ; the reader can keep in mind the special case S = Spec W^ (k\ with k a perfect field and with the canonical divided power structure on the ideal n = p WT he functor v^ : (X/S)^ -> (X/S),^ is easy to describe: If F is a sheaf on Inf(X/S) and (U, T, 5) e Cris (X/S), then (U, T) e Inf (X/S), and we can set ^/s (F)(u.T. Proof. -In fact, since ®y R preserves lenghts, the analogue of (3.2) is even true, and the first statement follows easily. Mittag-Leffler conditions imply the vanishing of the R 1 lim. The exactness claim follows from this, or from the snake lemma and the fact that any homorphism from a stable module to an unstable one and which preserves \|/ vanishes. D
