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1 Einführung 
1.1 Hirnnetzwerke 
Der Mensch ist zu einer großen Palette sehr komplexer Verhaltensmuster befähigt, 
die er je nach Kontext einzusetzen vermag. Seien es z. B. motorische Fertigkeiten, 
sprachliche Kommunikation oder räumliche Orientierung: Eine zentrale 
Fragestellung in der kognitiven Neurowissenschaft besteht darin, wo und wie dabei 
Informationen im menschlichen Nervensystem verarbeitet werden. Noch Anfang 
des 19. Jahrhunderts waren Vorstellungen wie die Äquipotentialtheorie verbreitet. 
Diese besagte, dass jede Region im Gehirn die gleiche funktionelle Potenz besitze 
und dass Funktionsverlust deshalb allein durch die Menge geschädigten 
Hirngewebes determiniert sei, egal wo die Schädigung lokalisiert sein mag. Ein 
entgegengesetztes Modell aus dieser Zeit ist die von Joseph Gall (1758–1828) 
begründete Phrenologie, d. h. die Vorstellung, dass menschliche 
Charaktereigenschaften und Fähigkeiten einzelnen, klar definierten Hirnarealen 
zuzuordnen seien und die Ausprägung der jeweiligen Charaktereigenschaft allein 
durch die Größe der korrespondierenden Region bestimmt sei. Erst Ende des 19. 
Jahrhunderts entwickelten sich Vorstellungen über die Implementierung von 
Hirnfunktionen in Netzwerken bestehend aus räumlich getrennten Hirnarealen die 
miteinander interagieren (Bastian 1880; Brown-Séquard 1875; von Monakow 
1914). So beschrieb beispielsweise Carl Wernicke in seiner Dissertation (1874) 
erstmals das Krankheitsbild der Leitungsaphasie: Patienten fallen hierbei mit relativ 
isolierten Defiziten beim Nachsprechen, aber sonst flüssiger Sprachproduktion und 
intaktem Sprachverständnis auf. Wernicke erkannte, dass dies durch eine 
Zerstörung von Faserverbindungen zwischen sensorischen und motorischen 
Spracharealen verursacht und Sprachverarbeitung im menschlichen Gehirn in 
einem Netzwerk organisiert sein müsse. 
Bedingt durch die Unwägbarkeiten der zwei Weltkriege und die Verdrängung von 
Französisch und Deutsch zugunsten der neuen Wissenschaftssprache Englisch, 
gerieten diese Konzepte der Hirnnetzwerke zunächst wieder weitgehend in 
Vergessenheit (Catani und Mesulam 2008). Erst Mitte des 20. Jahrhunderts griff 
Geschwind diese Ideen wieder auf, übersetzte einen Teil der Originalarbeiten von 
Carl Wernicke und anderen ins Englische und beschrieb zahlreiche weitere 
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Diskonnektionssyndrome (Geschwind 1965a, 1965b). Seitdem fand das Konzept der 
Hirnnetzwerke als Korrelat der Informationsverarbeitung im menschlichen Gehirn 
zunehmende Verbreitung (z. B. Mesulam 1981; DeLong 1990; Mesulam 1990) und 
ist heute ein zentrales Motiv in den Neurowissenschaften (z. B. Hickok und Poeppel 
2007; Patterson et al. 2007; Friederici und Gierhan 2013). 
1.2 Semantische Kognition 
Bei der Verarbeitung von Sprache lassen sich phonologische, syntaktische und 
semantische Verarbeitungsebenen abgrenzen. Semantische Kognition – also die 
Verarbeitung von Bedeutung – ist dabei ein zentrales Element unterschiedlicher 
kognitiver Domänen: Sie ist neben ihrer Rolle in der Sprachverarbeitung und 
Kommunikation ebenso relevant für nonverbales Verhalten wie z. B. den 
Objektgebrauch (Jefferies 2013; Lambon Ralph et al. 2017). Semantische Kognition 
besitzt damit eine hohe Alltagsrelevanz, die sich auch in den starken 
Einschränkungen bei der Teilhabe am alltäglichen Leben widerspiegelt, die 
Patienten mit krankheitsbedingten Beeinträchtigungen der semantischen 
Verarbeitung wie z. B. bei flüssiger Aphasie (Kauhanen et al. 2000) oder 
semantischer Demenz (Hodges und Patterson 2007) erleiden. Semantische 
Kognition lässt sich weiter in zwei konzeptuell getrennte Komponenten unterteilen: 
(a) Die neuronale Repräsentation semantischer Konzepte (semantisches 
Gedächtnis), die im menschlichen Gehirn vermutlich durch die Interaktion von 
modalitätsspezifischen (visuell, auditorisch, taktil, …) Kortizes mit transmodalen 
Knotenregionen im bilateralen anterioren Temporallappen zustande kommt 
(Patterson et al. 2007) und (b) semantische Kontrollprozesse, die den Abruf von 
kontext- und aufgabenrelevanten Informationen aus dem semantischen 
Gedächtnis ermöglichen (Lambon Ralph et al. 2017). Letzteres ist insbesondere von 
Bedeutung, wenn uncharakteristische oder ungewöhnliche semantische Aspekte 
abgerufen oder dominante Bedeutungen unterdrückt werden müssen (Jefferies 
2013). Zum Beispiel ist das Konzept „Klavier“ vordergründig mit der Information 
verknüpft, dass es sich hierbei um ein Musikinstrument handelt. Steht jedoch ein 
Umzug an, so ist der in diesem Kontext wichtigste semantische Aspekt das große 
Gewicht (Saffran 2000). Zahlreiche funktionelle Bildgebungsstudien konnten 
zeigen, dass erhöhte semantische Kontrollanforderungen mit Aktivität im Gyrus 
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frontalis inferior (IFG), anterioren und posterioren Gyrus temporalis medius 
(a/pMTG), Gyrus angularis und dorsomedialen präfrontalen Kortex in der linken 
Hemisphäre assoziiert sind (Noonan et al. 2013). Abbildung 1 fasst diese Ergebnisse 
nochmals graphisch zusammen. Zudem erbrachten Studien mit transkranieller 
Magnetstimulation (TMS) – ein Verfahren der nicht-invasiven Hirnstimulation – 
weitere Hinweise auf eine kausale Beteiligung von IFG und pMTG an semantischen 
Kontrollprozessen: In einem Experiment wurden gesunde Probanden gebeten, aus 
drei Zielwörtern dasjenige auszuwählen, das die größte inhaltliche Assoziation mit 
einem vorgegebenen Stichwort besitzt. Diese Assoziation war im Experiment 
entweder schwach (z. B. „Salz“ – „Korn“) oder stark (z. B. „Salz“ – „Pfeffer“). 
Während des Experiments wurde zudem die neuronale Verarbeitung in 
unterschiedlichen Hirnregionen durch die fokale Applikation eines starken 
Magnetfeldes transient gestört. Die Entscheidung der Probanden war nach 
inhibitorischer TMS über IFG oder pMTG ausschließlich dann signifikant 
verlangsamt und ungenauer, wenn der semantische Kontrollaufwand besonders 
hoch war, also bei schwach assoziiertem Stich- und Zielwort (Whitney et al. 2011, 
2012). 
Bei der Verarbeitung von Sprache werden in Abhängigkeit vom vorherigen Kontext 
stets Vorhersagen über zu erwartende Worte getroffen (Kutas und Hillyard 1980; 
Van Berkum, Jos J. A. et al. 2005; Hagoort 2005). Zutreffende Vorhersagen 
erleichtern dabei den Zugriff auf die semantische Repräsentation und 
Abbildung 1. Semantisches Kontrollnetzwerk. Regionen in der linken Hemisphäre, die an semantischen 
Kontrollprozessen beteiligt sind. Ergebnisse einer Activation-Likelihood-Estimation-(ALE)-Metanalyse
von 53 Bildgebungsstudien. Modifiziert nach Noonan et al. (2013). Abkürzungen: IFG: Gyrus frontalis 
inferior, ANG: Gyrus angularis, a/pMTG: anteriorer/posteriorer Gyrus temporalis medius, dmPFC: 
dorsomedialer präfrontaler Kortex, aCC: anteriores Cingulum. 
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beschleunigen so die Integration von Wörtern in den vorherigen sprachlichen 
Kontext (Kutas und Federmeier 2000; Lau et al. 2008). Falsche Vorhersagen führen 
umgekehrt zu zusätzlichem Integrationsaufwand, da kontextuell voraktivierte 
Repräsentationen inhibiert werden müssen (Ye und Zhou 2009), was als eine 
Situation mit hohem semantischen Kontrollaufwand betrachtet werden kann. Zum 
Beispiel führt der Kontext „Der Bauer bestellt das …“ bei den meisten Menschen 
zur Vorhersage und entsprechenden Voraktivierung des Wortes „Feld“. Diese 
Voraktivierung muss jedoch unterdrückt werden, wenn der Satz unerwartet (z. B. 
„Der Bauer bestellt das Bier.“) oder unsinnig (z. B. „Der Bauer bestellt das Glück.“) 
endet. Dies spiegelt sich in verlängerten Reaktionszeiten in Benenn- oder 
lexikalischen Entscheidungsaufgaben bei unerwarteten oder unsinnigen Worten 
wieder (Van Berkum, Jos J. A. et al. 2005). Auch in der Elektroenzephalographie 
(EEG) findet sich hierfür ein seit langem bekanntes Korrelat: ereigniskorrelierte 
Potentiale zeigen eine verstärkte Negativität um 400 ms (N400), wenn Probanden 
Wortlisten oder Sätze mit den beschriebenen semantischen Verletzungen 
präsentiert bekommen (Kutas und Hillyard 1980; Kutas und Federmeier 2000; Lau 
et al. 2008). 
Eine wesentliche Vorarbeit für die aktuelle Studie stammt von Hartwigsen und 
Kollegen (2017). Mittels funktioneller Magnetresonanztomographie (fMRT) wurde 
untersucht, wo im Gehirn solche semantischen Integrationsprozesse bei hohen 
Kontrollanforderungen ablaufen. Dazu wurden den Probanden über Kopfhörer 
kurze Sätze nach dem bereits vorgestellten Muster („Der Bauer bestellt das 
Feld/Bier/Glück.“) vorgespielt. Neben erwarteten, unerwarteten und unsinnigen 
Satzendungen gab es zudem noch eine weitere Bedingung mit Sätzen die auf 
Pseudowörter (z. B. „Mult“) endeten. Die Probanden sollten nun bei jedem Satz 
entscheiden, ob das letzte Wort ein echtes Wort oder ein Pseudowort ist 
(lexikalische Entscheidungsaufgabe) und eine entsprechende Taste auf einer 
Tastenbox drücken. Dabei wurde die Richtigkeit und Schnelligkeit jedes 
Tastendruckes als implizites Maß für den semantischen Verarbeitungsaufwand in 
den Nicht-Pseudowort-Bedingungen aufgezeichnet. Sätze, die zur Integration des 
letzten Wortes in den vorherigen Satzkontext eines höheren semantischen 
Kontrollaufwands bedurften (also in der unerwarteten und unsinnigen Bedingung) 
waren hierbei mit einem signifikant erhöhten blutsauerstoffabhängigen Signal 
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(„BOLD1“-Kontrast, Ogawa et al. 1990) in semantischen Kontrollarealen in der 
linken Hemisphäre im anterioren IFG (aIFG), aMTG und pMTG assoziiert als Sätze 
mit erwarteten Endungen. Die Bedeutung dieser Areale für die semantische 
Integration unter hohen Kontrollanforderungen deckt sich zudem mit Ergebnissen 
aus weiteren bildgebenden Vorstudien (Huang et al. 2012; Baumgaertner et al. 
2002; Zhu et al. 2013). Analysen effektiver Konnektivität mittels dem sogenannten 
„Dynamic Causal Modeling“ erbrachten zudem Hinweise auf eine Hemmung des 
pMTG bei Sätzen mit hohen semantischen Kontrollanforderungen. Dies könnte 
Korrelat der Hemmung von kontextuell („Der Bauer bestellt das …“) fälschlich 
voraktivierten semantischen Repräsentationen („Feld“) sein, wenn der Satz 
unerwartet (z. B. „Bier“) oder unsinnig (z. B. „Glück“) endet (Hartwigsen et al. 
2017). Außerdem unterschieden sich die Reaktionszeiten aus der lexikalischen 
Entscheidungsaufgabe signifikant zwischen den einzelnen Bedingungen (erwartet, 
unerwartet und unsinnig) mit längeren Reaktionszeiten für Bedingungen mit 
höherem semantischen Kontrollaufwand. Die Reaktionszeiten aus der lexikalischen 
Entscheidungsaufgabe eignen sich somit als implizites Maß zur Untersuchung 
semantischer Integration unter variierendem Kontrollaufwand (Baumgaertner et al. 
2002; Hartwigsen et al. 2017). 
1.3 Resting-State fMRT 
Neben den neuroanatomischen Korrelaten semantischer Kognition ist vor allem 
von Interesse, wie die identifizierten Regionen miteinander interagieren. Eine 
Methode zur Untersuchung von Interaktionen zwischen Netzwerkknoten ist die 
fMRT im Ruhezustand („Resting-State-fMRT“). Ruhezustand bedeutet, der Proband 
bearbeitet während der Untersuchung im MRT keine Aufgabe und ihm werden – 
abgesehen von den unvermeidlichen Geräuschen des MR-Tomographen – keine 
Stimuli präsentiert. Er soll seine Gedanken dabei frei schweifen lassen und wach 
bleiben. Die so gewonnen Daten ermöglichen die Quantifizierung funktioneller 
Konnektivität zwischen verschiedenen Hirnregionen. Zwei Regionen besitzen 
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definitionsgemäß dann starke funktionelle Resting-State-Konnektivität, wenn 
langsame Fluktuationen (< 0,08 Hertz) im mittels fMRT gemessenen BOLD-Signal 
zeitlich synchron verlaufen (Biswal et al. 1995; Fox und Raichle 2007). Trotz des 
Fehlens einer expliziten Aufgabe, ist es möglich mit dieser Methode auch 
Sprachnetzwerke zu untersuchen. In zahlreichen Studien konnte gezeigt werden, 
dass Regionen, die an der Verarbeitung von Sprache beteiligt sind, auch in Ruhe 
erheblich vernetzt sind (Hampson et al. 2002; Kelly et al. 2010; Tomasi und Volkow 
2012; Turken und Dronkers 2011). Die Konnektivitätskarten von einzelnen a priori 
definierten Regionen decken sich dabei erstaunlich gut mit dem anatomischen 
Wissen über Sprachnetzwerke aus aufgabenbasierten fMRT-Studien (Cordes et al. 
2000; Binder et al. 2009). Die Resting-State-Konnektivität zwischen diesen Arealen 
ist zudem funktionell relevant für die Sprachverarbeitung und korrelierte in 
zahlreichen Experimenten mit der behavioralen Leistung der Probanden. So 
konnten beispielsweise Koyama und Kollegen (2011) zeigen, dass die funktionelle 
Resting-State-Konnektivität zwischen dem Broca- und Wernicke-Areal sowohl bei 
Kindern als auch bei Erwachsenen mit der Lesekompetenz korreliert. In einer 
anderen Arbeit konnte gezeigt werden, dass die interhemisphärische funktionelle 
Konnektivität zwischen Broca-Areal und dem rechtsseitigem Homolog bei älteren 
Probanden negativ mit der Fähigkeit, sich syntaktisches Wissen anzueignen, 
korreliert. Eine geringere interhemisphärische funktionelle Segregation schlug sich 
also in einer verminderten Fähigkeit syntaktische Regeln zu extrahieren nieder 
(Antonenko et al. 2012). Auch die individuelle Fähigkeit im Erwachsenenalter eine 
Fremdsprache zu erlernen korreliert mit der funktionellen Resting-State-
Konnektivität zwischen unterschiedlichen Knotenpunkten des Sprachnetzwerkes 
(Chai et al. 2016). Ebenso konnte ein Zusammenhang zwischen der Konnektivität 
zwischen Sprachnetzwerk und vorderem Aufmerksamkeitsnetzwerk und der 
Fähigkeit das Morsealphabet zu erlernen gezeigt werden (Schlaffke et al. 2017). 
Der korrelative Zusammenhang zwischen Verhalten und Konnektivität beweist 
allerdings noch nicht, dass die Konnektivität kausal für die Funktion relevant ist 
(Stevens und Spreng 2014). Alternativ könnte es einen übergeordneten 
Zusammenhang geben. Beispielsweise könnte sowohl die behaviorale Leistung als 
auch die funktionelle Resting-State-Konnektivität durch fixe genetische oder 
strukturelle Eigenschaften determiniert sein. Es ist daher von besonderem 
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Interesse zu untersuchen, ob interventionsbedingte Änderungen des Verhaltens 
mit Änderungen der Konnektivität einhergehen (oder auch umgekehrt). Ein 
mögliches Modell zur Untersuchung dieser Fragestellung ist die Induktion einer 
Verhaltensänderung mittels TMS. Es ist hinreichend bekannt, dass TMS-
Interventionen behaviorale Änderungen in kognitiven Domänen bewirken können 
(z. B. Willems et al. 2011; Hartwigsen et al. 2013; Bruckner et al. 2013). Ebenso 
existieren eine Reihe von Studien, die zeigen konnten, dass die funktionelle 
Konnektivität in Resting-State-Netzwerken durch offline-TMS über temporalen 
(Andoh et al. 2015), parietalen (Valchev et al. 2015), okzipitalen (Rahnev et al. 
2013) und frontalen (Gratton et al. 2013) Regionen modulierbar ist. Es ist bisher 
jedoch wenig darüber bekannt, ob TMS-induzierte Konnektivitätsänderungen 
tatsächlich verhaltensrelevant sind. Gestützt wird diese Hypothese durch eine 
Studie, bei der die wiederholte Applikation von hochfrequenter TMS über dem 
linken parietalen Kortex sowohl zu einer Zunahme der funktionellen Resting-State-
Konnektivität in kortiko-hippocampalen Netzwerken als auch zu einer 
Verbesserung der assoziativen Gedächtnisleistung führte. Entscheidend ist, dass die 
Konnektivitätszunahme und die Verbesserung der Gedächtnisleistung dabei 
signifikant miteinander korreliert waren (Wang et al. 2014). 
1.4 Fragestellung 
Semantische Kontrollprozesse sind im menschlichen Gehirn in fronto-temporo-
parietalen Netzwerken implementiert. Die neuroanatomische Lokalisation der 
beteiligten Netzwerkknoten wurde in Vorstudien hinreichend untersucht. Weniger 
bekannt ist jedoch über die funktionellen Interaktionen dieser Netzwerkknoten und 
die Relevanz solcher Interaktionen für Verhalten. Die vorliegende Studie zielte 
daher auf folgende Punkte ab: 
(1) Charakterisierung des semantischen Netzwerkes gesunder Probanden 
mittels funktioneller Resting-State-Konnektivität ausgehend von a priori 
definierten Regionen des semantischen Kontrollnetzwerkes 
(2) Untersuchung der funktionellen Relevanz der Resting-State-Konnektivität in 
diesem Netzwerk 
(3) Modulation der semantischen Kontrollleistung in einem Verhaltens-
experiment und 
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(4) Modulation der Konnektivität in diesem Netzwerk mittels TMS 
Dazu wurden in der vorliegenden Studie, nach positivem Votum durch die 
Ethikkommission der Universität Leipzig, 20 junge, gesunde Probanden rekrutiert 
und zunächst schriftlich über den Ablauf und die Risiken der Untersuchung 
aufgeklärt. In einem gekreuzten Design wurde bei jedem Probanden folgendes 
Experiment an drei unterschiedlichen Tagen durchgeführt: 
(1) Offline-TMS über aIFG oder pMTG oder als Placebo-Stimulation 
(2) Resting-State-fMRT 
(3) Semantisches Verhaltensexperiment 
Dieses Experiment basiert in wesentlichen Punkten auf der oben beschriebenen 
fMRT-Vorstudie von Hartwigsen und Kollegen (2017): Die Zielkoordinaten für die 
magnetische Hirnstimulation sind ebenso wie die Regionen von Interesse (ROIs) für 
die spätere Auswertung der Resting-State-Daten den Gruppenaktivierungen der 
Vorstudie aus dem Kontrast „unerwartete“ > „erwartete“ Satzenden entnommen.  
Die TMS wurde als neuronavigierte kontinuierliche Theta-Burst-Stimulation 
(„cTBS“; Huang et al. 2005) appliziert. Bei diesem Protokoll kommt es zu einer 
fokalen ca. 30 bis 45 Minuten andauernden Hemmung der kortikalen Erregbarkeit 
im stimulierten Areal (Thut und Pascual-Leone 2010). Die Reihenfolge der 
Stimulationsbedingungen (aIFG, pMTG und Placebo) war randomisiert. Die 
nachfolgende Resting-State-Untersuchung wurde an einem 3-Tesla-MRT 
durchgeführt und dauerte sechs Minuten. Die Probanden waren instruiert 
währenddessen die Augen geschlossen zu halten, aber dennoch wach zu bleiben. 
Das semantische Verhaltensexperiment entspricht dem oben beschriebenen 
Experiment aus der Vorstudie (Hartwigsen et al. 2017) mit einer lexikalischen 
Entscheidungsaufgabe unter variierendem semantischen Kontrollaufwand. Die a 
priori definierten Zielregionen für die Hirnstimulation (aIFG und pMTG) und die 
ROIs für die Analyse der Resting-State-Daten (aIFG, pMTG und aMTG) sind also 
genau die Regionen, die bei der verwendeten Verhaltensaufgabe in einer Vorstudie 
im relevanten Kontrast aktiv waren. 
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1.5 Hypothesen 
(1) Die funktionelle Resting-State-Konnektivität der ROIs (aIFG, aMTG und 
pMTG) zum gesamten Gehirn liefert ein ähnliches Muster wie es aus 
aufgabenbasierten fMRT-Vorstudien zum semantischen System bekannt ist 
(2) Die individuelle Stärke der funktionellen Resting-State-Konnektivität 
zwischen diesen Regionen korreliert mit den Reaktionszeiten im 
semantischen Verhaltensexperiment bei Sätzen mit hohem semantischen 
Kontrollaufwand (unerwartete oder unsinnige Satzendungen) 
(3) Offline-cTBS über aIFG und/oder pMTG führt zu verlängerten 
Reaktionszeiten bei Sätzen mit hohem semantischen Kontrollaufwand  
(4) Diese Verhaltensänderung korreliert mit Änderungen in der funktionellen 
Resting-State-Konnektivität innerhalb des Netzwerkes 
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Abstract
Semantic cognition, i.e. processing of meaning is based on semantic representations and
their controlled retrieval. Semantic control has been shown to be implemented in a network
that consists of left inferior frontal (IFG), and anterior and posterior middle temporal gyri (a/
pMTG). We aimed to disrupt semantic control processes with continuous theta burst stimu-
lation (cTBS) over left IFG and pMTG and to study whether behavioral effects are moder-
ated by induced alterations in resting-state functional connectivity. To this end, we applied
real cTBS over left IFG and left pMTG as well as sham stimulation on 20 healthy participants
in a within-subject design. Stimulation was followed by resting-state functional magnetic res-
onance imaging and a semantic priming paradigm. Resting-state functional connectivity of
regions of interest in left IFG, pMTG and aMTG revealed highly interconnected left-lateral-
ized fronto-temporal networks representing the semantic system. We did not find any signifi-
cant direct modulation of either task performance or resting-state functional connectivity by
effective cTBS. However, after sham cTBS, functional connectivity between IFG and pMTG
correlated with task performance under high semantic control demands in the semantic
priming paradigm. These findings provide evidence for the functional relevance of interac-
tions between IFG and pMTG for semantic control processes. This interaction was function-
ally less relevant after cTBS over aIFG which might be interpretable in terms of an indirect
disruptive effect of cTBS.
Introduction
Semantic cognition, i.e. processing of meaning is a central function in language and communi-
cation. Previous studies suggested that two distinct components of semantic cognition can be
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segregated, semantic representation and semantic control, which have different neural under-
pinnings [1,2]. Semantic representations encode multimodal concepts which span different
items and contexts. They are thought to be implemented in distributed modality specific corti-
ces which interact with a transmodal hub located bilaterally in the anterior temporal lobe [3].
On the other hand, semantic control is necessary to specifically retrieve context-relevant and
task-appropriate semantic information from the representational system especially when
unusual, uncharacteristic or anomalous meanings need to be accessed or when dominant
meanings need to be suppressed. For example, a very salient feature of the concept “piano” is
that it is a musical instrument, but in the context of moving, the most important semantic
aspect may be its weight [4]. Increasing semantic control demands are thereby associated with
higher task-related activity in left inferior frontal gyrus (IFG), angular gyrus, dorsomedial pre-
frontal cortex and posterior middle temporal gyrus (pMTG) [5–7]. The latter region is of spe-
cial interest because it might form an interface between networks which underlie automatic
and controlled semantic retrieval [8]. Previous transcranial magnetic stimulation (TMS) stud-
ies confirmed a causal relationship between semantic control and both IFG and pMTG:
semantic judgements were delayed and less accurate after inhibitory TMS over IFG or pMTG
only for trials with high semantic control demands (i.e. weakly associated cue and target
words) [9,10]. Another study combining inhibitory rTMS and fMRI with a similar semantic
priming paradigm unexpectedly reported decreased activity in bilateral IFG and dorsomedial
prefrontal cortex exclusively for trials with low control demands while reaction times
remained unaffected [11]. The fact that activity associated with high control demand trials was
not suppressed due to rTMS might reflect the specific role of these regions for semantic
control.
In language comprehension, predictions are formed about upcoming words depending on
the prior context [12–15]. It is assumed that correct predictions might facilitate access to
semantic representations and thus promote integration of a word in the given context [16,17].
False predictions on the other hand require additional integration efforts which can be viewed
as a situation with high semantic control demands because contextually (spuriously) preacti-
vated representations need to be inhibited [18]. For example, the context of “the pilot flies
the . . .” might lead to the prediction and accompanying preactivation of the concept “plane”
which then needs to be suppressed when the actual sentence ending is unexpected (e.g. “kite”)
or even incorrect (e.g. “radiator”). Behaviorally, this is reflected by increased reaction times for
unexpected or incorrect in relation to expected words in naming or lexical decision tasks [13].
Functional magnetic resonance imaging (fMRI) studies have also shown that such semantic
violations are accompanied by increased activity in semantic control networks in left anterior
IFG (aIFG), pMTG and additionally anterior middle temporal gyrus (aMTG) [19,20,15,21].
Resting-state fMRI is a tool to map functional networks based on the temporal similarity of
slow intrinsic blood oxygenation level dependent (BOLD) signal fluctuations during wakeful
rest [22,23]. Regions with significantly similar BOLD signals at rest are assumed to be func-
tionally connected. Functional connectivity at rest is thereby thought to facilitate coordinated
task-related activity. This is reflected in similar network mappings at rest and for correspond-
ing tasks in fMRI investigations [24]. It has further been shown that such measures of resting-
state functional connectivity are of functional relevance for language processing since they cor-
relate with behavioral performance [25–32]. Previous studies have revealed highly intercon-
nected, left-lateralized fronto-temporal networks for general language [33–35] as well as
speech production [36] and comprehension [37] processes during rest. A recent study byWei
and colleagues demonstrated that regional BOLD signal amplitudes of left pMTG during rest
are associated with general semantic processing. Furthermore, functional resting-state connec-
tivity of this region with left IFG, other parts of the MTG and dorsomedial prefrontal cortex
Fronto-temporal interactions are functionally relevant for semantic control in language processing
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also predicted performance in semantic processing [28]. Less is known about the functional
relevance of resting-state functional connectivity for more specific semantic operations like
semantic control. Besides, while some studies have documented effects of transcranial mag-
netic stimulation (TMS) on resting-state networks [38–47], few studies have investigated spe-
cifically whether behavioral alterations due to TMS are also reflected in changes of resting-
state functional connectivity. Recent work by Wang et al. could prove such a mechanism for
cortical-hippocampal networks and associative memory: High-frequency repetitive TMS
delivered over left lateral parietal cortex for five consecutive days led to increased resting-state
functional connectivity between hippocampus and multiple cortical sites which correlated
with an increased associative memory performance [39].
In the present study, we characterized the semantic network of 20 healthy subjects based on
resting-state functional connectivity of three regions of interest (ROIs) which were associated
with semantic control processes in a prior study, i.e. left aIFG, aMTG and pMTG [21]. We fur-
ther investigated the relevance of functional connectivity within this network for semantic
control processes and finally aimed to modulate this network with the application of continu-
ous theta burst stimulation (cTBS) over left aIFG and pMTG. We hypothesized that connectiv-
ity patterns of the three ROIs would reveal the semantic system found in previous task-based
fMRI studies and that the strength of functional coupling between these nodes at rest would
predict performance in a semantic priming paradigm with varying semantic control demands.
We further hypothesized that cTBS over left aIFG and/or pMTG would interfere with semantic
processing in trials with high semantic control demands and that this effect would be mediated
by cTBS induced changes in functional connectivity.
Materials andmethods
Experimental design and procedure
The experiment (see Fig 1A) employed a sham controlled crossover within-subject design.
Twenty healthy participants underwent neuronavigated cTBS followed by 6 minutes of rest-
ing-state fMRI (8.9 ± 0.4 minutes after stimulation; mean ± standard deviation) and a subse-
quent lexical decision task under varying semantic control demands. In three separate
sessions, either real cTBS or sham cTBS was applied over left aIFG or pMTG. All sessions were
at least 7 days apart and their order was randomized and counterbalanced across subjects to
the best possible degree. A high resolution T1 weighted structural MRI was acquired for indi-
vidually neuronavigated cTBS on a separate day prior to the first session if not available from
prior studies.
Participants
Twenty adults (10 female) aged 25.1 ± 2.5 years (mean ± standard deviation) participated in
the study. All were right handed as given by a mean laterality index of 93%, range 73–100%
(Oldfield, 1971). Participants were German native speakers, had no history of neurological or
psychiatric illness and no contraindications to MRI scanning or TMS. The study was approved
by the ethics committee of the University of Leipzig. All participants gave written informed
consent prior to the study.
Transcranial magnetic stimulation
Transcranial magnetic stimulation was applied as neuronavigated cTBS over left aIFG, pMTG
or as sham stimulation over either region prior to resting-state fMRI. The coil was placed tan-
gentially on the head with the handle pointing back- and downwards at 45˚ in projection to
Fronto-temporal interactions are functionally relevant for semantic control in language processing
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the sagittal plane. Stimulation consisted of 600 biphasic TMS pulses (3 pulses at a rate of 50 Hz
every 200 ms) at 80% of the individual active motor threshold (AMT) resulting in a total dura-
tion of 40 seconds [48]. The AMT was defined as the stimulation intensity (over the left motor
hotspot) which had a 50% chance to produce a motor evoked potential (MEP) of> 200 μV in
the tonically active (as defined by amplitudes of about 150 μV in the electromyography) right
first dorsal interosseous muscle. This was assessed with an adaptive PEST (parameter estima-
tion by sequential testing) procedure [49] as implemented in the software “Adaptive PEST for
TMS” (http://clinicalresearcher.org/software.htm). Because the AMT is known to be variable
across individuals but rather stable across time [50], the AMT was determined only once
before the first cTBS session and then used for all subsequent sessions.
Stimulation was applied using a MagPro X100 (MagVenture, Medtronic, USA) stimulator
and a figure of eight coil (diameter 75 mm, CB-B60, MagVenture). For sham stimulation a
similar coil with additional effective magnetic shielding (MCF-P-B65, MagVenture) providing
the same acoustic (‘click’) sensation without actual magnetic stimulation was used. Electromy-
ography was derived with Ag/AgCl electrodes, an analog-digital converter “Power 1401 Mk II”
and an amplifier “1902” manufactured by Cambridge Electronic Design (UK). Neuronaviga-
tion was used in order to ensure best spatial accuracy, which is about 5–8 mm [51,52]. Peak
coordinates for left aIFG and pMTG from a prior study [21] (see Fig 1B) were transformed to
the individual T1 weighted images with SPM8 (Wellcome Trust Centre for Neuroimaging).
Brainsight software (version 1.7.6, Rogue Research Inc., Canada) and an infrared tracking sys-
tem (Polaris Spectra, Northern Digital Inc., Canada) with trackers fixed to the subjects head
and the TMS coil were then used to coregister the subjects head and his/her T1 weighted
image based on 7 anatomical landmarks allowing for real-time neuronavigation.
Fig 1. Experimental design with stimulation sites, regions of interest. (A) Experimental design: sham
controlled crossover within-subject design with three sessions consisting of cTBS over left (1) aIFG or (2)
pMTG or (3) sham stimulation over aIFG or pMTG followed by resting-state functional magnetic resonance
imaging and a semantic task. (B) Regions which have been shown to be associated with semantic control
processes in a prior study [21] are employed as cTBS stimulation sites (left aIFG and pMTG) and regions of
interest (left aIFG, aMTG and pMTG) for resting-state functional connectivity analysis. Anatomical labels
according to AAL2-Toolbox for SPM12. Numbers refer to coordinates in MNI space. Brain renderings show
the left hemisphere.
https://doi.org/10.1371/journal.pone.0177753.g001
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Magnetic resonance imaging
A 3 Tesla Siemens Verio (Siemens Erlangen, Germany) scanner was used to obtain a T1
weighted MPRAGE (Magnetization Prepared Rapid Gradient Echo) sequence (32-channel
head coil, TR/TE: 1300/3.5 ms, flip angle: 10˚, voxel size: 1 mm isotropic) for each participant.
Resting-state scanning was performed about 9 minutes after cTBS as T2�-weighted EPI (Echo
Planar Imaging) sequence (12-channel head coil, TR/TE: 2000/30 ms, flip angle: 90˚, voxel
size: 3 mm isotropic, slice gap: 1 mm, FOV: 192x192x119 mm, 180 scans total ≙ 6 minutes)
while participants had their eyes closed but stayed awake as confirmed by post-scan
debriefing.
Semantic task and stimuli
Subjects performed a well-established semantic priming paradigm with a lexical decision task
which implicitly tests lexico-semantic performance under different semantic control demands
[20,21]. In short German sentences (1.2–2.4 s) the final word integrated differently well into
the prior semantic context, e.g. “the author writes the book” (expected condition), “the author
writes the speech” (unexpected condition) or “the author writes the night” (anomalous condi-
tion). The sentence-final words in these three conditions were matched for frequency, word
stress and number of letters and syllables. An additional condition with sentence-final pseudo-
words allowed for the implementation of a lexical decision task, i.e. to decide whether the final
word is a pseudoword or a real word (indicated by button press). The advantage of using a lex-
ical decision task is that semantic control processes are investigated implicitly and domain
general executive requirements are kept stable across all conditions. The stimuli for our experi-
ment were taken from a prior study from our laboratory [21]. In total 260 spoken sentences
were auditorily presented via headphones (52 with expected, 52 with unexpected, 52 with
anomalous and 104 with pseudoword endings). Additionally, subjects were presented 50 train-
ing sentences before the main experiment to familiarize with task and stimuli. The experiment
was implemented in Presentation 14.9 (Neurobehavioral Systems). Trials were separated by
random intertrial intervals between 1.5 and 4.5 s and presented in pseudorandomized order to
make the condition of the current trial unpredictable.
Statistical analysis
Behavioral data. Reaction times (RTs) and response correctness were extracted for each
subject and each trial using Matlab R2016a (MathWorks). Incorrect trials and outliers (i.e. RTs
greater than mean plus 2 standard deviations) were discarded and mean RTs were calculated
for each subject and condition. Additionally, normalized mean unexpected, anomalous and
pseudoword RTs were calculated by dividing the respective RTs by mean expected RTs. Fur-
ther group level statistical analysis was conducted with IBM SPSS Statistics (version 24.0.0.0).
All data were tested for normal distribution with Kolmogorov-Smirnov-Lilliefors-test. A 3x4
factorial repeated measures analysis of variance (ANOVA) of mean RTs with the factors stimu-
lation site (aIFG, pMTG, sham) and condition (expected, unexpected, anomalous, pseudo-
word) was calculated. An additional 3x3 factorial repeated measures ANOVA was calculated
for normalized RTs with the factors stimulation site (aIFG, pMTG, sham) and condition
(unexpected, anomalous, pseudoword). Degrees of freedom were adjusted according to Green-
houser-Geisser whenever the assumption of sphericity was violated as indicated by the
Mauchly-test (p< .05). Post-hoc paired t-tests (and Bonferroni correction) were applied if a
factor or interaction explained a significant fraction of variance as indicated by the corre-
sponding F-test.
Fronto-temporal interactions are functionally relevant for semantic control in language processing
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Because error rates were not normally distributed, differences were assessed with direct
pairwise comparisons conducting Wilcoxon signed rank tests for error rates pooled over (a)
condition and (b) session respectively to assess main effects and with (c) unpooled data to
check for cTBS effects (i.e. aIFG/pMTG stimulation vs. sham) within each condition. Bonfer-
roni correction was used to control the family wise error rate.
Resting-state functional magnetic resonance imaging. Preprocessing and group level
analysis were carried out using Statistical Parametric Mapping version 12 (SPM12 rev6685,
Wellcome Trust Centre for Neuroimaging, London). Denoising, assessment of functional con-
nectivity and statistical analysis of ROI-to-ROI connectivity was implemented in Matlab
R2016a (MathWorks) with in-house scripts as outlined below.
The first four functional (EPI) scans were excluded from further analysis to allow for mag-
netic field saturation. Remaining scans were motion corrected using a two pass procedure
with realignment (using a least squares approach and a rigid body spatial transformation with
six degrees of freedom) of all scans to the first, calculation of a mean and realignment of all
scans to the mean image. The structural (i.e. T1 weighted) image was coregistered (objective
function: normalized mutual information) to the mean functional image and then segmented
using the unified segmentation approach [53] with light bias regularization. This resulted in
individual probability maps for grey/white matter and cerebrospinal fluid (CSF) and a nonlin-
ear deformation field which was used to spatially normalize and resample (4th degree B-spline
interpolation to a voxel size of 3x3x3 mm) all functional scans to the MNI152 (Montreal Neu-
rological Institute) space. To account for residual anatomical variance and to improve signal-
to-noise ratio, all functional images were convolved with an isotropic Gaussian smoothing ker-
nel with full width at half maximum of 8 mm.
For denoising purposes, BOLD signal variance over time explained by nuisance variables
was removed from the data using a multiple regression approach. To this end, motion parame-
ters (as derived from the realignment) and their first derivative (as first and second order
terms) and mean white matter and CSF signal (as first order terms only) entered the regression
model as explanatory variables. Mean white matter and CSF signal were extracted from indi-
vidual tissue masks. To avoid bias introduced by grey matter signal regression, this signal was
not included in the model. Furthermore, mean white matter signal was calculated only within
areas with high (i.e. greater than .75) individual tissue probability [54]. Next, BOLD time series
were band-pass filtered to preserve only frequencies between .01 and .08 Hz [22,23]. Because
subject motion can disturb functional connectivity patterns, motion scrubbing was used to
further improve data quality. This was achieved by calculation of framewise displacement
(FD) defined as maximum frame to frame movement of any voxel within a 50 mm sphere cen-
tered in the sample volume [55]. All volumes with FD greater than .5 mm were discarded. This
led to exclusion of one subject with excessive motion because remaining volumes represented
less than 5 minutes of resting-state fMRI for each session. For the remaining 19 subjects, only
1.3% of all scans had to be discarded.
Regions of interest were defined as spheres with a radius of 7 mm around the peak coordi-
nates derived from a prior fMRI study which—using the same task as in the present study—
localized semantic control processes within the left aIFG, aMTG and pMTG [21] (see Fig 1B).
These spheres were masked with individual grey matter masks to eliminate all voxels outside
the brain and within white matter. BOLD time series for each ROI were then expressed as the
first eigenvariate [56] of the time series of all remaining voxels within that ROI. Functional
connectivity was calculated as Fisher transformed [57] Pearson correlation coefficient either
between the time series of all possible pairs of ROIs (ROI-to-ROI) or between the ROI time
series and the time series of all other voxels within the brain (whole brain). Whole brain func-
tional connectivity on the group level was analyzed with a linear regression model at each
Fronto-temporal interactions are functionally relevant for semantic control in language processing
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voxel (mass univariate approach), using generalized least squares with a global repeated mea-
sures correlation model as implemented in SPM12. A repeated measures ANOVA with the
factors stimulation site (aIFG, pMTG, sham), ROI (aIFG, aMTG, pMTG) and subject with
appropriate non-sphericity correction was estimated. Contrasts of interests were connectivity
after sham stimulation (for all three ROIs) and differences of these patterns induced by cTBS.
These differences were examined by conjunction null analysis of the contrasts for ROI connec-
tivity (after sham stimulation) and differences of this pattern between aIFG/pMTG and sham
stimulation. Significance was assessed using cluster-level inference based on Gaussian random
fields theory [58] as implemented in SPM12 with a cluster-forming threshold of p(uncor-
rected)< .001 and a significance threshold for cluster extent of p(FWE)< .05 [59]. Anatomi-
cal labeling was performed with the AAL2-toolbox (anatomical automatic labeling) for SPM12
[60,61]. To quantify lateral preferences, a laterality index (LI) was calculated for each subject
and ROI (and for the conjunction of all three) as given by LI = (LH – RH)/(LH + RH) based
on the number of suprathreshold (p< .001) voxels in the left (LH) and right (RH) hemisphere
[62]. Similarly to the whole brain analysis, network (ROI-to-ROI) connectivity after sham
stimulation was assessed with one-sample t-tests and effects of cTBS with paired t-tests. To test
for functional relevance of functional connectivity within this network, we calculated correla-
tions between ROI-to-ROI connectivity after sham cTBS and normalized (unexpected and
anomalous) RTs. Bonferroni correction was used to control the family wise error rate. Because
ROI-to-ROI functional connectivity was not normally distributed for the connection between
left aMTG and pMTG in the sham session as shown by Kolmogorov-Smirnov-Lilliefors test
(p = .034), all affected statistical tests were instead conducted with appropriate non-parametric
approaches (Spearman’s rank correlation andWilcoxon signed-rank test). To finally test
whether results are specific for the semantic control network, we tested for correlation with
behavior and effects of cTBS on connectivity within a network not involved in semantic con-
trol, i.e. the default mode network (DMN). To this end, we obtained MNI coordinates of four
DMN nodes from a prior resting-state fMRI independent component decomposition [63], i.e.
medial frontal gyrus (6, 58, 4), posterior cingulate cortex (4, -52, 24), left angular gyrus (-50,
-64, 30) and right angular gyrus (52–64 36) and tested whether connectivity between all possi-
ble pairs of DNM-ROIs is associated with behavior or modulated by cTBS.
Results
Behavioral data
Behavioral data were available for 19 subjects only due to technical issues with the response
box. RTs in all conditions were normally distributed. Fig 2A displays raw mean RTs. Repeated
measures ANOVA both for raw and normalized RTs revealed a significant main effect for
condition (F-test: p< .001) but neither for stimulation site nor for their interaction (p> .05
respectively). Effects of condition were further analyzed with Bonferroni corrected post-hoc
paired t-tests indicating significant differences between all possible pairs of conditions both for
raw and normalized RTs revealing a pattern of monotonously increasing RTs over the four
conditions (expected< unexpected< anomalous< pseudoword).
Error rates were small with an overall mean of 1.7% (corresponding to about 5 of the total
260 trials per session, see Fig 2B) and showed a non-normal distribution. Non-parametric test-
ing (Bonferroni correctedWilcoxon signed rank tests) revealed the following significant differ-
ences between conditions: expected< anomalous, expected< pseudoword and unexpected<
anomalous. This suggests an analogous pattern compared to the RTs except for pseudowords
which led to better accuracy compared to anomalous endings. No significant differences
Fronto-temporal interactions are functionally relevant for semantic control in language processing
PLOSONE | https://doi.org/10.1371/journal.pone.0177753 May 15, 2017 7 / 19
  19  
 
  
were found between stimulation sites neither across all nor within each condition (p> .05
respectively).
Functional connectivity
Whole brain resting-state functional connectivity of left aIFG, aMTG and pMTG after sham
cTBS revealed widespread, predominantly fronto-temporal and slightly left-lateralized (mean
LI: aIFG: 0.16, aMTG: 0.08 and pMTG: 0.09) networks (see Fig 3 and S1 Table) with strongest
functional connectivity to the homologous area in the right hemisphere. The overlap (i.e. con-
junction null analysis) of all three ROIs revealed a significantly more left-lateralized (LI of
Fig 2. Behavioral results. (A) Mean reaction times increase with semantic control demands but do not differ between stimulation
sites. (B) Error rates are highest for anomalous sentence endings without significant influence of stimulation site (n = 19, *p < .05,
Bonferroni corrected).
https://doi.org/10.1371/journal.pone.0177753.g002
Fig 3. Whole brain resting-state functional connectivity of aIFG, aMTG and pMTG.Resting-state
functional connectivity of left (A) aIFG, (B) pMTG, (C) aMTG and (D) their overlap of 19 healthy subjects after
sham continuous theta burst stimulation. Panels (A)-(C) show a left-lateralized but rather unspecific pattern,
while (D) reveals a specific left-lateralized fronto-temporal network corresponding to known semantic nodes.
Renderings are based on thresholded T-maps with p(FWE) < .05 on the cluster-level and a cluster-forming
threshold of p < .001 (uncorrected). Black circles indicate regions of interest.
https://doi.org/10.1371/journal.pone.0177753.g003
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0.34) fronto-temporal pattern including bilateral inferior frontal, superior and middle tempo-
ral, angular (and supramarginal) gyri and temporal poles as well as left middle frontal and
medial superior frontal gyri.
Additional functional connectivity of the aIFG includes subcortical structures such as left
caudate nucleus, pallidum and putamen and also the right cerebellum. Connectivity of aMTG
also included a bilateral postero-medial cluster containing lingual gyrus, precuneus and mid-
dle/posterior cingulum extending bilaterally to thalamus and hippocampus as well as an
antero-medial cluster including medial superior frontal gyri, medial frontal cortices and
straight gyri. Connectivity of pMTG additionally comprised bilateral precentral gyri, precu-
neus and cuneus, calcarine sulcus, lingual gyri and occipital cortex as well as right fusiform
gyrus. For a complete list of anatomical labels see S1 Table. Although all ROIs were defined in
the left hemisphere and left lateralization is therefore not surprising, it is worth noting that the
LI was significantly greater (as shown by paired t-test) for the overlap than for the single ROIs.
Effects of cTBS on whole brain connectivity of different ROIs were tested by conjunction
null analysis of contrasts for ROI connectivity (after sham stimulation) and differences of this
pattern between stimulation over aIFG/pMTG and sham stimulation. This analysis did not
reveal any significant effects of cTBS on ROI connectivity. Even when inspected at a threshold
of p< .001 on voxel-level without any correction for multiple comparisons, no compelling
spatial pattern arose. Contrary, contrasts of interest revealed either empty maps or unstruc-
tured noise to become manifest in very small clusters (with corresponding p(FWE)> .35) at
apparently random positions. One could argue that effects of cTBS could also appear in
regions which had no significant connectivity to a certain ROI after sham stimulation (e.g.
regions which are recruited due to cTBS). We, therefore, repeated our analysis without con-
junction to avoid bias introduced by a priori spatial limitation of differential effects to certain
regions. However, this also did not provide evidence for significant influence of cTBS on ROI
connectivity.
As whole brain connectivity patterns suggested, ROI-to-ROI connectivity between all pairs
of ROIs within the semantic control network was significantly (Bonferroni corrected) larger
than zero for the sham session (Fig 4A). However, again ROI-to-ROI connectivity could not
reveal any significant influence of cTBS on functional connectivity neither within the semantic
network nor within the DMN (p> .05, uncorrected).
Correlation between connectivity and behavioral data
Because raw RTs are rather unspecific and also depend on processes outside the language
domain (i.e. perceptive, executive and motor functions), we decided to control for these unspe-
cific effects by contrasting all semantic decisions with high control demands (i.e. sentences
with unexpected/anomalous endings) with sentences with low control demands (i.e. sentences
with expected endings). This was done by normalizing RTs in trials with unexpected and
anomalous endings to RTs in trials with expected endings. The rationale followed a similar
strategy aiming to eliminate unspecific neural activity in a previous fMRI study [21]. Both
behavioral and functional connectivity data were available for 18 subjects. Using data obtained
in the sham condition correlation analysis was performed between normalized RTs in high
control demand trials and connectivity between all ROI pairs (Table 1). This analysis revealed
that higher functional connectivity between left aIFG and pMTG was significantly (Bonferroni
corrected) associated with faster response times for unexpected stimuli (see Fig 4B). There was
also a trend towards an association of faster response times for anomalous stimuli with higher
connectivity for this connection (p = .01), which however did not survive Bonferroni correc-
tion. Because one might argue that these correlations could be driven by the dividend or
Fronto-temporal interactions are functionally relevant for semantic control in language processing
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divisor of the normalized RTs, it is worth noting that neither of these alone significantly corre-
lated with the connectivity measure. Furthermore, these associations between behavior and
connectivity were specific for the semantic control network and not evident for connectivity
between any pair of four DMN nodes (p> .05, uncorrected).
Finally, we performed an additional exploratory analysis to test whether the described cor-
relation found between connectivity between aIFG and pMTG and behavior in the sham con-
dition (r = -.63) was significantly different after stimulation over aIFG (r = -.17) or pMTG
(r = -.42), respectively. To this end, we performed a two-tailed permutation test with the null
hypothesis that the correlation coefficient is not dependent on the cTBS condition for both
aIFG and pMTG vs. sham. This was achieved by 10,000 random assignments of cTBS condi-
tion (real vs. sham) to individual data followed by computation of the difference of Fisher
transformed [57] correlation coefficients to obtain the null distribution. We found that the
Fig 4. ROI-to-ROI functional connectivity and its correlation with reaction times. (A) ROI-to-ROI resting-state functional
connectivity of 19 healthy subjects after sham continuous theta burst stimulation reveal significant connectivity between all pairs of
ROIs (*p < .05, Bonferroni corrected). (B) Linear correlation analysis reveals higher resting-state functional connectivity (after
sham cTBS) between aIFG and pMTG (shown in red in panel A) to be associated with faster normalized reaction times for
unexpected sentences (n = 18, p < .05, Bonferroni corrected). Solid line matches best linear fit with 95% confidence interval
indicated by dashed lines.
https://doi.org/10.1371/journal.pone.0177753.g004
Table 1. Correlations between functional connectivity and behavior.
Resting-state functional connectivity
aIFG-aMTG aIFG-pMTG aMTG-pMTG
Normalized reaction times (unexpected/expected) r = -.46 r = -.63* r = .03
p = .055 p = .005 p = .895
Normalized reaction times (anomalous/expected) r = -.37 r = -.59 r = .12
p = .136 p = .010 p = .638
Correlation analysis between normalized reaction times in high control demand trials and connectivity
between all pairs of ROIs after sham continuous theta burst stimulation (n = 18, *p < .05, Bonferroni
corrected).
https://doi.org/10.1371/journal.pone.0177753.t001
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correlation of connectivity between aIFG and pMTG and normalized unexpected RTs in the
sham condition was significantly weaker after cTBS over aIFG (p = 0.02) but was not different
after cTBS over pMTG (p = 0.19).
Discussion
In the present study, we used functional connectivity measures based on slow intrinsic BOLD
signal fluctuations during wakeful rest to characterize interactions between key nodes of the
semantic network. Connectivity patterns of regions of interest in left aIFG, pMTG and aMTG
are in accordance with the semantic network as known from previous task-based fMRI studies.
Importantly, we found evidence for the functional relevance of the interaction between left
aIFG and pMTG at rest for semantic control. This was based on a correlation with perfor-
mance in a semantic task for trials with high semantic control demands. However, we did not
obtain evidence for modulating effects of cTBS applied over semantic key regions.
To examine the functional relevance of resting-state functional connectivity within the
semantic network, we correlated behavioral measures from a well-established semantic prim-
ing paradigm [21] with connectivity measures between our predefined ROIs in the sham con-
dition. We showed that functional connectivity between left aIFG and pMTG is relevant for
semantic control processes on sentence level. Specifically, higher connectivity between these
two nodes was associated with faster integration of the final key word under high semantic
control demands. The direction of this association, i.e. higher connectivity correlates with bet-
ter performance is typically observed for cognitive processing [32]. Our finding is well in line
with a prior study byWei and colleagues who showed that functional connectivity strength
between aIFG and pMTG during rest was associated with general semantic performance,
although this association did not further explain performance scores when regional BOLD sig-
nal amplitudes in pMTG were regressed out [28]. Probabilistic fiber tracking has revealed the
most probable anatomical substrates underlying this functional interaction: (i) a ventral path-
way consisting of the inferior fronto-occipital fasciculus (iFOF) running through the extreme
capsule and (ii) a dorsal pathway consisting of the superior longitudinal fasciculus/arcuate fas-
ciculus (SLF/AF) [21]. The ventral pathway is indeed associated with semantic processing
[64,65] and therefore the most likely structural correlate of the observed association between
functional connectivity and performance in the semantic priming paradigm. Recent analyses
of effective connectivity in task-based fMRI using dynamic causal modeling (DCM) suggest
that higher semantic control demands require inhibition of the left pMTG in order to suppress
the dominant meaning and that the source of this inhibition is either the aMTG or the aIFG
depending on control demands [21]. We can only speculate, whether the discovered associa-
tion between functional connectivity at rest and performance reflects the ability of left aIFG to
dynamically inhibit left pMTG during task performance. If this were the case, our data would
not support the assumption of multiple (i.e. aMTG! pMTG and aIFG! pMTG) inhibitory
routes depending on semantic control demands, because we only observed a correlation
between behavior and aIFG-pMTG connectivity for unexpected and (as a statistical trend)
anomalous sentences, but no correlation for the connectivity between aMTG and pMTG.
Alternatively, this association between interactions during rest and behavior could also reflect
other (unknown) mechanisms which contribute differently to semantic performance. In either
case, our findings, using a method complementary to DCM on fMRI data, support the view
that a functional interaction between aIFG and pMTGmight represent the neural correlate of
semantic integration processes under high control demands.
One could argue that the association between behavior and connectivity is fixed (e.g. struc-
turally determined) [32]. It is thus of interest to prove that connectivity is context-dependent.
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We, therefore, aimed to modulate specific connectivity within the semantic network by appli-
cation of cTBS over semantic key regions (i.e. aIFG and pMTG). However, we did not find any
direct modulating effects of cTBS, neither on behavior nor on resting-state functional connec-
tivity. We therefore, tested whether effective cTBS affected the correlation found for connectiv-
ity between left aIFG and pMTG and behavioral performance. Indeed, this analysis revealed
that the association between aIFG-pMTG connectivity and behavior was significantly reduced
after real cTBS over aIFG but not over pMTG. We interpret this as an indirect disruptive effect
of cTBS over aIFG. That is, interactions between left aIFG and pMTG are functionally less rele-
vant for semantic control after temporary disruption of aIFG compared to sham stimulation
while behavioral performance remains unaffected. The absence of a behavioral effect might be
explained by (unobserved) functional reorganization within the network fully compensating
the focal disturbance induced by cTBS over aIFG. Additionally, functional degeneracy [66] in
the semantic network might protect the system against unifocal disturbance. This is in line
with a recent TMS-study that aimed at modulating semantic processing and showed that inhi-
bition of a single network node was insufficient to delay reaction times in a semantic decision
task [67].
Although this indirect effect of cTBS on semantic processing certainly is of interest, the
absence of a direct stimulation effect on connectivity or behavior needs to be discussed. This
might be explained by (i) the resilience of resting-state functional connectivity in general, (ii)
insufficient effectivity of the cTBS protocol and (iii) limitations of our study design to detect
cTBS effects. The first possibility seems to be unlikely because single session cTBS has already
been shown to alter resting-state functional connectivity in healthy subjects when applied over
temporal [47], parietal [41], occipital [41] and frontal [44] regions and has also been proven to
be suitable to disrupt behavior in the cognitive domain [68,69].
Regarding the stimulation intensities a previous study showed that cTBS over temporal cor-
tex only affected lexical decisions when applied at a higher stimulation intensity of 90% of indi-
vidual AMT, but not with the conventional protocol of 80% AMT as used in our study [70].
Insufficient magnetic field strengths at the stimulation target might have been further ampli-
fied by larger coil to cortex distances of the stimulation targets. This might be in particular true
for the pMTG with additional 1.0–1.5 cm when compared to the motor cortex which was used
to determine individual stimulation intensities [71]. Concerning the study design, the imple-
mentation of a single resting-state fMRI session after administration of cTBS [40,72,38,41]
might have rendered our findings vulnerable against effects induced by the passage of time.
Although resting-state networks are known to be stable over time [73], intrasubject variability
between two sessions may be larger than TMS induced effects on connectivity [45]. It is thus
likely that pre- and post-TMS resting-state fMRI designs are more sensitive (although less spe-
cific) to TMS induced effects. As inter-session interval amounted to at least one week in our
study, performing pre- as well as post-TMS scanning sessions, as done in several previous
studies [45,42,44,39,43,47,46], might have been able to reduce inter-session variability.
Another concern is related to the timing of our resting-state session, as cTBS effects on the
BOLD signal are strongly time-dependent. Resting-state scanning in our study started about 9
minutes after stimulation and lasted 6 minutes. It has recently been shown for a saccade-fixa-
tion paradigm that effects on task-related activity do not arise before 20 to 35 minutes after
cTBS [74]. Similar results were also obtained in resting-state fMRI: Gratton and colleagues
observed increased connectivity in widespread networks after cTBS over cognitive control
areas 20 minutes but not 10 minutes after stimulation [44]. Since functional connectivity
within a given network may be stronger during task performance it can be speculated that
task-related connectivity is more sensitive to cTBS effects.
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Resting-state functional connectivity of regions of interest in left IFG, pMTG and aMTG
revealed highly interconnected left-lateralized fronto-temporal networks representing the
semantic system. All three ROIs were associated with semantic control processes in prior
task-based fMRI studies [21,20]. Each of these ROIs revealed a widespread and highly inter-
connected, mostly fronto-temporal network in accordance with prior resting-state studies
[75,35,37]. These connectivity patterns overlapped in strongly left-lateralized regions dis-
playing a striking similarity to activation patterns found in previous task-based semantic
fMRI studies [76]. This set of interconnected nodes features regions which are involved in
specific semantic tasks. This includes regions which may serve as an amodal semantic store,
i.e. parts of the anterior temporal lobe [3] and regions which have been suggested to be
involved in sematic control processes like parts of the posterior middle temporal gyrus
[2,7,1], the left dorsomedial prefrontal cortex [7,76], the pars orbitalis of the inferior frontal
gyrus [2,7,1] which has also been suggested to be involved in semantic unification of multi-
word utterances [14]. Connectivity networks also overlapped in the angular gyrus (extend-
ing slightly to the supramarginal gyrus). The exact role of this region for semantic cognition
remains elusive. It may be directly involved in semantic control [7] or automatic semantic
retrieval [76,77] and contribute indirectly to semantic cognition due to its involvement in
more domain-general executive processing [78]. These observations support the view that
slow intrinsic BOLD signal fluctuations during rest in combination with our predefined
ROIs reveal a network of interconnected regions which highly corresponds to the semantic
system. This might suggest that functional connectivity within this network coordinates
neuronal processing and therefore facilitates the observed co-activations in semantic fMRI
paradigms.
Functional connectivity of aIFG to left basal ganglia and the right cerebellum is also in
accordance with prior resting-state connectivity analyses [35,75] and supports a possible role
of these regions in language processing. While the importance of the right cerebellum in lan-
guage processing has long been discussed [79], there are also recent studies which link the
basal ganglia to synchronization of temporal and sequential aspects in language processing
[80].
On the behavioral level, performance reflected the increasing semantic control demands for
unexpected and anomalous compared to expected sentence endings, indicating that semantic
incongruencies between the sentence’s subject and the lexical decision target (unexpected con-
dition) disturb the lexical decision response. This disturbance was even stronger for additional
incongruencies between the verb and the target (anomalous condition). These findings are
well in line with prior findings on the same task both for visual [20] and auditory [21] stimulus
presentation and confirm that it appropriately represents semantic integration processes
under increasing semantic control demands.
The ROIs and stimulation targets used in this experiment were taken from a previous study
utilizing the same task as in the current work [21]. These ROIs therefore correspond to regions
specifically involved in neural processing associated with this particular task and are well
suited especially for the correlation with behavioral data obtained in this study. Nevertheless, it
has to be noted that the coordinates of these ROIs differ to some degree from meta-analytic
data regarding semantic control networks. For example, the pMTG coordinate used in this
study is located more ventrally than the peak from an activation likelihood estimation analysis
of studies contrasting high and low semantic control [7]. Our results might thus be specific for
semantic control processes considering the given task but less generalizable to this process
when using different tasks.
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Using resting-state fMRI, we were able to reproduce the semantic network as known from pre-
vious task-based fMRI studies. This indicates that functional connectivity within this network
might coordinate neuronal processing and therefore facilitate the observed co-activations in
semantic fMRI paradigms. Our main finding was an association between resting-state func-
tional connectivity between aIFG and pMTG and task performance suggesting that a func-
tional interaction between aIFG and pMTGmight represent the neural correlate of semantic
integration processes under high control demands. This interaction was functionally less rele-
vant after cTBS over aIFG which is indicative for an indirect disruptive effect of cTBS on
semantic control. However, this study did not reveal any significant direct effects of cTBS on
semantic task performance or functional connectivity which might be explained by experi-
mental limitations. Future studies should consider higher stimulation intensities for cTBS, lon-
ger intervals between cTBS and subsequent resting-state fMRI and additional baseline
scanning prior to the intervention in order to optimize the chance to detect direct behavioral
and neurobiological effects of cTBS.
Supporting information
S1 Table. Whole brain resting-state functional connectivity of aIFG, aMTG and pMTG.
Resting-state functional connectivity of left aIFG, pMTG aMTG and their overlap of 19 healthy
subjects after sham continuous theta burst stimulation. Significance threshold: p(FWE)< .05
on cluster-level with a cluster-forming threshold of p(uncorrected)< .001 on voxel-level. Ana-
tomical labels according to Anatomical Automatic Labeling 2 (AAL2) for SPM12 where %
label was> 5%. Cluster extent is noted in milliliters. Peak level coordinates (reporting up to 3
per cluster) refer to Montreal Neurological Institute (MNI) space. Abbreviations: aIFG—left
anterior inferior frontal gyrus, aMTG—left anterior middle temporal gyrus, pMTG—left pos-
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Hintergrund: Semantische Kognition – die Verarbeitung von Bedeutung – spielt 
eine zentrale Rolle für die Sprachverarbeitung und Kommunikation. Man 
unterscheidet dabei zwei Komponenten, semantische Repräsentationen 
(semantisches Gedächtnis) und semantische Kontrollprozesse, die im menschlichen 
Gehirn in unterschiedlichen Netzwerken implementiert sind. Semantische 
Kontrollprozesse sind nötig, um aufgaben- und kontextrelevante Aspekte aus dem 
semantischen Gedächtnis abzurufen. So ist z. B. das semantische Konzept „Klavier“ 
vordergründig mit der Information verknüpft, dass es sich dabei um ein 
Musikinstrument handelt. Im Kontext eines Umzuges ist der relevanteste 
semantische Aspekt jedoch das große Gewicht. Semantische Kontrollprozesse 
spielen vor allem dann eine Rolle, wenn uncharakteristische oder ungewöhnliche 
semantische Aspekte abgerufen oder dominante Aspekte unterdrückt werden 
müssen. Zahlreiche Bildgebungsstudien konnten als neuronales Substrat dieser 
Prozesse fronto-temporale Regionen in der linken Hemisphäre identifizieren. 
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Basierend auf einer Vorstudie mit funktioneller Magnetresonanztomographie 
(fMRT) sind für die vorliegende Arbeit dabei der linke anteriore Gyrus frontalis 
inferior (aIFG) sowie der linke anteriore und posteriore Gyrus temporalis medius 
(aMTG/pMTG) von besonderem Interesse. 
Fragestellung: Im Gegensatz zur neuroanatomischen Lokalisation des semantischen 
Kontrollnetzwerkes ist bisher jedoch wenig über die funktionellen Interaktionen 
der beteiligten Netzwerkknoten und die Relevanz solcher Interaktionen für das 
Verhalten bekannt. Die vorliegende Studie zielte daher auf folgende Punkte ab: 
(1) Charakterisierung des semantischen Netzwerkes gesunder Probanden 
mittels fMRT im Ruhezustand (Resting-State-fMRT) ausgehend von den o. g. 
Regionen des semantischen Kontrollnetzwerkes 
(2) Untersuchung der funktionellen Relevanz der Resting-State-Konnektivität in 
diesem Netzwerk für semantische Kontrollprozesse 
(3) Modulation der in einem Verhaltensexperiment operationalisierten 
semantischen Kontrollleistung sowie 
(4) Modulation der Konnektivität in diesem Netzwerk mittels transkranieller 
Magnetstimulation (TMS) über aIFG bzw. pMTG 
Methoden: Dazu wurden 20 junge, gesunde Probanden rekrutiert, die in einem 
gekreuzten Design an drei unterschiedlichen Tagen folgendes Experiment 
absolvierten: 
(1) TMS über aIFG oder pMTG oder als Placebo-Stimulation 
(2) Resting-State-fMRT 
(3) Implizite semantische Aufgabe unter variierenden Kontrollanforderungen 
Die TMS ist eine Methode der nicht-invasiven Hirnstimulation. Das in der Studie 
genutzte Protokoll (kontinuierliche Theta-Burst-Stimulation) führt zu einer ca. 30 
Minuten andauernden Hemmung der kortikalen Erregbarkeit im stimulierten Areal. 
Die anschließend durchgeführte aufgabenfreie funktionelle 
Magnetresonanztomographie erlaubt die Quantifizierung von funktioneller 
Konnektivität zwischen definierten Regionen von Interesse auf Grundlage von 
langsamen intrinsischen Fluktuationen der lokalen Blutsauerstoffkonzentration. Im 
darauffolgenden Verhaltensexperiment wurden den Probanden kurze Sätze über 
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Kopfhörer vorgespielt. Das letzte Wort im Satz war in Bezug auf den vorherigen 
Satzkontext dabei entweder erwartet („Der Bauer bestellt das Feld.“), unerwartet 
(„Der Bauer bestellt das Bier.“) oder unsinnig („Der Bauer bestellt das Glück.“). In 
einer weiteren Bedingung endeten die Sätze auf Pseudowörter („Der Bauer bestellt 
das Mult.“). Die Probanden sollten bei jedem Satz entscheiden ob das letzte Wort 
ein echtes oder ein Pseudowort ist (lexikalische Entscheidungsaufgabe). Bei 
unerwarteten oder unsinnigen Satzendungen ist der Kontrollaufwand beim Abruf 
des letzten Wortes aus dem semantischen Gedächtnis erhöht, da kontextuelle 
Voraktivierungen („Feld“) zunächst inhibiert werden müssen. Die Fähigkeit zum 
impliziten semantischen Abruf unter variierendem Kontrollaufwand kann so durch 
Aufzeichnung der Reaktionszeiten und Fehlerraten in der lexikalischen 
Entscheidungsaufgabe operationalisiert werden. 
Ergebnisse: Die funktionelle Resting-State-Konnektivität von a priori definierten 
Regionen von Interesse im linken aIFG, aMTG und pMTG ergab ein stark vernetztes 
links-lateralisiertes fronto-temporales Netzwerk mit hoher Übereinstimmung mit 
Ergebnissen aus aufgabenbasierten fMRT-Studien zum semantischen System. 
Weder die Reaktionszeiten und Fehlerraten in der impliziten semantischen 
Aufgabe, noch die funktionelle Resting-State-Konnektivität im untersuchten 
Netzwerk wurden durch die TMS-Intervention signifikant verändert. Allerdings fand 
sich nach Placebo-Stimulation eine signifikante Korrelation der funktionellen 
Resting-State-Konnektivität zwischen aIFG und pMTG und den Reaktionszeiten in 
der semantischen Aufgabe bei hohen Kontrollanforderungen. In einer explorativen 
Analyse konnte weiterhin gezeigt werden, dass diese Korrelation nach TMS über 
aIFG geringer ausgeprägt war als nach Placebo-Stimulation. 
Schlussfolgerungen: Das bedeutet, dass Probanden mit hoher Konnektivität 
zwischen aIFG und pMTG in der Placebo-Bedingung anschließend besser zum 
impliziten Abruf semantischer Repräsentationen unter hohen semantischen 
Kontrollanforderungen in der Lage waren als Probanden mit geringerer 
Konnektivität zwischen diesen Arealen. Dies ist als deutlicher Hinweis auf die 
funktionelle Relevanz von Interaktionen zwischen aIFG und pMTG für semantische 
Kontrollprozesse zu werten. Ein möglicher Mechanismus, wie höhere Konnektivität 
zwischen diesen Arealen zu einer verbesserten semantischen Verarbeitung unter 
hohen Kontrollanforderungen geführt haben könnte, ergibt sich aus einer 
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aufgabenbasierten fMRT-Vorstudie. Konnektivitätsanalysen mittels „Dynamic 
Causal Modeling“ deuten auf eine Hemmung des pMTG bei der Verarbeitung von 
Sätzen mit unerwarteten oder unsinnigen Satzendungen hin. Dies könnte Korrelat 
der Hemmung von kontextuell („Der Bauer bestellt das …“) fälschlich voraktivierten 
semantischen Repräsentationen („Feld“) sein, wenn der Satz unerwartet oder 
unsinnig („Bier“/„Glück“) endet. Die individuelle funktionelle Konnektivität 
zwischen aIFG und pMTG unter Ruhebedingungen könnte nun die Fähigkeit des 
aIFG zur Hemmung des pMTG während der anschließend ausgeführten Aufgabe 
widerspiegeln. Die geringere funktionelle Relevanz dieser Interaktion nach TMS 
über aIFG ist weiterhin als indirekter Stimulationseffekt interpretierbar. 
Interaktionen zwischen aIFG und pMTG während der transienten Störung der 
neuronalen Verarbeitung im aIFG waren für semantische Kontrollprozesse 
möglicherweise weniger relevant als in der Placebo-Bedingung. Da die behaviorale 
Leistung jedoch unbeeinflusst blieb, kann dies als Hinweis auf eine (unbeobachtete) 
funktionelle Reorganisation des Netzwerkes gewertet werden.  
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