could be proved [Church, 1936] , even before the undecidability of the halting problem [Turing, 1936] . In fact, in the '30s, Church proposed the λ-calculus as a foundational system for mathematical logic [Church, 1932] . Then, while his former student Kleene analyzed the notion of λ-definability showing that every recursive function can be coded (by means of "normal forms") into the λ-calculus [Kleene, 1935 , Kleene, 1936 , Church related the notion of effective calculability to that of recursive function, and then of λ-definability, proving at the same time that the equivalence of two λ-terms (not in normal-form) is undecidable [Church, 1936] . Immediately after the work of Church, Turing introduced his machine approach to computation and proved the undecidability of the halting problem [Turing, 1936] ; then, he also proved the equivalence between his notion of computability and that of λ-definable function .
In λ-calculus, programs/λ-terms are constructed in a purely functional way, and there is no distinction between programs and data: every program can be passed as the argument of another program. The evaluation mechanism, the so called β-rule, mimics the operation of replacing equally labeled formal place-holders with a specific λ-term, without looking at its actual structure nor if the places are for functions or for arguments. A λ-term is in normal form when it cannot be reduced any further, by the application of the β-rule, implicitly declaring the end of the evaluation process. Being the ending results of the evaluation of a λ-term (when this evaluation terminates), normal forms play the role of values and Böhm's Theorem ensures that two values are equal only if they are written in the same way.
In λ-calculus the normal form, if any, of a term is unique; in other words, the result of a computation is independent of the order in which the computational steps are applied. Because of this, normal forms can be seen as the "denotations" of λ-terms, or equivalently, as their primary meaning. Böhm's Theorem ensures that in λ-calculus every denotation of a λ-term (if we limit to programs/λ-terms that terminate) can be written in only one way: two syntactically distinct values/normal forms correspond in fact to two distinct denotations. Such a property makes the λ-calculus an ideal mathematical model in which to interpret programs and in which to study their properties-in particular, their equivalence. Moreover, Böhm's Theorem ensures that the way in which we can separate two distinct λ-terms is internal to the calculus; it suffices to apply the distinct λ-terms to the same suitable sequence of inputs. The construction of such a sequence of inputs requires the determination of a set of combinatory operations on the tree structure of λ-terms that are at the basis the so-called Böhm out technique (see the next section). Proving his theorem, Corrado Böhm not only recognized the basic operations of the Böhm out technique, but also had the great intuition that such combinatory operations could be internalized into the λ-calculus by means of suitable λ-terms. Such a deep understanding of the computational mechanism behind the β-rule was a great breakthrough in the analysis of the basic computational mechanisms of programs and played a central role in the development of the mathematical studies of the semantics of programs (see below the section on the follow-up to Böhm's Theorem).
The idea that an interesting computational system should have enough power to be able to speak about itself has played a central role in all the research of Corrado Böhm, not only in his studies on λ-calculus. In fact, in his thesis [Böhm, 1954] , Corrado Böhm defined the first compiler that could be described in its own language (see also [Knuth and Pardo, 1980] ). Since then, one of the main questions that guided Corrado Böhm in his research on computational systems was "how much of its meta-theory is contained into the system itself?" Therefore, when he started to think at the λ-calculus as a basis for defining programming languages (actually, he believes that the λ-calculus is THE programming language), one of the first questions that he tried to answer was if there was an internal way for studying the equality of λ-terms, and the answer was Böhm's Theorem. This note is organized as follows: in Section 2 we explain Böhm's Theorem in an informal way using trees, while in Section 3 we introduce the λ-calculus in order to properly formulate Böhm's Theorem. The last section gives an overview of the impressive research activity which originated from Böhm's Theorem.
Böhm's Theorem for Trees
Assume that we are given two disjoint sets of labels, namely a set L = {A, B, C, . . .}, and a set = {a, b, c, . . .}. We consider the set T of trees labelled with elements from L ∪ , with the restriction that, for any T ∈ T and for any x ∈ , the label x appears at most once in T .
A notion of equivalence is established over elements of T: two trees T 1 , T 2 ∈ T are equivalent if either their are equal or they both can be made equal to a tree T ∈ T by adding nodes, labelled in , as rightmost sons of some nodes. In such a case, we say that T 1 and T 2 expand to T . Clearly, both T 1 and T 2 are equivalent to T .
As an example, the first two trees in the following figure are equivalent, since they both expand to the third one. 
Böhm Theorem (rephrased) Let S 1 , S 2 ∈ T be arbitrary trees. Then for every pair of non-equivalent trees T 1 , T 2 ∈ T there exist T 1 , T 2 ∈ T such that:
(i) T 1 is equivalent to T 1 and T 2 is equivalent to T 2 ; (ii) there exist tree operations which discriminate T 1 from T 2 , transforming any tree with the same structure of T 1 and equivalent to T 1 into S 1 , and any tree with the same structure of T 2 and equivalent to T 2 into S 2 , respectively.
We proceed modulo the previously defined equivalence relation over trees, thus assuming that the trees to be discriminated have the same structure. We then apply the substitution A ← ROTATE(3), thus obtaining the following trees, which can be discriminated as in the previous case. E E E t t t t t t t t t t t t t t c c c c c c
In fact the substitution
transforms T 1 into S 1 and T 2 into S 2 .
Böhm's Theorem for λ-calculus
The λ-calculus, sometimes also referred to as the calculus of λ-notation, was introduced by Alonzo Church in the 1930s [Church, 1932] . In the attempt to give a complete system for the foundations of mathematics, Church took as primitive the notion of function instead of that of set. Even if the foundational project failed, because of the fact that the Russell's paradox of "the set of all sets that do not contain themselves as members" can be reformulated in the λ-calculus, Church used the λ-calculus to start the study of computability. In particular, by proving that the equivalence of two λ-terms is undecidable [Church, 1936] , Church gave the first problem for which undecidability could be proved, even before the halting problem [Turing, 1936] . Since then the λ-calculus has played a relevant role in the development of theoretical computer science, in particular, it has inspired programming languages like LISP [McCarthy, 1960 , Seibel, 2005 and ML [Gordon et al., 1978 , Milner, 1984 , Milner et al., 1997 and has proved to be a fundamental tool in the analysis of the semantics of programming languages [Tennent, 1976 , Winskel, 1993 , Stoy, 1997 , Pierce, 2002 .
The main idea of the λ-calculus is that every expression of the calculus, i.e. every λ-term, stands for a function. λ-terms are built from variables, the basic elements of the calculus, in two ways:
application given two λ-terms T and S, the composition TS represents the application of the function T to the argument S; abstraction given a λ-term T and a variable x, the abstraction λx.T represents the function defined by the λ-term T viewed as an expression parametric in x.
In an abstraction λx.T , the name x of the variable is no longer relevant, but just a way to denote the places in which the parameter of the function built by abstraction occurs. Therefore the name x could be replaced by any other name y, provided that this would not cause that some occurrences of y in T be improperly associated to the renamed abstraction (e.g., in λx.xy, the x can be renamed by z getting the equivalent λ-term λz.zy, but it cannot be renamed by y, that would lead to λy.yy). The equivalence induced by variable renaming is the so-called α-congruence.
A λ-term is closed if all its variables are abstracted.
The only "computational rule" of the λ-calculus is the β-rule that, given the application of an abstraction λx.T to S, replaces S to every occurrence of the variable x in T (this may also require some variable renaming in order to avoid that the variables in S not associated to any abstraction might be "captured" by some abstraction in T ). A λ-term is in normal form when it cannot be transformed (reduced) by means of the β-rule.
The β-equivalence is the equivalence relation induced on λ-terms by the β-reduction, assuming that two λ-terms are equivalent when they are the same λ-term or when they can be β-reduced to equivalent λ-terms (equivalently, the β-equivalence is the congruence generated by the reflexive, symmetric and transitive closure of the β-rule).
The η-equivalence is the equivalence obtained by assuming that given a λ-term T , if we apply it to a fresh variable x and we construct then the abstraction λx.Tx, we obtain a function that is equivalent to T . In fact, the two functions are extensionally equivalent, since the application of λx.Tx to any λ-term S, immediately reduces to TS by using the β-rule, namely (λx.Tx)S β-reduces to T .
Böhm's Theorem says that the equational theory induced by the β-reduction is complete for its normal forms. In fact, trying to equate any pair of non η-equivalent normal λ-terms would correspond to equating the whole set of the normal λ-terms, forcing the collapse of the whole set of λ-terms into one point.
Normal forms have a structure which is similar to that of the trees defined in Section 2. The η-equivalence corresponds to the equivalence defined over those trees and a representation of normal forms can be obtained by adding abstractions in suitable positions: the λ-calculus expert can recognize the so called Böhm trees (see Section 4.4). The tree operations in Section 2 can be represented by λ-terms, so that the discrimination algorithm for closed normal forms can be internalized: it can be performed by objects of the calculus itself. For instance, the operators REPLACE(k, S), SELECT(k, i) and ROTATE(k) correspond to the λ-terms λx 1 . . . x k .S, λx 1 . . . x k .x i and λx 1 . . . x k+1 .x k+1 x 1 . . . x k , respectively. We are now able to state Böhm's Theorem in its original form:
Theorem 1 (Böhm, 1968) Let Λ 0 N be the set of closed normal forms, and let S 1 and S 2 be arbitrary λ-terms. For any non η-equivalent terms T 1 , T 2 ∈ Λ 0 N there exists a λ-term ∆ such that the application of ∆ to T 1 evaluates to S 1 and the application of ∆ to T 2 evaluates to S 2 .
Follow-up to Böhm's Theorem
The semantics of a programming language gives meanings to programs. This can be done in two different ways: operationally, providing a way in which programs are evaluated; denotationally, defining an interpretation of programs into a model, a mathematical structure which is constructed in order to be able to describe some desired computational properties. A huge amount of research has derived from the result and from the technique of Böhm's Theorem, characterizing relevant properties of λ-terms, from both the operational and the denotational perspectives.
Böhm's Work on Böhm's Theorem
Corrado Böhm himself, together with some of his collaborators, has continued investigating discriminability of λ-terms, essentially from an operational perspective. In [Böhm et al., 1978] a finite set of closed normal forms pair-wise non η-equivalent are discriminated. In [Böhm and Piperno, 1987 ] the proof of the theorem is revisited according to some restrictions on the shape of the discriminating solution. The notion of Xseparability has been introduced in [Böhm and Tronci, 1987] and then characterized in [Böhm and Piperno, 1988] . In some sense, X-separability avoids the use of rotation operators at the outer level of λ-terms, introducing the set X of variables to be substituted by operators. The notion of X-separability has interesting relationships with invertibility of λ-terms. The Böhm-out technique is at the basis of the implementation, presented in [Böhm et al., 1994] , of the CuCh-machine, a λ-calculus interpreter introduced by Böhm and Gross in [Böhm and Gross, 1966] .
Generalizations of Böhm's Theorem
The first generalizations of Böhm's Theorem considered the pure λ-calculus. Wadsworth in [Wadsworth, 1976] extended Böhm's Theorem to two arbitrary λ-terms which are different in Scott's D ∞ model [Scott, 1972] . We already mentioned [Böhm et al., 1978] in previous subsection. Finally in [Coppo et al., 1978 ] the discriminability of a finite set of arbitrary λ-terms is characterised. The original Böhm's Theorem and this last generalization are essentially the content of Section 10.4 in [Barendregt, 1984] . The discrimination of infinite sets of λ-terms has been studied in [Ronchi della Rocca, 1981 , Piperno, 1999 , Statman and Barendregt, 2005 .
Successively the λ-calculus has been extended or immersed in other languages in order to obtain finer observations on the behaviour of λ-terms. Sangiorgi in [Sangiorgi, 1994] considers the encoding of λ-calculus in the π-calculus, a calculus of mobile processes, and the addition of a unary non deterministic operator. A notion of resource is the extension considered in [Boudol and Laneve, 1996] , while [Dezani-Ciancaglini et al., 1996] and [Dezani-Ciancaglini et al., 1999] add a binary parallel operator and a non deterministic choice. All the above mentioned extensions are equivalent from the point of view of discriminability. A weaker discriminability result is obtained by adding to the λ-calculus a binary non deterministic choice and a numeral system in [Dezani-Ciancaglini et al., 1998] . A finer discriminability is presented in [Dezani-Ciancaglini et al., 2003] by means of two suitable projection operators.
Theories and models of λ-calculus
One immediate consequence of Böhm's Theorem is that the theory of η-equivalence for closed normal forms is Hilbert-Post complete, i.e. given two arbitrary λ-terms T 1 , T 2 ∈ Λ 0 N , either they are η-equivalent or the theory obtained by adding the equality T 1 = T 2 is inconsistent (see Corollary 10.4.3 of [Barendregt, 1984] ). Therefore no consistent model of λ-calculus can equate non η-equivalent closed normal forms.
Similarly, the generalization of Böhm's Theorem of [Wadsworth, 1976] (already mentioned in Section 4.2), implies that the theory of Scott's D ∞ model [Scott, 1972] turns out to be maximal [Wadsworth, 1976] .
Böhm Trees and Böhm Out-technique
The paramount historical importance of Böhm's Theorem lies in the fact, already stressed by the author in the original paper and afterwards pointed out by various researchers, that its proof is constructive; an elegant implementation in CAML is given in [Huet, 1993] .
Exactly the original proof of Böhm's Theorem has inspired a representation of normal forms as trees, similar to the representation discussed in Section 2, which was first introduced in [Böhm and Dezani-Ciancaglini, 1974] and then discussed in [Curry, 1979] . Barendregt [Barendregt, 1984] extended this representation to arbitrary λ-terms and called Böhm trees the so obtained trees. Barendregt called also Böhm out-technique essentially the tree operators on trees that we introduced in Section 2. Other trees have been proposed to represent λ-terms: a recent survey can be found in [Ketema, 2006] , where Böhm trees for λ-term rewriting systems are studied. The representation of closed normal forms of [Böhm and Dezani-Ciancaglini, 1974] has been later used in [Piperno, 1999] in order to express Böhm's Theorem as a non-equality predicate over the algebra of normal forms.
Observational Equivalence
In the same year as Böhm's Theorem (1968) , Morris [Morris, 1968] for the first time defined a notion of observational or contextual equivalence, which was going to have such important developments in more recent years, particularly in the domain of interactive concurrent computing: two λ-terms were defined equivalent if, whenever they are put in a same context, either they both make it reducible to a normal form or they both make it divergent. Böhm's Theorem can then be viewed as stating that such an observational equivalence coincides, for normal forms, with η-equivalence. A survey on the relations between Böhm's Theorem and observational equivalence is [Dezani-Ciancaglini and Giovannetti, 2001] .
