















第 1章 緒論 1 
 
第 2章 文書自動要約 5 
2.1 緒言 ............................................................................................................  5 
2.2 文書自動要約手法の概要 ........................................................................  6 
2.3 文書自動要約の基礎手法 ........................................................................  12 
2.3.1 重要文抽出手法.................................................................................  13 
2.3.2 文短縮手法.........................................................................................  16 
2.4 結言 ............................................................................................................  17 
 
第 3章 文書自動要約の高速化 19 
3.1 緒言 ............................................................................................................  19 
3.2 Non-Negative Matrix Factorization ...........................................................  20 
3.3 文書自動要約の高速化 ............................................................................  25 
3.3.1 提案手法.............................................................................................  25 
3.3.2 実験と評価.........................................................................................  37 
3.3.2.1 実験設定 ...................................................................................  37 
3.3.2.2 評価 ...........................................................................................  40 
3.4 結言 ............................................................................................................  45 
 
第 4章 複数文字列検索 46 
4.1 緒言 ............................................................................................................  46 
4.2 トライ ........................................................................................................  47 
4.2.1 トライの概要.....................................................................................  47 
4.2.2 トライのデータ構造.........................................................................  50 
4.2.2.1 配列構造 ...................................................................................  51 
4.2.2.2 リスト構造 ...............................................................................  52 
4.2.2.3 LOUDS ......................................................................................  54 
4.2.2.4 ダブル配列 ...............................................................................  57 
4.2.2.5 コンパクトダブル配列 ...........................................................  59 
4.3 文字列検索 ................................................................................................  61 
4.3.1 文字列検索技法.................................................................................  61 
4.3.2 複数文字列検索技法.........................................................................  74 
4.3.2.1 トライ法 ...................................................................................  74 
4.3.2.2 AC法.........................................................................................  76 
4.4 実験と評価 ................................................................................................  78 
4.4.1 実験設定.............................................................................................  78 
4.4.2 検索対象の違いによる評価.............................................................  79 
4.4.3 キーセットの違いによる評価.........................................................  80 
4.4.3.1 キーセットの数による評価 ...................................................  80 
4.4.3.2 キーセットの長さによる評価 ...............................................  86 
4.5 結言 ............................................................................................................  90 
 




付録 A 使用したストップワード 100 
付録 B DUC2006コーパスの例 106 







































































































いて，トライを用いた手法の検索速度が 19.8%から 40.1%向上した． 
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本章では，まず，教師なし学習手法として， Non-Negative Matrix 
Factorization[34][35]と呼ばれる手法について説明する．次に，提案する文書要約
手法について説明し，実験により，提案手法の有効性を示す．  
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𝑦1, … , 𝑦𝑁 ∈ ℝ
≥0,𝑀 
 
ただし，ℝ≥0,𝑀は M 次元の非負値ベクトル全体の集合を表わす．NMF では，観
測ベクトルが，いずれも K 個の基底ベクトルの適当な重みつき和によって表わ
されたものとみなし，すべての観測ベクトルを最も良く説明するような K 個の





基数ベクトル𝑢1, … , 𝑢𝐾 ∈ ℝ
≥0,𝑀の非負結合で近似する問題とみなせる．ここで，
非負結合とは，結合係数ℎ1,𝑛, … , ℎ𝐾,𝑛が非負値の線形結合である．以下に非負結
合による近似式を示す． 




ここで，観測ベクトルを並べた行列を𝑌 = [𝑦1, … , 𝑦𝑁] = (𝑦𝑚,𝑛)𝑀×𝑁，基数ベクト
ルを並べた行列を𝑈 = [𝑢1, … , 𝑢𝐾] = (𝑢𝑚,𝑘)𝑀×𝐾，結合係数𝑢𝑘,𝑛を k行 n列の要素と
した行列を𝐻 = (ℎ𝑘,𝑛)𝐾×𝑁とすると，非負結合による近似式は，次式と同じ意味
となる． 
𝑌 ≅ 𝑈𝐻 















1 1 2 3 1
0 1 0 1 1
2 0 4 4 0
3 0 6 6 0
] 










1 0 2 2 0
0 1 0 1 1
] 
  
NMF では通常，基底数 K は観測ベクトルの次元 M や，データの個数 N より
も小さく設定される．例えば，M = K の場合，U = I (ただし，I は単位行列) で
あるような分解表現 Y = UU を得ることができるが，この分解は意味をなさない．
また，K= N の場合，U = Iであるような分解表現 Y = UH を得ることができる




クトルの推定結果になる傾向がある．例えば，データが 3 種類の成分 a，b，c か
ら成っているとき，K=3 として，成分 a，b，c を基底と置けば当然データを完
全に表現することは可能である．ここで，もし，成分 a や成分 b が生起すると
きいつも成分 c も揃って生起するようなら，成分 a と成分 c，および，成分 b と

















一般に，X = UH となる非負値行列 Uと H は一意に決まらない．UHは，正則
行列 Dを用いて𝑈′ = 𝑈𝐷−1と𝐻′ = 𝐷𝐻の積の形で表わすことができるが，𝑈′ ≠ 𝑈，
𝐻′ ≠ 𝐻かつ𝑈′と𝐻′がいずれも非負値となるような Dが存在すれば，X = UH の
ような分解は一意に決まらない．これを満たす D の中で自明なものは，置換行




観測行列を 2 つの非負値行列の積で表わそうという NMF の基本概念自体は，
Paatero ら[38]によって最初に提案されている．Paatero らは，誤差行列 Y-UH の




𝐷𝐸𝑈(𝑈, 𝐻) = ‖𝑌 − 𝑈𝐻‖𝐹














Paatero らは，対数障壁関数に適当な係数を掛けて距離𝐷𝐸𝑈(𝑈, 𝐻) に足したもの
を目的関数とした最適化アルゴリズムを提案している．Paatero らの方法は，最
終的に得られる U と Hが上記の障壁関数の性質より正値行列に限られることか
ら，正値行列因子分解と呼ばれる．一方で，Lee らが[34]，上述のような障壁関









IS ：Itakura-Saito divergence[40] 
目的行列との距離を次式で表す[60]． 















𝑇 𝐻𝑛) = 𝑦𝑚,𝑛 log
𝑦𝑚,𝑛
𝑈𝑚𝑇 𝐻𝑛











次に，𝐷∗(𝑌, 𝑈𝐻)を最小化する NMF のアルゴリズムとして広く用いられている，




















































用することで，分解後の行列 Uと Hが得られる．更新式が Multiplicative と呼ば
れるのは，更新前の値に別の値が掛けられる形の更新式になっているからであ
る．行列 U, Hの要素が全て非負値であれば，これらの更新式を何度適用しても





理として段落分割をおこなう．表 3.1に Duc2006 のテストデータのうちトピック
“Steroid use among female athletes”から抽出したデータを示す．Duc2006 とは，文





































MACAU _ In a last act of justice before it turns this compact colony over to China, a 
Portuguese court here convicted a 45-year-old... 
P2 
The court found the man, Wan Kuok-koi, guilty of loan-sharking, money laundering and other 
charges stemming from his reign as the undisputed lord of the Macau underworld. ... 
P3 
The trial of Wan Kuok-koi has mesmerized this Portuguese enclave on the southern coast of 
China in the twilight of its colonial rule. For the Portuguese, it represented a last bit of ... 
P4 
``The Portuguese are doing this to show the world that they finally did something about 
organized crime,'' said Joao Severino, the editor of Macau Hoje, one of the few ... 
P5 
Previous convictions of organized crime leaders in Macau have led to ugly explosions of 
violence. Tuesday, the authorities were taking no chances. A police sharpshooter squinted ... 
P6 
As the guards surrounded Wan to lead him out of the court, he began hurling abuse at the 
judge, prosecutors, and the police in Chinese and Portuguese. ``You're corrupt, you've taken ... 
P7 
Finally Wan subsided, and seeming close to tears, he was manacled by the guards and led 
away to begin his sentence in a high-security prison on a nearby island. 
P8 
The Portuguese authorities have been anxious to see Wan sentenced ever since he was 
arrested on May 1, 1998, the same day that his gang allegedly planted a bomb under the car... 
P9 
The mayhem threatened to overshadow Macau's return to China, embarrassing Portuguese 
administrators and provoking clucks of disapproval from senior Chinese officials. Local ... 
P10 
``The police here are fighting a very particular type of organized crime,'' said Jorge Rangel, 
Macau's secretary for public administration. ``It won't go away, just because of the handover.'' 
P11 
Still, many people believe the Chinese government will do a better job of snuffing out criminal 
activity, in part because it plans to station army troops in the territory. Chinese ... 
P12 
Cheung Tze-keung, a Hong Kong crime boss known as Big Spender, was executed last 
December after being convicted of kidnapping and arms trafficking. Although Wan's ... 
P13 
For his part, Wan contended he was a businessman and a high-roller who had no idea why he 
was on trial. With his squat build, round face and loud tropical-print shirts, Wan looks... 
P14 
The first judge in the trial resigned, so the government drafted Estrela from Portugal. Estrela, 





























SSES → SS caresses → caress 
ISE → I ponies → poni 
SS → SS caress → caress 
S →  cats → cat 






(m>0)EED → EE feed → feed 
   agreed → agree 
(*v*)ED →  bled → bled 
   plastered → plaster 
(*v*)ING →  sing → sing 
   motoring → motor 



















AT → ATE conflat(ed) → conflate 
BL → BLE troubl(ed) → trouble 
IZ → IZE siz(ed) → size 
(*d and not (*L or *S or *Z)) → single letter fall(ing) → faill 
   fizz(ed) → fizz 
   hopp(ing) → hop 
(m=1 and *o) → E fail(ing) → ail 
   fil(ing) → file 
ここで，条件「*d」は，単語の最後に同じ単語が連続で並んでいることを表





















(*v*)Y → I sky → sky 






(m>0)ATIONAL → ATE relational → relate 
(m>0)TIONAL → TION conditional → condition 
(m>0)ENCI → ENCE valenci → valence 
(m>0)ANCI → ANCE hesitanci → hesitance 
(m>0)IZER → IZE digitizer → digitize 
(m>0)ABLI → ABLE conformabli → conformable 
(m>0)ALLI → AL radicalli → radical 
(m>0)ENTLI → ENT differentli → different 
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(m>0)ELI → E vileli → vile 
(m>0)OUSLI → OUS analogousli → analogous 
(m>0)IZATION → IZE vietnamization → vietnamize 
(m>0)ATION → ATE predication → predicate 
(m>0)ATOR → ATE operator → operate 
(m>0)ALISM → AL feudalism → feudal 
(m>0)IVENESS → IVE decisiveness → decisive 
(m>0)FULNESS → FUL hopefulness → hopeful 
(m>0)OUSNESS → OUS callousness → callous 
(m>0)ALITI → AL formaliti → formal 
(m>0)IVITI → IVE sensitiviti → sensitive 




(m>0)ICATE → IC triplicate → triplic 
(m>0)ATIVE →  formative → form 
(m>0)ALIZE → AL formalize → formal 
(m>0)ICITI → IC electriciti → electric 
(m>0)ICAL → IC electrical → electric 
(m>0)FUL →  hopeful → hope 




(m>1)AL →  revival → reviv 
(m>1)ANCE →  allowance → allow 
(m>1)ENCE →  inference → infer 
(m>1)ER →  airliner → airlin 
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(m>1)IC →  gyroscopic → gyroscop 
(m>1)ABLE →  adjustable → adjust 
(m>1)IBLE →  defensible → defens 
(m>1)ANT →  irritant → irrit 
(m>1)EMENET →  replacement → replac 
(m>1)MENT →  adjustment → adjust 
(m>1)ENT →  dependent → depend 
(m>1 and (*S or *T))ION →  adoption → adopt 
(m>1)OU →  homologou → homolog 
(m>1)ISM →  communism → commun 
(m>1)ATE →  activate → activ 
(m>1)ITI →  angulariti → angular 
(m>1)OUS →  homologous → homolog 
(m>1)IVE →  effective → effect 




(m>1)E →  probate → probat 
(m=1 and not *o)E →  cease → ceas 
(m>1 and *d and *L) → single letter controll → control 
 











Pi Stemming words Stop words 
P1 
macau, act, justic, turn, compact, coloni, china, portugues, 
court, convict … 
in, a, last, of, before, it, 
this, over, to, here … 
P2 
court, found, man, wan, kuok, koi, guilti, loan, shark, monei, 
launder, charg, stem, reign, undisput, lord, macau, 
underworld … 
the, of, and, other, from, 
his, as … 
P3 
trial, wan, kuok, koi, mesmer, portugues, enclav, southern, 
coast, china, twilight, coloni, rule, portugues, repres … 
the, of, has, this, on, in, 
its, for, it, a, last, of … 
P4 
portugues, do, show, world, final, did, organ, crime, said, joao, 
severino, editor, macau … 
the, are, this, to, that, 
they, something, about, of, 
one, few …  
P5 
previou, convict, organ, crime, leader, macau, led, ugli, explos, 
violenc, tuesdai, author, take, chanc, polic, sharpshoot …  
of, in, have, to, the, were, 
no, a, from … 
P6 
guard, surround, wan, lead, court, began, hurl, abus, judg, 
prosecutor, polic, chines, portugues, re, corrupt, ve, taken … 
as, the, to, him, out, of, he, 
at, and, in, you …  
P7 
final, wan, subsid, close, tear, manacl, guard, led, awai, begin, 
sentenc, high, secur, prison, nearbi, island 
and, seeming, to, he, was, 
by, the, his, in, a, on 
P8 
portugues, author, anxiou, see, wan, sentenc, arrest, dai, 
gang, allegedli, plant, bomb, car …  
the, have, been, to, ever, 
since, he, was, on, may, 
same, that, his, a, under 
…  
P9 
mayhem, threaten, overshadow, macau, s, return, china, 
embarrass, portugues, administr, provok, cluck, disapprov, 
senior, chines, offici, local … 
the, to, to, and, of, from … 
P10 
polic, fight, particular, type, organ, crime, said, jorg, rangel, 
macau, s, secretari, public, administr, won, t, go, awai, just, 
handov … 
the, here, are, a, very, of, 
for, it, because 
P11 
peopl, believ, chines, govern, do, better, job, snuf, crimin, 
activ, part, plan, station, armi, troop, territori, chines …  
still, many, the, will, a, of, 
out, in, because, it, to … 
P12 
cheung, tze, keung, hong, kong, crime, boss, known, big, 
spender, execut, decemb, convict, kidnap, arm, traffick, wan…  
a, as, was, last, after, 
being, of, and, although …  
P13 
part, wan, contend, businessman, high, roller, idea, trial, 
squat, build, round, face, loud, tropic, print, shirt, wan, look … 
for, his, he, was, a, and,  
who, had, no, why, he, on, 
with, and … 
P14 
judg, trial, resign, govern, draft, estrela, portug, estrela, 
tough, disciplinarian, profess, unfaz, defend, s, fearsome … 
the, first, in, so, from, a, 






段落により分割をおこなう．表 3.3に，表 3.1の文書を行列に変換した例を示す． 
 
 





N0 Stemming words P1 P2 P3 P4 P5 P6 … P14 
1 abus 0 0 0 0 0 1 … 0 
2 act 1 0 0 0 0 0 … 0 
3 activ 0 0 0 0 0 0 … 0 
4 administr 0 0 0 0 0 0 … 0 
5 allegedli 0 0 0 0 0 0 … 0 
6 anxiou 0 0 0 0 0 0 … 0 
7 arm 0 0 0 0 0 0 … 1 
8 armi 0 0 0 0 0 0 … 0 
9 arrest 0 0 0 0 0 0 … 0 
10 assassin 0 0 0 0 0 0 … 0 
… ……… … … … … … … … … 
275 year 1 1 0 0 0 0 … 0 
 
表 3.4:提案手法による行列式の削減結果 
N0 Stemming words P1 P2 P3 P5 P6 … P14 
1 administr 0 0 0 0 0 … 0 
2 arm 0 0 0 0 0 … 1 
3 author 0 0 0 0 1 … 0 
4 awai 0 0 0 0 0 … 0 
5 big 0 0 0 1 0 … 0 
6 bomb 0 0 0 0 0 … 0 
… ……… … … … … … … … 
64 year 1 1 0 0 0 … 0 
 
次に，以下の処理によって，行列の次元削減を実行する．個々で，文書 d に
おける全ての単語を W(d)とし，全ての段落を P(d)とする．また，F(x)を単語 x
の頻度とし，F(p)を段落 pにおける全ての単語の出現頻度の総和とする． 
Step1. W(d)における全ての xについて，F(x)を計算する． 
Step2.もし，F(x)<αであれば，W(d)から xを削除する． 
Step3.もし，F(p)≦0であれば，P(d)から pを削除する． 
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表 3.4 に提案手法による削減結果を示す．この時α=1 である．結果として，表
3.4では，275☓14 の行列式を 64☓14に削減することが出来た． 
 
次に NMF による行列式の分解について述べる．NMF による行列の分解は，
以下の式で表すことができる． 

















U1 U2 U3 … U5 U6 U7 … … U12 U13 U14 
1 administr 0 3.52 0 … 0 0.01 0 … … 0 0 0.03 
2 arm 0 0 0 … 3.93 0 0 … … 0 0 0 
3 author 0 0 0 … 0 4.34 0 … … 0 3.25 0 
4 awai 0 0 0 … 0 0.72 0.09 … … 0 0 0.03 
5 big 0 0 0 … 0 0 0 … … 0 0.01 3.43 
6 bomb 0 0 0 … 0 0 0 … … 0 3.24 0 
7 build 0 0 0 … 0 4.36 3.08 … … 0 0 0 
… …… …….. …….. …….. … …….. …….. …… … … …… …….. …….. 
64 year 3.14 0 0 … 0 0 0 … … 0 0 0 

























Hの j 行は，抽出対象の文を表す．また，Weight は i 列の意味的変数の一般化
を表す．j 行の意味的変数を合計することによって，j 行と対応する段落の重要
度を導き出すことができる．表 3.7 に GRP を用いて，計算した結果を示す．結




P1 P2 P3 … P5 P6 P7 P8 P9 … … P14 
H1 4.69  0.15  0.10  … 0.07  0  0  0.02  0.01  … … 0  
H2 0.01  0  0  … 0  0  0  0  3.80  … … 0  
H3 0.05  0.01  0.07  … 0  4.99  0.05  0.02  0.01  … … 0.02  
H4 0  0.06  0  … 0  0  0  0  0  … … 0  
H5 0  0  0  … 0.04  0.01  0  0  0  … … 3.77  
H6 0  0  0  … 3.25  0  0.56  0  0  … … 0  
H7 0  0.07  0.03  … 0  0.06  0.18  0.07  0  … … 0.02  
H8 0  4.65  0.04  … 0  0.06  1.01  0.18  0  … … 0  
H9 0  0  0  … 0.01  0  0  0.53  0.05  … … 0.03  
H10 0.05  0.05  4.38  … 0  0  0  0  0  … … 0  
H11 0.21  0  0.90   0  0  0  0  2.26    0  
H12 0.08  0  0   0  0  0  0  0    0.01  
H13 0.06  0  0.09   0.04  0.02  0  4.52  0    0  
H14 0.10  0  0.06   0  0  0  0  0.02    0  









Model: Camangi-FM600, CPU: 0.6GHz, Main Memory: 500MB, OS: Android2.2 を用
いる．また，実験対象として，DUC2006[61]のデータからランダムに抽出した
50文書を用いる．実験対象となる文書の情報を表 3.8に示す．また，NMFによ





Maker: DELL，Model: Precision T3500，CPU: Intel Xeon W3520(2.67GHz)，Main 
Memory: 6GB，OS: Linux Ubuntu 10.04.2 LTS 64bit を用いる．実験対象として，







 平均 最大 最小 
単語数 481.38 13450 150 
段落数 12.96 8 5 
Paragraph  P1 P2 P3 P4 P5 P6 P7 … P14 
GRP 0.407 0.512 0.350 0.258 0.214 0.373 0.240 … 0.263 




あるDocument Understanding Conference(DUC)の 2006年におけるテストデータセ














ROUGE-N とは，要約結果と正解データの n-gram を用いた再現率であり，











た．また，𝑥 = 0.5とした． 
F =
𝑃𝑅























𝑅 = 𝑓−1 (
𝐿𝐶𝑆(𝑋, 𝑌)
𝑓(𝑚)
)   











のギャップを持つ 2語のペアも含む．例えば，”this is a pen”という文のギ











ここで，関数 Cは，ギャップ𝑔の時の bigramの総数である．例えば，”this 
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ち，”this is a pen”の𝑔 = 2における skip-ngramは，開始記号 Sを含んだ(”S 













 単語数 段落数 行列要素数 
α=0 172.2 12.8 2663.4 
α=1 42.5 12.7 677.4(74%) 
α=2 18.7 12.5 294.5(88%) 
α=3 10.5 12.0 165.0(93%) 











α=0 185.7 2334.7 2520.4 
α=1 145.5 632.9 778.5(3.2 倍) 
α=2 135.8 317.8 453.7(5.5 倍) 
α=3 152.8 198.8 351.7(7.1 倍) 
α=4 145.4 150.4 295.9(8.5 倍) 
 
次に，要約精度についての実験結果を表 3.11，表 3.12，表 3.13 に示す．それ
ぞれ，ROUGEによるスコアの平均値，最大値，最小値を示している．それぞれ
の結果により，提案手法では，従来手法と精度が変わらないことがわかる．ま




表 3.11:実験結果における ROUGE の平均スコア 
 ROUGE-N ROUGE-L ROUGE-W ROUGE-SU 
α=0 0.4083 0.3621 0.2256 0.1786 
α=1 0.4117 0.3658 0.2277 0.1796 
α=2 0.4127 0.3681 0.2289 0.1798 
α=3 0.4124 0.3680 0.2293 0.1808 
α=4 0.4191 0.3755 0.2357 0.1857 
 
表 3.12:実験結果における ROUGE の最大スコア 
 ROUGE-N ROUGE-L ROUGE-W ROUGE-SU 
α=0 0.4772 0.4270 0.2663 0.2227 
α=1 0.4755 0.4250 0.2646 0.2185 
α=2 0.4730 0.4270 0.2658 0.2201 
α=3 0.4758 0.4282 0.2668 0.2200 
α=4 0.4706 0.4256 0.2667 0.2158 
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表 3.13:実験結果における ROUGE の最小スコア 
 ROUGE-N ROUGE-L ROUGE-W ROUGE-SU 
α=0 0.3366 0.2981 0.1896 0.1344 
α=1 0.3385 0.3036 0.1926 0.1371 
α=2 0.3503 0.3142 0.2006 0.1436 
α=3 0.3557 0.3187 0.2035 0.1489 
α=4 0.3615 0.3209 0.2029 0.1511 
 
表 3.14: 実験データ「D0605E-XIE19991105.0236」の要約結果 
 要約結果 
α=0 It affects an estimated 18.5 million Americans, mostly over age 45. 
α=1 
Treatment can involve medicines, surgery, and nontraditional 
approaches, as well as exercise and weight control. 
α=2 
Most often found in the fingers and weight-bearing joints, including 
the knees, feet, hips, and back, it usually causes pain and limits 
movement. 
α=3 It affects an estimated 18.5 million Americans, mostly over age 45. 
α=4 It affects an estimated 18.5 million Americans, mostly over age 45. 
 
表 3.15：表 3.14における ROUGEスコア 
 ROUGE-N ROUGE-L ROUGE-W ROUGE-SU 
α=0 0.3195 0.3195 0.3145 0.2774 
α=1 0.6009 0.5512 0.4253 0.4281 
α=2 0.5010 0.4685 0.3918 0.3476 
α=3 0.3195 0.3195 0.3145 0.2774 







も良好な結果を示している．また，𝛼 = 0, 3, 4の結果では，この病気に罹る人口









P1 Osteoarthritis is the most common type of arthritis. 
P2 It affects an estimated 18.5 million Americans, mostly over age 45. 
P3 
It is a degenerative joint disease that involves the breakdown of cartilage and bones through wear-and-tear 
injuries. 
P4 
Most often found in the fingers and weight-bearing joints, including the knees, feet, hips, and back, it 
usually causes pain and limits movement. 
P5 
Treatment can involve medicines, surgery, and nontraditional approaches, as well as exercise and weight 
control. 
P6 A variety of over-the-counter and prescription medicines are used in treating osteoarthritis. 
P7 
They include acetaminophen, as Tylenol, for pain relief, non-steroid anti-inflammatory drugs (NSAIDs), as 
Advil, Aleve, Motrin, and topical pain-relieving ointments. 
P8 New NSAIDS called COX-2 inhibitors, such as Celebrex and Vioxx, are being used to reduce inflammation. 
P9 Traditional NSAIDs can cause stomach irratation, ulcers, and stomach bleeding. 
P10 
Research indicated that COX-2 drugs reduce inflammation similarly to traditional NSAIDs while causing 
fewer gastrointestinal side effects. 
P11 The FDA questioned whether Celebrex was actually safer for patient's stomachs than older painkillers. 
P12 It was also linked to gastrointestinal hemorrhages among users in the first three months on the market. 
P13 Surgery is often used relieve the pain and limited mobility of osteoarthritis. 
P14 Arthroscopic knee appears to decrease knee pain, for reasons not completely understood. 
P15 Some research indicated there might be a placebo effect. 
P16 
Nontraditional approaches used to treat osteoarthritis include acupuncture, folk remedies, such as wearing 
copper bracelets, and nutritional supplements, such as glucosamine, chondroitin, and certain vitamins. 




































































































































とにより，登録されているキーを復元することができる．図 4.1 にキー集合 K = 























図 4.1:キー集合 K に対する終端文字を用いたトライ 
 

















図 4.2:キー集合 K に対する出力フラグを用いたトライ 
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[例 4.2] トライにおける検索 
 図 4.2のトライから“dabb”を検索する場合，まず，先頭の文字が‘d’なので根か



















































 [例 4.3] 配列構造における検索 
 配列構造において，ノード s と文字 c の組に対応する要素を table[s][c]により
表すものとする．図 4.3のトライから“dabb”を検索する場合，辿るべきノードは
0，6，7，8，9 である．図 4.3 の配列構造上では table[0][‘d’]=6，table[6][‘a’]=7，
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 0 1 2 3 4 5 6 7 8 9 10 
#    1 2 3  4  5 6 
a  2     7     
b 1 5     10 8 9   
c   3         
d 6  4         
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[例 4.4] リスト構造における検索 
図 4.2のトライから“badge”を検索する場合，辿るべきノードは 0，6，7，8，9
である．しかし，図 4.4のリスト構造上では，ノード 3から 7へ直接移動できな









node label output first_child next_sibling 
 
0    -      -      -      - 
                       
1 b 0          6 d 0  -       
                       
2 a 0    5 b 1 - -  7 a 1    10 b 1 - - 
                       
3 c 1 -   4 d 1 - -  8 b 0  -       
                       
            9 b 1 - -       
 








LOUDS（Level-Order Unary Degree Sequence）[44]は，簡潔ビットベクトルによ
り木構造を表現する．簡潔ビットベクトルとは，配列の要素として‘0’か‘1’のみ
を許す配列である．この配列に格納したデータ構造が LOUDS で木構造を表現す
る部分であり，これを LBS（LOUDS bit-string）と呼ぶ．LBS は，木構造の根か
ら幅優先で木を辿り，遷移先ノードの数と同数の’1’とその後ろに’0’を格納する
ことで，遷移先ノードの数を表現する．また，LBS では，rank と select という 2
つの操作により，遷移元ノードと遷移先ノードの特定をおこなう．ここで，関
数 rank(x, b)は，LBS の要素番号 xと’0’か’1’のどちらかの値 bを受け取り，LBS
を先頭から走査した時，x までに b が何回出現したかを返す関数である．また，
関数 select(count, b)は，出現回数 count と’0’か’1’のどちらかの値 b を受け取り，
LBS を先頭から走査した時，bが count 回出現した時の要素番号を返す関数であ
る．LBS における要素番号 x に対応するノード番号は，rank(x,1) により特定で
き，要素番号 x に対応するノードの遷移元ノードの要素番号は，select(rank(x,0),1) 
により特定できる．また，要素番号 x に対応するノードの遷移先ノードの中で，
最もノード番号の若いノードの要素番号は，select(rank(x,1),0)+1 により特定でき，

















[例 4.5] LOUDS を用いたトライにおける検索 
図 4.2 のトライに対する LOUDS による実現例を図 4.5 に示す．LABEL は遷
移文字を格納した配列であり，要素番号はトライの遷移先ノード番号と対応し
ている．ここで，LBS の先頭の`10' は，スーパールートと呼ばれ，根ノードに
対する遷移元ノードとして設定される．また，parent，child は LBS によって計
算できる，遷移元ノードのノード番号と遷移先ノードのノード番号である．例
えば，要素番号 5,6,7 に対応する parent 2 は，select(rank(5, 0), 1) = select(rank(6, 0), 
1) = 2 により求められる．要素番号 5 に対応する child 4 は，rank(5, 1) = 4 によ
り求められる．ここで，記号’-’は，ノードと対応していない要素を表す．キー”dabb”
を検索する場合， 3, 6, 11, 16, 17 という順に遷移を辿る．まず，最初の遷移に
ついて説明する．ここで，根ノード 1 に対応する LBS の要素番号は 0 より，
select(rank(0, 1), 0)+1 = 2，child[2] = 2 で，根ノード 1 の遷移先ノードの中で最
もノード番号の若いノードが 2 であるということがわかる．続いて，ノード 2
の遷移文字を調べ，LABEL[rank(2, 1)] = LABEL[2] = ’b’であるため，遷移先ノー
ドが 2 でないことが確認される．次に兄弟ノードであるノード 3 の遷移文字を
調べ，LABEL[rank(3, 1)] = LABEL[3] = ’d’ であるため，遷移先ノードが 3 であ
ることが確認される．以降同様に，select(rank(3, 1) 0) + 1 = 8，LABEL[rank(8, 1)] 
= LABEL[6] = ’a’，select(rank(8, 1), 0)+1 = 16，LABEL[rank(16, 1)] = LABEL[11] 
= ’b’ ，select(rank(16, 1), 0)+1 =26，LABEL[rank(26, 1)] = LABEL[16] = ’b’，
g(16, ’#’) = 17は select(rank(26, 1), 0)+1 = 32，LABEL[rank(32, 1)] = LABEL[17] = ’#’ 
より，遷移が確認でき，キー”dabb” が登録されていることが確認できる． 
（例終） 




 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
LBS 1 0 1 1 0 1 1 0 1 1 0 1 1 0 1 
Parent - 1 2 3 4 5 
Child 1 - 2 3 - 4 5 - 6 7 - 8 9 - 10 
 
 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 
LBS 0 1 1 0 1 0 1 0 1 0 0 1 0 0 0 
Parent 5 6 7 8 9 10 11 12 13 
Child - 11 12 - 13 - 14 - 15 - - 16 - - - 
 
 30 31 32 33 34 
LBS 0 0 1 0 0 
Parent 14 15 16 17 
Child - - 17 - - 
 
 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
LABEL - - b d a b a b c d # b # # # 
 
 15 16 17 
LABEL # b # 
図 4.5:キー集合 Kに対するトライと LOUDS  
 
 












格納する領域として使用することができる．ノード s における要素の BASE と




誤ってノード t に遷移することを防ぐためである．なお，CODE[c]は文字 cに割
り当てられた整数を表しており，一般的には 1バイトで表現されることが多い．  
 
t = BASE[s] + CODE[c]; 
s = CHECK[t]; 
  (4.1) 
また，BASE[s]と CODE[c]の和ではなく，排他的論理和によってもダブル配列の
遷移は実現できる． 
t = BASE[s] ^ CODE[c]; 
c = CHECK[t]; 
  (4.2) 
本論文では，排他的論理和によるダブル配列の遷移を用いる． 
 





 0 1 2 3 4 5 6 7 8 9 10 11 
BASE 0 4 10 8 4 -1 -1 -1 3 -1  -1 
CHECK  0 8 0 1 1 4 4 3 3  2 
OUTPUT 0 0 0 0 0 1 1 1 1 1 0 1 
 
 a b c d 
CODE 0 1 2 3 
 





 図 4.2 のトライに対するダブル配列による実現例を図 4.6 に示す．ただし，
最終フラグを表現するため，一次元配列 OUTPUT を用意する．OUTPUT は真
偽値を表し，値が TRUE の場合に対応するノードが最終フラグであることを示
す．ここで，OUTPUT における 1 は TRUE を示し，0 は FALSE を示す． 




[例 4.6] ダブル配列における検索 
 図 4.6のトライから“dabb”を検索する場合，辿るべきノードは 0，3，8，2，10
である．最初の遷移では，BASE[0] ^ CODE[‘d’]=0 ^ 3=3により遷移先であるノ
ード 3が算出され，CHECK[3]=0により正しい遷移であることが確認される．以
下同様に，BASE[3] ^ CODE[‘a’] = 8 ^ 0 = 8，CHECK[8] = 3，BASE[8] + CODE[‘b’] 
= 3 ^ 1 = 2，CHECK[2] = 8，BASE[2] + CODE[‘b’] = 10 ^ 1 = 11，CHECK[11] = 2
という参照がおこなわれ，OUTPUT[11]=1 であるため検索成功となる． 
（例終） 
4.2.2.5 コンパクト ダブル配列 
コンパクトダブル配列は，矢田らによって提案されたダブル配列をさらに圧






ける要素の BASE と CHECKの値は，ノード s からノード t への枝が存在し，そ
の枝が文字 c と対応しているとき，次式を満足するように決定される．すなわ
ち，BASE[s]と CODE[c]の和により遷移先 t を特定することが可能であり，
CHECK[t]により遷移元を確認することができる．  
t = BASE[s] ^ CODE[c]; 
c = CHECK[t]; 
  (4.3) 
ただし，この時，葉ノードを除くあらゆるノードの組{s,t}において次式が成立す
る必要がある． 
BASE[s] ≠ BASE[t]                    (4.4) 




 0 1 2 3 4 5 6 7 8 9 10 11 
BASE 0 4 10 8 5 -1 -1 -1 3 -1  -1 
CHECK  b b d a b d c a b  b 
OUTPUT 0 0 0 0 0 1 1 1 1 1 0 1 
 
 a b c d 
CODE 0 1 2 3 
図 4.7:キー集合 Kに対するトライとコンパクトダブル配列 
[例 4.7] ダブル配列における検索 
図 4.7のトライから“dabb”を検索する場合，辿るべきノードは 0，3，9，2，11
である．最初の遷移では，BASE[0] ^ CODE[‘d’]=0 ^ 3=3により遷移先であるノ
ード 3が算出され，CHECK[3]=’d’により正しい遷移であることが確認される．
以下同様に，BASE[3] ^ CODE[‘a’] = 8 ^ 0 = 8，CHECK[8] = ‘a’，BASE[8] ^ 
CODE[‘b’] = 3 ^ 1 = 2，CHECK[2] = ‘b’，BASE[2] ^ CODE[‘b’] = 10 ^ 1 = 11，

































次に，逐次検索の代表的な例である， KMP 法や BM 法について，以下で説
明する．また，索引検索手法の代表的な例である，特徴ベクトル法，転置ファ
イル法について説明する． 





















索対象の部分文字列は”abcaba”であるため，5 文字シフトした 9 文字目から比較
をおこない，キーワードが検出され，全ての比較を終了する． 
一般的に，キーワードは文字列の長さに対して 10文字を超えることはまれで
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  1回目の比較：検出失敗 
照合開始位置 1   
キーワード a b c a b a  
検索対象 a b c a b c a b a b c a b a 
検索結果 ○ ○ ○ ○ ○ ☓         
 
2回目の比較：検出成功 
照合開始位置 4   
キーワード a b c a b a  
検索対象 a b c a b c a b a b c a b a 
検索結果    S S ○ ○ ○ M      
 
3回目の比較：検出成功 
照合開始位置 9   
キーワード a b c a b a  
検索対象 a b c a b c a b a b c a b a 
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  1回目の比較：検出失敗 
キーワード S T R I N G  
検索対象 S U P P O S E - T H A T - P 
検索位置      ↑         
 
  2回目の比較：検出失敗 
キーワード S T R I N G  
検索対象 S U P P O S E - T H A T - P 
検索位置           ↑    
 
3回目の比較：検出失敗 
キーワード S T R I N G  
検索対象 A T - P A T - I S - A - S T 
検索位置       ↑        
 
4回目の比較：検出成功 
キーワード S T R I N G  
検索対象 - I S - A - S T R I N G - O 
検索位置       ↑        
 
5回目の比較：検出失敗 
キーワード S T R I N G  
検索対象 I S - A - S T R I N G - O F 














































































文書：  10000010000 
特徴：  00000110000 
ベクトル：00100000010 
検索：  00010001000 
 
101101110010   
文書ブロックの特徴ベクトル 
論理和 



























微妙：  00001010000 
ワールド：00010000010 




ベクトルが一致：     
















japan { D0, P0 }，{ D1, P0 } 
has { D0, P1 }，{ D1, P1 } 
many { D0, P2 }，{ D1, P2 } 
words { D0, P3 }，{ D2, P1 } 
for { D0, P4 }，{ D2, P2 } 
snow { D0, P5 }，{ D2, P3 } 
distinctive { D1, P3 } 
traits { D1, P4 } 
eskimo { D2, P0 } 
図4.13:転置索引の例 
D0：Japan has many words for snow. 
D1：Japan has many distinctive traits. 
D2：Eskimo words for snow. 
検索対象 
転置索引作成 
































































































































トライは，有限オートマトンの一種であり，MT = (S, Σ, s, g, h) と表す事ができ
る．ここで S は状態の有限集合，Σ は入力記号の有限集合，s は初期状態，g は




第 4章 複数文字列検索 
75 
 
は S × Σ から S∪{fail} への写像を定義し，状態 s から t への遷移が入力記号 a
に対して定義されていれば，g(s,a) = t と書き，定義されていなければ，g(s,a)=fail
と書く．また，output関数は，S から{TRUE,FALSE}の写像を意味する．状態番
号は，整数値で表されており，番号 0を初期状態とする．図 4.17 にキー集合 K = 
{“abcd”, “bc”, “bca”, “d”}により構成されたトライ図を示す．また，キー集合 K 
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まず，最初に初期状態 0 からスタートし，最初の入力文字’b’により，goto 関数
g(0,’b’) = 5 によって決定された状態態番号 5へ遷移する．同じように，状態番号
5と入力文字’c’により，状態番号 6へ遷移する．ここで，状態番号 6の出力関数
h(6)=TRUE であるため，出力状態であることがわかり，状態番号 0 から 6 に遷
移に対応する入力文字”bc”が検索文字列として存在することがわかる．同じよう
に，状態番号 6 から 7 へ遷移し，検索文字列として”bca”を検出できる．状態番
号 7から入力文字’b’によるの遷移は，g(7,’b’) = failであるため，初期状態 0から，
再開する．図 4.18 に示す Search1 から Search6 をすべて完了することにより，文





だけで，複数文字列検索をおこなうことができる．マシン AC は，MA = (S, Σ, g, f, 
output) と表す事ができる．ここで S は状態の有限集合，Σは入力記号の有限集
合，s は初期状態，gは状態遷移関数で goto 関数と呼び，goto 関数は S × Σ から 
S∪{fail} への写像を定義し，状態 s から t への遷移が入力記号 a に対して定義
されていれば，g(s,a) = t と書き，定義されていなければ，g(s,a)=fail と書く．以
上の定義は，トライによるパターンマッチングマシンと等しい．F は failure 関
数と呼び，状態間の遷移を示す．ただし，状態番号 0からの遷移は定義しない．
また，output は出力関数で output 関数と呼び，output 関数は，S から P(K)の写像
を意味する．P(K)とは，キー集合 K の冪集合である．状態番号は，整数値で表










遷移を意味する．￢{‘a’, ‘b’, ‘d’}は，‘a’, ‘b’, ‘d’ 以外の入力文字を意味する． 
図 4.20 による遷移の例では，まず，最初に初期状態 0 からスタートし，最初の
入力文字’b’により，goto 関数 g(0,’b’) = 5 によって決定された状態態番号 5へ遷
移する．同じように，状態番号 5 と入力文字’c’により，状態番号 6 へ遷移する．
ここで，状態番号 6 の出力関数 output(6)={“bc”}であるため，”bc”が検索文字列
として存在することがわかる．同じように，状態番号 6 から 7 へ遷移し，検索
文字列として”bca”を検出できる．状態番号 7 から入力文字’b’によるの遷移は，
g(7,’b’) = fail であるため，failure関数による遷移が行われる．failure 関数 f(7)=1
により，状態番号は 1 となり，状態番号 1 から検索が再開される．最終的に，
文字列”bc”, ”bca”, ”abcd”, ”d”が検出できる． 
 



























Intel Xeon E5540 
2.53GHz(8Core) 
Intel Pentium D 
3.40GHz 
Intel Atom N270 
1.60GHz 
L1 cache size 128KB 16KB 24KB 
L2 cache size 1MB 4MB 512KB 
L3 cache size 8MB None None 
Main 
Memory 









server 10.04 64bit 
 
 














 検索速度[sec] 遷移速度[sec] 
Length of texts TRIE-DA AC-DA Gain TRIE-DA AC-DA Gain 
10,000(=10
4
) 0.000978 0.001371 40.1% 0.000421 0.000493 17.1% 
100,000(=10
5
) 0.005231 0.006487 24.0% 0.004198 0.004921 17.2% 
1,000,000(=10
6
) 0.048455 0.058050 19.8% 0.042307 0.049321 16.5% 
10,000,000(=10
7
) 0.476626 0.568017 19.1% 0.419346 0.491676 17.2% 
100,000,000(=10
8
) 4.773178 5.710494 19.6% 4.206308 4.938517 17.4% 
1,000,000,000(=10
9
) 47.52257 56.94476 19.8% 41.82698 49.01865 17.1% 
 
表4.3:Machine2における実験結果 
 検索速度[sec] 遷移速度[sec] 
Length of texts TRIE-DA AC-DA Gain TRIE-DA AC-DA Gain 
10,000(=10
4
) 0.001916 0.002144 11.8% 0.001164 0.001383 18.8% 
100,000(=10
5
) 0.013369 0.016207 21.2% 0.011048 0.012853 16.3% 
1,000,000(=10
6
) 0.126211 0.154558 22.4% 0.109091 0.127744 17.0% 
10,000,000(=10
7
) 1.266366 1.512427 19.4% 1.07171 1.26171 17.7% 
100,000,000(=10
8
) 12.59693 15.23593 20.9% 10.69978 12.67700 18.4% 
1,000,000,000(=10
9
) 129.5516 152.291 17.5% 110.5572 129.6193 17.2% 
 




 検索速度[sec] 遷移速度[sec] 
Length of texts TRIE-DA AC-DA Gain TRIE-DA AC-DA Gain 
10,000(=10
4
) 0.003751 0.003804 1.4% 0.003571 0.003120 -12.6% 
100,000(=10
5
) 0.036415 0.037175 2.0% 0.035186 0.031282 -11.0% 
1,000,000(=10
6
) 0.363217 0.370766 2.0% 0.353171 0.311127 -11.9% 
10,000,000(=10
7
) 3.610665 3.689983 2.1% 3.511140 3.100441 -11.6% 
100,000,000(=10
8
) 35.97662 37.08380 3.0% 35.00130 31.03809 -11.3% 
1,000,000,000(=10
9
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PINE RIDGE, S.D. (AP) -- President Clinton turned the attention of his 
national poverty tour today to arguably the poorest, most forgotten U.S. 
citizens of them all: American Indians. 
P2 
Clinton was going to the Pine Ridge Reservation for a visit with the Oglala 
Sioux nation and to participate in a conference on Native American 
homeownership and economic development. He also was touring a housing 
facility and signing a pact with Oglala leaders establishing an 
empowerment zone for Pine Ridge. 
P3 
But the main purpose of the visit -- the first to a reservation by a president 
since Franklin Roosevelt -- was simply to pay attention to American 
Indians, who are so raked by grinding poverty that Clinton's own advisers 
suggested he come up with special proposals geared specifically to the 
Indians' plight. 
P4 
At Pine Ridge, a scrolling marquee at Big Bat's Texaco expressed both joy 
over Clinton's visit and wariness of all the official attention: ``Welcome 
President Clinton. Remember Our Treaties,'' the sign read. 
P5 
According to statistics from the Census Bureau and the Bureau of Indian 
Affairs, there are 1.43 million Indians living on or near reservations. 
Roughly 33 percent of them are children younger than 15, and 38 percent of 
Indian children aged 6 to 11 live in poverty, compared with 18 percent for 
U.S. children of all other races combined. 
P6 
Aside from that, only 63 percent of Indians are high school graduates. 
Twenty-nine percent are homeless, and 59 percent live in substandard 
housing. Twenty percent of Indian households on reservations do not have 
full access to plumbing, and the majority -- 53.4 percent -- do not have 
telephones. 
P7 
The per capita income for Indians is $21,619, one-third less than the 
national per capita income of $35,225. An estimated 50 percent of American 
Indians are unemployed, and at Pine Ridge the problem is even more 
chronic -- 73 percent of the people do not have jobs. 
P8 
Housing Secretary Andrew Cuomo, who visited the reservation last August, 
said Pine Ridge is a metaphor for the poverty tour, for it sits in Shannon 
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County, the poorest census tract in the nation. 
P9 
``This is generations of poverty on the Pine Ridge reservation, with very, 
very little progress,'' Cuomo said. ``We didn't get into this situation in a 
couple of weeks and we're not going to get out of it in a couple of weeks. It's 
going to take years.'' 
P10 
To begin addressing the housing problem, Clinton was announcing a 
partnership between the Treasury Department, the Department of Housing 
and Urban Development, tribal governments and mortgage companies to 
help 1,000 Indians become homeowners over the next three years -- a small 
number that nonetheless would double the number of government-insured 
home mortgages issued on tribal lands. Under the effort, ``one-stop 
mortgage centers'' would be opened at Pine Ridge and on the Navajo 
Reservation in Arizona to help streamline the mortgage lending process. 
P11 
Cuomo said special steps were needed to help Indians create and own 
houses because the nature of the land on which they live effectively shuts 
them out of conventional home loan processes. 
P12 
``The land is held in trust. The bank doesn't want to take it as collateral 
because it's in trust,'' Cuomo said. ``So the main asset on the reservation -- 
the land -- can't even be used.'' 
P13 
Also, two of the country's largest municipal securities underwriters, Banc 
One Capital Markets and George K. Baum &AMP; Co., were committing to 
underwriting $300 million in bonds annually for five years to create a 
market for reservation mortgages. Those bonds would help raise $1.5 billion 
that could then be lent to tribes, tribal housing authorities and individuals 
for buying homes. 
P14 
The announcement was part of Clinton's four-day, cross-country tour to 
highlight the ``untapped markets'' in America's inner cities and rural areas. 
 
