Abstract: In this paper, a novel scene-based nonuniformity correction (SBNUC) method using statistics between adjacent detectors for infrared focal-plane array (IRFPA) is proposed. Differential operation is designed as a decorrelation process to minimize the scene information remained into the nonuniformity parameters updating. Then, a global transfer matrix is established to construct the nonuniformity compensation matrix for the entire image. The adjacent differential statistics are demonstrated to be more effective and sufficient to estimate the nonuniformity when temporal variation is lacking. In addition, the proposed method exhibits the more superior capability of converging and does better in correcting all spatial components of nonuniformity. Application in simulated imagery and real infrared image shows the proposed method's excellent performance in convergence and elimination of ghosting artifacts.
Introduction
As the imaging systems based on the infrared focal plane array (IRFPA) techniques have been widely used in military and civilian field, solving the problem of the presence of fixed-pattern noise (FPN) is of fundamental importance to generate accurate and qualitative imagery. The FPN also known as nonuniformity is characterized as unequal responses at one moment of detectors in the array exposed to the homologous infrared radiation.
Instead of the traditional calibration method, a large amount of scene-based nonuniformity correction (SBNUC) techniques have been presented in recent years because it is convenient that the uniform infrared referenced sources are not required in the SBNUC process. SBNUC techniques can be divided into two categories: One is relying on image registration technology [1] - [4] . It is very popular and attractive with its effective performance. However, it has the fatal inherent weakness that the complex registration algorithm is needed, and the algorithms often cannot work very well when the FPN is severe. If the registration algorithm gets errors, the nonuniformity correction operator will become invalid and serious ghost artificial noise will remain in the image. The other category is the SBNUC algorithm which can adaptively estimate the nonuniformity frame by frame without registration technique [5] - [15] . It contains two subclasses of algorithms. One class is with the assumption that the mean and the standard deviation of the radiance in every detector are spatially invariant over time. One is developed by Harris and Chiang [5] , [6] called constantstatistics (CS) method. The CS method has been improved in many ways. Torres et al. [7] , [8] solve the problem of the detector's parameters drift with the Kalman filter. A bilateral filter is applied in [9] to separate the original input frames into two parts and deal with them separately. Geng et al. [10] improve it more robust. Another class of algorithm is proposed based on the least-mean-square (LMS) filter by Scribner et al. [11] , [12] . Henceforth, there has been a great development in LMS methods. Vera et al. [13] , [14] increase the algorithm's convergence in a manner by modifying the rate of update step and applying total variation. A gated adaptive LMS (GALMS) [15] has been recently proposed to counteract the ghosting artifacts. Unfortunately, the algorithms without registration technique are facing several major constraints and problems as follows:
1) Class of CS methods: the algorithms are restricted by the assumption that the mean and the standard deviation of the irradiance in every detector are spatially invariant over time. 2) Class of CS methods: it is difficult to reduce the ghost artifacts effectively. 3) Class of LMS methods: the convergence speed of LMS filter itself is slow compared to other recursive filters, and the algorithms are restricted. 4) Class of LMS methods: the average of the local pixels is chosen as the desired signal, so that the high spatial frequency part of nonuniformity can be corrected quickly while it does arduously and slowly for the low spatial frequency part. In this paper, a novel SBNUC algorithm without registration technique is proposed named adjacent differential statistics (ADS). It is a method based on differential statistics between adjacent pixels. ADS is a two step process where first the estimation of difference between adjacent pixels is computed by a robust recursive statistic. Since adjacent difference is obtained, a global algebraic matrix is exploited to unify the all local differences to a standard global pixel's level for each frame. The superiority of ADS is that it is not restricted to any spatial statistical assumption and it is convenient and easy to de-ghost with the robust statistics. Another advantage of ADS is that it can fast compensate FPN not only for high spatial frequency part but also for the low spatial frequency component due to the global algebraic transfer matrix used. Moreover, the experimental results show a perfect performance that the ADS gets higher convergence speed and more qualitative infrared images than other SBNUC algorithms.
The remainder of this paper is organized as follows. In Section 2, the ADS nonuniformity correction algorithm is presented and described in detail. Comparative analysis with related methods is launched in Section 3. Application and results are shown in Section 4, and the conclusion is presented in Section 5.
ADS SBNUC

Detector Model and Subject Description
The model of the detector through which the observation is transformed into image is actually nonlinear. However, to reduce the complexity of calculation, a brief linear model is usually popular for researchers. The image y is expressed as y i;j ðnÞ ¼ g i;j ðnÞx i;j ðnÞ þ o i;j ðnÞ
where x i;j ðnÞ is the real incident infrared radiation collected by the ði; jÞth detector at time n. g i;j ðnÞ and o i;j ðnÞ are the detector's gain and offset, respectively. The offset nonuniformity plays a major role in most sensors so that the gain nonuniformity can be neglected at a certain block of time. In this paper, the gain is regarded as a common value of unity. Thus, the detector model becomes [2] , [3] , [9] :
Select a certain pixel in the image as a reference pixel, and its model:
The nonuniformity means that the y i;j ðnÞ is unequal to the y reference ðnÞ when the x i;j ðnÞ is equal to the x reference ðnÞ. 
The model of ði; jÞth detector can be changed into:
The task of nonuniformity correction is changed to find the different offset i;j ðnÞ with the reference for every pixel. The achievement is an image x 
Notably, when the o reference ðnÞ is equal to zero, the result becomes the same as the conventional correction model.
Differential Statistics Between Adjacent Pixels
Difference Matrix Construction
Usually, the closer detectors are, the more similar radiation is received. Hence, the difference between adjacent pixels is the best choice since they are nearest pixels in space. The difference is divided into two directions: horizontal and vertical differences. The horizontal difference between pixel ði; jÞ and ði; j þ 1Þ is defined as 
In like manner, the vertical difference between pixel ði; jÞ and ði þ 1; jÞ is defined as will not change if the o i;jþ1 and o i;j are constant over time with the condition that the pixel x i;jþ1 equals to x i;j . However, the condition cannot be satisfied usually that the difference between x i;jþ1 and x i;j has an oscillation even though they are very close. Hence, the temporal average is adopted to estimate the difference between adjacent pixels. The d at frame n can be cast iteratively as 
where is a coefficient which controls the weight of nth adjacent difference for the average. Áy fi;jþ1g^fi;jg ðnÞ ¼ y i;jþ1 ðnÞ À y i;j ðnÞ and Áy fiþ1;jg^fi;jg ðnÞ ¼ y iþ1;j ðnÞ À y i;j ðnÞ. Typically, can be computed relying on the number L of frames which is chosen in the estimator as ¼ 1 À ð1=LÞ.
Robust Estimation
To reduce the wicked effect of the oscillation, a robust method is established. A robust estimator median absolute deviation (MAD) is launched for each ði; jÞth difference and formally defined as
where
sequence with length of L, and is a constant ð ¼ 1:4826Þ according to [16] . The advantage of MAD is that it is simple and easy to compute and has high tolerance against the sharp difference. A robust tolerance interval is designed for each d as
where the cutoff point K denotes the range of the tolerance interval and is set to be 3 as usual. Moreover, the parameter for each d at time n is computed in Eq. (14) to indicate the deviation of the d ðnÞ from the normal range. Hence
If the parameter ðnÞ does not exceed the K , the difference at n is adopted in the estimator to update the d . On the contrary, the difference will be cut off if ðnÞ exceeds the K . The updating formulation Eq. (11) is improved as
Global Calibration
In the previous work, the difference between adjacent pixels is obtained. However, the offsets of the whole image should be unified to a common level according to Eq. (6).
Without loss of generality, choose the pixel (1, 
Consequently, the global transfer matrix and nonuniformity compensation matrix Á is generated as The final nonuniformity correction formula is generalized with compensation matrix as
For every frame, the nonuniformity correction process can be simplified to calculate the matrix Á by Eq. (21) with difference matrices Eq. (8) and Eq. (10) . The elements in the Á can be obtained by parameter estimation iteratively in Eq. (11) and Eq. (15).
Comparative Study of Related Methods
In this section, the proposed ADS method is compared with two categories of well-established NUC techniques. The first one is CS based algorithm, which respects the techniques with the assumption that the mean and the standard deviation of the irradiance in every detector are constant over time and space. Another one is LMS based algorithm, which applies the stochastic steepest decent technique to optimize the correction coefficients. The comparisons are focused on the capability and rationality in this section.
Comparative Study of ADS and CS Method
Analysis in Temporal Domain
In the CS method, the compensative parameter of each detector is updating individually. It leads to the result that the parameter will be influenced by the scene information. And the scene always changes at anytime which results in the serious error in parameter estimating. However, what is concerned in the ADS is the difference between the adjacent pixels so that it will not be affected by the scene gray scale itself. The parameters in the ADS method rely on the difference with the neighbor. Furthermore, the neighbor pixels are similar in most cases and the difference is always small, leading to little error in the parameter estimating process. Notice that the mutual information between adjacent pixels is a large number, that is, adjacent pixels are highly correlated [17] . Since differential operation between adjacent pixels is implemented, the correlative information between adjacent pixels is eliminated. The FPN is independent of the scene information so that it will not be eliminated by the differential operation.
To illustrate clearly and concisely, a sequence of typical signal in a single pixel is chosen as a representative. The signal is generated from a clean infrared image sequence over a block time of 1000 frames added with a fixed-pattern offset whose magnitude is 15. The signal sequence of the chosen pixel's signal is shown in Fig. 1(a) . Fig. 1(b) shows the difference which is generated by the same chosen pixel's signal that subtracts its adjacent pixel's value. Fig. 2(a) and (b) are the corresponding histogram maps of the signal shown in Fig. 1(a) and the difference shown in Fig. 1(b) , respectively. It is obvious that the histogram of the pixel's signal is wide distributed and multi-peak, while the histogram of difference has a significant single much higher and sharper peak because there is a strong correlation between the adjacent pixels of the natural infrared image at 15. Therefore, the statistical characteristics of the signal seem to be uncertain and complex to estimate, while the statistical characteristics of the adjacent differential signal can be more symmetric and much easier to estimate.
To show the ability to estimate the nonuniformity, CS and ADS are implemented respectively. The used exponential CS method is presented in literature [5] , and the bias can be calculated as bðnÞ ¼m y ðnÞ ¼ m y ðn À 1Þ þ ð1 À Þy ðnÞ:
The coefficients in Eq. (15) and (23) are set the same as 0.992. The estimation results of bias are shown in Fig. 3(a) .
To demonstrate the great superiority of ADS, the mean absolute error (MAE) versus frame number is adopted. The MAE is defined as Eq. (24) 
The smaller the MAE value, the closer the estimated signals are to the true signals. As illustrated in Fig. 3(b) , the MAE of CS is always much larger than the MAE of ADS. It is obvious that the error of the calibration parameter from the ADS is reduced significantly compared to the CS method. Moreover, the error of the parameter estimate will cause the serious ghosting artifact for an entire image.
Analysis in Spatial Domain
The scene in the image is required to move randomly with respect to the detector for the SBNUC algorithms. The main problem detected in the performance of the CS-NUC method is originated by this constraint. The object will blend into the background if the scene violates this constraint that the camera remains stationary for a large number of iterations. Then, it will leave a reverse ghost in the image when the stationary scene eventually moves away from the field of view. The modern major de-ghosting technique is to detect the changes of each pixel and cut off the parameter updating with a threshold value.
When there are large uniform areas in the scene, the moving camera cannot ensure variation of photons on the sensor because it may come from uniform areas even though the scene is constantly moving. The data from the uniform areas may be cut off with this de-ghosting technique because they do not vary efficiently. Thus, it will reduce the speed of convergence.
Instead, the data that come from uniform areas can be also used in the ADS to estimate the parameters of nonuniformity. What will cause the error estimate in ADS method is the unusually large difference between adjacent pixels that is strong edge in the scene so that the de-ghosting method for the ADS is removal of the outliers. As shown in Fig. 4 , the data distributed in the red parts are treated as strong edge and will be excluded. A robust method to discriminate these outliers is described as Eq. (15) in the above. As the schematic diagram illustrated in Fig. 5(a) , a uniform object locates in the image at frame n and moves to the location in the image at frame n þ 1.
The overlapped area is shown in Fig. 5(b) . Obviously, the overlapped area is lack of scene variation, and it will remain ghosting artifacts in the conventional CS method. Due to the de-ghosting operation adopted in the CS method, the parameter of the pixels in the overlapped area will not be updated because without efficient variation. But, for the ADS method, the parameter updating will not be affected. The only event that will affect in the ADS is the edge of the object as the bold and black shown in Fig. 5(b) if the edge is strong. However, the edge affects can be eliminated easily by robust measure in Eq. (15) . Evidently, the larger the overlapped area is, the greater the influence to the CS method is. Therefore, the convergence of CS method will be slower than the ADS because of the uniform areas.
Comparative Study of ADS and LMS Method
Analysis in Temporal Domain
The LMS-based IRFPA nonuniformity correction technique has been cleverly developed using the LMS adaptive filter and has been improved in many ways. As usual, the LMS adaptation component uses a stochastic steepest descent technique to optimize the correction coefficients. However, the convergence rate of the LMS algorithm itself is not fast because it is restricted to its step coefficient and it is a biased estimate. It has been demonstrated that the convergence rate of the LMS algorithm is slower than the CS algorithm comparing by applying both of them to observe the response to a sudden change in the moving sine wave [5] , [6] . In addition, the parameter estimating formula adopted in the ADS as Eq. (11) is similar to the formula in the CS method. Consequently, the convergence rate of the ADS algorithm is faster than the LMS algorithm with the same iterations.
Analysis in Spatial Domain
There is another problem for the LMS-based nonuniformity correction algorithm, that is, it is very slow to correct the low spatial frequency component of the nonuniformity. In the LMS algorithm, the neighbor information is used to build the Bdesired[ signal of each pixel so that the local nonuniformity can be corrected by steps of iteration. But the local nonuniformity is the spatial high frequency portion. The low spatial frequency portion nonuniformity can be corrected frame by frame with very slow speed. The reason is that the LMS algorithm utilizes the average of local neighbor pixels to generate the Bdesired[ signal so that only the local error can be corrected in one step iteration. If the error exists between two pixels in the far distance, the correction process needs much more steps to deliver the error information neighbor to neighbor.
Unlike the LMS method, the ADS algorithm unifies the nonuniformity to a common level for the entire image in every frame. A global transfer matrix as Eq. (21) is constructed in the ADS algorithm to unify the local vertical and horizontal nonuniformity to a global reference pixel level.
It is illustrated in Fig. 6 that a 200 Ã 200 image is generated with four levels of different gray scale, and the image is divided into the four parts. Suppose the FPN is composed of these four parts. The parts' middle vertical and horizontal edges represent the high spatial frequency, and the differences among the parts represent the low frequency. Assuming that the scene is uniform, apply the LMS and ADS methods to correct the nonuniformity. Fig. 6(a) shows that the high frequency part can be corrected immediately but laboriously for the low frequency part seen, as in the fourth image corrected result after 10 000 iterations. Fig. 6(b) shows that the proposed ADS method can correct the nonuniformity in one frame whether the FPN's frequency is high or low.
Experimental Results
To demonstrate the priority of the proposed ADS algorithm, several SBNUC methods are applied to the simulated and real data for comparison. 
Results From Simulated Data
The performance of ADS compared with the performance of LMS, Gated-LMS and CS is studied by applying these algorithms to infrared image sequences added with simulated nonuniformity. The infrared sequences with artificial nonuniformity are generated from a clear infrared video sequence of 1000 frames corrupted by the nonuniformity shown as in Fig. 7 . The nonuniformity is consisted of two types of FPN that one is synthetic offset with a zero-mean Gaussian distribution with standard deviation of 40 as high spatial frequency component. Another is gradual changing offset from 20 to À20 with left to right, which plays a role of low spatial frequency component. Fig. 8 shows the infrared image corrupted with simulated nonuniformity for the 100th frame and the corrected images via exploiting LMS, Gated-LMS, CS, and the proposed ADS algorithms. The LMS and Gated-LMS methods are tested with a step size of 0.05. The change threshold of Gated-LMS and CS is set to 20. The coefficient in CS and ADS is set to the same value as 0.97. The K h and K v in ADS are set to 3. As shown in Fig. 8(b) and (c), the LMS and Gated-LMS methods can reduce the high frequency of the nonuniformity rapidly but do slow for the low frequency portion, although the Gated-LMS method has removed the ghosting artifacts. CS method can simultaneously correct the different nonuniformity but with the serious problem of ghosting artifact, as shown in Fig. 8(d) . However, Fig. 8(e) indicates that the ADS algorithm performs best in correcting nonuniformity and remains least ghosting artifacts.
The pixel values on the horizontal line in the middle of the images from the raw clean data and corrected by LMS, Gated-LMS, CS and the ADS algorithms are drawn in Fig. 9 for comparison. It is notable that the curve resulting from the ADS algorithm fits in best with the raw clean data. It is demonstrated that the ADS method is best at reducing the most FPN, with little residual ghosting artifacts in the presence of different types of nonuniformity.
The MAE for the various SBNUC algorithms at the 100th and 300th frames is shown in Table 1 . It can be seen that the LMS and Gated-LMS methods have slower convergence because of the low spatial frequency component. From the 100th to 300th frame, the MAE of CS becomes larger because of the ghost problem. The ADS method has an obviously outstanding performance.
Results From Real Data
In this subsection, we have applied the Gated-LMS, CS and the ADS algorithms to a true infrared sequence. The real image is acquired at 6 p.m. by using another 320 Â 256 HgCdTe FPA camera operating in the 8-14 m range and at a rate of 50 FPS. The infrared image collected to test is shown in Fig. 10(a) . It is noticed that the image exists a lot of FPN, which include different spatial frequency characteristics. Fig. 10 shows the infrared image with true nonuniformity and the results corrected by three SBNUC algorithms for the 125th frame. The exploited algorithms are Gated-LMS, CS and the proposed ADS algorithms, and their tuning parameters are the same as those used in the previous simulated experiment. Fig. 10(b), (d) , and (f) show the corrected output results. In order to render the results more perceptible, Fig. 10(c) , (e), and (g) show the offset nonuniformity. It is obvious that the proposed ADS algorithm eliminated the FPN within 125 frames. While the Gated-LMS method, in contrast, converges more slowly especially for the low frequency spatial nonuniformity as in Fig. 9 . Curves of the pixel values on the horizontal line in the middle ðy ¼ 127Þ of the four sources for the 100th frame. The black spots represent the raw clean data.
TABLE 1
Mean absolute error for the various SBNUC algorithms at 100th and 300th frame Fig. 10(b) and (c). It is easy to discover ghosting artifacts in the output image of CS method as in Fig. 10(d) and much scene information burned in the offset nonuniformity corrected by CS as in Fig. 10(e) . However, it is hard to detect any residual nonuniformity or ghosting artifact in the correction outputs of ADS, as shown in Fig. 10(f) and (g) .
Horizontal difference matrix and vertical difference matrix gained by the ADS method are shown in Fig. 11 . It is indicated that the horizontal difference matrix and vertical difference matrix can detect the nonuniformity effectively and there is little scene information remaining into the difference matrix.
Another sequence, which was collected at 11 a.m. by using a 320 Â 256 HgCdTe FPA camera operating in the 3-5 m range and working at 25 FPS, is shown in Fig. 12(a) . A serious striping effect can be found in the infrared image. For this sequence, a brief analysis on the computational overhead and memory demand of the three typical algorithms and the ADS is explored. However, memory hierarchy, operating system planning, and many other practical factors must be taken into account in real computer systems, and a theoretical analysis is not enough. The property of real-time and processing speed is tested for the methods with the same hardware conditions. These tests were made with an Intel Core(TM) i5-3470 3.20 GHz processor and 3 Gbyte RAM in conjunction with MATLAB's cputime function. Table 2 shows a rough average of CPU time consumed per frame of the four algorithms. From the table, it can be detected that the algebraic algorithm needs more time consuming because of needing the shift-estimation technique for each frame. Gated-LMS with a 21 Â 21 Gaussian window costs more time than with 3 Â 3 window due to the heavy convolution. The average CPU time of the proposed algorithm ADS is close to the conventional CS and Gated-LMS algorithms, which demonstrated that the ADS has an available real-time performance. Fig. 12 show the 250th frame of each individual correction subsequence. It seems that the proposed ADS algorithm almost eliminated the FPN within 250 frames. It is no wonder that the algebraic algorithm also gives good results because its correction parameters are calculated by algebraic method with shift-estimation technique. However, the algebraic algorithm has dependence on shift-estimation technique. As in Fig. 12(d) , the local car moves in the global scene which will cause the local shift estimation error, and the local car information will be remained into parameters so that the ghosting car can be seen in the corrected result. The CS algorithm and the Gated-LMS with a 21 Â 21 window obtain results without the algebraic problem. However, their outputs, especially some ghost artifacts in Fig. 12 (b) for CS and some low spatial frequency nonuniformity in Fig. 12(c) for Gated-LMS, are clearly visible. The result of the ADS in Fig. 12(e) shows the pretty correction with little ghost artifacts.
Conclusion
The ADS method for IRFPA SBNUC has been explored. ADS is a two step process where first local adjacent difference is detected by a recursive statistical method. To make sure that the statistics are stable and accurate, MAD is adopted to design a robust range for parameter estimator. In the second step, a global transfer matrix is constructed to unify the local difference to an identical level so that the nonuniformity compensation matrix for the entire image is obtained. A comparative study of related methods in several ways shows that the proposed ADS method has effectively avoided harsh conditions so that it is without the inherent drawbacks of the conventional methods. Specifically, without restriction to any spatial statistical assumption, ADS can be convenient and easy to de-ghost with the robust statistics. In addition, global algebraic transfer matrix construction makes ADS compensate FPN not only for spatial high frequency component but also for the low spatial frequency component with fast convergence. Finally, the experimental application has tested and verified the superiorities of ADS. 
