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Abstract
We analyze the dynamics of a four-dimensional null hypersurface in a five-dimensional bulk
spacetime with Einstein-Yang-Mills fields. In an appropriate ansatz, the projection of the field
equations onto the hypersurface takes the form of conservation laws for relativistic hydrodynamics
with global non-abelian charges. A Chern-Simons term in the bulk action corresponds to anomalies
in the global charges, with a vorticity term arising in the hydrodynamics. We derive the entropy
current and obtain unique expressions for some of the leading-order transport coefficients (in the
abelian case, all of them) for arbitrary equations of state. As a special case and a concrete example,
we discuss the event horizon of a boosted Einstein-Yang-Mills black brane in an asymptotically
Anti-de-Sitter spacetime. The evolution equations in that case describe the hydrodynamic limit of
a conformal field theory with anomalous global non-abelian charges on the Anti-de-Sitter boundary.
PACS numbers: 04.70.-s, 47.10.ad, 11.25.Tq
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I. INTRODUCTION AND SUMMARY
The hydrodynamics of relativistic conformal field theories (CFTs) has attracted much
attention, largely in view of the AdS/CFT correspondence between gravitational theories
on asymptotically Anti-de-Sitter (AdS) spaces and CFTs [1] (for a review see [2]). Hydro-
dynamics is an effective description of the long distance field theory dynamics and applies
under the condition that the correlation length of the fluid lcor is much smaller than the
characteristic scale L of variations of the macroscopic fields. The AdS/CFT correspondence
implies that the long wavelength dynamics of gravity is dual to the CFT hydrodynamics.
Indeed, it has been shown in [3] that the (d+1)-dimensional CFT hydrodynamics equations
are the same as the equations describing the evolution of large scale perturbations of the
(d+2)-dimensional black brane. The derivation in [3] is similar to the derivation of hydrody-
namics from the Boltzmann equation, where the thermal equilibrium solution is the boosted
black brane [4]. The limit of non-relativistic macroscopic motions in CFT hydrodynamics
leads to the non-relativistic incompressible Navier-Stokes (NS) equations [5, 6], and the dual
gravitational description is found by taking the non-relativistic limit of the geometry dual
to the relativistic CFT hydrodynamics [6].
In [7] the membrane paradigm formalism [8–10] and an expansion in powers of the Knud-
sen number lcor/L have been used to show that the dynamics of a membrane defined by the
event horizon of a black brane in asymptotically AdS space-time is described by the incom-
pressible Navier-Stokes equations of non-relativistic fluids. This has been generalized in [11]
to the relativistic CFT hydrodynamics case. The starting point in the membrane paradigm
framework is an equilibrium (d+ 2)-dimensional solution containing a timelike Killing vec-
tor field and a stationary (d + 1)-dimensional causal horizon. This solution is associated
with a thermal state at uniform temperature. When a hydrodynamic limit exists, we can
expand the general inhomogeneous black brane in the neighborhood of the causal horizon
in powers of lcor/L, assuming that there is no singularity at the horizon. For a black brane
in asymptotically AdS, the set of Einstein equations projected into the horizon surface at
lowest orders in lcor/L is equivalent to the (d+1)-dimensional relativistic CFT Navier-Stokes
equations. The membrane paradigm has previously been used as a tool for calculating trans-
port coefficients [12–17]. The RG flow relation between the horizon coefficients and those of
the boundary gauge theory have been recently discussed in [18].
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It has been recently revealed that the hydrodynamics description exhibits an interesting
effect when a global abelian symmetry current of the microscopic theory is anomalous.
This has been first discovered in the context of the fluid/gravity correspondence [19, 20].
The Chern-Simons term in the gravity action, which corresponds to having an anomalous
global abelian symmetry current in the dual gauge theory, has been shown to modify the
hydrodynamic current by a term proportional to the vorticity of the fluid. At first sight the
additional vorticity term seemed in contradiction with the second law of thermodynamics
[21]. This, however, has been resolved by a redefinition of the entropy current in [22].
Experimental signals of the vorticity term from heavy ion collisions have been proposed in
[23, 24].
In this paper will analyze the dynamics of a four-dimensional null hypersurface in a five-
dimensional bulk spacetime with Einstein-Yang-Mills fields. In an appropriate ansatz, the
projection of the field equations onto the hypersurface takes the form of conservation laws
for relativistic hydrodynamics with global non-abelian charges. A Chern-Simons term in
the bulk action corresponds to anomalies in the global charges, with a vorticity term arising
in the hydrodynamics. We will derive the entropy current and obtain unique expressions
for some of the leading-order transport coefficients (in the abelian case, all of them) for
arbitrary equations of state. As a special case and a concrete example, we will consider the
event horizon of a boosted Einstein-Yang-Mills black brane in an asymptotically Anti-de-
Sitter spacetime. The evolution equations in that case describe the hydrodynamic limit of
a conformal field theory with anomalous global non-abelian charges on the Anti-de-Sitter
boundary.
We work perturbatively in the derivative/Knudsen number expansion, and write the
equations to second order; equivalently, we consider the hydrodynamic currents and stress
tensor to the first viscous order. We place all 4d fields on the null hypersurface, without
explicit reference to the bulk spacetime or its boundary. When an AdS asymptotics is
used for the unperturbed homogeneous brane solution, it provides the equation of state for
the thermal system. Without solving the radial equations, we consider the most general
inhomogeneous corrections to the horizon projections of the bulk fields. These corrections
are then constrained by the requirement that the 4d constraint equations take the form
of conservation laws. In the abelian case, the constitutive relations are obtained from this
procedure in a unique closed form. For non-abelian charges, some of the terms are similarly
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obtained in closed form, with part of the conductivity matrix remaining ambiguous.
The null surface formalism introduced here improves on the methods developed in [11]
by utilizing an intrinsic covariant divergence on the horizon. Our geometrical calculation
is performed with the horizon’s null normal as the basic vector variable. In viscous hydro-
dynamics, this corresponds to the “frame” where the entropy velocity is the basic variable;
however, the results are readily translated into the more standard Landau frame, which uses
the energy velocity.
The horizon dynamics equations define the viscous hydrodynamics of a relativistic CFT
with non-abelian conserved currents and generalizes the known cases with conserved abelian
currents. In the presence of a non-abelian Chern-Simons term, the horizon dynamics gives
the hydrodynamics equations in the presence of anomalous non-abelian global symmetries.
The result generalizes the hydrodynamics equations of field theories with triangle anomalies
of abelian currents, discussed above.
The thermodynamics of the AdS black brane is described by the equation of state
ǫ(s, na) =
3
π
(s
2
)4/3(
1 +
π2nan
a
3s2
)
, (I.1)
where ǫ, s and na are the energy, entropy and charge densities, respectively. The temperature
T , chemical potentials µa and pressure p are derived from the equation of state through the
usual thermodynamic identities.
In the present calculation, we will make no use of the particular equation of state (I.1).
Instead, we study a generalized ansatz for the horizon fields, corresponding to an arbitrary
equation of state. Thus, in addition to the concrete case of the AdS black brane, we study
more generally the structure of hydrodynamic systems which can be encoded holographically
on a null hypersurface with Einstein-Yang-Mills fields and an Einstein-Yang-Mills-Chern-
Simons action. In particular, do not use the conformal symmetry of the AdS asymptotics
and of eq. (I.1).
We now proceed to a summary of the results, expressed in the Landau frame. For the
viscous stress-energy density, we find the familiar expression
T µν =
√
−h
(
p(hµν + 4uµuν)− s
2π
πµν
)
, (I.2)
where uµ is the energy 4-velocity, and hµν is the 4d background metric for the hydrodynamics.
Our formalism is such that a curved hµν can be allowed for with no additional complications.
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πµν is the shear tensor, defined as
πµν = P
ρ
µP
σ
ν D(ρuσ) −
1
3
PµνDρu
ρ, (I.3)
where Pµν ≡ hµν+uµuν is the projector orthogonal to uµ, and Dµ is the covariant derivative
with respect to hµν . Eq. (I.2) implies the celebrated value η =
s
4π
for the shear viscosity,
and a vanishing bulk viscosity ζ = 0.
For the (non-abelian) charge currents, we obtain the expression
Jµa =
√
−h
(
nau
µ − T
(
s1/3
24/3π
(
Zab −
2µ(anb)
ǫ+ p
+
µcµ
cnanb
(ǫ+ p)2
)
+ σ⊥ab
)
P µνDν
µb
T
)
− 2
π
(
βabcµ
bµc − 2naβbcdµ
bµcµd
3(ǫ+ p)
)
ωµ,
(I.4)
where ωµ = 1
2
ǫµνρσuν∂ρuσ is the fluid’s vorticity, βabc are the Chern-Simons/anomaly coeffi-
cients, and Zab is the projector onto the charge subalgebra Z(n) which commutes with the
local charge density na. The distinctively non-abelian contribution is concentrated in the
coefficient matrix σ⊥ab, whose indices lie in the orthogonal complement Z
⊥(n) of Z(n). Its
symmetric part σ⊥(ab) is positive semi-definite, as required by the second law of thermody-
namics. Other than that, our method places no restriction on the function σ⊥ab(s, n
c). The
constitutive relation (I.4) reduces to the known results [19, 20] in the abelian case, where we
substitute Zab = δab and σ
⊥
ab = 0. The abelian case is also reproduced in the limit of small
charges or weak couplings, as we will see in section VI.
We will find that the undetermined part σ⊥ab of the conductivity matrix depends on the
inhomogeneous corrections to the bulk gauge potential. In the AdS/CFT context, these are
fixed by the radial part of the field equations together with the condition:
lim
r→∞
Aaµ = 0 . (I.5)
On the event horizon of the AdS black brane, the resulting corrections to Aaµ are given
by some functional of the hydrodynamic fields. Without solving the radial equations, we
cannot know the details of this functional. Outside the AdS context, our result is simply
that the transport coefficient σ⊥ab can be arbitrary in Einstein-Yang-Mills-Chern-Simons hy-
drodynamic systems (and at leading order, it is the only arbitrary transport coefficient). In
the AdS/CFT case, we obtain algebraic relations between the corrections to the non-abelian
gauge potential Aaµ on the horizon and the conserved current J
µ
a . This current is given on
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the other hand by the AdS/CFT prescription as:
Jaµ = −
1
2π
lim
r→∞
r2Aaµ . (I.6)
Thus, we obtain algebraic relations between the corrections to the gauge potential on the
horizon and on the boundary. We verified these relations numerically against the bulk
first-order calculation for the SU(2) case carried out in [26].
Finally, our result for the entropy current reads:
sµ =
√
−h
(
suµ +
s4/3T
24/3π(ǫ+ p)
(
µa − µbµ
bna
ǫ+ p
)
P µνDν
µa
T
)
+
4sβabcµ
aµbµc
3π(ǫ+ p)
ωµ . (I.7)
This result generalizes the entropy current derived previously on the gravity side of
AdS/CFT using properties of the uncharged black brane solution [25].
The focusing equation of the null horizon requires the divergence of this entropy current
to be non-negative, which translates into an entropy production rate:
∂µs
µ =
1
4
∂µS
µ =
√
−h
(
TσabP
µνDµ
µa
T
Dν
µb
T
+
s
2πT
πµνπ
µν
)
. (I.8)
The Chern-Simons/anomaly terms in (I.4) and (I.7) reproduce the results of the general
thermodynamic argument in [22], which was in turn motivated by the specific results from the
AdS black brane. As mentioned above, our calculation yields these results for an arbitrary
equation of state. Furthermore, we generalize the work in [22] by considering hydrodynamics
with non-abelian as well as abelian charges.
The paper is organized as follows. In section II we present the geometrical framework,
we define the fields and field equations in the 5d bulk and their projections onto the event
horizon. Section III describes the homogeneous (thermodynamic) black brane solution from
which we begin and its various parameters, and outlines our approach to the inhomogeneous
brane. In section IV, we derive the leading-order (ideal) hydrodynamic equations. The prin-
cipal weight of the paper lies in section V, where the second-order (viscous) hydrodynamic
equations are derived. In section VI, we discuss the results. In appendix A, we provide a
summary of the notation used in the paper.
II. THE GEOMETRICAL FRAMEWORK
We consider the Einstein-Yang-Mills fields: the metric gAB and the gauge potential A
a
A for
a gauge group G. These fields live in a 5d spacetime with a null horizon H. We consider the
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relevant restrictions of the fields into the 4d geometry of the horizon, and develop the general
formalism which will be applied to the hydrodynamic ansatz in the following sections.
A. Horizon geometry
In the bulk spacetime, we choose coordinates of the form xA = (r, xµ). The xµ coordi-
natize the horizon H; r is a transverse coordinate, with r = 0 on H. ∂Ar is a null covector
tangent to the H. When raised with the metric, it gives a vector field ℓA = gAB∂Br which is
both normal and tangent to H, and tangent to its null generators. In components, we have
ℓA = (0, ℓµ). These choices fix the following components of the inverse bulk metric on H:
grr = 0; grµ = ℓµ . (II.1)
The pullback of gAB into H is the degenerate horizon metric γµν . Its null directions are
the generating light-rays of H, i.e. γµνℓν = 0. The Lie derivative of γµν along ℓµ gives us
the shear/expansion tensor, or “second fundamental form”:
θµν ≡ 1
2
Lℓ γµν , (II.2)
which has the properties:
θµν = θνµ; ℓ
µθµν = 0 . (II.3)
We can write a decomposition of θµν into a shear tensor σ
(H)
µν and an expansion coefficient θ:
θµν = σ
(H)
µν +
1
3
θγµν . (II.4)
An equivalent condition which we found useful in practice is
θ = λ(G−1)µνθµν , (II.5)
where (G−1)µν is the inverse of any matrix Gµν of the form:
Gµν = λγµν − bµbν ; bµℓµ 6= 0 . (II.6)
We introduced the superfluous scalar field λ for later convenience: it will turn out that a
matrix of the form (II.6) coincides at leading order with the metric hµν of the hydrodynamic
dual.
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The expansion coefficient θ is related to the horizon area density current Sµ, which is the
analog of the bulk volume density
√−g. This current is a vector density tangent to the null
generators, with magnitude defined by:
ǫµ0µ1µ2µ3γµ1ν1γµ2ν2γµ3ν3 = S
µ0Sν0ǫν0ν1ν2ν3 . (II.7)
Here, ǫµνρσ is the invariant 4d Levi-Civita density with components ±1, and ǫµνρσ is the
inverse density with components ±1. We have the collinearity relation Sµ = vℓµ, where v
(v ≡ 4s) is a scalar density. Note that unlike ℓµ, the magnitude of Sµ is fixed uniquely by the
horizon metric. In our adapted bulk coordinates, the value of the 4d density v(xµ) equals
that of the 5d density
√−g evaluated at the corresponding horizon point (0, xµ). Finally,
the divergence of the area current Sµ is related to θ by:
vθ = ∂µS
µ . (II.8)
Since γµν is degenerate, one cannot use it to define an intrinsic connection on the null
horizon, as could be done for spacelike or timelike hypersurfaces. The bulk spacetime’s
connection does induce a notion of parallel transport in H, but only along its null generators.
This structure is not fully captured by γµν ; instead, it is encoded by the extrinsic curvature,
or ’Weingarten map’ Θµ
ν , which is the horizon restriction of ∇AℓB:
Θµ
ν = ∇µℓν . (II.9)
For a non-null hypersurface, the extrinsic curvature at a point is independent of the induced
metric. For null hypersurfaces, this is not so. Indeed, lowering an index on Θµ
ν with γµν
(and losing information in the process), we get the shear/expansion tensor θµν :
Θµ
ργρν = θµν . (II.10)
This expresses the compatibility of the parallel transport defined by Θµ
ν with the horizon
metric γµν . Contracting Θµ
ν with ℓµ yields the surface gravity κ, which measures the non-
affinity of ℓµ:
Θµ
νℓµ = κℓν . (II.11)
It follows from (II.10)-(II.11) that given an arbitrary Gµν of the form (II.6), Θµ
ν can be
written as:
Θµ
ν = λθµρ(G
−1)ρν + cµℓ
ν ; cµℓ
µ = κ . (II.12)
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The covector cµ encodes the 4 degrees of freedom in Θµ
ν which are independent of γµν .
In the hydrodynamics, these degrees of freedom roughly correspond to the velocity and
temperature fields.
The parallel transport along null generators defined by Θµ
ν can possess a Ricci-type
curvature, described by a 4d covector density. In bulk terms, this quantity is given by the
projection RµνS
ν of the bulk Ricci tensor RAB; therefore, it is coupled to matter by the
Einstein equation. On the other hand, it is related to Θµ
ν through a null version of the
Gauss-Codazzi equations. We will now describe this relation, and bring it to a convenient
form. Our discussion follows and expands on the formalism of [27].
In their usual form, the Gauss-Codazzi equations involve the divergence of the hypersur-
face’s extrinsic curvature. Our null horizon, however, does not possess an intrinsic connec-
tion, and a covariant divergence of Θµ
ν cannot be defined. The solution is to define a tensor
density constructed out of Θµ
ν in the following manner:
Qµ
ν = v(Θµ
ν − κδνµ), (II.13)
with the properties:
ℓµQµ
ν = 0; Qµ
ργρν = Qν
ργρµ . (II.14)
It turns out that the degenerate metric γµν is sufficient to define the divergence of any
density which satisfies (II.14). We begin by defining a raised-index version of Qµ
ν , which
satisfies:
Qµν = Qνµ; γµρQ
ρν = Qµ
ν . (II.15)
The properties (II.15) do not define Qµν uniquely, but only up to multiples of ℓµℓν ; this will
be good enough for our purpose. The horizon-intrinsic covariant divergence of Qµ
ν can now
be defined as follows:
∇¯νQµν = ∂νQµν − 1
2
Qνρ∂µγνρ . (II.16)
Since the contraction of ∂µγνρ with ℓ
νℓρ is zero1, the potential ambiguity in its contraction
with Qνρ drops out, and we have a well-defined expression. Using this divergence, the null
Gauss-Codazzi equation can be written as:
RµνS
ν = ∇¯νQµν − v∂µθ . (II.17)
1 This follows directly from the identity ∂µ(γνρℓ
νℓρ) = 0
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We found it convenient to use the decomposition (II.12) of Θµ
ν when evaluating eq.
(II.17). The corresponding decomposition of Qµ
ν reads:
Qµ
ν = λvθµρ(G
−1)ρν + (cµS
ν − cρSρδνµ), (II.18)
where each of the two terms separately satisfies eqs. (II.14). We can therefore consider their
covariant divergences separately. Let’s start with the first term. A raised-index version of
λvθµρ(G
−1)ρν satisfying (II.15) can be obtained by simply raising with λ(G−1)µν ; further-
more, eq. (II.3) and the relation (G−1)µνbν ∼ ℓµ allow us to replace ∂µγνρ in (II.16) with
∂µ(λ
−1Gνρ). We get:
∇¯ν
(
λvθµρ(G
−1)ρν
)
= D(G)ν
(
λvθµρ(G
−1)ρν
)
+ vθ∂µ ln
√
λ, (II.19)
where D
(G)
µ is the covariant derivative associated with the “metric” Gµν . The divergence
of the second term in (II.18) is a simpler matter; an object of this type has a covariant
divergence which depends only on Sµ and cµ, with no need for the full γµν :
∇¯ν(cµSν − cρSρδνµ) = cµ∂νSν + 2Sν∂[νcµ] . (II.20)
Summing up, we have:
RµνS
ν = D(G)ν
(
λvθµρ(G
−1)ρν
)
+ vθ∂µ ln
√
λ+ cµ∂νS
ν + 2Sν∂[νcµ] − v∂µθ . (II.21)
The Sµ-component of RµνS
ν can be expressed more directly, as the null focusing equation:
Rµνℓ
µℓν = −ℓµ∂µθ + κθ − 1
3
θ2 − λ2(G−1)µρ(G−1)νσσ(H)µν σ(H)ρσ . (II.22)
Once again, the shear-squared term could be defined more directly using the tangent bundle
modulo displacements along light-rays. The form given here is more convenient for practical
calculations.
B. Yang-Mills
The bulk gauge potential AaA is associated with a field strength F
a
AB = 2∂[AA
a
B] +
fabcA
b
AA
c
B. The structure constants fabc = f[abc] include the coupling strengths of each
simple piece of the gauge group. The gauge group in the 5d spacetime induces a 4d gauge
group on H. The corresponding gauge potential Aaµ is the pullback of the bulk potential
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AaA into H. Likewise, the field strength F aµν = 2∂[µAaν] + fabcAbµAcν associated with Aaµ is the
pullback of F aAB.
Another restriction of F aAB into H with a well-defined 4d meaning is given by SνFaνA.
This quantity is tangent to the horizon. The upper index can therefore be restricted into
the tangent bundle of H, giving a 4d vector density. In our adapted coordinates, it equals
√−gF rµa . Inserting a numerical factor, we define:
jaµ ≡
√−g
4π
F arµ =
v
4π
ℓν(F aνrℓ
µ + F aνρg
ρµ), (II.23)
where we used (II.1) in the second equality. At the ideal-fluid approximation, this will
coincide with the hydrodynamic charge current. The numerical factor is chosen to make the
chemical potential of the fluid agree with the “electric potential” ℓµAaµ on H. Note that jµa
is covariant under 4d gauge transformations on H. The two quantities Aaµ and jµa on the
horizon play a role similar to that of the non-normalizable and normalizable parts of Aaµ on
the AdS boundary. The quantities F aµν and j
µ
a are not independent, and do not span all the
components of F aAB on H. This is a consequence of the null nature of H. Explicitly, we have
the following relation, analogous to (II.10):
γµνj
aν =
1
4π
SνF aνµ . (II.24)
The single degree of freedom in jµa which is independent of F
a
µν corresponds to the hydrody-
namic charge density.
C. Field equations
1. Bulk equations
The bulk fields satisfy the Einstein equation with a cosmological constant and a Yang-
Mills stress tensor:
RAB − ΛgAB = 8πTAB , (II.25)
TAB ≡ 1
4π
(F aACFaB
C − 1
6
F aCDF
CD
a gAB), (II.26)
coupled to the Yang-Mills equation with a Chern-Simons term:
∂B
(√−gFABa )+√−gfabcAbBFABc − βabcǫABCDEF bBCF cDE = 0 , (II.27)
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where ǫABCDE is the invariant 5d Levi-Civita density with components ±1. The Chern-
Simons coefficients βabc = β(abc) can be any gauge-invariant constant tensor. In particular,
they can mix different U(1) and simple pieces of the gauge group G. Examples include:
• Any constant tensor for Abelian G.
• βabc ∼ dabc for G = SU(N), N ≥ 3.
• βabc ∼ δ0(aδd
′
b δ
d′
c) for gauge group G = G ′ × U(1) with G ′ simple, where 0 is the index of
the U(1) generator, and d′ runs over the generators of G ′.
In general, the gauge-invariance of βabc is encoded by the condition:
f edaβdbc + f
ed
bβadc + f
ed
cβabd = 0 . (II.28)
2. Horizon equations
To restrict the Einstein equation (II.25) into H, we contract with Sν and pull back the
remaining index. The result is an equation between 4d covector densities. The ∼ gAB terms
don’t contribute, since gAνS
ν ∼ gABℓB = ∂Ar, and that vanishes under pullback. We get:
RµνS
ν = 8πTµνSν . (II.29)
The LHS can be expressed in terms of lower-derivative geometric quantities on H via the
Gauss-Codazzi equation (II.21). For the RHS, we have, using (II.1) and (II.23):
TµνSν = v
4π
F aµCFaν
Cℓν = F aµνj
ν
a . (II.30)
Substituting into (II.29), we get the Einstein-Gauss-Codazzi equation:
D(G)ν
(
λvθµρ(G
−1)ρν
)
+ vθ∂µ ln
√
λ+ cµ∂νS
ν + 2Sν∂[νcµ] − v∂µθ = 8πF aµνjνa . (II.31)
The contraction of this equation with ℓµ/v can be written more simply using the focusing
equation (II.22). We get:
−ℓµ∂µθ + κθ − 1
3
θ2 − λ2(G−1)µρ(G−1)νσσ(H)µν σ(H)ρσ =
8π
v
ℓµF aµνj
ν
a . (II.32)
The Yang-Mills-Chern-Simons equation (II.27) can be restricted to H by contraction with
ǫAµνρσǫ
µνρσ/24. Dividing further by 4π, we write the resulting equation as:
∂µ(j
aµ + JaµCS) + f
a
bcA
b
µ(j
cµ + JcµCS) +
βabc
2π
ǫµνρσf bdeA
d
µA
e
νF
c
ρσ = 0 , (II.33)
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where jaµ is defined in (II.23), and JaµCS is a Chern-Simons current:
JaµCS = −
βabc
2π
ǫµνρσAbνF
c
ρσ . (II.34)
To derive the Chern-Simons part of (II.33), we used the identity ∂[µF
a
νρ] + f
a
bcA
b
[µF
c
νρ] = 0
and eq. (II.28). At the leading viscous order, JaµCS will play the role of the vorticity term in
the hydrodynamic charge current.
III. THE ADS BLACK BRANE
A. The homogeneous solution
For Anti-de-Sitter asymptotics, we choose a negative cosmological constant Λ = −4 in
(II.25). The field equations (II.25)-(II.27) then admit a family of exact solutions, describing
a charged black brane in equilibrium. The solutions are parameterized by a set of constants:
a 4d symmetric form hµν with Lorentzian signature, a velocity ℓ
µ, a mass parameter m and
a charge parameter qa in the adjoint representation of G. In (radially shifted) Eddington-
Finkelstein coordinates, the solution reads:
gABdx
AdxB = −2ℓµdxµdr + (R + r)2 (Pµν − V (R + r,m, qa)ℓµℓν) dxµdxν , (III.1)
AaAdx
A = −
√
3qa
2(R + r)2
ℓµdx
µ . (III.2)
The 4d indices (µ, ν, . . . ) are implicitly lowered and raised with the boundary metric hµν and
its inverse hµν . We may consider hµν as a flat non-degenerate metric over the x
µ. The velocity
ℓµ is normalized with respect to this metric, so that hµνℓ
µℓν = ℓµℓ
µ = −1. Pµν = hµν + ℓµℓν
is the projector orthogonal to ℓµ with respect to hµν . The function V (r¯, m, q
a) is given by:
V (r¯, m, q) = 1− m
r¯4
+
qaq
a
r¯6
. (III.3)
r¯ = R(m, qa) denotes the largest root of V (r¯, m, q), i.e.:
m = R4
(
1 +
qaq
a
R6
)
. (III.4)
This relation makes (R, qa) more convenient than (m, qa) as basic variables. We will find
that these variables are related to the fluid’s entropy and charge densities.
The solution (III.1)-(III.2) is homogeneous in all but the radial direction. It does not
depend on the gauge structure constants and couplings, or the Chern-Simons coefficients.
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The hypersurface H defined by r = 0 is the brane’s outer event horizon. In accord with
the notation of section IIA, the vector ℓA = (0, ℓµ) is normal to the horizon, and we have
gABℓ
B = ∂Ar on H.
Substitution and direct calculation give us the horizon quantities defined in sections IIA-
IIB:
γ(0)µν = R
2Pµν ; S
(0)µ =
√
−hR3ℓµ; v(0) =
√
−hR3; (III.5)
Θ(0)νµ = −κ(0)ℓµℓν ; κ(0) = R
(
2− qaq
a
R6
)
; (III.6)
A(0)aµ = −
√
3qa
2R2
ℓµ; j
(0)µ
a =
√
3
4π
√
−hqaℓµ . (III.7)
Here and below, all quantities are evaluated on the horizon unless otherwise specified. The
’(0)’ superscripts anticipate the inhomogeneous corrections. To calculate Θ
(0)ν
µ and j
(0)µ
a , we
used the horizon values of the derivatives ∂rgµν and ∂rA
a
µ, respectively. These are the only
r-derivatives we will use throughout the paper; the calculation of inhomogeneous corrections
will focus onH exclusively. In the homogeneous solution (III.1)-(III.2), all partial derivatives
with respect to xµ vanish; also, we have fabcA
(0)b
[µ A
(0)c
ν] = 0. Therefore:
θ(0) = 0; σ(H)(0)µν = 0; F
(0)a
µν = 0; J
(0)aµ
CS = 0 . (III.8)
We’d also like to have a convenient matrix of the form (II.6). Let us choose λ = 1/R2
and bµ = ℓµ, so that:
Gµν ≡ 1
R2
γµν − ℓµℓν . (III.9)
For the solution (III.1)-(III.2), this simply equals hµν :
G(0)µν = hµν . (III.10)
In the decomposition (II.12) of Θµ
ν , we have only the cµ-term, with the value:
c(0)µ = −κ(0)ℓµ . (III.11)
B. Thermodynamic quantities
Our black brane in equilibrium can be viewed as a thermodynamic system living in the
4d metric hµν . The velocity vector ℓ
µ defines the system’s rest frame. Using the Bekenstein-
14
Hawking correspondence between area and entropy, we define an entropy current as:
sµ =
1
4
Sµ =
√
−hsℓµ , (III.12)
where the entropy density s is given by:
s =
v(0)
4
√−h =
1
4
R3 . (III.13)
The temperature is given by the surface gravity:
T =
κ(0)
2π
=
R
2π
(
2− qaq
a
R6
)
. (III.14)
The energy density can now be derived as:
ǫ =
∫ s
0
Tds′ =
3R4
16π
(
1 +
qaq
a
R6
)
=
3m
16π
. (III.15)
In equilibrium, we identify jµa with the system’s charge current J
µ
a . This will be justified
by a conservation law in section IVB. The charge density is then given by:
na =
√
3qa
4π
, (III.16)
so that:
J (0)µa = j
(0)µ
a =
√
−hnaℓµ . (III.17)
The chemical potential and pressure can then be derived as:
µa =
(
∂ǫ
∂na
)
s
=
√
3qa
2R2
= ℓµA(0)aµ
∣∣
H
, (III.18)
p = Ts+ µan
a − ǫ = R
4
16π
(
1 +
qaq
a
R6
)
=
m
16π
. (III.19)
Finally, we define the system’s stress-energy density as:
T (0)νµ =
√
−h(pP νµ + ǫℓµℓν) =
√
−h (pδνµ + (ǫ+ p)ℓµℓν) . (III.20)
Once the parameters (R, qa) are eliminated, our knowledge about the brane’s thermody-
namics is fully described by the equation of state:
ǫ(s, na) =
3
π
(s
2
)4/3(
1 +
π2nan
a
3s2
)
, (III.21)
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which can be derived from (III.13), (III.15) and (III.16). This equation of state is conformally
covariant, which is also evident from the tracelessness relation ǫ = 3p.
Using the thermodynamic variables, the horizon quantities from the previous subsection
can be rewritten as:
γ(0)µν = (4s)
2/3Pµν ; c
(0)
µ = −2πTℓµ; (III.22)
A(0)aµ = −µaℓµ; j(0)µa =
√
−hnaℓµ , (III.23)
where cµ is again defined using the auxiliary matrix:
Gµν =
1
(4s)2/3
γµν − ℓµℓν (λ = 1
(4s)2/3
; bµ = ℓµ) , (III.24)
with G
(0)
µν = hµν . The other quantities can be derived directly from (III.22):
S(0)µ = 4
√
−hsℓµ; v(0) = 4
√
−hs; (III.25)
Θ(0)νµ = −2πTℓµℓν ; κ(0) = 2πT . (III.26)
In the following, we will use the ansatz (III.22)-(III.23) directly, with no reference to the
specific equation of state (III.21), or to conformal invariance. We only demand T and µa to
be the derivatives of some energy function ǫ(s, na) with respect to s and na, respectively.
C. Inhomogeneous solution: outline of the calculation
Consider again the configuration (III.1)-(III.2), but with (hµν , ℓ
µ, R, qa) slowly varying
functions of xµ rather than constants. We will interpret this xµ-dependence by treating
(hµν , ℓ
µ, R, qa) (or (hµν , ℓ
µ, s, na)) as fields on the brane’s horizon H. Various quantities
and equations can be expanded order by order in powers of the small ∂µ derivatives (note,
however, that ∂r derivatives are not small). We use the symbolic small parameter ε to count
these powers. We will refer to the power of ε involved as the “order” of a quantity or an
equation.
In general, (III.1)-(III.2) with xµ-dependent parameters will not be a solution of the field
equations. However, for certain 4d configurations of (hµν , ℓ
µ, s, na), it will approximate a
solution. This has been shown for trivial, U(1) and SU(2) gauge groups, and we assume
this to be the case for general gauge groups as well. The horizon fields of the exact solution
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are given by functionals of (hµν , ℓ
µ, s, na), for which eqs. (III.22)-(III.23) provide the zeroth-
order terms.
The constraints on the 4d fields (hµν , ℓ
µ, s, na) arise from the horizon projections (II.31),
(II.33) of the Einstein and Yang-Mills equations. We will begin by writing the first-order
constraints for the ansatz (III.22)-(III.23) (ideal equations), followed by the second-order
constraints using the most general corrections to (III.22)-(III.23) (viscous equations). We
require the constraint equations to take the form of conservation laws with respect to the
metric hµν . For the ideal equations, this requirement is automatically satisfied; however, at
the viscous order, it restricts the possible corrections to the ansatz (III.22)-(III.23). The
equations then describe the dynamics of a 4d fluid living in the metric hµν , with configuration
(ℓµ, s, na). The null normal ℓµ corresponds to the fluid’s entropy velocity (since Sµ ∼ ℓµ
is the area current). Most of the remaining freedom in the corrections to (III.22)-(III.23)
has no effect on the hydrodynamic transport coefficients. The corrections to Aaµ are the
exception, since they affect the non-abelian parts of the conductivity. Thus, we obtain a
substantial part of the transport coefficients in a unique closed form.
Our analysis will take place on the event horizon H of the exact inhomogeneous solution.
In the configuration (III.1)-(III.2) with inhomogeneous (hµν , ℓ
µ, s, na), the hypersurface r = 0
is null, and doesn’t intersect the singularity. It is therefore an event horizon for the zeroth-
order solution, and a zeroth-order approximation for the horizon of the corresponding exact
solution. For the corrected solution, we will still use coordinates so that r = 0 and grA = ℓA
on H.
Alternatively, our calculation can be viewed from a more general perspective, as an
analysis of the evolution equations of a null hypersurface in a hydrodynamic ansatz. The
equations for the AdS black brane are then obtained as a special case.
IV. IDEAL HYDRODYNAMICS
A. Charge tensors constructed from na
The hydrodynamic charge density na defines a distinguished generator in the gauge al-
gebra. Before we proceed with the ideal hydrodynamic equations, we pause to analyze the
simplest charge tensors that can be built from na in a G-covariant manner. These are given
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by various products of na with the gauge group’s constant invariant tensors, such as fabc
and δab. A reader interested only in the abelian case may skip to section IVB.
1. Scalars
There are rankG functionally independent charge scalars which can be constructed from
na. They are obtained by saturating the indices of totally-symmetric constant invariant
G-tensors with factors of na. We denote a full set of such independent scalars by Ni, where
the index i runs from 1 to rankG. The values of Ni determine na up to gauge rotations. In
the abelian case, the components of na are themselves a full set of invariant scalars.
2. Vectors
There are rankG linearly independent charge vectors which can be constructed from na.
As a basis for these vectors, we may use (Ni)
a = ∂Ni/∂na. Because they are constructed
from na and constant invariant tensors, the (Ni)
a all commute with na and with each other
under the gauge algebra. For non-singular values of na, the (Ni)
a form a basis for the
centralizer Z(n) of na, i.e. the subspace of the gauge algebra which commutes with na.
3. Matrices
One type of charge matrix which can be built out of na is the external product (Ni)
a(Nj)
b
of two vectors. For generic values of na, such matrices span the entire matrix space over
Z(n). In particular, their linear combination gives the projector Zab onto Z(n) with respect
to the Killing metric (for an abelian gauge group we define Zab = δab, and similarly for
abelian pieces of a semi-simple group).
There are also charge matrices which do not lie in Z(n), and are not reducible into
products of covariantly constructed vectors. To clarify the structure of such matrices Mab,
note that for any vector (Ni)
b, the expression Mab(Ni)
b is a charge vector constructed from
na. Therefore, Mab(Ni)
b lies in Z(n). It follows that for generic values of na, the matrix Mab
can be expressed in block-diagonal form:
Mab =M
||
ab +M
⊥
ab , (IV.1)
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where both indices of M
||
ab and M
⊥
ab lie respectively in Z(n) and Z
⊥(n), the orthogonal
complement of Z(n). The projector Z⊥ab = δab−Zab onto Z⊥(n) is an example of a M⊥ab-type
matrix. Another trivial example is fabcn
c.
The matrix Mab is constructed only from n
a and invariant constant tensors; therefore, it
must be invariant under rotations generated by na. The corresponding infinitesimal state-
ment is:
fadcn
cMdb + fbdcn
cMad = 0 ⇒ fadcncMdb −Madfdbcnc = 0 . (IV.2)
In other words, Mab commutes with fabcn
c in the matrix sense. For the M
||
ab-piece, this is
trivial. For the M⊥ab-piece, the commutation implies that it must be a matrix polynomial in
fabcn
c. This is because for generic na, the matrix fabcn
c has distinct eigenvalues over Z⊥(n),
since are no multiplicities in the nontrivial roots of compact simple Lie groups. But if any
M⊥ab-type matrix is a polynomial in fabcn
c, then these matrices all commute with each other.
Since they also commute with all M
||
ab-type matrices, we have:
Proposition IV.1. All matrices constructed from na with indices in Z⊥(n) commute with
all other matrices constructed from na
B. Current conservation
At first order, the restricted Yang-Mills equation (II.33) can be written as:
∂µj
(0)µ
a + fabc(A
(0)b
µ j
(1)cµ − j(0)bµA(1)cµ ) = O(ε2), (IV.3)
where “(1)” superscripts indicate first-order corrections to the zeroth-order expressions
(III.23).
1. Abelian case
For abelian G, the fabc-terms in (IV.3) vanish, and we immediately get the ideal current
conservation equation:
∂µj
(0)µ
a = O(ε
2). (IV.4)
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We can now substitute the partial derivative with Dµ, the covariant derivative with respect
to hµν . Plugging in the zeroth-order value from section (III B) and dividing by
√−h, the
equation becomes:
Dna + naDµℓ
µ = O(ε2), (IV.5)
where D ≡ ℓµDµ is the directional derivative along ℓµ, and Dµℓµ = P µνDµℓν is the fluid’s
expansion rate. Eq. (IV.4) justifies our interpretation (III.17) of j
(0)µ
a as the zeroth-order
conserved charge current J
(0)µ
a .
2. Non-abelian case
For a non-abelian charge group, the same ideal conservation law is obtained. First, let
us expand the fabc-terms in (IV.3) as:
fabc(A
(0)b
µ j
(1)cµ − j(0)bµA(1)cµ ) = −fabc(µbℓµj(1)cµ + nbℓµA(1)cµ ). (IV.6)
Let us contract this with a charge vector (Ni)
a which commutes with na. The second term
in (IV.6) vanishes immediately. As for the first term, note that µa is a G-covariant function
of na and the scalar s. It is therefore in the centralizer Z(n) of na, and commutes with
(Ni)
a. We conclude that contraction with (Ni)
a annihilates both terms in (IV.6). Since the
vectors (Ni)
a span Z(n), we may now write the Z(n)-projection of (IV.3) as:
Zab∂µj
(0)µ
b = O(ε
2) (IV.7)
⇒ ZabDnb + naDµℓµ = O(ε2). (IV.8)
Now consider the Z⊥(n)-projection of (IV.3). It describes the vanishing of a first-order
geometric scalar with a (dimG − rankG)-component charge index in Z⊥(n). Now, the only
independent quantity of this type which can be constructed from (hµν , ℓ
µ, s, na) is Z⊥abDn
b.
Thus, unless the corrections A
(1)a
µ and j
(1)µ
a are such that eq. (IV.3) becomes degenerate, it
necessarily implies:
Z⊥abDn
b = O(ε2). (IV.9)
Conversely, suppose that non-degenerate first-order hydrodynamic equations exist (whether
or not they are fully captured by the horizon equations (II.31), (II.33)). The preceding
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discussion shows that these equations must contain eq. (IV.9). But then, that relation itself
implies that the fabc-terms in (IV.3) must vanish. Indeed, fabcµ
bℓµj
(1)cµ and fabcn
bℓµA
(1)c
µ are
first-order scalars in Z⊥(n); if eq. (IV.9) holds, then these quantities vanish at first order.
We conclude that the projected Yang-Mills equation (IV.3) takes the form of the conser-
vation law (IV.4)-(IV.5) in the non-abelian case as well.
C. Gauss-Codazzi equations and energy-momentum conservation
The Gauss-Codazzi equation (II.31) reads at first order:
c(0)µ ∂νS
(0)ν + 2S(0)ν∂[νc
(0)
µ] = 16πj
(0)ν
a ∂[µA
(0)a
ν] +O(ε
2). (IV.10)
Plugging in the zeroth-order values from section IIIB and substituting ∂µ with Dµ, the
equation becomes:
−8π
√
−h (Dν(Tsℓµℓν) + sDµT )
= 8π
√
−h (Dν(µanaℓµℓν) + naDµµa − µaℓµDν(naℓµ)) +O(ε2).
(IV.11)
In the last term on the RHS, we recognize the current divergence ∂νj
(0)ν
a . Using the ther-
modynamic identities ǫ+ p = Ts+ µan
a and dp = sdT + nadµa, we rearrange the equation
to get:
−8πDνT (0)νµ = −8πµaℓµDνj(0)νa +O(ε2), (IV.12)
where T
(0)ν
µ is the stress-energy density defined in (III.20). Using eq. (IV.4) and dividing
by −8π, we get an equation of hydrodynamic stress-energy conservation:
DνT
(0)ν
µ = O(ε
2). (IV.13)
Together with the current conservation law (IV.4), we now have a complete set of equations
for ideal charged hydrodynamics. Note that these equations are independent of the structure
constants fabc and the Chern-Simons coefficients βabc; these represent interactions between
adjacent regions of the brane/fluid, which will come into play only at the next order.
In components, eq. (IV.13) reads:
Dǫ+ (ǫ+ p)Dµℓ
µ = O(ε2), (IV.14)
(ǫ+ p)Dℓµ + P µνDνp = O(ε
2). (IV.15)
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A convenient rewriting of eqs. (IV.5) and (IV.14) is:
Ds = −sDµℓµ +O(ε2), (IV.16)
D
na
s
= O(ε2). (IV.17)
Eq. (IV.16) expresses the conservation of entropy in the evolution of an ideal fluid:
∂µs
(0)µ = O(ε2). (IV.18)
It can be derived more directly from the focusing equation (II.32), which reads at first order:
κθ = O(ε2) ⇒ 1
v
∂µS
µ = θ = O(ε2). (IV.19)
This tells us that in the ideal approximation, the brane evolves in an area-preserving manner.
V. FIRST-ORDER CORRECTIONS AND VISCOUS HYDRODYNAMICS
A. Classification of first-order quantities
We pause to consider the possible first-order quantities which can be constructed out
of (hµν , ℓ
µ, s, na). Some quantities are first-order for generic configurations, but become
restricted to O(ε2) by the ideal constraint equations; here we discuss quantities which remain
first-order after the ideal equations are imposed.
1. Scalars
Eqs. (IV.16)-(IV.17) imply thatDµℓ
µ is the only independent first-order geometric scalar.
Other commonly encountered geometric scalars have the form Df , where f is some function
of state (which may carry unspecified charge indices). Using (IV.16)-(IV.17), such quantities
can be related to Dµℓ
µ as:
Df = −s
(
∂f
∂s
)
n/s
Dµℓ
µ +O(ε2). (V.1)
In particular, all first-order scalars with a single charge index have the form faDµℓ
µ, where
fa is a charge vector constructed from (s, na). As a result, the charge index of such quantities
necessarily lies in Z(n).
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2. Vectors
Let us list the possible first-order vectors transverse to ℓµ. First, we have the acceleration
Dℓµ and the transverse gradients P µν∂νf of thermodynamic functions f (with possible charge
indices). This list is redundant, since eq. (IV.15) relates Dℓµ to P µν∂νp. Also, eq. (IV.17)
implies that ∂µ(n
a/s) is already transverse, with no need for a projector. Thus, a general
transverse gradient can be written as:
P νµ∂νf =
(
∂f
∂s
)
n/s
P νµ∂νs+ s
(
∂f
∂na
)
s
∂µ
na
s
. (V.2)
Once axial quantities are allowed, we also have the vorticity vector density:
ωµ ≡ 1
2
ǫµνρσℓν∂ρℓσ =
1
2
ǫµνρσℓνωρσ , (V.3)
where ωµν is the vorticity tensor defined in (V.6). Finally, we can get a first-order vector
along ℓµ by multiplying it with a first-order scalar.
We conclude that the most general first-order vector has the form:
V (1)µ = V˜ ℓµDνℓ
ν + V Dµs+ VaD
µn
a
s
+
V ′√−hω
µ , (V.4)
where the coefficients V˜ , V , Va and V
′ are G-covariant functions of (s, na). To get a charged
first-order vector, one should add charge indices to these coefficients in the obvious manner.
3. Rank-2 tensors
The only first-order traceless rank-2 tensors transverse to ℓµ are the shear tensor πµν and
the vorticity tensor ωµν :
πµν ≡ P ρµP σν D(ρℓσ) −
1
3
PµνDρℓ
ρ , (V.5)
ωµν ≡ P ρµP σν D[ρℓσ] = −3ℓρℓ[ρ∂µℓν] . (V.6)
Other first-order rank-2 tensors can be constructed from the tensor product of ℓµ with
first-order vectors, or of Pµν with first-order scalars.
B. Corrections to the horizon ansatz
Before we write down the second-order constraint equations, we must consider the pos-
sible first-order corrections to the horizon ansatz (III.22)-(III.23). These corrections can be
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restricted by a first-order fixing of variables. We consider (ℓµ, s, na) as the basic variables
in (III.22)-(III.23), with T and µa derived from (s, n
a) through the equation of state. We
fix the direction of the entropy velocity ℓµ and the magnitude of the entropy density s by
requiring that eq. (III.25) remains without corrections, i.e.:
S(1)µ = 0; v(1) = 0 . (V.7)
Due to this condition, the correction to γµν must be transverse to ℓ
µ and traceless with
respect to hµν . We will find that the precise form of γ
(1)
µν is otherwise irrelevant to the
constraint equations. For completeness, we note that this correction must take the form:
γ(1)µν = απµν , (V.8)
with α some function of (s, na).
Let us now turn to the γµν-independent components cµ of the extrinsic curvature. For
the definition of cµ, we still use the auxiliary matrix (III.24). The most general correction
to cµ reads:
c(1)µ = c˜ℓµDνℓ
ν + cDµs+ caDµ
na
s
+
c′√−hωµ , (V.9)
where c˜, c, ca and c
′ are some functions of (s, na). The requirement for the constraint
equations to take the form of conservation laws will place restrictions on these functions.
Otherwise, they will have no impact on the hydrodynamic transport coefficients.
We fix the meaning of the charge density na by requiring the relation ℓµj
µ
a = −
√−hna
to hold without corrections:
ℓµj
(1)µ
a = 0 . (V.10)
As we will see, this condition fixes na as the longitudinal component −ℓµJµa /
√−h of the
conserved hydrodynamic charge current. As implied by (II.24), all the remaining first-order
corrections to jµa are determined by the horizon gauge field A
a
µ. The general correction to
Aaµ takes the form:
A(1)aµ = A˜aℓµDνℓ
ν + AaDµs+ AabDµ
nb
s
+
A′a√−hωµ , (V.11)
where A˜a, Aa, Aab and A
′
a are some functions of (s, n
a). Again, the requirement for a
conservation-law form of the equations places restrictions on the form of these functions. In
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the abelian case, they otherwise have no impact on the resulting transport coefficients. In the
non-abelian case, however, the Z⊥(n)-components of Aab play a crucial role in determining
the Z⊥(n)-piece of the conductivity matrix.
C. Current conservation
In this subsection, we analyze the second-order terms in the projected Yang-Mills equation
(II.33). The abelian case is simpler, and we will consider it first.
1. Abelian case
When fabc = 0, the horizon’s intrinsic field strength F
a
µν can be written as:
F aµν = 2∂[µA
(0)a
ν] +O(ε
2) = 2D[ν(µ
aℓµ]) +O(ε
2). (V.12)
To find j
(1)µ
a , we write down the first-order terms of eq. (II.24):
γ(1)µν j
(0)aν + γ(0)µν j
(1)aν =
1
4π
S(0)νF (1)aνµ . (V.13)
The first term vanishes due to γ
(1)
µν ℓν = 0. The other terms evaluate as:
(4s)2/3Pµνj
(1)ν
a = −
√−hs
π
(P νµDνµa + µaDℓµ). (V.14)
Together with eq. (V.10), this gives:
j(1)µa = −
√−hs1/3
24/3π
(P νµDνµa + µaDℓµ). (V.15)
From equation (IV.15) and the identity dp = sdT + nadµa, we derive an identity of ideal
hydrodynamics:
P νµDνµa + µaDℓµ = T
(
δba −
µan
b
ǫ+ p
)
P νµDν
µb
T
+O(ε2), (V.16)
which enables us to rewrite (V.15) as:
j(1)µa = −
√
−hT σ¯abP νµDν
µb
T
, (V.17)
σ¯ab ≡ s
1/3
24/3π
(
δab − µanb
ǫ+ p
)
. (V.18)
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For the Chern-Simons current (II.34), we have:
J
(1)aµ
CS = −
βabc
π
ǫµνρσA(0)bν ∂ρA
(0)c
σ = −
2
π
βabcµ
bµcωµ . (V.19)
To second order accuracy, the horizon Yang-Mills equation (II.33) now reads:
∂µJ
µ
a = O(ε
3), (V.20)
where the conserved current is given by:
Jaµ = j(0)aµ + j(1)aµ + J
(1)aµ
CS +O(ε
2)
=
√
−h
(
naℓµ − T σ¯abP µνDν µb
T
)
− 2
π
βabcµbµcω
µ +O(ε2). (V.21)
2. Non-abelian case
The non-abelian case requires a more elaborate argument. The first-order field strength
F
(1)a
µν now receives an additional contribution:
2fabcA
(0)b
[µ A
(1)c
ν] = −2fabcµbℓ[µA(1)cν] . (V.22)
The factor of fabcµ
b singles out the Z⊥(n)-components of A
(1)c
ν . Of all the terms in (V.11),
this leaves only the Aab-term; the other coefficients are charge vectors built out of (s, n
a),
and therefore lie in Z(n). Furthermore, we may rewrite the Aab-term as:
AabDµ
nb
s
= A¯abDµµ
b + . . . (V.23)
A¯ab ≡ Aac
s
(
∂nc
∂µb
)
T
, (V.24)
where the ellipses indicate terms consisting of (zeroth-order) charge vectors in Z(n) mul-
tiplied by (first-order) charge scalars. These terms will again be annihilated by fabcµ
b. In
summary, we may write:
Faµν = 2
(
ZabD[ν(µ
bℓµ]) + j
⊥
abℓ[µDν]µ
b
)
+O(ε2), (V.25)
where j⊥ab is the following matrix, whose indices lie in Z
⊥(n):
j⊥ab = Z
⊥
ab − facdµcA¯db . (V.26)
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Analogously to (V.17) in the abelian case, we can now find the first-order correction to jµa
as:
j(1)µa = −
√
−hT
(
σ¯
||
ab +
s1/3
24/3π
j⊥ab
)
P µνDν
µb
T
, (V.27)
where we used j⊥abµ
b = 0 to manipulate the j⊥ab-term, and the matrix σ¯
||
ab with indices in Z(n)
is defined similarly to (V.18):
σ¯
||
ab =
s1/3
24/3π
(
Zab − µanb
ǫ+ p
)
. (V.28)
Turning to the Chern-Simons current (II.34), it’s easy to see that the first-order expression
(V.19) is valid in the non-abelian case as well: there is no contribution from fabc-terms,
because A
(0)a
µ ∼ ℓµ. Examining eq. (V.19), we see that βabcµbµc is a gauge vector covariantly
constructed out of (na, s). It follows that βabcµ
bµc, and therefore J
(1)aµ
CS itself, lie in Z(n).
We are now ready to write down the second-order terms in the LHS of the restricted
Yang-Mills equation (II.33):
∂µ(j
(1)aµ + J
(1)aµ
CS ) + f
a
bc
(
A(1)bµ (j
(1)cµ + J
(1)cµ
CS ) + A
(0)b
µ (j
(2)cµ + J
(2)cµ
CS ) + A
(2)b
µ j
(0)cµ
)
+
βabc
π
ǫµνρσf bdeA
(0)d
µ A
(1)e
ν F
(1)c
ρσ
= ∂µ(j
(1)aµ + J
(1)aµ
CS ) + f
a
bcA
(1)b
µ j
(1)cµ
+ fabcA
(1)b
µ J
(1)cµ
CS − fabcµbℓµ(j(2)cµ + J (2)cµCS ) +
√
−hfabcℓµA(2)bµ nc
+
2
π
βabcµ
cf bdeµdǫ
µνρσℓµA
(1)e
ν ωρσ .
(V.29)
Let us contract (V.29) with a charge vector (Ni)a covariantly constructed from n
a (recall
that such vectors span Z(n)). We find that all the terms in the last two lines vanish:
• In the J (1)cµCS -term, we have fabc(Ni)aJ (1)cµCS = 0, because (Ni)a, J (1)cµCS ∈ Z(n).
• In the (j(2)cµ + J (2)cµCS )-term, we have fabc(Ni)aµb = 0, because (Ni)a, µb ∈ Z(n).
• In the A(2)bµ -term, we have fabc(Ni)anc = 0, because (Ni)a ∈ Z(n).
• In the βabc-term, we have f bdeµd βabc(Ni)aµc = 0, because βabc(Ni)aµc ∈ Z(n), as a
charge vector covariantly constructed from (na, s).
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In the contraction of the fabcA
(1)b
µ j(1)cµ-term with (Ni)a, only the Z
⊥(n)-components of A
(1)b
µ
and j(1)cµ survive. We get:
(Ni)af
a
bcA
(1)b
µ j
(1)cµ = −
√−hs1/3T
24/3π
fabc(Ni)aA¯bdj
⊥
ceP
µνDνµ
dDµ
µe
T
. (V.30)
Generically, fabc(Ni)
c is an invertible matrix over Z⊥(n). We may therefore denote:
j⊥ab = ka
cfcbd(Ni)
d = facd(Ni)
dkcb , (V.31)
where we used the matrix commutation of kab and fabc(Ni)
c (Proposition IV.1). Expression
(V.30) now becomes:
−
√−hs1/3T
24/3π
fabc(Ni)aA¯bdkc
fffeg(Ni)
gP µνDνµ
dDµ
µe
T
= −(Ni)gDµ
(√−hs1/3
24/3π
fabc(Ni)aA¯bdkc
fffegµ
eP µνDνµ
d
)
= −(Ni)gDµ
(√−hs1/3
24/3π
A¯bdj
⊥
bfffegµ
eP µνDνµ
d
)
= −(Ni)gDµ
(√−hs1/3
24/3π
A¯bdfbefµ
ej⊥fgP
µνDνµ
d
)
= (Ni)
gDµ
(√−hs1/3
24/3π
(Z⊥fd − j⊥fd)j⊥fgP µνDνµd
)
= (Ni)
aDµ
(√−hs1/3T
24/3π
(j⊥ba − j⊥caj⊥cb)P µνDν
µb
T
)
.
(V.32)
Thus, the full contraction of (V.29) with (Ni)
a reads:
(Ni)
aDµ
(
−
√
−hT
(
σ¯
||
ab +
s1/3
24/3π
(2j⊥[ab] + j
⊥
caj
⊥
cb)
)
P µνDν
µb
T
+ J
(1)aµ
CS
)
. (V.33)
The j⊥[ab]-term is actually redundant. Indeed, letXab = X[ab] be an antisymmetric matrix with
indices in Z⊥(n). As our spanning set (Ni)a of Z(n), we may choose the derivatives ∂Ni/∂µ
a
of a set of scalar functions of µa. Then (Ni)ab ≡ ∂(Ni)a/∂µb is symmetric2. Furthermore,
according to Proposition IV.1, Xab and (Ni)ab commute as matrices, so their matrix product
is antisymmetric. We then find:
(Ni)
aDµ
(
XabP
µνDν
µb
T
)
= (Ni)
aDµ
(
1
T
XabP
µνDνµ
b
)
= − 1
T
XabP
µνDµ(Ni)
aDνµ
b
= − 1
T
Xab(Ni)
a
cP
µνDµµ
cDνµ
b = 0 ,
(V.34)
2 Since the (Ni)a span Z(n), this symmetry property follows for every charge vector constructed from µ
a
(or na).
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where we used the relations Xabµ
b = Xab(Ni)
b = 0 and the antisymmetry of Xab(Ni)
a
c . We
conclude that the j⊥[ab]-term in (V.33) may be replaced with any other antisymmetric matrix
over Z⊥(n). We can then write (V.33) as:
(Ni)
aDµ
(
−
√
−hT (σ¯||ab + σ⊥ab)P µνDν
µb
T
+ J
(1)aµ
CS
)
, (V.35)
where σ⊥ab is a function of (s, n
a) with indices in Z⊥(q) whose symmetric piece is given by
σ⊥(ab) =
s1/3
24/3π
j⊥caj
⊥
cb , (V.36)
and the antisymmetric piece σ⊥[ab] is otherwise arbitrary. Eq. (V.36) implies that σ
⊥
(ab) is
positive semi-definite. As we will see, this property is related to the second law of thermo-
dynamics.
Since the (Ni)
a span Z(n), we conclude from (V.35) that the Z(n)-projection of the
second-order terms (V.29) is the Z(n)-projection of a divergence. Combining this with the
results of the previous order, we get:
Zab∂µJ
µ
b = Z
ab∂µ(J
(0)µ
b + J
(1)µ
b ) = O(ε
3), (V.37)
where J
(1)µ
a is given by
J (1)µa = −T σ¯abP µνDν
µb
T
− 2
π
βabcµ
bµcωµ +O(ε2) (V.38)
with σ¯ab ≡ σ¯||ab + σ⊥ab.
Let us now return to the full second-order expression (V.29). We see that it depends on
second-order corrections to the horizon ansatz. Specifically, this dependence is contained
in the terms fabc(A
(2)b
µ j(0)cµ + A
(0)b
µ j(2)cµ). At first sight, we may be concerned that this
quantity is sensitive to the second-order fixing of variables. Reassuringly, this isn’t so.
Indeed, consider a second-order redefinition of the hydrodynamic variables (hµν , ℓ
µ, s, na).
A redefinition of variables means that the value of geometric and gauge quantities such
as fabcA
b
µj
cµ must remain unchanged, while their functional dependence on (hµν , ℓ
µ, s, na)
may be altered. In particular, the contribution to fabc(A
(2)b
µ j(0)cµ + A
(0)b
µ j(2)cµ) due to the
redefinition must equal minus the change in the value of fabcA
(0)b
µ j(0)cµ =
√−hfabcµbnc.
But fabcµ
bnc always vanishes regardless of the variable-fixing, since µa is always a covariant
function of (s, na). We conclude that expression (V.29) is insensitive to the second-order
fixing of variables.
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Now, since the matrices fabcn
c and fabcµ
b are invertible over Z⊥(n), we see that appro-
priate choices of A
(2)a
µ and j
(2)µ
a can make the Z⊥(n)-projection of (V.29) equal anything.
In particular, we can make it equal Z⊥ab∂µJ
(1)bµ, with any choice of σ⊥[ab] in (V.38). Then eq.
(V.37) is upgraded into a full conservation law:
∂µJ
µ
a = O(ε
3). (V.39)
Thus, for an arbitrary first-order correction A
(1)a
µ to the gauge potential, there exist ap-
propriate second-order corrections (A
(2)a
µ , j
(2)µ
a ) for which the horizon Yang-Mills equation
takes the form of a conservation law. The first-order correction determines the symmetric
part σ⊥(ab) of the Z
⊥(n)-piece of the conductivity matrix, while the second-order corrections
determine its antisymmetric part σ⊥[ab].
One of the allowed sets of first-order and second-order corrections corresponds to the non-
abelian AdS black brane with vanishing gauge fields at r → ∞. Unfortunately, we cannot
find the relevant corrections on the horizon without solving the radial equations. Thus,
we do not obtain the specific form of σ⊥ab. However, our analysis provides two non-trivial
relations between the gauge fields on the horizon and on the AdS boundary:
• σ⊥(ab) appears in the conserved current (V.38), which should correspond to the boundary
quantity (I.6). On the other hand, σ⊥(ab) is defined in (V.36) in terms of j
⊥
ab, which is
derived from the gauge potential A
(1)a
µ on the horizon. This provides a first-order
relation between horizon and boundary fields. In the simplest non-abelian case G =
SU(2), we can check this relation against the results of the bulk calculation in [26].
In the notation of [26], the first-order relation we find reads:
lim
r→∞
r2g(1) =
√
3
4R
(
1
q2
+ 2f (1) + q2
(
(f (1))2 + q2(g(1))2
))∣∣∣∣
H
, (V.40)
where f (1) and g(1) are the coefficients of the two non-abelian terms in Aaµ, and the RHS
is evaluated at the horizon. This is a scalar equation, because for an SU(2) group, σ⊥(ab)
has a single component ∼ (q2δab − qaqb). Following the numerical prescription of [26]
for solving the radial differential equations, we have calculated f (1)(r) and g(1)(r) for
several values of q2/R6 in the range 0.01−1.7, and found that (V.40) holds within the
numerical accuracy of ∼ 1%. We view this as evidence for the correct identification of
the conserved current (V.38) with the AdS/CFT boundary current (I.6).
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• The condition that the Z⊥(q)-projection of (V.29) should equal Z⊥ab∂µJ (1)bµ provides
another relation, at second order, between horizon fields (A
(1)a
µ , A
(2)a
µ ) and boundary
fields (J
(1)µ
a , with its σ⊥(ab) and σ
⊥
[ab] terms).
D. Gauss-Codazzi equations and energy-momentum conservation
In this subsection, we analyze the second-order Gauss-Codazzi equation. The non-abelian
case doesn’t lead to significant complications, so we will handle it straight away.
The horizon’s first-order shear/expansion tensor can be derived directly from the zeroth-
order metric via (II.2):
θµν =
1
2
Lℓ γ(0)µν +O(ε2) =
1
2
ℓρDργ
(0)
µν + γ
(0)
ρ(µDν)ℓ
ρ +O(ε2)
= (4s)2/3
(
πµν +
1
3s
(Ds+ sDρℓ
ρ)Pµν
)
+O(ε2) = (4s)2/3πµν +O(ε
2).
(V.41)
In the second equality, we wrote the Lie derivative in terms of the connection Dµ. In the
last, we used the ideal equation (IV.16). Decomposing the result with (II.4)-(II.5), we get:
θ(1) = 0; σ(H)(1)µν = (4s)
2/3πµν . (V.42)
The result for θ(1) was already known from the ideal equations.
Let us now evaluate the second-order terms in the Gauss-Codazzi equation (II.31). For
the LHS of (II.31) we get, using our choice λ = 1/(4s)2/3:
D(G)ν
(
v(0)
(4s)2/3
θ(1)µρ (G
−1)ρν
)
+ 2S(0)ν∂[νc
(1)
µ] , (V.43)
where we can use the zeroth-order expression (III.10) for Gµν , substituting (G
−1)ρν with hρν
and D
(G)
ν with Dν . This gives:
Dν
(
v(0)
(4s)2/3
θ(1)νµ
)
+ 2S(0)ν∂[νc
(1)
µ] = Dν
(
4
√
−hsπνµ
)
+ 8
√
−hsℓν∂[νc(1)µ] . (V.44)
We now turn to the RHS of (II.31). At second order, it reads:
8π(F (2)aµν j
(0)ν
a + F
(1)a
µν j
(1)ν
a ). (V.45)
The first term can be expanded as:
8πF (2)aµν j
(0)ν
a = 8π
√
−hnaℓν
(
2∂[µA
(1)a
ν] + f
a
bc(2A
(0)b
[µ A
(2)c
ν] + A
(1)
bµA
(1)
cν )
)
= 16π
√
−hnaℓν∂[µA(1)aν] +O(ε3),
(V.46)
31
where we used the fact that both A
(0)a
µ and the first-order geometric scalar ℓνA
(1)
cν lie in Z(n).
The second term in (V.45) reads:
8πF (1)aµν j
(1)ν
a = −8π
√
−h
(
T σ¯
||
abP
νρDρ
µb
T
(Dν(µ
aℓµ)− µaDµℓν)
+ ℓµσ
⊥
(ab)P
νρDνµ
aDρµ
b
)
,
(V.47)
where we used eqs. (V.25), (V.27), (V.6) and (V.36), and the fact that σ⊥(ab)µ
b = 0.
There is another second-order correction that must be taken into account. At first order,
we brought the Einstein-Gauss-Codazzi equation to the form (IV.12). The RHS of that
equation vanished due to the first-order current conservation. At second order, this is no
longer true. Instead, we have:
−8πµaℓµDνJ (0)νa = −8πµaℓµDν(Jνa − J (1)νa ) +O(ε3)
= −8πµaℓµDνJνa − 8πℓµ
(
µaDν
(√
−hT σ¯||abP νρDρ
µb
T
+
2
π
βabcµ
bµcων
)
−
√
−hσ⊥abP νρDνµaDρµb
)
+O(ε3),
(V.48)
where we used eq. (V.38) and applied the Leibnitz rule on the σ⊥ab-term. We see that the
σ⊥ab-terms in (V.47) and (V.48) cancel each other. The σ¯
||
ab-terms combine to give:
−8πDν
(√
−hTµaσ¯||abℓµP νρDρ
µb
T
)
+ 8π
√
−hTµaσ¯||abDν
µb
T
Dµℓν . (V.49)
We must now use the Leibnitz rule repeatedly to manipulate the second term of (V.49),
keeping the products Tµaσ¯
||
ab and µ
b/T intact. The expression becomes:
− 16πDν
(√
−hTµaσ¯||abℓ(µP ρν)Dρ
µb
T
)
+ 8π
√
−h
(
Dν
(
P νµTµ
aσ¯
||
abD
µb
T
)
−Dµ
b
T
Dµ(Tµ
aσ¯
||
ab) +Dν(Tµ
aσ¯
||
abℓ
ν)Dµ
µb
T
)
.
(V.50)
The first line is the divergence of a symmetric tensor; it can be used as part of a stress-energy
conservation law. The terms in the second line we intend to cancel with other contributions.
For that purpose, we decompose the gradients in the last two terms into combinations of
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∂µs and ∂µ(n
a/s), and use the ideal equation (V.1). The second line then reads:
8π
√
−h
(
Dν
(
P νµTµ
aσ¯
||
abD
µb
T
)
+ Tµaσ¯
||
abDνℓ
ν
(
∂(µb/T )
∂s
)
n/s
Dµs
+ s
(
Dν(Tµ
aσ¯
||
abℓ
ν)
(
∂(µb/T )
∂nc
)
s
−Dµ
b
T
(
∂(Tµaσ¯
||
ab)
∂nc
)
s
)
Dµ
nc
s
)
.
(V.51)
We now turn to the Chern-Simons term in (V.48). To approach it, we will need two
identities concerning the vorticity:
Dµω
µ = 2ωµDℓµ , (V.52)
ωνωνµ = 0 . (V.53)
The first of these is easy to derive from the definition (V.3) and the four-dimensionality of
the horizon. To derive the second, note that ωµν is effectively three-dimensional, as it is
transverse to ℓµ. This implies that ω[µνωρσ] = 0 identically. Eq. (V.53) then follows from
the definition (V.3). Written out more explicitly, (V.53) reads:
ων(Dνℓµ −Dµℓν − ℓµDℓν) = 0 . (V.54)
Using these identities, the index symmetry of β(abc) and the ideal equation (IV.16), we can
expand the Chern-Simons term in (V.48) as:
− 16µaℓµDν(βabcµaµbων)
= −64
3
Dν(βabcµ
aµbµcℓ(µων)) +
64
3
sℓνD[ν
(
ωµ]
βabcµ
aµbµc
s
)
.
(V.55)
The first term will become part of the stress-energy conservation, while the second will be
canceled by other contributions.
It remains to analyze the ℓν∂[νc
(1)
µ] term in (V.44) and the ℓ
ν∂[νA
(1)a
µ] term in (V.46). They
will be used to cancel the non-divergence pieces we picked up in (V.51) and (V.55). First, we
gather both terms on the same side of the Gauss-Codazzi equation by moving the ℓν∂[νA
(1)a
µ]
term to the LHS. We then plug in the expressions (V.9) and (V.11) for c
(1)
µ and A
(1)a
µ , and
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use the ideal equation (V.1) to get:
8
√
−h(sℓν∂[νc(1)µ] + 2πnaℓν∂[νA(1)aµ] )
= 4
√
−h
(
Dν
(
P νµ (sc˜ + 2πn
aA˜a)Dρℓ
ρ
)
− (c˜+ 2πnaA˜a/s)DνℓνDµs
+ s
(
s2
(
∂(c + 2πnbAb/s)
∂na
)
s
− s
(
∂(ca + 2πn
bAba/s)
∂s
)
n/s
− 2π(A˜a + sAa)
)
Dνℓ
νDµ
na
s
)
+ 8sℓνD[ν
(
ωµ](c
′ + 2πnaA′a/s)
)
.
(V.56)
This expression cancels with the non-divergence terms in (V.51) and (V.55) if the coefficients
in (V.9) and (V.11) satisfy:
sc′ + 2πnaA′a =
8
3
βabcµ
aµbµc (V.57)
sc˜+ 2πnaA˜a = −2πsTµaσ¯||ab
(
∂(µb/T )
∂s
)
n/s
(V.58)
s2
(
∂(c + 2πnbAb/s)
∂na
)
s
− s
(
∂(ca + n
bAba/s)
∂s
)
n/s
− 2π(A˜a + sAa)
= 2π

(∂(µb/T )
∂nc
)
s

Tµaσ¯||ab − s
(
∂(Tµaσ¯
||
ab)
∂s
)
n/s

+ s(∂µb/T
∂s
)
n/s
(
∂(Tµaσ¯
||
ab)
∂nc
)
s

 .
(V.59)
These constraints on (c˜, c, ca, c
′, A˜a, Aa, Aab, A
′
a) clearly have non-unique solutions. Further-
more, they place no restriction on the Z⊥(n)-part of Aab, which affects the symmetric
Z⊥(n)-piece σ⊥(ab) of the conductivity matrix.
Finally, we should ask whether the ℓν∂[νc
(1)
µ] and ℓ
ν∂[νA
(1)a
µ] terms can not only cancel
unwanted pieces as described above, but also generate additional contributions with the
form of a symmetric tensor’s divergence. If so, such contributions could be included in the
hydrodynamic stress-energy conservation. The answer, however, turns out to be negative.
On one hand, the ℓν∂[νc
(1)
µ] and ℓ
ν∂[νA
(1)a
µ] terms are necessarily transverse to ℓ
µ. On the
other hand, consider the most general first-order symmetric tensor density:
τµν =
√
−h
(
τ1π
µν +Dρℓ
ρ(τ2P
µν + τ3ℓ
µℓν) + 2τ4ℓ
(µDℓν) + 2τa5 ℓ
(µDν)
na
s
)
+ τ6ℓ
(µων) .
(V.60)
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The divergence of such a quantity is found, using the ideal equations, to have the following
component along ℓµ:
ℓµDντ
ν
µ =
√
−h
(
(τ3 − τ1)πµνπµν − τ3ωµνωµν +
(
s
(
∂τ3
∂s
)
n/s
− 2
3
τ3 − τ2
)
(Dµℓ
µ)2
− (τ3 + τ4)P µνDµDℓν −Dℓµ ((τ3 + 2τ4)Dℓµ +Dµτ4)− τ3R(h)µν ℓµℓν
−Dµna
s
(Dµτa5 + 2τ
a
5Dℓ
µ)− τa5P µνDµDν
na
s
)
− ωµ(Dµτ6 + 3τ6Dℓµ),
(V.61)
where R
(h)
µν is the Ricci tensor associated with the metric hµν . From considering the indepen-
dent terms in (V.61), we see that the whole expression can vanish only if all the coefficients
(τ1, . . . , τ6) vanish. We conclude that there is no symmetric first-order tensor whose diver-
gence is transverse to ℓµ. Thus, one cannot generate the divergence of such a tensor from
ℓν∂[νc
(1)
µ] and ℓ
ν∂[νA
(1)a
µ] by choosing appropriate first-order corrections.
Collecting our results, we have brought the Einstein-Gauss-Codazzi equation to the form:
−8πDν(T (0)νµ + T (1)νµ ) = −8πµaℓµDνJνa +O(ε3), (V.62)
where the first-order stress-energy density T
(1)ν
µ is given by:
T (1)µν = −
√
−h
(
s
2π
πµν + 2Tµbσ¯
||
baℓ
(µP ν)ρDρ
µa
T
)
− 8
3π
βabcµ
aµbµcℓ(µων)
= −
√
−h
(
s
2π
πµν +
s1/3T
21/3π
(
µa − µbµ
bna
ǫ+ p
)
ℓ(µP ν)ρDρ
µa
T
)
− 8
3π
βabcµ
aµbµcℓ(µων) .
(V.63)
Using the current conservation (V.37) and dividing by −8π, eq. (V.62) becomes an energy-
momentum conservation equation:
Dν(T
(0)ν
µ + T
(1)ν
µ ) = O(ε
3). (V.64)
The viscous stress-energy density T
(0)ν
µ + T
(1)ν
µ can be written as:
T µν =
√
−h
(
phµν + (ǫ+ p)uµuν − s
2π
πµν
)
+O(ε2), (V.65)
where we defined the energy velocity uµ = ℓµ+O(ε) as the timelike unit eigenvector of T µν .
Explicitly, uµ is given by:
uµ = ℓµ − Tµ
bσ¯
||
ba
ǫ+ p
P µνDν
µa
T
− 4βabcµ
aµbµc
3π(ǫ+ p)
ωµ +O(ε2)
= ℓµ − s
1/3T
24/3π(ǫ+ p)
(
µa − µbµ
bna
ǫ+ p
)
P µνDν
µa
T
− 4βabcµ
aµbµc
3π(ǫ+ p)
ωµ +O(ε2).
(V.66)
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At the given order, it makes no difference whether πµν and ω
µ are defined in terms of ℓµ or
in terms of uµ. Using uµ rather than ℓµ as the basic velocity variable produces the equations
in the Landau frame. We use (V.38) and (V.66) to write the conserved charge current in
terms of uµ:
Jµa =
√
−h
(
nau
µ − TσabP µνDν µ
b
T
)
− 2
π
(
βabcµ
bµc − 2βbcdµ
bµcµdna
3(ǫ+ p)
)
ωµ +O(ε2), (V.67)
where the conductivity matrix is:
σab = σ
||
ab + σ
⊥
ab , (V.68)
σ
||
ab ≡ σ¯||ab −
naµ
c
ǫ+ p
σ¯
||
cb =
s1/3
24/3π
(
Zca − µcna
ǫ+ p
)(
Zcb −
µcnb
ǫ+ p
)
=
s1/3
24/3π
(
Zab −
2µ(anb)
ǫ+ p
+
µcµ
cnanb
(ǫ+ p)2
)
.
(V.69)
The relation (V.66) between uµ and ℓµ can be rewritten using σ
||
ab:
uµ = ℓµ − µ
bσ
||
ba
s
P µνDν
µa
T
− 4βabcµ
aµbµc
3π(ǫ+ p)
ωµ +O(ε2). (V.70)
Finally, from this we derive the expression for the entropy current in the Landau frame:
sµ =
√
−hsℓµ =
√
−h
(
suµ + µbσ
||
baP
µνDν
µa
T
)
+
4sβabcµ
aµbµc
3π(ǫ+ p)
ωµ
=
√
−h
(
suµ +
s4/3T
24/3π(ǫ+ p)
(
µa − µbµ
bna
ǫ+ p
)
P µνDν
µa
T
)
+
4sβabcµ
aµbµc
3π(ǫ+ p)
ωµ .
(V.71)
E. The focusing equation and dissipative entropy production
It is a standard exercise to derive the second-order entropy production rate ∂µs
µ from
the viscous hydrodynamic equations. Alternatively, it is convenient to derive entropy-related
results from the focusing equation (II.32), which deals directly with the rate of area produc-
tion on the horizon. We will now demonstrate this approach. For the RHS of (II.32), we
have, using (V.47), (V.16), (V.28), and (V.68)-(V.69):
8π
v
ℓµF aµνj
ν
a =
8π
v(0)
ℓµF (1)aµν j
(1)ν
a +O(ε
3)
=
2πT 2
s
(
s1/3
24/3π
(
Zab −
µ(anb)
ǫ+ p
+
µcµ
cnanb
(ǫ+ p)2
)
+ σ⊥ab
)
P µνDµ
µa
T
Dν
µb
T
+O(ε3)
=
2πT 2
s
σabP
µνDµ
µa
T
Dν
µb
T
+O(ε3).
(V.72)
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At second order, the LHS of (II.32) reads:
κ(0)θ − 1
(4s)4/3
σ(H)µν σ
(H)µν = 2πTθ − πµνπµν +O(ε3), (V.73)
where we used our choices G
(0)
µν = hµν and λ = 1/(4s)
2/3, and substituted (V.42) for σ
(H)
µν .
The focusing equation then becomes:
2πTθ − πµνπµν = 2πT
2
s
σabP
µνDµ
µa
T
Dν
µb
T
+O(ε3) (V.74)
⇒ θ = T
s
σabP
µνDµ
µa
T
Dν
µb
T
+
1
2πT
πµνπ
µν +O(ε3). (V.75)
Both pieces of σ(ab) = σ
||
ab + σ
⊥
(ab) are positive semi-definite, as can be seen from (V.69) and
(V.36). As a result, the RHS of (V.75) is non-negative. The rate of area production can be
derived from (V.75) as:
∂µS
µ = vθ = v(0)θ(2) +O(ε3) =
√
−h
(
4TσabP
µνDµ
µa
T
Dν
µb
T
+
2s
πT
πµνπ
µν
)
+O(ε3),
(V.76)
which translates immediately into an entropy production rate:
∂µs
µ =
1
4
∂µS
µ =
√
−h
(
TσabP
µνDµ
µa
T
Dν
µb
T
+
s
2πT
πµνπ
µν
)
+O(ε3). (V.77)
VI. DISCUSSION
In this paper, we’ve analyzed the dynamics of the event horizon of a boosted Einstein-
Yang-Mills black brane. The corresponding equations define the relativistic viscous hydro-
dynamics of conformal field theories with non-abelian conserved currents. We introduced a
non-abelian Chern-Simons term and derived from the horizon dynamics the hydrodynamic
constitutive relations in the presence of anomalous non-abelian global symmetries. The null
nature of the event horizon plays a crucial role in the success of the derivation: the amount of
independent 4d projections of the bulk fields is reduced by the relations (II.10) and (II.24),
which are unique to null hypersurfaces.
As we have seen, the calculation lends itself to a more general context: it may be applied
to the dynamics of various null hypersurfaces with Einstein-Yang-Mills fields, in an ansatz
where the hypersurface’s evolution equations take the form of hydrodynamic conservation
laws. Equations of state other than (III.21) can be used. Presumably, different equations
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of state correspond to different equilibrium bulk solutions, with eq. (III.21) arising in the
special case of the AdS black brane. Once an equation of state is chosen, in the non-abelian
case there is still the freedom to choose the Z⊥(n)-piece of the conductivity σ⊥ab. The value
of σ⊥ab arises from the corrections to the bulk gauge potential A
a
µ. The standard choice in
AdS/CFT arises from the condition (I.5). Given an equilibrium bulk solution, different
inhomogeneous corrections to Aaµ lead to different non-abelian conductivities for the same
equation of state (provided the corrections are such that the projected Yang-Mills equation
can be cast as a conservation law).
On the other hand, we see that Einstein-Yang-Mills fields on a null horizon cannot encode
an arbitrary hydrodynamic system: once the choices discussed above are made, the other
transport coefficients are uniquely determined. Specifically, the shear viscosity, the bulk
viscosity and the Z(n)-piece of the conductivity matrix are fixed by the null hypersurface
equations to specific functions of state, while for a general fluid they may be arbitrary (under
the restriction of positive semi-definiteness).
In addition, we obtained a unique form for the vorticity coefficient in the current (V.38).
According to the argument presented in [22], this coefficient is not arbitrary for a general
fluid, but uniquely determined from the anomaly coefficients of the underlying field theory.
Our calculation produced the exact form for the coefficient prescribed in [22], with anomaly
coefficients given by Cabc = −(2/π)βabc. Furthermore, our result directly generalizes the
result of [22] to the case of non-abelian charges. We intend to expand on this subject in a
separate work. For now, we briefly note that the argument in [22] can be carried through for
non-abelian charges by replacing all spacetime derivatives with gauge-covariant derivatives
with respect to the external fields.
Our non-abelian results reduce to the abelian case in two separate ways. First, we have
the case where the entire charge group is abelian to begin with. Then all charges commute
with each other, and Z⊥(n) is the zero subspace. We therefore substitute Zab = δab and
σ⊥ab = 0 in our formulas, reproducing the known results for the abelian AdS black brane. The
abelian limit should also be obtained for small charges and for weak couplings. Neglecting
the fabc-terms, eq. (V.26) becomes j
⊥
ab = Z
⊥
ab, while in (V.29) only ∂µ(j
(1)aµ+J
(1)aµ
CS ) remains.
Plugging in eq. (V.27), we reproduce the abelian current conservation law (V.15)-(V.21).
The hydrodynamics of the AdS black brane is conformal, due to the conformal structure
of the AdS boundary. We now wish to briefly discuss the subject of conformal symmetry,
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which was not assumed in our derivation. For ideal hydrodynamics to be conformal, all that
is required is a scale-covariant equation of state, i.e.:
ǫ(s, na) = s4/3ǫˆ(na/s). (VI.1)
For the (leading-order) viscous hydrodynamics to be conformal, there are two requirements.
First, the shear viscosity η, the conductivity σab and the coefficient ξa of the vorticity term
in the charge current must likewise be scale-covariant functions:
η = sηˆ(na/s); σab = s
1/3σˆab(n
c/s); ξa = s
2/3ξˆa(n
b/s). (VI.2)
The second requirement is for the bulk viscosity to vanish:
ζ = 0 . (VI.3)
In principle, we can have a system that is conformal in the ideal approximation, but loses
conformal symmetry when the viscous corrections are taken into account. However, our
results in the abelian case show that for the class of fluids described by an Einstein-Maxwell
null horizon, conformal symmetry of the equation of state is sufficient for the viscous dynam-
ics to be conformal as well. Indeed, eq. (VI.3) is satisfied always, while the explicit formulas
for η, σab and ξa guarantee that (VI.1) implies (VI.2). In the non-abelian case, conformal
symmetry at the viscous order does not quite follow from a conformal equation of state,
since σ⊥ab can be arbitrary. This will be the case, however, if the corrections to A
a
µ which
determine σ⊥ab are governed by a conformally invariant condition, such as the condition (I.5)
used in AdS/CFT.
In a previous version of this work, conformal invariance was assumed and used from the
start. One can then use a Weyl-covariant formalism, as described in [28]. The main simpli-
fication in that case is that the cancellations (V.58)-(V.59) (but not (V.57)) are no longer
relevant: the Weyl-covariant equivalents of the corresponding terms vanish automatically,
regardless of their coefficients.
Finally, we would like to address the effect of gauge choice on our results. The horizon
fields Aaµ and j
a
µ are subject to 4d gauge transformations, with A
a
µ transforming as a connec-
tion and jaµ transforming homogeneously. We are interested in descriptions where A
a
µ and j
a
µ
are local functionals of the hydrodynamic fields (hµν , ℓ
µ, s, na). Therefore, we are only con-
cerned with gauge transformation that preserve this property. These are the transformations
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eiΛ for which the angle parameter Λa is itself a local functional of (hµν , ℓ
µ, s, na). In gen-
eral, the functional dependence of Aaµ and j
a
µ on (hµν , ℓ
µ, s, na) will be altered by such gauge
transformations. The hydrodynamic equations, however, remain unchanged at the first two
orders we’ve been considering. To see this, note that the highest-order corrections relevant
for these equations are A
(2)a
µ and j
(2)a
µ . Thus, we only need to consider gauge rotations with
angles Λa of order 1, ε and ε2.
First, let us take Λa ∼ ε2. To second-order accuracy, the only effect of such a transfor-
mation is to rotate the zeroth-order fields A
(0)a
µ and j
(0)µ
a . Now, the second-order corrections
appear in our derivation only in the combination fabc(A
(2)b
µ j(0)cµ + A
(0)b
µ j(2)cµ). The contri-
bution to this quantity under the second-order gauge transformation should come from the
rotation of fabcA
(0)b
µ j(0)cµ =
√−hfabcµbnc, which vanishes. We conclude that second-order
gauge transformations have no effect on the hydrodynamic equations.
Let us now consider zeroth-order and first-order transformation parameters Λa. To main-
tain the first-order variable-fixing conditions of section VB, the hydrodynamic fields must
also transform under Λa, in the trivial (hµν , ℓ
µ, s) and adjoint (na) representations. Now,
recall that all zeroth-order and first-order functionals Λa necessarily lie in Z(n) (see sec-
tion VA1). This means that the corresponding gauge transformations leave the fields
(hµν , ℓ
µ, s, na) unaltered. The hydrodynamic equations must therefore remain unchanged
as well3.
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Appendix A: Notations
The black brane’s event horizon (or a more general null hypersurface) is denoted by H.
We use 5d coordinates xA = (r, xµ), where r = 0 and ∂Ar = gABℓ
B on H. The Yang-Mills
gauge group is G.
1. Index conventions
• Indices in the 5d spacetime’s tensor bundle are denoted by uppercase Latin letters
(A,B, . . . ). They can be implicitly raised and lowered with the spacetime metric gAB
and its inverse gAB.
• Indices in the 4d horizon’s intrinsic tensor bundle are denoted by lowercase Greek
letters (µ, ν, . . . ). They are implicitly raised and lowered with the “hydrodynamic”
metric hµν and its inverse h
µν . Indices are never implicitly raised or lowered with the
degenerate horizon metric γµν .
• Indices in the adjoint representation of the gauge group are denoted by lowercase Latin
letters from the beginning of the alphabet (a, b, . . . ). For non-Abelian components of
the gauge group, an orthonormal basis with respect to the Killing metric is implied.
• Lowercase Latin indices from the middle of the alphabet (i, j, . . . ) run from 1 to rankG,
and enumerate the independent scalars Ni and vectors (Ni)
a that can be constructed
out of a gauge vector na.
2. Bulk quantities
• ǫABCDE is the 5d Levi-Civita density with components ±1. ǫABCDE is the correspond-
ing inverse density, also with components ±1.
• gAB is the 5d metric, with inverse gAB and determinant g. RAB is the corresponding
Ricci tensor.
• Tµν is the bulk stress-energy tensor.
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• ℓA is a vector field along the horizon’s null generators. gABℓB is a covector tangent to
the horizon.
3. Horizon geometric quantities
• ǫµνρσ and ǫµνρσ are the direct and inverse 4d Levi-Civita densities.
• ℓµ is a vector field along the null generators.
• Sµ = vℓµ is the area density current, independent of the scaling of ℓµ. v is a scalar
density that scales inversely with ℓµ.
• γµν is the horizon’s degenerate metric. It is the pullback of gAB into H.
• Θµν = ∇µℓν is the Weingarten map. Its trace is κ+θ. κ is the surface gravity, and θ is
the expansion coefficient. The lowered-index version Θµ
ργρν = θµν = σ
(H)
µν + (θ/3)γµν
is the horizon shear/expansion tensor. σ
(H)
µν is the horizon shear tensor.
• Qµν = v(Θµν − κδνµ) is the density whose divergence is used in the Gauss-Codazzi
equation. Q¯µν is its raised-index version with respect to γµν .
• Gµν = λγµν−bµbν , with arbitrary scalar and covector fields (λ, bµ), is an auxiliary non-
degenerate metric which can replace γµν in certain formulas. Its inverse is (G
−1)µν .
4. Yang-Mills quantities
• AaA is the gauge potential. Aaµ is its pullback to H.
• fabc = f[abc] are the gauge group’s structure constants, with the coupling strengths
included.
• βabc = β(abc) are the Chern-Simons coefficients. They form a gauge-invariant constant
tensor.
• F aAB = 2∂[AAaB] + fabcAbAAcB is the gauge field. F aµν = 2∂[µAaν] + fabcAbµAcν is its
pullback to the horizon. jµa = (
√−g/4π)F rµa is a 4d vector density on H, related to
the hydrodynamic charge current.
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5. Charged brane/hydrodynamic quantities
• m and qa are mass and charge parameters of the black brane.
• hµν is the 4d metric of the hydrodynamics, with inverse hµν and determinant h. It can
be either flat or curved.
• sµ = √−hsℓµ is the entropy current. ℓµ is the entropy velocity, normalized with respect
to hµν . s is the entropy density in its rest frame. ℓ
µ is the same as the horizon’s null
generator defined in section A3. Note that ℓµ = hµνℓ
ν is not the pullback of gABℓ
B to
H (which is zero). By the entropy-area relation, we have sµ = Sµ/4.
• P µν = δµν + ℓµℓν is the projector orthogonal to ℓµ (with respect to hµν).
• R is the brane’s horizon radius, in the sense that s = R3/4.
• Jaµ is the conserved hydrodynamic current. na ∼ qa is the charge density in its rest
frame. JaµCS is the axial part of J
aµ, derived from the Chern-Simons term. σab is the
conductivity matrix in the Landau frame. σ¯ab is the conductivity matrix in the entropy
frame.
• T µν is the hydrodynamic stress-energy density, conserved with respect to hµν . uµ is the
fluid’s energy velocity (timelike eigenvector of T µν ), normalized with respect to hµν .
ǫ ∼ m is the mass/energy density in its rest frame. p is the pressure.
• T is the temperature of the brane/fluid. µa is the chemical potential.
• Z(n) is the centralizer of na, i.e. the subspace of the gauge algebra that commutes with
it. Zab is the projector into Z(n). Z
⊥
ab is the projector into its orthogonal complement
Z⊥(n).
• Ni is an exhaustive set of charge scalars constructed out of na. The charge vectors
(Ni)
a = ∂Ni/∂na constitute a basis for Z(n).
6. Derivatives
• ∂µ (or ∂A) is the ordinary partial derivative. Since we’ll be dealing with distinct
covariant derivatives, we use the partial-derivative symbol to highlight connection-
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independent objects.
• Lℓ is the Lie derivative with respect to ℓµ.
• ∇A is the bulk covariant derivative, associated with the gravitational metric gAB. ∇¯µ
is the restriction of ∇A into H, in contexts where it is well-defined.
• Dµ is the covariant derivative associated with the 4d “hydrodynamic” metric hµν . The
derivative along ℓµ is denoted by D ≡ ℓµDµ.
• Dµℓµ is the fluid’s expansion rate. Dℓµ is the acceleration. πµν = P ρµP σν D(ρℓσ) is the
fluid’s shear tensor. ωµν = P
ρ
µP
σ
ν D[ρℓσ] is the vorticity. ω
µ = (1/2)ǫµνρσℓνωρσ is a
vector density which also describes the vorticity. To the relevant order, these are all
equivalent to the analogous quantities defined in terms of the energy velocity uµ.
• D(G)µ is the covariant derivative with respect to the auxiliary metric Gµν .
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