Let A be a complex Banach algebra. An element
Here, A −1 stands for the set of all invertible elements in A. We always use A d to denote the set of all g-Drazin invertible elements in A. It was proved that a ∈ A d if and only if there exists an idempotent p ∈ comm(a) such that a + p ∈ A −1 and ap ∈ A qnil (see [9, Theorem 4.2] ).
The g-Drazin invertiblity of the sum of two elements has a rich history. It was extensively studied in matrix and operator theory by many authors, e.g., [1, 2, 5, 7, 8, 10, 11, 12] and [13] . In this paper we study this topic under the weaker conditions and extend the main results of [11] .
Let a, b ∈ A d and ab = λa π b π bab π . In Section 2, we prove that a + b has generalized Drazin inverse and the explicit formula for (a + b) d is obtained. This extend the result of [11, Theorem 2.2] .
Let x ∈ A, and let p 2 = p ∈ A. Then we have Pierce matrix decomposition x = pxp + px(1 − p) + (1 − p)xp + (1 − p)x(1 − p). Set a = pxp, b = px(1 − p), c = (1 − p)xp, d = (1 − p)x(1 − p). We use the following matrix version to express the Pierce matrix decomposition of x about the idempotent p:
In Section 3, we characterize the generalized Drazin inverse of an element based on its pierce decomposition. These extend the result of [11, Theorem 3.1] to more general setting. If a ∈ A has g-Drazin inverse a d . The element a π = 1 − aa d is called the spectral idempotent of a. In the last section we then apply our main results to characterize the generalized Drazin inverse of block operator matrices under various spectral idempotent conditions.
Additive results
The purpose of this section is to investigate the g-Drazin invertibility of the sum of two elements in a Banach algebra. We start by
Proof 
Proof. Let p = bb d . Then we have
By hypothesis, we have
Then we get a 1 b 1 = 0 and a 3 b 1 = 0. It follows that a 1 = 0 and a 3 = 0. We easily see that
By hypothesis, abb d = 0, and so a(1 − bb d ) = a ∈ A qnil . By using Cline's formula, we see that
In light of Lemma 2.1, we have
as asserted.
We are now ready to prove the following. 
Proof. Let p = aa d . Then we have
Since ab = λa π b π bab π , we see that
and so
By virtue of Lemma 2.1, we have
Since
This shows that
Since a d b = 0, we check that
Moreover, we have
Pierce matrix decomposition
Every element in a Banach algebra can be represented by a Pierce form. It is attractive to investigate the g-Drazin inverse of an element is a Pierce form. Let x ∈ A given by the Pierce form 
Hence,
This shows that yz = 0 ab 0 cb , y π z π zyz π = a π bc a π bd (−ca d − du)bc (−ca d − du)bd .
Since a π bd = λab, we have a d b = (a d ) 2 (ab) = λ −1 (a d ) 2 a π bd = 0. Hence, bc = a π bc = 0 and
Then we compute that a π bc = 0; (−ca d − du)bc = 0; λa π bd = ab; λ(−ca d − du)bd = cb.
Therefore we have yz = λy π z π zyz π . In light of Theorem 2.4, we derive
, as required. (a d ) n bd n c = 0, then x ∈ A d and
Proof. We easily see that
Applying Theorem 3.1 to d c b a 1−p , we see that it has g-Drazin inverse and
for n ≥ 0. Therefore
as required.
We next generalize [11, Theorem 3 .2] to the following. bd n c(a d ) n = 0, then x ∈ A d and
Proof. Write x = y + z as in Theorem 3.1. Then
where t = (−ca d − du)ab + d π cb. Since a π abd π = λbd, we have bd d = 0, and so a π ab = λbd. By hypothesis, t = 0. Moreover, we have
Hance, we compute that t(−ca d − du) = 0; td π = 0; λ −1 a π ab(−ca d − du) = bc; λ −1 a π abd π = bd.
Therefore we have zy = λ −1 z π y π yzy π . In light of Theorem 2.4,, we derive
as desired.
As an immediate consequence of Theorem 3.3, we now derive Corollary 3.4. If d π dca π = λca, a π bc = (bd d + au)dc and ∞ n=0 ca n b(d d ) n = 0, then x ∈ A d and
Proof. As in the proof of Corollary 3.2, we complete the proof by applying Theorem 3.3, to d c b a .
and let x = a b c d p ∈ M 6 (C). Then a π bc = 0, a π bd = λab and 
Block operator matrices
In this section, we shall apply our main results to block operator matrices over a Banach algebra A. We have 
0 .
Proof. Clearly, we have M = P + Q, where
Then we have
By the computation, we have
Hence we have
By hypothesis, we have P Q = λP π Q π QP Q π . In light of Theorem 2.4, we have
as required. 
Proof. It is easy to verify that
Applying Theorem 4.1 to the matrix D C B A , we obtain the result.
It is convenient at this stage to include the following theorem. 
Proof. Construct P and Q as in Theorem 4.1, we have Q π P π P QP π = 0 A π ABD π D π DCA π D .
By hypothesis, we have QP = λQ π P π P QP π .
According to Theorem 2.4, we have
Proof. Applying Theorem 4.3, to the matrix D C B A , we complete the proof as in Theorem 4.3.
Finally, we give a numerical example to illustrate Theorem 4.3. Then BC = 0, BD = 2iA π ABD π and CA = 2iD π DCA π , and 
