We propose an algorithm to estimate the Hurst exponent of high-dimensional fractals, based on a generalized high-dimensional variance around a moving average low-pass filter. As working examples, we consider rough surfaces generated by the Random Midpoint Displacement and by the Cholesky-Levinson Factorization algorithms. The surrogate surfaces have Hurst exponents ranging from 0.1 to 0.9 with step 0.1, and different sizes. The computational efficiency and the accuracy of the algorithm are also discussed.
I. INTRODUCTION
The scaling properties of random curves and surfaces can be quantified in terms of the Hurst exponent H, a parameter defined in the framework of the fractional Brownian walks introduced in [1] . A fractional Brownian function f (r) 
with r = (x 1 , x 2 , ..., x d ) , λ = (λ 1 , λ 2 , ..., λ d ) and λ = λ 
with ω = (ω 1 , ω 2 , ..., ω d ) the angular frequency, ω = ω 
D being the fractal dimension of f (r). The Hurst exponent ranges from 0 to 1, taking the values H = 0.5, H > 0.5 and H < 0.5 respectively for uncorrelated, correlated and anticorrelated Brownian functions.
The application of fractal concepts, through the estimate of H, has been proven useful in a variety of fields. For example in d = 1, heartbeat intervals of healthy and sick hearts are discriminated on the basis of the value of H [2, 3] ; the stage of financial market development is related to the correlation degree of return and volatility series [4] ; coding and non coding regions of genomic sequences have different correlation degrees [5] ; climate models are validated by analyzing long-term correlation in atmospheric and oceanographic series [6, 7] . In d ≥ 2 fractal measures are used to model and quantify stress induced morphological transformation [8] ; isotropic and anisotropic fracture surfaces [9, 10, 11, 12, 13] ; static friction between materials dominated by hard core interactions [14] ; diffusion [15, 16] and transport [17, 18] in porous and composite materials; mass fractal features in wet/dried gels [19] and in physiological organs (e.g. lung) [20] ; hydrophobicity of surfaces with hierarchic structure undergoing natural selection mechanism [21] and solubility of nanoparticles [22] ; digital elevation models [23] and slope fits of planetary surfaces [24] . [25, 26, 27, 28, 29, 30, 31, 32] .
This work is addressed to develop an algorithm to estimate the Hurst exponent of highdimensional fractals and thus is intended to capture scaling and correlation properties over space. The proposed method is based on a generalized high-dimensional variance of the fractional Brownian function around a moving average. In Section II, we report the relationships holding for fractals with arbitrary dimension. It is argued that the implementation can be carried out in directed or isotropic mode. We show that the Detrending Moving Average (DMA) method [30, 31, 32] is recovered for d = 1. In Section III, the feasibility of the technique is proven by implementing the algorithm on rough surfaces -with different size N 1 × N 2 and Hurst exponent H -generated by the Random Midpoint Displacement (RMD) and by the Cholesky-Levinson Factorization (CLF) methods [33, 34] . The generalized variance is estimated over sub-arrays n 1 × n 2 with different size ("scales") and then averaged over the whole fractal domain N 1 × N 2 . This feature reduces the bias effects due to nonstationarity with an overall increase of accuracy -compared to the two-point correlation function, whose average is calculated over all the fractal. Furthermore -compared to the two-point correlation function, whose implementation is carried out along 1-dimensional lines (e.g. for the fracture problem, the two-point correlation functions are measured along the crack propagation direction and the perpendicular one), the present technique is carried out over d-dimensional structures (e.g. squares in d = 2). In Section IV, we discuss accuracy and range of applicability of the method.
II. METHOD
In order to implement the algorithm, the generalized variance σ 2 DM A is introduced:
...
where
with maximum values n 1max = max{n 1 }, n 2max = max{n 2 }, ..., n dmax = max{n d };
that is an average of f calculated over the sub-arrays ν d . The Eqs. (4) and (5) are defined for any value of n 1 , n 2 , ..., n d and for any shape of the sub-arrays, however, it is preferable to choose sub-arrays with n 1 = n 2 = .... = n d to avoid spurious directionality in the results.
The generalized variance σ (4) is referred to a moving average f calculated over squares n 1 × n 2 whose center is (i 1 , i 2 ). Conversely, the directed implementation implies that the function f is calculated over squares n 1 × n 2 with one of the vertices in (i 1 , i 2 ). The directed mode is of interest to estimate H in fractals with preferential growth direction, e.g. biological tissues (lung), epitaxial layers, crack propagation in fracture (anisotropic fractals). If the fractal is isotropic and the accuracy is a priority, the parameters
.., θ d should be preferably taken equal to 1/2 to achieve the most precise estimate of H. The dependence of the algorithm on θ for d = 1 has been discussed in [32] .
In order to calculate the Hurst exponent, the algorithm is implemented through the following steps. The moving average f is calculated for different sub-arrays ν d , by varying n 1 , n 2 , ..., n d from 2 to the maximum values n 1max , n 2max , ..., n dmax . The values n 1max , n 2max , ..., n dmax depend on the maximum size of the fractal domain. In order to minimize the saturation effects due to finite-size, it should be: n 1max << N 1 ; n 2max << N 2 ; ...; n dmax << N d . These constraints will be further clarified in Section III, where the algorithm is implemented over fractal surfaces with different sizes. For each sub-array ν d , the corresponding value of σ 2 DM A is calculated and finally plotted on log-log axes.
To elucidate the way the algorithm works, in the following we consider its implementation for d = 1 and d = 2. The case d = 1 reduces to the Detrending Moving Average (DMA) method already used for long-range correlated time series [30, 31, 32] .
1-dimensional case:
By posing d = 1 in the Eq. (4), one obtains:
where N 1 is the length of the sequence, n 1 is the sliding window and n 1max = max{n 1 } N 1 .
The quantity m 1 = int(n 1 θ 1 ) is the integer part of n 1 θ 1 and θ 1 is a parameter ranging from 0 to 1. The relationship (6) defines a generalized variance of the sequence f (i 1 ) with respect to the function f n 1 (i 1 ):
which is the moving average of f (i 1 ) over each sliding window of length n 1 . The moving average f n 1 (i 1 ) is calculated for different values of the window n 1 , ranging from 2 to the maximum value n 1max . The variance σ 2 DM A is then calculated according to the Eq. (6) and plotted as a function of n 1 on log-log axes. The plot is a straight line, as expected for a power-law dependence of σ 2 DM A on n 1 :
The Eq. (8) allows one to estimate the scaling exponent H of the series f (i 1 ). Upon variation of the parameter θ 1 in the range [0, 1], the index k 1 in f n 1 (i 1 ) is accordingly set within the window n 1 . In particular, θ 1 = 0 corresponds to average f n 1 (i 1 ) over all the points to the left of i 1 within the window n 1 ; θ 1 = 1 corresponds to average f n 1 (i 1 ) over all the points to the right of i 1 within the window n 1 ;
corresponds to average f n 1 (i 1 ) with the reference point in the center of the window n 1 .
2-dimensional case
For d = 2, the generalized variance defined by the Eq.(4) writes:
with f n 1 ,n 2 (i 1 , i 2 ) given by:
The average f is calculated over sub-arrays with different size n 1 × n 2 . The next step is the calculation of the difference
as a function of s = n 
The choice θ 1 = θ 2 = 1/2 corresponds to take the point (i 1 , i 2 ) coinciding with the center of each sub-array n 1 × n 2 (isotropic implementation) [41] .
III. RESULTS
In order to test feasibility and robustness of the proposed method, synthetic rough surfaces with assigned Hurst exponents have been generated by the Random Midpoint Displacement (RMD) algorithm and by the Cholesky-Levinson Factorization (CLF) method [33, 34] . The widespread use of the RMD algorithm is based on the trade-off of its fast, simple and efficient implementation to its limited accuracy especially for H 0.5 and H 0.5. Conversely, the Cholesky-Levinson Factorization method is one of the most accurate techniques to generate 1d and 2d fractional Brownian functions, at the expenses of a more complex implementation structure [42] .
In Fig. 1 , the log-log plots of σ Finally, we also show three examples of digital images currently mapped to fractal surfaces with reference to the color intensity i.e. to the levels of Red, Green and Blue (RGB). The Hurst exponents estimated by the proposed method are respectively H = 0.1 (a), H = 0.5 (b) and H = 0.9 (c) for the images in Fig. 3 .
IV. DISCUSSION
The proposed algorithm is characterized by short execution time and ease of implementation. By considering the case d = 2, the function f n 1 ,n 2 (i 1 , i 2 ) is indeed simply obtained by summing the values of f (i 1 , i 2 ) over each sub-array n 1 × n 2 . Then the sum is updated at each step by adding the last and discarding the first row (column) of each sliding array n 1 × n 2 . For higher dimensions, the sum is updated at each step by adding and discarding a The dashed lines represent the behavior expected for full linearity, i.e. the log-log plot of curves varying as s H in . It is worthy of note that the CLF data are closer to the full-linearity compared to the RMD ones.
d − 1 dimensional set of each array n 1 × n 2 × ... × n d . The algorithm does not use arbitrary parameters, the computation simply relying on averages of f . We will now argue on the origin of the deviations at small and at large scales.
Deviations at large scales. The deviations from the linearity at large scales, leading to the saturation of the σ 2 DM A , are due to finite size effects. The small surfaces do not contain enough data to make the evaluation of the scaling law over the sub-arrays statistically Deviations occurring at small scales. The deviations occurring at low scales are related to the departure of the low-pass filter from the ideality. This problem also occurs with onedimensional fractals (time series) resulting in the quite generally reported overestimation of H in anticorrelated signals and underestimation of H in correlated signals [35, 36, 37, 38, 39] .
We will discuss the origin of these deviations by means of the filter transfer function H T (ω) [40] . The algorithm is based on a generalized variance of the function f with respect to f . The function f is the output of a low-pass filter driven by f , with impulse response a box-car function. In the Appendix, the transfer function H T (ω) of f is explicitly calculated and shown in Fig.(4) for d = 2 . For an ideal low-pass filter, the transfer function should be one or zero respectively at frequencies lower or higher than the cut-off frequency. However, in real low-pass filters, at frequencies lower than the cut-off frequency, all the components of the signal suffer some attenuation but ω = 0. The cut-off frequencies of H T (ω) are ω i = π/τ i , i.e. the first zeroes of the functions sin ω i τ i /ω i τ i in the Eq. (A.4) . Moreover, in real filters, at frequencies higher than π/τ i , due to the presence of the sidelobes, components of the signals lying in the bands (π/τ i , 2π/τ i ); (2π/τ i , 3π/τ i ); ..., are not fully filtered out. As a result, the function f contains: (a) less components with frequency lower than ω i = π/τ i and (b) more components with frequency higher than ω i = π/τ i compared to what it would be expected with an ideal low-pass filter. The lack of low-frequency components depends on the central lobe, while the excess of high-frequency components depends on the side lobes. The excess of high-frequency components results in a smaller value of the difference f − f , i.e. in a decrease of σ 2 DM A and, thus, in an increase of the slope of the log-log plot. Conversely, the lack of low-frequency components results in a larger value of the difference f − f , i.e. in an increase of σ 2 DM A and, thus, in a decrease of the slope of the log-log plot. The two effects are more relevant with smaller values of the scales, when the filter nonideality is greater. Moreover, as one can deduce from the Eqs. (2) and (A.6), the effect of the side lobes dominates in high-frequency rich fractals with H < 0.5, while the effect of the central lobe is dominant in fractals with H > 0.5, rich of low-frequency components.
In order to gain further insight in the above theoretical arguments, we report in Table   I the slopes H I , H II and H III of the curves (squares) plotted in Fig. 1 (b) ) over different ranges. The slopes have been calculated by linear fit respectively over the ranges 10 ≤ s ≤ 100 (H I ), 10 ≤ s ≤ 1000 (H II ) and 10 ≤ s ≤ 10000 (H III ). The relative errors ∆H = (H − H in )/H in are given respectively in the 3 rd , 5 th and 7 th columns. The slope H I is greater than the expected value H in . The slope H II is overestimated for H = 0.1 and H = 0.2 and underestimated for H > 0.2. The slope H III is underestimated since the effects of the finite-size of the fractal domain play a dominant role.
We address the question if the artifacts due to the filter nonideality described above might be corrected somehow. In the remaining of this section, we will thus consider the use of windows whose general effect is to increase the width of the central lobe while reducing those of the sidelobes of the function H T (ω) (a detailed description of these methods can be found in [40] ). By restricting our discussion to the present technique, the correction is performed by using the following variant of the relationship (5): 
where α = n 1 n 2 ... A further important feature of the proposed algorithm is that it can be implemented "isotropically" or in "directed" mode to accomplish estimates of H in fractals having preferential growth direction e.g. biological tissues, epitaxial layers or in crack propagation in 
