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Ce stage aspire a` utiliser une architecture cognitive afin de cre´er un
programme capable d’interagir gestuellement en 2D avec un humain et
de se faire passer pour tel. Le but e´tant de comprendre les me´canis-
mes d’obtention de la cre´dibilite´ par les agents de re´alite´ virtuelle
lors d’interactions gestuelles minimalistes. Une e´tude des diffe´rentes
architectures existantes nous permet de retenir les CTRNN comme
e´tant la plus prometteuse. On parame`tre ceux-ci a` l’aide d’algorithmes
ge´ne´tiques, en visant a` promouvoir deux aspects : le re´alisme des mou-
vements et la qualite´ de l’interaction avec l’humain. Le programme est
ensuite teste´ au cours d’expe´rimentations. L’exploitation des re´sultats
a` la fois pour e´valuer le protocole et le sentiment de cre´dibilite´ obtenu
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1 Introduction
Ce stage s’inscrit dans le projet INGREDIBLE (INteraction Gestuelle cRE-
DIBLE) finance´ par l’Agence Nationale de la Recherche. Ce projet, mene´
par l’e´quipe IHSEV (Interaction Humain Syste`me et Environnement Vir-
tuel) du laboratoire Lab-STICC, a pour objectif de cre´er un acteur virtuel
autonome qui procurera un ressenti de ”pre´sence” de l’autre aux utilisateurs
de syste`mes de re´alite´ virtuelle du futur.
Construire un programme d’intelligence artificielle ne pouvant eˆtre diffe´rencie´
d’un ve´ritable eˆtre humain par un autre eˆtre humain interagissant avec lui
est le de´fi qu’a pose´ Alan Turing en 1950. Dans son article Computing ma-
chinery and intelligence il de´crit un test permettant de juger la cre´dibilite´
d’un tel programme. Et c’est une variante du test de Turing, le test de Tu-
ring sensorimoteur, que le projet INGREDIBLE contribue a` satisfaire. Le
but est donc de reproduire le couplage dynamique pre´sent lors d’une inter-
action re´elle entre des humains. Ce couplage dynamique se manifeste par
le fait que chaque action d’un des interlocuteurs modifie le comportement
de l’autre interlocuteur et re´ciproquement. Ce couplage entraˆıne une coordi-
nation des acteurs, comportant des phases de re´gularite´, d’imitation, et des
phases ale´atoires, d’initiatives. Ce projet ne traite que la partie gestuelle du
couplage ignorant donc les aspects verbaux et linguistiques.
L’objectif du stage de master consistera a` choisir et a` mettre en place une
architecture cognitive fournissant a` un agent virtuel une capacite´ de couplage
dynamique corporel avec un humain durant une interaction minimaliste n’im-
pliquant qu’une partie du corps (la main).
Selon un article de P.De Loor[Tis11] les syste`mes dynamiques posse`dent des
proprie´te´s particulie`rement inte´ressantes pour atteindre cet objectif. Tout
d’abord l’aspect tre`s complexe et quasi impre´visible sont des notions que
partagent syste`mes dynamiques et couplage sensorimoteur. Les syste`mes dy-
namiques couple´s sont fortement sensibles aux perturbations et peuvent faire
apparaˆıtre des attracteurs collectifs. Ces re´currences donnent des tendances
comportementales a` ces syste`mes qui peuvent se rapprocher des comporte-
ments sensorimoteurs biologiques. Selon les auteurs de cet article les mode`les
actuels base´s sur les statistiques ne peuvent pas fonctionner pour notre
proble`me. Car en re´duisant l’ensemble des comportements a` des probabi-
lite´s on rend non seulement l’agent pre´visible mais on de´finit e´galement des
limites qui, de`s qu’elles seront franchies, de´masqueront le programme a` coup
suˆr. L’agent doit donc se construire lui meˆme une me´moire a` partir des inva-
riants sensorimoteurs, ce qui est la base de la constitution du sens suivant le
paradigme e´nactiviste. Cette me´moire permet a` l’agent de ge´ne´rer autre chose
que de l’ale´atoire et donc d’obtenir un e´quilibre entre surprise et re´gularite´.
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Cet e´quilibre est essentiel pour garantir la cre´dibilite´ du programme.
Il existe de nombreuses architectures cognitives mais peu font appel aux no-
tions pre´ce´demment cite´es. Re´cemment un nouveau type d’architecture cog-
nitive est apparu. Ces architectures cognitives ”bio-inspire´es” sont ge´ne´ralement
issues des recherches en neurosciences et en sciences cognitives. Elles inte`grent
des e´le´ments de complexite´ du fonctionnement cognitif et paraissent plus
aptes a` reproduire les comportements sensorimoteurs complexes des humains.
Je concentrerai donc mes recherches autour de ces architectures.
Dans un premier temps je m’appuierai sur les travaux d’un stage pre´ce´dent
afin de de´terminer les crite`res qui me permettront de choisir l’architecture la
plus adapte´e. Je choisirai celle-ci a` l’issue de la troisie`me partie dans laquelle
j’e´tudie les diffe´rentes architectures cognitives existante. La quatrie`me par-
tie concernera l’e´volution de la configuration de notre architecture cognitive
jusqu’aux expe´rimentations, elles meˆmes de´taille´es dans la cinquie`me partie.
2 Travaux pre´ce´dents
Ce stage s’inscrit dans la continuite´ d’un autre stage [Val12] effectue´
l’anne´e dernie`re dans le cadre du master de recherche informatique. Ce stage a
permis de mener une e´tude a` la fois quantitative et qualitative de la cre´dibilite´
des interactions humain/humain et humain/programme. Visant a` de´terminer
les crite`res fondamentaux assurant cette cre´dibilite´, T.Valle´e s’est limite´ a`
l’e´tude d’interactions minimalistes dans laquelle les protagonistes ne sont
repre´sente´s que par un cercle se de´plac¸ant dans un environnement 2D (Figure
1). Chacun des cercles est controˆle´ soit par un humain soit par un programme
et la seule consigne donne´e aux utilisateurs est de deviner si ils interagissent
avec un autre humain ou avec un programme.
Cette e´tude met en e´vidence le fait qu’utiliser une e´chelle de temps
diffe´rente de celle du temps de re´action d’un humain ame´liore la capacite´
de l’utilisateur a` de´tecter le programme. La re´ponse en temps re´el sera
donc un des crite`res de choix de l’architecture cognitive. Cette e´tude montre
e´galement la pre´sence de phe´nome`nes de re´currence dans le couplage sen-
sorimoteur graˆce aux graphiques de points de re´currence (Figure 2). Une
RQA (Recurrence quantification analysis) rele`ve sur un graphe les instants
ou` durant une interaction il y a de fortes corre´lations sur un signal. Ainsi,
ici abscisses et ordone´es repre´sentent le temps et la teinte des points en xi, yi
repre´sente le fait que la souris e´tait dans une zone proche au temps xi et
au temps yi. Plus le graphique comporte de ”taˆches”, plus les points de
re´currence sont nombreux. Un programme ne posse´dant pas de re´currence
donc purement ale´atoire (aucune ”taˆche”) est rapidement identifie´. De la
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Figure 1 – Interface 2D
Figure 2 – Etude gra-
phique des points de
re´currence dans l’interaction
entre deux humains.
meˆme fac¸on, un programme en posse´dant trop n’est pas cre´dible car trop
pre´visible. Cela souligne une caracte´ristique de´ja` identifie´e par [Ike09], l’e´quilibre
entre l’aspect d’initiative ou d’autonomie et l’aspect de re´gularite´ de l’inter-
action entre deux humains.
Les crite`res de choix d’architecture pour la suite de l’e´tude seront donc :
• Interaction temps re´el
• E´quilibre entre autonomie et synchronie
• Pas de connaissance pre´-requise
Pour structurer ma recherche je me suis appuye´ sur des articles qui
passent en revue les diffe´rents types d’architectures cognitives. D.Vernon
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[San07] pre´sente une analyse comparative des diffe´rents paradigmes de cog-
nition, suivie d’une pre´sentation d’une panoplie d’architectures cognitives
classe´es en trois groupes : les architectures cognitivistes ou symboliques, les
architectures e´mergentistes et les architectures hybrides. A ces trois cate´gories
B.Goertzel [dGSC10] vient en ajouter une quatrie`me, les architectures cog-
nitives pour la robotique.
3 E´tat de l’art
3.1 Architectures symboliques
L’approche symbolique est la me´thode classique pour la construction d’archi-
tectures cognitives. Les plus ce´le`bres architectures cognitives comme ACT-R
ou Soar font partie de cette cate´gorie et ont fait leurs preuves quant a` leur ef-
ficacite´ a` effectuer des raisonnements logiques. Mais dans notre cas, les bases
meˆme de ce paradigme posent proble`me. Les informations e´tant repre´sente´es
de fac¸on symbolique, de manie`re a` eˆtre accessible a` une interpre´tation hu-
maine directe, sont d’un niveau d’abstraction trop e´leve´ pour repre´senter
la nature du couplage sensorimoteur. Les architectures symboliques traitent
l’information de fac¸on structure´e et algorithmique en se basant sur des re`gles
et des probabilite´s, ce qui est incompatible avec notre proble`me. Aussi, les
notions d’autonomie et d’embodiment qui sont essentielles pour le projet ne
sont pas particulie`rement pre´sentes dans les fondements de ce paradigme.
C’est pour ces raisons que j’ai choisi d’exclure toutes les architectures de
cette cate´gorie.
3.2 Architectures e´mergentistes
Les architectures e´mergentistes englobent trois types de syste`me [San07], les
syste`mes dynamiques, les syste`mes connexionnistes et les syste`mes e´nactifs.
Ils reposent tous sur des principes d’auto-organisation. C’est de cette auto-
organisation qu’e´merge de nouveaux comportements.
3.2.1 Principes ge´ne´raux
L’inte´reˆt des syste`mes dynamiques a de´ja` e´te´ mentionne´ (instabilite´ et at-
tracteur). Les syste`mes connexionnistes base´s sur les re´seaux de neurones
peuvent eˆtre assimile´s, dans certains cas, a` des syste`mes dynamiques et sont
bien connus pour leur capacite´ de classification, de de´tection des re´gularite´s et
pour leur faculte´ d’apprentissage. Ils peuvent jouer le roˆle de me´moire graˆce
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aux re´troactions. Et sont parfaitement aptes a` recevoir les donne´es senso-
rielles de notre futur agent (contrairement aux architectures symboliques).
Enfin, suivant les principes de l’e´naction, les invariants sensorimoteurs sont la
base de la cre´ation du sens chez les eˆtres vivants [Tis11]. Les syste`mes e´nactifs
cre´ent leur propre repre´sentation du monde, il n’y a donc rien de pre´de´fini.
Et c’est un point important e´tant donne´ la complexite´ a` de´finir l’ensemble
des comportements lors des interactions entre humains. La co-e´volution est
e´galement une notion fondamentale du paradigme e´nactif [Tis09].
J’ai choisi de de´tailler une architecture e´mergentiste parmi les principales
existantes : Global Workspace, I-C SDAL, SASE, DARWIN, HTM, DESTIN,
NOMAD, CTRNN. J’ai fait mon choix par e´limination, suivant la descrip-
tion de ces architectures dans les articles [San07] et [dGSC10]. L’architecture
HTM est exclusivement utilise´e pour le traitement de la vision. NOMAD fait
surtout de la classification. Global Workspace est structure´ en de nombreux
processus fonctionnant en paralle`le et ne semble donc pas utilisable pour
notre projet. Les architectures I-C SDAL, DARWIN et DESTIN sont base´es
sur l’apprentissage par renforcement, ce qui est difficilement applicable dans
notre cas car, pour l’instant, on ne peut pas mesurer la cre´dibilite´ en temps
re´el. L’architecture SASE est toujours a` un stade the´orique et ne posse`de
actuellement aucune imple´mentation. Les CTRNN posse`dent quant a` eux de
nombreux aspects inte´ressants que nous allons de´tailler maintenant.
3.2.2 Exemple d’architecture : CTRNN
Les re´seaux de neurones re´currents a` temps continu (CTRNN) sont un type
de re´seaux de neurones artificiels caracte´rise´s par une topologie qui autorise
toutes les connexions et par le fait que chaque neurone posse`de sa propre
dynamique [Man11]. Tous les neurones sont relie´s entre eux par des liaisons
ponde´re´es et ils posse`dent e´galement une liaison ponde´re´e vers eux meˆme.
L’organisation de ce type de re´seau est circulaire, il n’est pas possible de
distinguer des couches successives de traitement de l’information. La figure
(3) montre un exemple de CTRNN, certains neurones rec¸oivent une entre´e
exte´rieure et la sortie de certains neurones est conside´re´e comme sortie du
re´seau.
L’e´volution de l’e´tat d’activation des neurones dans le temps est re´gie par







wj,iσj + Ii (1)
Avec τ une constante de temps, yi l’activation du neurone i, k le nombre total
de neurones, wj,i le poids de l’arc (j,i), σj l’activation du neurone j modifie´
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Figure 3 – Topologie d’un CTRNN.
pour suivre une forme de sigmo¨ıde et Ii la valeur de l’entre´e applique´e au
neurone i.





Avec yi l’activation du neurone i et bi le biais.
Chaque neurone ayant sa propre constante de temps τ , ils e´voluent selon
une fre´quence spe´cifique. Dans un meˆme re´seau, il peut donc y avoir des
neurones qui re´agissent de manie`re quasi re´active a` leurs entre´es alors que
d’autres auront une grande inertie. La dynamique globale du re´seau peut donc
refle´ter des dynamiques ope´rant a` diffe´rentes e´chelles de temps. Les CTRNN
pre´sentent l’avantage the´orique de pouvoir reproduire le comportement de
n’importe quel syste`me dynamique.
3.3 Architectures hybrides
Les architectures hybrides combinent les approches cognitivistes et e´mergen-




Tout d’abord, les principaux de´fauts que les syste`mes e´mergentistes sont
aptes a` corriger chez les syste`mes cognitivistes sont l’ancrage symbolique
et l’explosion combinatoire, de´fauts qui rendent difficile les interactions sen-
sorimotrices dans des environnements dynamiques complexes. Ensuite, les
mode`les cognitivistes ont des difficulte´s a` cre´er, a` ge´ne´raliser, a` apprendre et
a` fonctionner dans des domaines qui ne sont pas comple`tement de´finis. Or ce
sont les points forts des mode`les e´mergentistes. Mais un syste`me dynamique
n’est pas en soi un moyen de traiter de l’information. Et selon [San07],les
capacite´s actuelles a` produire des syste`mes exclusivement non-symboliques
sont pour le moment tre`s limite´es car les the´ories de´crivent plus des prin-
cipes ge´ne´raux que de ve´ritables mode`les cognitifs imple´mentables. De ce
point de vue, les architectures cognitivistes sont bien plus avance´es et ont
de´ja` montre´ de se´rieuses capacite´s a` traiter des proble`mes du domaine du
raisonnement et de la compre´hension linguistique par exemple. En combi-
nant les deux paradigmes, les agents d’architectures hybrides peuvent donc
posse´der des pre´-requis, de´finis par leur syste`me de repre´sentation symbo-
lique, et s’adapter a` leur environnement, au travers de leur expe´rience et
leur apprentissage. Les architectures hybrides sont donc conformes aux prin-
cipes des syste`mes e´mergents et les calculs non-symboliques de ces syste`mes
viennent comple´ter la repre´sentation symbolique des syste`mes cognitivistes.
La partie e´mergentiste s’occupe ge´ne´ralement des connaissances implicites
alors que la partie symbolique ge`re les connaissances explicites. Un syste`me
hybride est usuellement compose´ de multiples sous-syste`mes posse´dant des
fonctions inde´pendantes, fonctionnant selon l’un des deux paradigmes et com-
muniquant leurs re´sultats entre eux. Les opinions concernant ces architectures
sont divise´es compte tenu de la nature profonde´ment antagoniste des deux
paradigmes combine´s. Les principales architectures hybrides sont CLARION,
DUAL, LIDA, MicroPsi, PolyScheme, Shruti et OpenCogPrime. J’ai choisi
d’e´liminer Shruti car, selon [dGSC10], apre`s un long temps de de´veloppement
cette architecture n’a montre´e que tre`s peu de re´sultat. PolyScheme est foca-
lise´e sur la re´solution de proble`me. L’architecture MicroPsi est base´e sur la
motivation et la satisfaction de besoin, elle est donc difficilement applicable
dans notre cas. CLARION et DUAL sont exclues car elles ne sont pas encore
tout a fait abouties. J’ai donc choisi de de´tailler l’architecture OCP qui selon
son cre´ateur est une instanciation de LIDA.
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3.3.2 Exemple d’architecture : OCP
L’architecture OpenCogPrime (OCP) a e´te´ cre´e´e par Goertzel [Pen10] pour
le controˆle d’agent virtuel intelligent. Il fait partie du framework Open-
Cog, qui est un projet open-source. Le but de cette architecture est de per-
mettre a` l’agent virtuel intelligent d’exe´cuter la proce´dure qui lui paraˆıt la
plus adapte´e en fonction de ces objectifs et du contexte courant. On peut
voir sur l’organisation ge´ne´rale d’OCP (Figure 5) que la me´moire est di-
Figure 4 – Diagramme haut niveau de l’architecture CogBot.
vise´e en plusieurs types diffe´rents (de´clarative, intentionnelle, attentionnelle,
proce´durale, e´pisodique et sensorielle), chacun associe´ a` des processus cog-
nitifs. Cette disposition de la me´moire permet le stockage de mode`les parti-
culiers de fac¸on efficace et optimise´e. Les me´moires sont conc¸ues pour colla-
borer de fac¸on e´troite et engendrent une intelligence coope´rative, allant plus
loin que les architectures de structure similaire compose´es de ”boites noires”
se´pare´es. Goertzel explique dans cet article [Goe09] que cette coope´ration de
la me´moire cre´e une synergie cognitive. OCP fonctionne a` la fois de fac¸on goal-
oriented et de fac¸on spontane´e, une application de cette architecture a de´ja`
montre´ des fonctionnalite´s inte´ressantes pour notre proble`me : l’agent e´tait
capable d’apprendre de nouveaux comportements par imitation et re´pondait
au langage naturel par du langage naturel. Mais en installant OCP je me suis
rendu compte que cette architecture e´tait beaucoup trop de´veloppe´e pour
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ge´rer le seul mouvement de base de notre application qui est le de´placement
du curseur de la souris. Plus de 90% des modules seraient reste´s vide. OCP
demande plus de connaissances que nous en posse´dons sur le syste`me que
nous voulons simuler. OCP e´tant donc un outil trop puissant pour manier
l’interaction minimaliste de notre application, nous avons de´cide´ de ne pas
l’utiliser.
3.4 Architectures pour la robotique
L’usage croissant de robot inte´grant une notion d’intelligence artificielle a
amene´ beaucoup de chercheurs a` e´tudier les interactions entre humain et
robot afin que les robots humano¨ıdes du futur puissent pre´senter des capacite´s
sociales [Nis07].
3.4.1 Principes ge´ne´raux
La proble´matique de la qualite´ de l’interaction sensorimotrice entre humain
et robot a beaucoup de points communs avec celle des interactions senso-
rimotrices entre humain et agent virtuel car les robots et les agents vir-
tuels ont beaucoup de ressemblances. Les applications de re´alite´ virtuelle
tendant a` eˆtre de plus en plus re´aliste, les environnements dans lesquels
e´voluent les agents virtuels interactifs sont de plus en plus similaires aux
environnements re´els auxquels sont confronte´s les robots (environnement en
trois dimensions soumit a` la gravite´, notion de collision, etc.). La re´ponse
en temps re´el est cruciale pour chacun d’eux. Enfin, le robot humano¨ıde
et l’agent virtuel expressif sont tous deux cre´e´s a` l’image de l’homme et
posse`dent donc les meˆmes contraintes morphologiques. Les robots pouvant
se re´sumer a` des agents capables d’interactions sensorimotrices, les archi-
tectures cognitives de´veloppe´es pour eux ont donc de grandes chances de
correspondre aux crite`res de choix e´voque´ pre´ce´demment. Les architectures
robotiques ne forment pas une cate´gorie d’architecture pre´cise mais e´tant
donne´ que l’approche symbolique classique est se´ve`rement critique´e pour
son de´tachement du monde re´el, elles se classent ge´ne´ralement soit dans
la cate´gorie e´mergentiste soit dans la cate´gorie hybride. Une notion essen-
tielle de ces architectures est la notion d’embodiment. Selon les principes de
l’embodiment notre position corporelle influence notre fac¸on de percevoir et
nos expe´riences sensorielles influencent nos mouvements. Les architectures
e´mergentistes oriente´es robotique les plus connues sont AAR et EICA, et
celles hybrides sont Kismet, HUMANOID, Cerebus et IM-CLEVER. J’ai
e´limine´ l’architecture AAR car elle est juge´e par D.Vernon[dGSC10] tre`s
complexe et limite´e. HUMANOID et Cerebrus sont trop proches des archi-
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tectures symboliques et demandent donc trop de connaissances pre´-requises
pour notre proble`me. IM-CLEVER fonctionne par renforcement ce qui est
inapplicable dans notre cas. L’architecture Kismet est trop focalise´e sur l’ex-
pression des e´motions par le visage (elle posse`de 21 degre´s de liberte´ pour
controˆler la teˆte). Nous allons maintenant voir les de´tails de l’architecture
EICA.
3.4.2 Exemple d’architecture : EICA
EICA (Embodied Interactive Control Architecture) est base´e sur le para-
digme Intention through Interaction [Nis07]. Selon ce paradigme les inten-
tions doivent eˆtre mode´lise´es par des fonctions e´voluant de fac¸on dynamique.
Et lorsque deux agents interagissent leurs fonctions d’intention co-e´voluent
Figure 5 – Embodied Interactive Control Architecture (EICA).
cre´ant une intention mutuelle. L’architecture est compose´e de deux blocs
principaux, le sous-syste`me de controˆle sensorimoteur et le sous-syste`me de
raisonnement de´libe´ratif respectivement en orange et jaune sur la Figure 3.
Le premier bloc s’occupe du traitement a` court terme des signaux provenant
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des capteurs, le second s’occupe du long terme. Cette architecture se´pare les
signaux d’entre´e en deux groupes, d’un coˆte´ ceux provenant des agents in-
telligents et de l’autre ceux provenant des objets inanime´s. Cette se´paration
permet de traiter les agents intelligents diffe´remment, le signal passe par le
module de perception interactive, permettant la cre´ation d’une intention mu-
tuelle.
Cette architecture peut par exemple eˆtre utilise´ pour cre´er un robot-aspirateur
controˆle´ par des gestes naturels. Le robot analyse les donne´es acquises d’une
came´ra et actionne ses moteurs pour se de´placer en conse´quence. L’article
n’explique pas plus en de´tails cette application.
3.5 Choix de l’architecture
Une des finalite´s de ce chapitre est de se´lectionner l’architecture cognitive
la plus a` meˆme de re´soudre la proble´matique de ce stage, une interaction
cre´dible entre humain et agent virtuel. Avant d’effectuer ce choix il est
ne´cessaire de rappeler les diffe´rentes caracte´ristiques essentielles e´tablies dans
jusqu’a` pre´sent ainsi que le contexte du stage. Le couplage sensorimoteur
doit eˆtre en temps re´el, nous ne connaissons que tre`s mal la fac¸on dont les
interactions e´voluent (ne´cessite´ de l’e´naction), l’e´quilibre entre autonomie et
synchronie doit eˆtre garanti (pour la cre´dibilite´).
Les architectures e´mergentistes et hybrides remplissent une bonne partie de
ces crite`res, particulie`rement celles oriente´es robotique. Mais les architec-
tures hybrides, en inte´grant des notions symboliques, perdent un peu de leur
autonomie (elles ne´cessitent quelques connaissances initiales). Compare´ a` la
nature basique de l’interaction gestuelle, les architectures hybrides peuvent
paraˆıtre trop comple`te pour ce proble`me (prise en compte des e´motions,
raisonnement logique, planification de suite de taˆches dans le but d’accom-
plir des objectifs, etc.). D’autant plus que nous traiterons l’interaction de
fac¸on minimaliste. C’est pour ces raisons que je vais orienter mes travaux
sur l’e´tude d’une architecture plus basique de type e´mergentiste. Les re´seaux
de neurones re´currents a` temps continu que j’ai de´cris plus haut respectent
parfaitement le crite`re temps re´el, c’est meˆme leur mode normal de fonction-
nement (temps continu). Ils n’ont besoin d’aucune connaissance pre´alable
pour fonctionner et graˆce a` la constante de temps τ spe´cifique a` chaque neu-
rones, ils ont le potentiel pour adopter des comportements parfois synchrones
parfois autonome. Ils araˆıssent donc eˆtre les mieux adapte´s au contexte de
couplage dynamique corporel.
14
4 E´volution de la configuration du CTRNN
Le fonctionnement de CTRNN compose´s de plus de deux neurones et qui
rec¸oivent des entre´es variables dans le temps e´chappe aux analyses courantes
ce qui rend impossible un parame´trage a` la main [Man11]. Pour parame´trer
au mieux le re´seau de neurones nous utilisons une approche e´volutionnaire :
les algorithmes ge´ne´tiques.
S’inspirant de l’e´volution naturelle, ces algorithmes font e´voluer une po-
pulation d’individus sur de nombreuse ge´ne´rations en faisant se reproduire
les individus adapte´s a` leur environnement et en faisant mourir les autres
celons les principes de la se´lection naturelle. Dans notre cas, un individu
repre´sentera un jeu de parame`tres pour notre CTRNN : les valeurs des
diffe´rentes inconnues de l’e´quation diffe´rentielle qui de´finie le comportement
des CTRNN (e´quation 1). Cette solution nous permet de faire e´voluer notre
re´seau de neurones jusqu’a` ce qu’il respecte le mieux les crite`res de notre
choix, crite`res que je de´taille dans la suite de cette partie. L’ensemble de
ces crite`res de´finit la fonction de fitness qui permet d’e´valuer et de classer
les diffe´rents parame´trages de notre re´seau en fonction de leur adaptation
au proble`me que nous e´tudions. On cre´e donc une population d’individus,
initialement ale´atoire, dans laquelle on va se´lectionner les meilleurs. On uti-
lise une se´lection par tournois de deux individus proche ge´ographiquement.
La proce´dure consiste a` choisir un individu A ale´atoirement parmi la popu-
lation puis de choisir un autre individu B proche de A. On e´value ensuite
A et B graˆce a` la fonction de fitness. Le vainqueur du tournoi est celui qui
obtient le score le plus e´leve´ et il est conserve´ pour la ge´ne´ration suivante.
Le perdant est quant a` lui croise´ avec le vainqueur, avec une probabilite´ au
alentours de 50% dans notre cas, puis il subit des mutations, a` hauteur d’en-
viron 1%. Avec cette technique il n’y a pas besoin de trier toute la population
et elle permet e´galement de paralle´liser facilement l’e´valuation des individus.
C’est en simulant cette population sur de tre`s nombreuses ge´ne´rations que
le processus d’e´volution va maximiser la fitness des individus. En prenant le
meilleur individu de la population finale on obtient une configuration, un jeu
de parame`tres, correspondant a` un re´seau de neurones ayant un comporte-
ment adapte´ au proble`me e´tudie´.
Le plus gros travail est de bien de´finir la fonction de fitness. Elle prend en
entre´e un individu et retourne sa note d’adaptation, plus celle-ci est e´leve´e
plus l’individu est adapte´ a` son environnement. C’est donc par les crite`res
de´finis dans cette fonction que la se´lection naturelle va s’ope´rer. Durant la
fonction de fitness de notre algorithme ge´ne´tique nous utilisons des enregis-
trements de trajectoires de souris controˆle´e par un humain avec lesquels le
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re´seau en cours d’e´valuation va interagir. Ces enregistrements ont e´te´ fait
graˆce a` la meˆme application qui nous permet de tester nos diffe´rents algo-
rithmes (application avec les disques controˆle´es par la souris, voir partie 2).
Ils comprennent la position sur l’axe des abscisses et sur l’axe des ordonne´es,
nomme´e X et Y, des deux humains qui interagissent, ainsi que leur vitesse
sur ces deux axes. Notre fonction de fitness va donc de´terminer la trajec-
toire du CTRNN en lisant point par point un enregistrement. Pour chacun
de ces points elle va fixer les valeurs d’entre´e du re´seau graˆce aux donne´es
de l’enregistrement et actualiser les sorties de celui-ci en utilisant l’e´quation
diffe´rentielle (1). Ces sorties nous permettent d’obtenir la nouvelle position
du CTRNN. Sur chacun de ces pas de simulation la fonction de fitness va
attribuer des bonus ou des malus a` la note du re´seau e´tudie´ en fonction de
la qualite´ du de´placement en cours.
Comme on peut le voir dans les e´quations (1) et (2) les CTRNN sont ca-
racte´rise´s par les poids des diffe´rentes liaisons entre les neurones (n2 poids
pour n neurones), leur constante de temps (τ) et leur biais (b). Le nombre
de neurones qui composent le CTRNN que nous avons utilise´ pour notre
application a e´te´ fixe´ a` 12. Il a e´volue´ en fonction de la complexite´ du com-
portement qu’on lui imposait au travers de la fonction de fitness. Dans notre
algorithme ge´ne´tique, chaque solution est donc repre´sente´e par un ge´nome
compose´ de n2 + n + n ge`nes (w + τ + b). Ce qui correspond, pour 12 neu-
rones, a` 168 parame`tres a` faire varier pour chaque individu de la population
de notre algorithme ge´ne´tique qui en compte une trentaine. Compte tenu du
grand nombre de variables, il a e´te´ essentiel d’optimiser le temps de calcul et
donc de pre´-calculer les fonctions gourmandes en temps comme la fonction de
sigmo¨ıde (e´quation 2) afin d’obtenir des re´sultats dans un temps raisonnable.
4.1 Les pie`ges de l’approche e´volutionnaire
Les algorithmes ge´ne´tiques mettent parfois plusieurs jours avant de converger,
point ou` l’on n’arrive plus a` ame´liorer la note de fitness. Dans notre appli-
cation il faut au moins simuler jusqu’a` la 300 000 a` 500 000ieme ge´ne´ration
avant d’atteindre ce point, cela repre´sente deux a` quatre jours de calculs. Il
est alors important de ne pas faire d’erreur dans le code sous peine de perdre
ces quelques jours. Mise a` part les erreurs classiques de codage (fautes de
frappes, etc.), il y a d’autres pie`ges a` e´viter dus a` l’utilisation d’algorithmes
ge´ne´tiques pour parame´trer nos re´seaux de neurones. En effet, en utilisant ces
algorithmes on se rend compte que les re´seaux trouvent toujours la solution
la plus simple pour arriver a` bout du proble`me pose´, et cette solution n’est
pas force´ment celle a` laquelle on avait pense´ au de´part. Par exemple, une des
premie`res versions du CTRNN consistait a` prendre en entre´e du re´seau de
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neurones la position du premier humain de l’enregistrement et a` re´compenser
le re´seau de neurones si sa position e´tait proche de celle du deuxie`me humain
de l’enregistrement. Le re´seau comportait donc deux entre´es, la position en
X et en Y de l’humain A, et deux sorties, la nouvelle position du CTRNN en
X et en Y. La fonction de fitness attribuant une note plus ou moins e´leve´e
aux re´seaux en fonction de leur distance par rapport a` l’humain B.
Figure 6 – Apprentissage sur un seul enregistrement.
Comme on peut le voir sur la figure (6) le re´seau de neurones arrive cor-
rectement a` reproduire la trajectoire de l’humain B. Mais contrairement a`
ce que l’on pourrait croire, il ne prend pas en compte la position de l’autre
humain qui lui est pourtant fournie en entre´e. Si l’on teste notre re´seau sur
d’autres enregistrements on s’aperc¸oit (figure 7) qu’au lieu de trouver une
relation entre les de´placements de l’humain A et ceux de l’humain B, il a
simplement appris la forme de la trajectoire sur laquelle il s’est entraˆıne´e et
la re´pe`te quelque soit l’entre´e qu’on lui donne. Il est donc ne´cessaire d’exercer
les re´seaux de neurones sur diffe´rents e´chantillons si l’on veux trouver une
solution ge´ne´rale a` notre proble`me. Dans un re´seau de neurones classique on
utiliserait par exemple un jeu d’un millier de valeurs pour s’entraˆıner, mais
e´tant donne´ la nature des CTRNN (Continuous-Time Recurrent Neural
Network) ceux-ci ne prennent en entre´e non pas une valeur mais une suite de
valeurs et c’est donc un millier d’enregistrements qu’il faudrait utiliser pour
obtenir une solution parfaitement ge´ne´raliste. Compte tenu de la difficulte´
d’enregistrer autant d’interactions humain avec humain et surtout des temps
de calculs e´normes qu’il serait ne´cessaire d’effectuer pour chaque fitness, les
enregistrements que nous utiliserons par la suite repre´senteront environ une
quinzaine de secondes pour 800 pas de simulation. C’est pourquoi nous avons
choisi d’utiliser seulement trois enregistrements diffe´rents par calcul de fit-
ness.
Un autre pie`ge qui survient fre´quemment est la mauvaise de´finition de
notre proble`matique au travers des crite`res de´crits dans la fonction de fitness.
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Figure 7 – Apprentissage de la forme.
Par exemple, si l’on veut que le CTRNN se de´place ale´atoirement sur l’e´cran,
en prenant quand meˆme en entre´e les de´placements d’un humain, on va lui
demander d’avancer en permanence et qu’il n’aille pas tout droit. Ce qui se
traduit, dans la fonction de fitness, par une pe´nalite´ sur la note du re´seau
si celui-ci a une vitesse nulle ou un angle de rotation nul. Plutoˆt que d’errer
ale´atoirement sur l’e´cran le re´seau va se fixer une vitesse en X non nulle, une
vitesse en Y non nulle et un angle de rotation non nul. Il va alors suivre une
trajectoire elliptique a` l’infini (figure 8). Il ne faut donc pas seulement lui
dire quoi faire mais e´galement lui dire ce qu’il ne doit pas faire. Dans ce cas,
il ne faut pas oublier de pe´naliser le CTRNN si sa vitesse et son angle de
rotation ne varie pas d’un pas de simulation a` l’autre. Mais la` encore il peut
se mettre a` osciller en allant un coup a` gauche, un coup a` droite, etc. Il faut
alors ve´rifier sur plusieurs pas en arrie`re qu’il ne se re´pe`te pas.
Figure 8 – Fonction de fitness trop simple.
4.2 Re´alisme des mouvements
Si l’on analyse les re´sultats du stage pre´ce´dent, on s’aperc¸oit que tous les
algorithmes utilise´s jusque la` se font de´tecter, non pas par une interaction
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incohe´rente avec l’humain, mais plutoˆt par des trajectoires irre´alistes. Les
utilisateurs de l’application ont rapidement remarque´ que les algorithmes
avaient soit des temps de re´action quasiment nuls, soit des mouvements
tre`s re´pe´titifs, soit des trajectoires parfaitement rectilignes d’une pre´cision
irre´alisable par un humain. Il m’a donc parut important de travailler sur ces
points avant meˆme de commencer a` faire interagir le CTRNN avec des hu-
mains.
En analysant plusieurs trace´s humain contre humain, j’ai remarque´ que l’on
pouvait de´couper les trajectoires en diffe´rents arcs de cercles et c’est pour
inte´grer ce fonctionnement au re´seau de neurones que j’ai de´cide´ de controˆler
celui-ci en vitesse et en rotation. Le re´seau prend en entre´e la position en X
et en Y de l’humain et on lit en sortie du re´seau sa vitesse en X et en Y et sa
vitesse de rotation. Le CTRNN posse`de ici deux entre´es et trois sorties. La
figure 9 est un exemple de trajectoire d’un re´seau controˆle´ de cette fac¸on.
Figure 9 – Trajectoire controˆle´e en vitesse et en rotation.
Sur cette figure on remarque que l’algorithme est mal parame´tre´ puisque
les de´placements du re´seau de neurones sont beaucoup trop rapide. On com-
mence donc par limiter la vitesse suivant l’axe X et Y ainsi que la vitesse de
rotation en pe´nalisant le CTRNN de`s que ses vitesses franchissent un seuil.
Les seuils sont fixe´s de manie`re arbitraire, de´termine´s en e´tudiant les vitesses
de la souris controˆle´e par un humain sur les meˆmes enregistrements que ceux
utilise´s par l’algorithme ge´ne´tique. La solution de facilite´ de l’algorithme
ge´ne´tique pour ne pas faire d’exce`s de vitesse est d’avoir une vitesse nulle.
Donc, en plus de limiter la vitesse, on pe´nalise aussi les vitesses insuffisantes
ainsi que les temps d’arreˆts prolonge´s. Pour e´viter les proble`mes vus sur la
figure 8 on pe´nalise aussi les vitesses et rotations invariantes. On rajoute
e´galement une contrainte de direction pour l’obliger a` changer son sens de
rotation de temps en temps. Il ne manque maintenant plus qu’a` imposer les
limites de l’e´cran au re´seau de neurones, puisque dans l’application le disque
qui repre´sente la souris ne peut pas sortir de l’e´cran. Si la trajectoire sort du
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cadre le disque va se planter dans un coin de la feneˆtre. On pe´nalise donc
le re´seau de` qu’il sort des limites de l’e´cran et pour e´viter qu’il ne se recro-
queville au milieu de l’e´cran on lui donne la consigne inverse : plus il s’e´tend
(dans les limites de l’e´cran) plus on le re´compense.
Figure 10 – Comportement respectant des contraintes de vitesse et de ro-
tation.
Apre`s l’application de toutes ces pressions de se´lection, on obtient les
trajectoires de la figure 10. On constate que le CTRNN se de´ploie bien sur
l’espace qui lui est attribue´, il se rapproche des bords sans les de´passer, et que
ses trajectoires ne sont pas totalement extravagantes. Mais bien qu’il respecte
les limites de vitesse qu’on lui a impose´, il ne suit pas encore certaines lois
lie´es au mouvements humain comme la loi de Viviani.
4.3 Prise en compte de la loi de Viviani
Dans un de ses articles [PV91] P.Viviani e´tudie la ge´ome´trie du mouvement
de dessin. Lors d’expe´rimentations il demande a` des enfants et des adultes
de dessiner de fac¸on continue des ellipses de diffe´rentes tailles afin d’e´tudier
la relation entre la vitesse de trace´ et le rayon de courbure de la trajectoire.
Il montre que de`s l’age de cinq ans le mouvement de la main d’un humain
suit une loi mathe´matique dite two-thirds power law, loi de puissance deux
tiers (e´quation 3).
V (t) = KR(t)β, β ≥ 0 (3)
Avec K le facteur de gain de vitesse, V(t) la vitesse et R(t) le rayon de
courbure. Dans son article Viviani de´termine que β = 2
3
est une bonne valeur
pour estimer les mouvements humain, c’est cette valeur que nous retiendrons
pour notre algorithme. 0D’apre`s la cine´matique nous obtenons les e´quations


































e´tant respectivement la vitesse et l’acce´le´ration suivant
l’axe X et Y.
Dans la fonction de fitness de notre algorithme ge´ne´tique nous connaissons
la vitesse en X et en Y du re´seau et en la comparant a` la diffe´rence de vitesse
d’un pas de simulation a` l’autre on en de´duit l’acce´le´ration sur ces deux axes.
Nous avons donc en notre possession toute les valeurs pour le calcul du K
de l’e´quation (3). Il ne reste plus qu’a` analyser les diffe´rentes valeurs de K
sur le trace´ enregistre´ d’un humain utilisant sa souris pour de´terminer des
valeurs caracte´ristiques qui permettrons d’e´valuer nos re´seaux de neurones.
Pour se faire, nous utilisons gnuplot dans le but de dessiner une courbe
en trois dimensions de l’e´volution de K en fonction du parcours d’un hu-
main (figure 11). L’image du haut est la vue de dessus de cette courbe, elle
repre´sente la trajectoire de l’humain suivant l’axe X et Y. L’axe Z repre´sente
quant a` lui la valeur de K. Sur l’image du bas, vue de coˆte´, on peut voir
que cette valeur subit des pics lorsque la trajectoire tourne trop violemment.
C’est ces pics que nous souhaitons e´viter pour le CTRNN. Dans la fonction
de fitness, nous re´solvons donc l’e´quation (3) pour chaque pas de simulation
et appliquons une pe´nalite´ au re´seau s’il de´passe le seuil en orange dans la
figure (11). Sur cette figure la valeur de K atteint des pics plus e´leve´ qu’elle
ne devrait, puisque c’est une courbe re´alise´ par un humain, cela est du aux
erreurs de capture de la souris. En enregistrant seulement une cinquantaine
de points par seconde, le calcul de la de´rive´e de la vitesse est fausse´ lorsque
la souris change de direction vraiment tre`s rapidement.
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Figure 11 – Courbe 3D de la loi de Viviani sur un trace´ humain, vue sous
trois angles diffe´rents.
Apre`s la mise en œuvre de ce crite`re de pression dans la fonction de
fitness, en plus des crite`res pour le re´alisme des mouvements, on obtient la
trajectoire de la figure (12). Dans l’ensemble la trajectoire parait correcte
mais il manque toujours un point essentiel : le re´seau ne prend pas encore en
compte de comportement de l’humain, il n’y a donc pas d’interaction.
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Figure 12 – CTRNN avec application de la loi de viviani.
4.4 De´but d’interaction : suivi de trajectoire
La premie`re e´tape avant la mise en place d’une interaction complexe avec un
humain est de prouver que le CTRNN est capable de prendre en compte la
trajectoire de cet humain. Pour cela nous avons cre´e´ un re´seau de neurones
dont l’unique objectif est de se rapprocher de la position de l’humain, il va
donc adopter un comportement de suiveur. Jusqu’a` pre´sent nous fournissions
en entre´e du re´seau la position de l’humain. Mais e´tant donne´ que le re´seau
ne connaˆıt pas sa propre position, il lui est impossible de se de´placer vers
l’humain dans cette configuration. Pour palier ce proble`me nous n’allons plus
donner la position mais la distance se´parant le CTRNN de l’humain. Les
deux nouvelles entre´es sont donc (xHumain − xCTRNN) et (yHumain −
yCTRNN). Apre`s plusieurs tests nous nous sommes aperc¸us que le re´seau
avait du mal a` suivre l’humain en e´tant controˆle´ en vitesse et en rotation.
Nous avons donc de´cide´ de modifier une nouvelle fois la structure du re´seau
de neurones en controˆlant les de´placements seulement par la vitesse en X et
Y, re´duisant le nombre de sorties a` deux.
Figure 13 – Trajectoire sous contrainte de distance avec l’humain.
Les de´placements du re´seau suivent maintenant clairement la trajectoire
de l’humain, comme on peut le voir sur la figure (13). Le crite`re de suivis
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est formule´ tre`s simplement dans la fonction de fitness puisqu’il suffit de
pe´naliser le re´seau en fonction de la distance qui le se´pare de l’humain.
4.5 Corre´lation des trajectoires : Cross Correlation
L’hypothe`se principale de mon stage est qu’il existe un couplage lors de
l’interaction entre deux humains. Suivant cette hypothe`se on peut conjecturer
qu’il existe une corre´lation entre la trajectoire du premier humain et celle
du deuxie`me. Pour attester cela nous avons donc applique´ des formules de
corre´lations croise´es aux trajectoires de deux humains interagissant. E´quation











Avec x(i) et y(i) les deux se´ries de points a` comparer, mx et my respec-
tivement les moyennes des se´ries x(i) et y(i) et d le retard applique´ a` la se´rie
y(i).
La corre´lation croise´e mesure la similarite´ entre deux se´ries de points en fonc-
tion du retard applique´ a` l’une de ces deux se´ries. Par exemple, sur la figure
(14) la valeur de la cross correlation entre la courbe verte et la courbe bleu
est maximale lorsque le retard vaut trois car si l’on de´cale la courbe verte
de trois unite´s de temps, les deux courbes se superposent parfaitement. La
valeur en d = 3 est de 1 car cette fonction est normalise´e.
Figure 14 – Corre´lation en position.
En retranscrivant l’e´quation (6) sous scilab et en important les enregis-
trements d’interaction humain avec humain, on est maintenant en mesure de
24
visualiser la corre´lation des trajectoires.
La figure (15) repre´sente les variations des positions en X, vert clair pour
l’humain A et vert fonce´ pour l’humain B, et en Y, rouge pour l’humain A et
orange pour l’humain B. La corre´lation croise´e des positions en X et celle des
positions en Y sont affiche´es simultane´ment sur la figure (16) respectivement
en vert et rouge.
Figure 15 – Position en X (vert) et Y (rouge).
Figure 16 – Corre´lation en position en X et Y.
Il existe bien une corre´lation entre les positions des deux humains car si
elles n’e´taient pas corre´le´es, la valeur de la corre´lation croise´e serait infe´rieure
a` ze´ro. La valeur maximale est atteinte a` un de´lai d’environ cent pas de
simulation, en e´tudiant ce type de corre´lation sur une dizaine d’autres en-
registrements, j’e´tablis que ce pic se situe tre`s fre´quemment entre vingt et
cent-vingt pas de simulation. De la meˆme manie`re je constate que la hauteur
du pic de´passe a` chaque fois la valeur de 0, 25.
E´tant donne´ que le calcul de la corre´lation croise´e est relativement chrono-
phage, il n’est pas raisonnable de le calculer sur l’ensemble de la plage de
de´lai [20; 120]. On se contentera donc d’e´chantillonner cette plage aux valeurs
(20; 40; 80; 120), la largeur des pics e´tant suffisamment importante pour se le
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permettre. Dans chaque fonction de fitness nous calculerons donc quatre va-
leurs de corre´lation et nous augmenterons la note des re´seaux qui de´passent
le seuil de 0, 25.
Une forte corre´lation en position se manifeste dans l’application par un suivi
de la trajectoire de l’autre. Une corre´lation simultane´e en X et en Y signifie
un suivi exact de la trajectoire, alors qu’une corre´lation sur un seul axe peut
signifier une recopie a` distance des mouvements.
Nous suivons le meˆme proce´de´ pour analyser la corre´lation en vitesse. La
figure (17) repre´sente les variations des vitesses en X, vert clair pour l’hu-
main A et vert fonce´ pour l’humain B, et en Y, rouge pour l’humain A et
orange pour l’humain B. La corre´lation croise´e des vitesses en X et celle des
vitesses en Y sont affiche´es simultane´ment sur la figure (18) respectivement
en vert et rouge.
On examine de nouveau ces courbes avec une dizaine d’enregistrements diffe´r-
ents et on constate, logiquement, que la plage de de´lai est la meˆme que pour
la position, ainsi que la valeur des pics.
Figure 17 – Vitesse en X (vert) et Y (rouge).
Figure 18 – Corre´lation en vitesse.
26
Une corre´lation en vitesse se manifeste dans l’application par une recopie
des mouvements de l’autre, sans force´ment eˆtre au meˆme endroit sur l’e´cran.
4.6 Version finale de la fonction d’e´valuation
En rassemblant tous les crite`res susdit au sein d’une meˆme fonction d’e´valuation
on obtient une fitness assez complexe qu’il est ne´cessaire de parame´trer. En
effet, il faut ponde´rer correctement les pe´nalite´s et les bonus donne´s a` la note
de fitness sous peine de voir un crite`re e´craser tous les autres.
La figure (19) montre deux exemples de trajectoires de CTRNN qui ont
e´volue´ sous contrainte de tous ces crite`res. Cette version du CTRNN n’est
pas la version finale, mais c’est la version qui e´tait la plus avance´e a` la date
des expe´rimentations et c’est donc celle qui a e´te´ teste´e. Le coˆte´ ”suiveur”
du re´seau est trop prononce´, ce qui le rend ”collant”.
Figure 19 – Trajectoire finale du re´seau de neurone.
4.7 Enregistrement des re´seaux
Toutes les configurations finales de re´seaux ge´ne´re´es par l’algorithme ge´ne´tique
sont sauvegarde´es dans un format lisible par le logiciel Graphviz. Ce logiciel
permet de dessiner des graphiques oriente´s comme les re´seaux de neurones.
La figure (20) est un exemple de repre´sentation d’un CTRNN comportant
douze neurones, deux entre´es (en haut) et trois sorties (en bas). L’e´paisseur
des arcs repre´sente le poids des diffe´rentes liaisons, la taille de la lettre ”B”
sur les nœuds repre´sente la valeur du biais et leurs teinte de rouge indique la
valeur du τ .
Aucune de ces structures de re´seau n’a pour l’instant e´te´ analyse´e, pour
des raisons de temps et surtout parce que ces structures e´voluent sans arreˆt
depuis le de´but du stage. Le fichier que cre´e l’algorithme ge´ne´tique e´tant for-
mate´, il est tre`s facile de re´cupe´rer les donne´es de configuration du re´seau de
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Figure 20 – Structure du re´seau de neurones.
Figure 21 – Fichier formate´ pour graphviz.




Pour e´valuer la cre´dibilite´ de notre algorithme utilisant les CTRNN, nous
avons proce´de´ a` des expe´rimentations. Elles ont permis de situer les per-
formances de celui-ci par rapport a` d’autres algorithmes et sur diffe´rents
crite`res. L’interface utilise´ est la meˆme que lors du stage pre´ce´dent avec
quelques modifications. Les expe´rimentations ont eu lieu a` l’ENIB (Ecole
Nationale d’Inge´nieur de Brest), tous les sujets e´tant e´tudiant de cette e´cole
ils ont tous environ vingt ans et utilisent tous re´gulie`rement des ordinateurs.
Nous avons ne´anmoins enregistre´ leur age et leur niveau de familiarite´ avec
les jeux multi-joueurs en ligne (familier des interactions avec des avatars) lors
d’un questionnaire pre´-expe´rimentation.
Chaque expe´rimentation est compose´e de six phases d’interactions de qua-
rante secondes dont une seule avec un humain, durant les cinq autres phases
d’interactions les sujets font face a` diffe´rents algorithmes. Les sujets ne savent
pas contre combien d’humains ils vont interagir. On e´tudie les interactions
entre deux humains, il est donc ne´cessaire de faire passer tous les sujets deux
par deux. L’application se divise alors en deux parties, serveur et client. C’est
le serveur qui de´cide de l’ordre dans lequel les deux sujets vont se confron-
ter aux diffe´rents algorithmes. Tout d’abord il choisi ale´atoirement le tour
durant lequel les deux sujets seront l’un contre l’autre, puis il fixe, toujours
ale´atoirement, l’ordre de passage des autres algorithmes qui ne sont alors pas
force´ment les meˆmes chez le client et le serveur.
Figure 22 – Organisation de l’expe´rimentation.
La principale consigne des sujets est d’interagir avec l’autre a` l’aide de
leur souris dans le but de de´terminer si ils ont affaire a` un humain ou a` une
machine. Lors de chaque phase d’interaction il leur est demande´ d’appuyer
sur la touche ”H”, comme Humain, ou sur la touche ”M”, comme Machine,
de`s qu’il sont suˆrs de la nature de leur opposant. Le temps qu’ils mettent a`
se de´cider est ainsi enregistre´. Il sagit dune version adapte´e a` notre cas du
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BIP (Break In Presence) de Slater [MS00]. Ils leur est e´galement demande´ de
continuer a` interagir apre`s avoir fait leur choix entre humain ou machine pour
ne pas perturber l’expe´rimentation de leur binoˆme, dans l’e´ventualite´ ou` ils
interagiraient ensemble. A la fin de chacune des phases d’interactions un ques-
tionnaire nume´rique est soumis aux sujets. Au tout de´but de l’expe´rience une
phase de test est propose´e aux sujets ce qui leur permet de se familiariser avec
l’interface et avec la dynamique d’interaction, l’application est programme´e
de fac¸on a` ge´rer les collisions pour que les deux curseurs puisse se ”pousser”
l’un l’autre. Au cours de ce test rien n’est enregistre´ et on ne pose aucune
question aux sujets.
5.1 Les diffe´rents algorithmes
Comme on peut le voir dans la partie 4, nous avons essaye´ d’inte´grer deux
aspects importants de l’interaction entre humain et avatar, le re´alisme des
mouvements et la prise en compte de l’autre. Pour e´valuer les performances
de notre re´seau de neurones nous avons choisi de soumettre aux sujets des
algorithmes ne pre´sentant chacun qu’une partie de ces aspects.
5.1.1 Miroir
L’algorithme miroir date du stage pre´ce´dent, il se contente de copier les
mouvements de l’humain par syme´trie suivant le centre de l’e´cran. Il est
sense´ repre´senter le coˆte´ ”prise en compte de l’autre” de l’interaction et ce
coˆte´ seulement car bien que ses mouvements aient une allure humaine, copie
de l’autre humain, son temps de re´action instantane´ et la pre´cision absolue
de ses gestes le rendent totalement irre´aliste.
5.1.2 Ale´atoire
L’algorithme ale´atoire ne prend pas en compte la position de l’humain et
change de position ale´atoirement toute les secondes. Son de´placement posse`de
une certaine inertie pour qu’il ne se te´le´porte pas d’un point a` un autre mais
la transition entre deux points reste parfaitement rectiligne. Nous le traitons
donc comme un algorithme ne satisfaisant ni le re´alisme des mouvements, ni
la prise en compte de l’humain.
5.1.3 Enregistrement
Pour montrer le coˆte´ re´aliste des gestes sans interaction il suffit de lire un enre-
gistrement d’une trajectoire faite par un humain, donc parfaitement re´aliste.
30
Le meˆme enregistrement est utilise´ pour tous les sujets. Le sujet faisant face
a` un enregistrement il n’y a donc pas d’interaction.
5.1.4 Enregistrement sans collision
Comme l’application de l’expe´rimentation posse`de un gestionnaire de colli-
sion, le sujet peut perturber la trajectoire de l’enregistrement en se mettant
sur son chemin. De`s lors on peut conside´rer qu’il y a une interaction, meˆme
faible. C’est pourquoi nous avons de´cide´ de faire une deuxie`me version de
l’algorithme ”enregistrement”, cette fois en de´sactivant le gestionnaire de
collision. La phase d’interaction avec cet algorithme est donc diffe´rente de
toutes les autres, y compris celle avec l’humain, puisque c’est la seule sans
collision. Mais ces re´sultats sont a` comparer avec ceux de l’enregistrement
classique.
5.1.5 CTRNN
Le CTRNN est le re´seau de neurones configure´ lors de la partie 4, il est sense´
prendre en compte le comportement de l’autre humain tout en adoptant un
de´placement re´aliste.
5.2 Les questions
Le but d’une expe´rimentation est de re´colter des donne´es. Dans notre applica-
tion nous re´coltons des donne´es de cinq sources diffe´rentes. Les informations
concernant le sujet (son age, son sexe, etc.) sont enregistre´es avant le de´but
de l’expe´rimentation.
A` la fin de chaque phase d’interaction un questionnaire est pose´ aux
sujets concernant leurs impressions sur cette dernie`re. Il est compose´ de
cinq affirmations adapte´es du questionnaire de pre´sence sociale de Bailen-
son [JNBL03] :
• J’ai perc¸u que j’e´tais en pre´sence d’une autre personne au travers de
l’application.
• J’ai ressenti que le cercle rouge cherchait a` me faire re´agir.
• L’ide´e que le cercle mauve N’EST PAS controˆle´ par une personne re´elle
m’a souvent traverse´ l’esprit.
• Le cercle rouge semble prendre en compte/eˆtre sensible a` mon compor-
tement.
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• J’ai ressenti le comportement du cercle rouge comme e´tant une trajec-
toire pre´de´finie.
Les sujets doivent donner leur avis sur ces affirmations en utilisant une
e´chelle de Likert de (-3) ”Pas du tout d’accord” a` (+3) ”Tout a` fait d’accord”
(voir figure 23).
Figure 23 – Interface du questionnaire.
L’inte´gralite´ des mouvements des deux disques est enregistre´e pour des
e´valuations objectives.
Lors des phases d’interaction on enregistre le temps que mettent les sujets
a` de´tecter les humains ou les algorithmes (touche H ou M). On enregistre
e´galement leurs changement d’avis.
A` la fin de l’expe´rimentation un questionnaire papier est propose´, il est
compose´ de questions ouvertes :
• Quels sont les crite`res qui vous permettent de de´tecter que vous avez
affaire a` un programme ?
• Quels sont les crite`res qui vous permettent de de´tecter que vous avez
affaire a` une personne re´elle ?
• Y a-t-il eu des e´ve`nements qui vous ont permis de savoir que vous
n’aviez pas affaire a` un programme, si oui lesquels ?
• Y a-t-il eu des e´ve´nements qui vous ont permis de savoir que vous
n’aviez pas affaire a` une personne re´elle, si oui lesquels ?
• Avez-vous des remarques sur l’expe´rimentation ?
5.3 Re´sultats
L’expe´rimentation a e´te´ re´alise´ sur 44 sujets, ce qui a permis d’obtenir des
re´sultats plutoˆt significatif. Les tests anova sur les donne´es donnent toujours
une probabilite´ de rejet a` tord de l’hypothe`se nulle de p− value < 0, 05.
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5.3.1 Questionnaire nume´rique
Figure 24 – Question 1 : Sentiment de pre´sence.
La figure (24) montre les re´sultats obtenus par les diffe´rents algorithmes
a` la question sur le sentiment de pre´sence. On constate que c’est l’humain
qui remporte le meilleur score (heureusement) et que les enregistrements ar-
rivent tous deux apre`s. Le fait qu’il y est une diffe´rence significative entre le
score de l’humain et ceux des enregistrements prouve l’importance de l’in-
teraction pour la cre´dibilite´ des agents virtuels. Bien que le CTRNN arrive
apre`s les enregistrements, il de´passe largement les deux autres algorithmes.
L’algorithme miroir e´tant de´tecte´ tre`s rapidement par la grande majorite´ des
sujets, il e´choue totalement a` ce test. La diffe´rence de points entre l’algo-
rithme ale´atoire et le miroir s’explique par son coˆte´ impre´visible qui le rend
plus dur a` de´tecter.
Figure 25 – Question 2 : Cherche l’interaction.
Les re´sultats de la figure (25), qui portent sur le sentiment d’interac-
tion, re´ve`lent que le coˆte´ ”suiveur” du CTRNN est trop pre´sent. Il passe
son temps a` chercher l’autre alors qu’un humain passe par des phases ou`
il ne s’occupe pas de l’autre, l’humain obtient d’ailleurs un score deux fois
moindre. L’e´quilibre entre autonomie et synchronie fait partie des notions
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importantes retenues dans la partie 2. Les re´sultats de´voilent aussi que si
les sujets ont largement tranche´s la question pour les algorithmes miroir et
ale´atoire, ils restent inde´cis sur les enregistrements.
Figure 26 – Question 3 : Humain ou machine.
Sur la figure (26), portant sur le sentiment d’interaction avec une ma-
chine, on voit de nouveau que l’e´cart entre le CTRNN et les algorithmes
basiques, miroir et ale´atoire, est significatif. Les re´sultats pour l’humain et
les enregistrements sont quant a` eux clairement meilleurs, mais les diffe´rences
entre eux ne sont pas e´loquentes.
Figure 27 – Question 4 : Prise en compte de l’autre.
La figure (27) montre des re´sultats cohe´rents quant au sentiment de prise
en compte du comportement des sujets. Cette question est une variante de
la question 2, la comparaison avec la figure(25) montre des re´sultats tre`s
similaires excepte´ pour l’algorithme miroir. Cela montre que l’on peut tre`s
bien prendre en compte l’autre sans ge´ne´rer de sentiment d’interaction. L’al-
gorithme ale´atoire ne tient pas compte de l’humain et il a e´te´ classe´ comme
tel. A` l’inverse des algorithmes miroir et CTRNN qui ont obtenu une note
plus e´leve´e que celle de l’humain duˆt a` leur manque d’autonomie. La seule
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exception vient des enregistrements, le fait d’avoir des trajectoires parfaite-
ment re´alistes en on trompe´ plus d’un. Ce qui justifie l’inde´cision des sujets
a` cette question.
Figure 28 – Question 5 : Trajectoire pre´de´finie.
En regardant le de´tail des re´ponses a` la question 5 (figure 28) et d’apre`s
des remarques dites a` l’oral par certains sujets durant l’expe´rimentation, on
s’aperc¸oit que cette question n’as pas e´te´ comprise de la meˆme fac¸on par
tout le monde. Certains ont interpre´te´ ”Trajectoire pre´de´finie” comme une
trajectoire enregistre´e, une vide´o. D’autre l’on compris comme comportement
pre´de´fini, code´ en dur. L’algorithme miroir a` e´te´ de´masque´ par tous les sujets,
les re´ponses a` la question 5 auraient du eˆtre unanimes. Or la moitie´ des
sujets ont re´pondus l’extreˆme positif : (+3) et l’autre moitie´, l’inverse : (-3).
La formulation de cette question devra donc eˆtre revue pour les prochaines
expe´rimentations.
Si jamais cela peut eˆtre conside´re´ comme un re´sultat, on constate tout de
meˆme que le CTRNN se situe du bon coˆte´, celui de l’humain...
5.3.2 Temps de de´tection
Ces donne´es n’ont pas encore e´te´ traite´es au moment de la re´daction de mon
rapport, elles le seront d’ici la fin du stage.
5.3.3 Questionnaire post-expe´rimentation
Ce questionnaire a confirme´ ce que l’on savait de´ja`, les algorithmes sont
de´masque´s par leur comportement re´pe´titif et rectiligne. L’humain re´pond
aux sollicitations et adopte re´gulie`rement un comportement presque ale´atoire
(e´quilibre entre autonomie et synchronie).
Quelques remarques proposent d’ame´liorer l’application en affichant le temps
restant pour chaque phase d’interaction car certains ont e´te´ surpris par la fin
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de ces phases et n’ont pas eu le temps d’appuyer sur les touches H ou M.
Plusieurs sujets affirment avoir de´couvert des algorithmes seulement en s’arreˆ-
tant, c’est la plus grosse faiblesse du CTRNN. Les re´seaux de neurones e´tant
des syste`mes de´terministes, si on fige les entre´es on fige les sorties. La par-
ticularite´ des CTRNN, dans ce cas la`, est de ne pas s’arreˆter mais plutoˆt
d’e´voluer de fac¸on trop re´gulie`re, ce qui est toujours mieux que de se figer.
Comme notre CTRNN prend en entre´e la distance qui le se´pare de l’humain,
celle-ci varie meˆme lorsque celui-ci est a` l’arreˆt. Mais de`s lors que le CTRNN
repasse a` un endroit ou` il de´ja` passe´, il entre dans une boucle et va re´pe´ter
cette se´quence a` l’infini jusqu’a` ce que l’humain ce remette a` bouger.
6 Conclusion et perspectives
Le but de ce stage e´tait de mettre en place une architecture cognitive ca-
pable de reproduire le couplage dynamique temps re´el existant lors d’une
interaction entre deux humains. L’hypothe`se de base e´tait que pour avoir un
sentiment de pre´sence de l’autre il fallait qu’il y est a` la fois de l’interaction
et de l’autonomie. Nous nous sommes contente´ d’une interaction minima-
liste, ne prenant en compte que les gestes de la main dans un environnement
virtuel 2D, afin de bien cerner le proble`me et de saisir les fondements de
ce couplage. Une e´tude des architectures cognitives existantes a permis de
de´terminer que le type d’architecture le plus adapte´ a` notre proble`me est le
type e´mergentiste, et parmi ces architectures ce sont les re´seaux de neurones
a` temps re´currents que nous avons choisi d’imple´menter. E´tant impossible de
parame´trer ces re´seaux a` la main, nous avons utilise´ l’approche e´volutionnaire
pour obtenir le re´seau correspondant le plus a` nos crite`res. Le proble`me a e´te´
se´pare´ en deux points, le re´alisme des mouvements et la prise en compte de
l’autre. On peut voir sur les images d’exemples de trajectoires que nous avons
obtenus des courbes plutoˆt re´alistes, notamment graˆce a` la loi de Viviani, et
que le CTRNN s’est montre´ capable de prendre en compte les de´placements
de l’humain. Une version du CTRNN incorporant ces deux caracte´ristiques a`
e´te´ teste´e lors d’expe´rimentations et l’e´tude des re´sultats a` re´ve´le´ une nette
ame´lioration par rapport aux algorithmes pre´ce´dents.
Mais la configuration du CTRNN n’est pas encore parfaite, le grand
nombre de crite`res de se´lections entraine certain de ces crite`res a` dominer
les autres. Une solution consisterait a` utiliser un apprentissage incre´mental
avec l’algorithme ge´ne´tique. Il faudrait entraˆıner une population de re´seaux
avec seulement les crite`res de re´alisme des mouvements, pour apprendre au
re´seau a` bouger comme un humain. Puis prendre cette population et s’en
servir de population initiale dans un nouvel algorithme ge´ne´tique compor-
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tant cette fois les crite`res de prise en compte de l’autre, pour lui apprendre a`
interagir. Un peu comme on apprend a` dessiner avant d’apprendre a` e´crire.
D’autres pistes, comme e´tudier l’e´volution de la distance des curseurs de
deux humains pendant l’interaction pour reproduire cette dynamique avec le
CTRNN, seront creuse´es d’ici la fin du stage.
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