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The nature of interactions between face‐to face alternate stacked quinoid rings with π‐systems, observed with 
short  inter‐ring  centroid∙∙∙centroid  distance  is  analyzed    by  experimental  and  theoretical  methods.  Charge 
density studies based on X‐ray diffraction and DFT calculations, complemented by impedance spectroscopy were 
employed  to  define  the  electronic  and  structural  characteristics  of    the  quinoid  rings  responsible  for  their 
interactions within the crystal packing. The crystal packing is mainly stabilized by several salt bridges between 
the K+ cation and the hydrogen chloranilate anions. The proximity and orientation of the stacked quinoid rings 
in parallel  roto‐inversion arrangement  is mainly  governed by non‐covalent  interactions of unusual  strength. 
Their estimated energy  , more than 10 kcal mol‐1, as calculated by DFT methods,  is comparable to medium‐
strong  hydrogen  bonding.  It  is  the  result  of  the  unique  electronic  structure  of  2,5‐dihydroxyquinonate 
monoanion, which exhibits alternating electron‐rich and electron‐poor regions. Thus, the nature of interactions 
between  π‐systems  of  quinoid  rings  can  be  described  by  a  polar/π model.  These  interactions  have  a  great 
potential in crystal engineering and may be employed in design of functional materials. 
 
  
   
Introduction 
π-Interactions are quite common type of intermolecular interactions1-9 occurring between planar, conjugated 
π-electron systems and have already found their way into supramolecular chemistry textbooks10. However, 
their exact nature is still a matter of dispute5,11-13. π-Interactions are generally considered to be weak, with a 
typical energy lower than 1 kcal/mol 10, but can be considerably enhanced by dipolar interactions5,9,14. 
Nevertheless, they have quite a potential in supramolecular chemistry15,16 and crystal engineering17. 
 
An empirical model for aromatic π-stacking, developed by Hunter and Sanders1,6, states that attractive 
interactions prevail in parallel offset (Fig. 1a) and T-shaped (Fig. 1b) arrangement. Face-to-face eclipsed or 
alternated arrangements (Fig. 1c, d) are energetically unfavourable for aromatic hydrocarbons due to strong 
repulsion. However for arene∙perfluoroarene dimers, Salonen et al.12 found by computation that the face-to-
face eclipsed C6F6∙∙∙C6H6 dimer has a negative energy and is nearly as favourable as the parallel offset 
configuration. This is due to the complementary electrostatic potentials between the two molecules8. In the 
current study of a chloranilic acid salt, a new arrangement, parallel non-offset alternate is found.  
Typically  in aromatic ‐ stacking, distances between ring centroids (and carbon atoms of contiguous rings) are 
greater than 3.6 Å and greater than the sum of van der Waals radii for carbon, which is 3.5 Å 18 and offsets are larger 
than  1.7  Å  (about  a  half  of  the  ring  diameter).  Such  an  arrangement  observed  in  the  crystal  structures1  is  in 
accordance  with  ab  initio  calculations19‐21  and  suggests  that  aromatic  π‐interactions  are  weak  electrostatic 
interactions between electron‐rich π‐electron cloud of one ring and electron‐poor σ‐electron skeleton of another 
ring  (Fig. 2).  In aromatic heterocyclic  rings, but not  in pure (C,H) compounds, C∙∙∙C contacts occur  frequently  in 
crystal packing as parallel offset π‐stacking can be favorable from the electrostatic point of view12,22. While the study 
of π‐interactions has been limited almost exclusively to aromatic rings, stacking of other types of planar conjugated 
rings is neglected. 
 
Figure 1 Possible arrangements of stacked rings: a) parallel‐offset and b) T‐shaped are energetically favourable for 
aromatics; less common are parallel, face‐to‐face c) eclipsed  and d) staggered. 
 
Figure  2  Interactions  between  two  parallel,  offset  aromatic  rings:  green  arrow  indicates  attraction  between 
electron‐poor σ skeleton of one ring and electron‐rich π cloud of another, while the red arrow indicates repulsion 
of π electron clouds (represented by ochre ovals).  
Quinoid rings (Scheme 1) differ from aromatics due to distinguishable single and double bonds23. Their 
different electronic structures imply different types of intermolecular interactions. However, until recently 
no attempt has been made to study π-stacking of quinoid rings.  
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a) b)   Scheme 1 
 
A few years ago, we observed unusual face-to-face stacking in a few alkali salts of a quinoid compound, 
chloranilic acid (3,6-dichloro-2,5-dihydroxy-p-benzoquinone)24 (Scheme 2) which prompted us to further 
study the phenomenon. It turned out that alkali salts of various substituted 2,5-dihydroxyquinones tend to 
form face-to-face stacks25-28, both in eclipsed (Fig. 1c)28 and staggered (Fig. 1d)24,26,27 arrangements. Centroid 
and interplanar distances in such stacks are about 3.3 Å (0.2 Å shorter than the sum of van der Waals radii 
for carbon18), indicating an unusually strong interaction. Preliminary quantum chemical calculations 
indicated that these interactions are comparable to hydrogen bonds, and are likely stronger than 10 kcal mol-
1. Face-to-face alternate arrangement of quinoid rings in the stacks is such to allow close contact between 
electron-rich and electron-poor parts of the molecule: electron-rich π-bonds (double and delocalised) are 
sandwiched between electron-poor σ-bonds and vice versa (Fig. 3). Thus, σ-π attractions are maximised, 
while π-π repulsions are minimised. 
 
Face-to-face alternate -stacking has been described by Hunter & Sanders1 (Fig. 1d); it is observed in crystal 
packing of 2,3,5,6-tetramethyl-1,4-benzoquinone (duroquinone)29 and several salts of 3,6-dibromo-2,5-
dihydroxyquinone (bromanilic acid)27. The rotation between two interacting parallel quinones is about 90°. 
However, such a simplified model, based exclusively on geometrical data (crystal structures measured with 
a resolution of 0.8 Å) leaves many questions opened. It does not provide an energy estimate of the interaction 
and says nothing on the possibility of localized charge transfers between two adjacent rings. Due to a close 
contact between the rings some degree of reciprocal charge transfer might be possible. 
 
 
Scheme 2 Dissociation of  chloranilic  acid  to  the monoanion with  resonance  structures  shown  in  brackets.  The 
monoanion comprises single, double and delocalised C‐C and C‐O bonds. 
 
Therefore, we decided for a detailed, in-depth study of interactions between face-to-face oriented quinoid 
rings by a combination of experimental X-ray charge-density, quantum chemical calculations (ab initio and 
periodic DFT), and measurement of electrical properties. As a very convenient model compound, we chose 
potassium hydrogen chloranilate dihydrate (KHCAꞏ2H2O, Scheme 2)24. It is very stable and easy to prepare, 
grows in large well-developed crystals and comprises only light atoms, which do not introduce a problem of 
large X-ray absorption. 
 
Figure 3 A simplified representation of  face‐to‐face alternate  (staggered) arrangement of hydrogen chloranilate 
anions  related  by  a  roto‐inversion:  electron‐rich  π‐bonds  (double  and  delocalised)  are  sandwiched  between 
electron poor σ‐bonds (single). Atoms are colour‐coded: C  black/dark gray, O red, Cl  green, H  light gray, and  K  
violet. 
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Results and Discussion 
To gain insight into the nature of the face-to-face interaction, X-ray charge density analysis was assisted by 
DFT calculations utilizing periodic and isolated cluster models, revealing the role of non-bonding 
interactions and the energetics of stacking. Possible charge transfer between the rings was probed by 
impedance spectroscopy. A detailed study of crystal morphology is required for both, charge density 
determination (to correct absorption) and impedance spectroscopy (to apply electrical contacts at specific 
faces), but it also gives some insight into the dominant interactions in the crystal.  
 
Crystal morphology 
Crystals of KHCAꞏ2H2O, P 21/c, are needle-like, elongated in the direction of the c axis, which is also the 
direction of ring stacking between equidistant (3.19 Å) hydrogen chloranilate anions (Fig. 4). The largest 
and best developed forms are {100} and the crystals are very thin in the direction of the a axis. This implies 
that they grow rapidly in the direction [001], but very slowly in the direction [100]. Therefore, we can expect 
that the strongest intermolecular interactions are parallel to the c axis and the weakest parallel to the a axis. 
Indeed, the crystal packing comprises layers of cations, anions and water molecules linked together by 
cation∙∙∙anion interactions and hydrogen bonds; these layers are parallel to the plane (100) (Fig. 5, Table 1). 
They are linked by only two symmetry-independent hydrogen bonds (Table 1). Therefore, we should expect 
that the strong interaction in the direction [001] is mainly due to the K+/anion salt bridges linking two 
adjacent quinoid rings and secondarily to the face-to-face staggered arrangement of the rings. The potassium 
coordination is made of five chlorine and two oxygen atoms. On the other hand, there are two hydrogen 
bonds approximately perpendicular to the c axis and one approximately parallel to it (Table 1). 
 
Figure  4  a)  The  crystal  habit  of  KHCA∙2H2O with  combinations  of  crystal  forms;  {011}  form  is  developed  just 
exceptionally, b) photograph of the real sample (the crystal is 0.8 mm long), c) perspective view of a face‐to‐face 
arrangement of hydrogen chloranilate anions in KHCA∙2H2O. 
 
Figure  5  Crystal  packing  of KHCA∙2H2O  viewed  approximately  along  the  direction  [001].  Potassium  cations  are 
shown as spheres of arbitrary radii. 
 
Table 1  Geometric parameters of hydrogen bonds.  
  d(D‐H) 
/Å 
d(H∙∙∙A) 
/Å 
d(D∙∙∙A) 
/Å 
D‐H∙∙∙A
/° 
Symm. operation on A 
O1‐H1∙∙∙O5  0.967(2)  1.827(2)  2.613(3)  136.4(6) ‐1+x, 3/2‐y, ‐½+z
O5‐H5A∙∙∙O6  0.967(2)  1.811(2)  2.758(2)  165.3(3) x, y, 1+z
O5‐H5B∙∙∙O2  0.967(2)  2.026(3)  2.835(3)  140.1(6) ‐x, ½+y, ½‐z
O6‐H6A∙∙∙O3  0.967(2)  1.870(2)  2.835(3)  176.53(6) x, 3/2‐y, ‐½+z
O6‐H6B∙∙∙O1  0.967(2)  1.993(2)  2.954(3)  173.2(1) 1+x, y, z
 
Electronic structure of the hydrogen chloranilate anion based on X-ray charge density studies and DFT 
calculations 
The experimental deformation electron density of the hydrogen chloranilate anion (Fig. 6a) is in a good agreement 
with the simplified structural formula (Scheme 2) derived from molecular geometry24. It is a very interesting system 
for studying covalent bonds since this relatively small anion comprises three types of C‐C and C‐O bonds: formally 
single,  formally  double  and  delocalised  (bond  order  about  1.5).  Table  2  gives  the  topological  properties  of  all 
covalent  bonds  as  calculated  from multipolar  refinement  against  experimental  and  theoretical  intensities;  the 
agreement between experiment and theory is very good. We note an overall larger charge density at CP for the 
experimental one. According to this topological analysis, C‐C bonds can indeed be classified into these three types. 
Formally single bonds, C1‐C2, C4‐C5 and C5‐C6, have the lowest electron density at the critical point and are the 
least elliptical. We note that both experimental and theoretical C5‐C6 ellipticities are  larger than 0.2; the C5‐C6 
bond is also shortened compared to typical C‐C single bonds (1.51‐1.54 Å) in the Engh & Huber dictionary30 and has 
considerably more electron density at the CP than typical single C‐C bonds, therefore it is more similar to delocalised 
bonds. The shortest formal single bond C5‐C6 can be regarded as an elongated delocalised bond. Therefore,  its 
bond order is quite greater than 1. The formally double bond, C6=C1, has the largest electron density cp value, but 
is  also  longer  than usual  (d=1.34 Å  31)  and  its  ellipticity  is  lower  than  the  0.45  value  found  in  double  bonds32; 
therefore its bond order is lower than two. 
 
Table 2 Topology of C‐C and C‐O bonds derived from experimental and CRYSTAL09 computation electron‐density 
after multipole refinement. Bond C5‐C6 is listed as formally single, however, according to electron density it is more 
similar to delocalised bonds 
Formal bond    Length 
(Å) 
Rho max 
(eÅ‐3) 
Laplacian 
(eÅ‐3) 
Ellipticity 
    exp  theo  exp  theo  exp  theo  exp  theo 
    C1‐C2  1.5059(17)  1.5138  1.7904  1.7110  ‐13.20  ‐12.0  0.16  0.17 
single  C4‐C5  1.5419(17)  1.5456  1.6387  1.6253  ‐10.48  ‐10.5  0.19  0.15 
  C5‐C6  1.4551(16)  1.4539  1.9438  1.8690  ‐14.94  ‐13.9  0.22  0.23 
deloca‐  C2‐C3  1.4095(16)  1.4143  2.1372  2.0166  ‐19.07  ‐16.0  0.31  0.30 
lised  C3‐C4  1.4068(15)  1.4118  2.0895  2.0200  ‐18.40  ‐16.0  0.28  0.29 
double  C6=C1  1.3577(15)  1.3666  2.2984  2.2171  ‐22.37  ‐17.6  0.35  0.37 
single  C1‐O1  1.3182(15)  1.2960  2.3379  2.1604  ‐23.26  ‐19.4  0.05  0.07 
deloca‐  C2‐O2  1.2450(14)  1.2482  2.8422  2.5874  ‐34.88  ‐24.5  0.10  0.08 
lised  C4‐O3  1.2430(14)  1.2467  2.7293  2.5867  ‐28.89  ‐24.5   0.07  0.07 
double  C5=O4  1.2227(14)  1.2285  2.8987  2.7299  ‐33.81  ‐23.7   0.15  0.07 
 
Topological properties of delocalized C-O bonds (Table 2) are very close to those of a C=O bond and the 
formally single bond, C1-O1, is 0.06 Å shorter than similar C-O bonds in hydroquinones33,34. It is also 
interesting to note that C-Cl bonds have much lower cp electron density (in agreement with ref. 35) than 
either C-O or C-C bonds8, which can easily be noted in the deformation density map (Fig. 6a). Experimental 
and theoretical multipolar electrostatic potential (as calculated from ref. 36) (Fig. 6b and c) are also in excellent 
agreement with the simple delocalisation model (Scheme 2). 
Most of the negative potential is located around O atoms as expected; the electrostatic potential around the 
chlorine atoms is less electronegative as already observed35. Atom O4, which is formally neutral is weaker 
attractor than O2 and O3. In the carbon skeleton, alternating electropositive and electronegative regions are 
observed: a negative electrostatic potential can be found in the regions of double and delocalised bonds, and 
positive about the single C-C bonds. This experimental picture supports our previous simple model (Scheme 
2 and Fig. 3)24 and is in a very good agreement with the quantum chemical calculations. The uneven 
distribution of electropositive and negative potential in the quinoid ring plays an important role in the 
stacking interactions, as shown below. 
 
 
 
a)                                                                         b) 
C)  
Figure  6  a)  Experimental  deformation  density  of  the  hydrogen  chloranilate  anion.  Positive  density  is  blue  and 
negative  red;  yellow  dotted  lines  represent  zero  density.  Contours  are  drawn  for  0.05  e  Å‐3.  b)  Multipolar 
experimental and c) theoretical electrostatic potential mapped on electron density isosurface of 0.35 e Å‐3. Colour 
scale ‐0.25 to +0.3 e Å‐1. 
Anionꞏꞏꞏanion interactions as revealed by charge density analysis 
Since KHCA∙2H2O is an ionic compound, the strongest and the most important interactions in the crystal 
packing are of ionic nature. Cation∙∙∙anion interactions therefore provide the ”scaffolding“ and more subtle 
details of the crystal packing are governed by weaker intermolecular interactions. We have studied quite a 
few alkali salts of chloranilic acid24-26 and its analogues27,28, which are sterically similar; however face-to-
face stacking occurs only in some of them. Dianions form offset, aromatic-like stacks24-27, while in the case 
of mono anions stacking is sometimes offset24 but, more commonly, face-to-face. While the steric effect of 
the cation certainly influences stacking, π-interactions between the rings should be regarded as the most 
important. However, since hydrogen chloranilate moieties are anions, strong repulsions between them should 
occur, compensated by cation∙∙∙anion attractions37. The charge distribution in the chloranilate anion is such 
that most of the negative potential is located in the outer region of the anion oxygen atoms (Fig. 6b,c and 
Table S1 in the Supplement), which form close contacts with potassium cations (Fig. 5). Face-to-face 
arrangement of anions in the stacks then minimises repulsions while maximising any possible attractive 
interactions (dipolar and dispersive). This novel type of stacking and the fine-tuning of the interactions 
between quinoid rings was the main topic of this work. As we will show, it is the result of the peculiarly 
uneven distribution of electron density in the carbon ring leading to electro positive and electro negative 
regions. 
The charge density analysis of these stacked anions in a face-to-face arrangement (Fig. 7a) reveals that the 
close contacts between the rings always involve electron-rich area of one ring and electron-poor area of 
another ring. Therefore, electrostatic repulsion is minimised, while at the same time both electrostatic (i.e. 
attractions between electron-rich and electron-poor regions) and dipolar attractions are maximised. 
Topological analysis of electron density revealed three (3,-1) critical points between carbon atoms of 
contiguous rings with electron density maximum exceeding 0.05 e Å-3 (Table 4, Fig. 8) and four other (3,-
1) critical points between the substituent O and Cl atoms similar to those observed in the non-
centrosymmetric phase of the TTF-CA charge transfer complex8 (Table 4, Fig. 8). Bond paths are observed 
linking the atoms. Also a (3,+3) critical point is found between the rings, indicating a centre of a cage. This 
is in a good agreement with our previous simplified model (Fig. 3), and also indicates that the interaction is 
mostly polar excluding electron transfer between the rings; this is also confirmed by electrical conductivity 
measurements using a single crystal sample (Fig. 11 and Experimental section). The electrical conductivity 
along c axis is 2.1 x 10-11 ( cm)-1 at room temperature indicating insulating characteristics of the sample. 
One more question to be answered would be whether the total interaction between the rings is attractive or 
repulsive; it can be answered by inspecting the electron density between the two rings. Between carbon 
skeletons, electron density reaches at least 0.05 e Å-3 (Fig. 7b), similar to other noncovalent attractive 
interactions8. It should also be noted that the electron density between substituted atoms on the ring goes 
effectively down to lower values than in the inner region in Fig. 7b compared to Fig. 7a. 
 
              
a)                                                                           b) 
Figure 7 Multipolar    experimental  electrostatic  potential  of  a pair  of  contiguous hydrogen  chloranilate  rings  a) 
mapped on an isosurface of 0.35 e Å‐3 showing interactions between electron‐rich (red and orange) and electron‐
poor  (blue, green) regions, b) mapped on an  isosurface of 0.05 e Å‐3 showing electron density between carbon 
skeletons. Scale: a) ‐0.35 ‐ +0.35; b) ‐0.6 ‐ +0.2 e Å‐1 
 
 
The electrostatic energy between two anions using the experimental multipolar atom model is repulsive 
(+65.7 kcal mol-1). However when only the six carbon of the ring are considered, the electrostatic interaction 
energy Eelec = - 6.4 kcal mol-1 is indeed attractive (see Supporting Information, Table S2). Therefore, it is 
indeed a polar σ-π interaction, consistent with the simplified model (Fig. 3).  
 
Table 4 Experimentally determined and calculated saddle (3,‐1) critical points within a pair of hydrogen chloranilate 
anions. 
A∙∙∙B         ρ tot          Laplacian ρ  type  Symm. operation on A 
  exp  theo  exp  theo     
C3∙∙∙C5  0.0560  0.0488  0.59  0.55  (3,‐1)   x,  3/2– y, –½+z 
C3∙∙∙C5  0.0527    0.56    (3,‐1)  x, 3/2 – y, ½ +z 
C6∙∙∙C2  0.0550  0.0514  0.58  0.57  (3,‐1)   x, 3/2  – y, –½+z 
Cl1∙∙∙O
4 
0.0431  0.0447  0.61  0.61  (3,‐1)  x, 3/2  – y, ½+ z 
Cl2∙∙∙O
2 
0.0435  0.0439  0.59  0.60  (3,‐1)   x, 3/2  – y, – ½+ z 
Cl1∙∙∙O
4 
0.0400  0.0391  0.49  0.51  (3,‐1)   x, 3/2  – y, –½+z 
Cl2∙∙∙O
2 
0.0368  0.0405  0.57  0.56  (3,‐1)   x, 3/2  – y, ½+z 
C1∙∙∙C3  0.0266  0.0212  0.29  0.26  (3,3)   x, 3/2  – y, –½+z 
 
 
Figure 8 Critical points in a π‐stack. (3,‐1) CPs and their bond paths are shown in red, (3,+1) ring CPs are in yellow 
and (3,+3) cage CP is in blue. 
 
Table 5 Geometric parameters defining π∙∙∙π stacking arrangements between two adjacent rings C1→C6 ∙∙∙C1→C6. 
Plane distance ( Å)    3.1746(2) 
Cg∙∙∙Cg’ distance ( Å)    3.176(3) 
Cg∙∙∙Cg’ offset  ( Å)    0.087 
α   angle between  two plane rings.  0.00 
β angle between Cg∙∙∙Cg’ line and normal to 
planes  (°) 
1.58 
dihedral angle C6‐Cg‐Cg'‐C12'  (°)   101 
Symmetry operator on Cg’ and O3’: x, 3/2 – y, –1/2 + z 
Stacking of hydrogen chloranilate anions in view of DFT calculations 
In order to elucidate the nature of interactions governing the stacking of the HCA- quinoid rings and their 
proximity, we performed DFT calculations on dimers, by (approximately) excluding or including dispersion 
interactions. Due to constraints imposed by the size of the system, the DFT approach appears to be the 
method of choice. While clearly advantageous by fully supporting periodicity, many 'traditional' DFT 
methods such as B3LYP or PBE, are notorious for their lack of dispersion and, consequently, poor 
description of non-bonding interactions. Fortunately, recent development of DFT methodologies facilitates 
the inclusion of dispersion corrections in various forms. In such a way, DFT methods offer good compromise 
between accuracy and affordability even when non-covalent interactions represent a crucial factor for the 
structure of crystalline solids. 
In this work, we employed a comparative treatment of a selected model, by using DFT without and with 
dispersion corrections; the role of non-covalent interactions may be qualitatively deduced by comparing the 
results of the two. For periodic DFT, as implemented in VASP, the Grimme DFT-D2 correction can be 
simply toggled on or off. For gas phase calculations by Gaussian, we used two distinct functionals, namely 
B3LYP and M06-2X, of which the former lacks dispersion while the latter reportedly accounts for it. We 
used a similar comparative strategy in our previous investigations of the stacked quinoid rings, yielding 
reasonable results28. 
 
PERIODIC CALCULATIONS.  Starting from the experimental crystal structure data, we performed full 
optimization of the system, including atomic positions and unit cell parameters. Table 6 lists the optimized 
unit cell parameters obtained by either using or omitting the DFT-D2 dispersion correction. 
 
Table  6  Optimized  unit  cell  parameters  and  volume  of  KHCA∙2H2O  calculated  without  and  with  the  DFT‐D2 
dispersion corrections of the PBE functional. Experimental values are listed as reference.   
 
dispersion 
OFF 
dispersion 
ON 
experimental 
a [Å]  10.051   9.889   9.986(9) 
b [Å]  15.338  15.308  15.210(16) 
c [Å]  6.647   6.213   6.350(5) 
β [°]  100.04  98.86  99.09(3) 
V [Å3]  1009.  929.  952.(2) 
 
There is a steady trend of shrinking of the unit cell on including the dispersion correction, which is a clear 
evidence that non-covalent, non-directional attractive forces play a significant role in the structure of the 
system. The dispersion-included approach yields clearly better agreement with the experimental structure 
for the above listed parameters. This is in agreement with findings published in our previous work28. By far, 
the largest difference between the dispersion-included and dispersion-omitted method is in the value of the 
unit cell constant c. Inclusion of dispersion reduces the value of c by no less than 0.434 Å, and the dispersion-
corrected methodology provides significantly better agreement with the experiment. Since the HCA- rings 
stack along the cell vector c and the stacking distance is equal to half the length of parameter c, this provides 
strong evidence that, among the structural motifs of the present system, the van der Waals interaction 
component between the rings most significantly influences the stacking proximity. 
 
GAS PHASE CALCULATIONS. We further investigated the role of non-bonding interactions on a stacked 
dimer model of two HCA- rings. Fig. 9 displays the interaction energy of two rings as a function of their 
torsional alignment, calculated by the dispersion-deficient B3LYP and the dispersion-enhanced M06-2X 
functional. 
 
Figure 9 Counterpoise‐corrected pairwise  interaction energy of a pair of stacked HCA‐ rings, computed with the 
B3LYP and M06‐2X functionals and the 6‐311++G(2d,2p) basis set, as function of their torsional alignment (see Fig. 
10).  
Both profiles exhibit significant repulsion originating from the fact that each ring bears a negative charge. 
The profiles are nearly identical, spanning a range of about 10 kcal mol-1 from lowest to highest repulsion. 
Remarkably, the experimental torsional alignment of about 101° (expressed as torsional offset between the 
C6-Cl2 bonds, see Fig. 10) is very close to the global minimum of both profiles. This confirms that the 
alignment of the rings follows the tendency of minimizing electrostatic repulsion and also supports the 
aforementioned view that the overlap between the electron-rich and electron-poor domains of the 
neighbouring rings provides substantial stabilization. The ~13 kcal mol-1 shift between the B3LYP and M06-
2X profile demonstrates significantly lower repulsion derived from the latter functional. We believe that a 
significant part of this difference can be attributed to non-covalent interaction between the rings, since 
B3LYP is known to be deficient in this aspect while M06-2X appears to be including the dispersion 
component more properly. Although quantitative determination of the π-interaction component is beyond 
the reach of the present study, it can be safely assumed that its amount is substantial. The computed 
difference in interaction energy between M06 and B3YLP is nearly twice as large as found in our previous 
study of a system of stacked dianion quinoid rings (~7 kcal mol-1)28, which is likely to be attributed to the 
closer stacking distance (by more than 0.3 Å) in the present case. 
 
 
Conclusions 
This paper presents a detailed study of an unusual type of face-to-face stacking, as a contribution to the 
development of a more general theory of stacking of planar π-systems. Substituted quinones have revealed 
quite often face-to-face arranged quinoid rings24-27 with separation distance significantly shorter than the 
sum of carbon∙∙∙carbon van der Waals radii. Their stacking motifs and geometrical parameters are different 
to those observed for aromatic rings. The recent theoretical papers11,13,19,38-40, which discuss the nature of 
interactions between aromatic rings, came to conclusion that 'π-stacking' and 'π∙∙∙π–interactions' do not 
accurately describe the forces responsible for association of aromatics. A more plausible explanation is that 
the aromatic π-interactions are weak electrostatic interactions between electron-rich π-electron cloud of one 
ring and electron-poor σ-electron skeleton of another ring, and may be enhanced by the presence of 
antiparallel molecular dipoles. From these papers is emerging a more general concept that is valid not only 
for aromatics but also for other π-systems, including quinoid rings. 
In the system studied, potassium hydrogen chloranilate dihydrate, quinoid rings in the stacks are equidistant, 
with interplanar separation of 3.176(3) Å and a negligible offset of only 0.087 Å (compared to more than 
1.6 Å in aromatic stacks). 
Two adjacent C6-rings appear alternate, with a rotation of 11°. While ionic interactions are dominant in the 
crystal packing, face-to-face alternate stacking is directed by more subtle polar σ-π interactions between the 
quinoid rings’ delocalised systems. The energy of interaction was estimated by quantum chemical 
calculations to be at least -10 kcal mol-1, which is by one order of a magnitude stronger than better-known 
aromatic π-interactions. 
Our findings on the nature of interactions between π-systems of quinoid rings are in line with the most recent 
papers8,13,19,38-40 which consider polar σ-π model instead of specialised π∙∙∙π interactions. The polar σ-π model 
is realistic and can be applied to all molecules having π-systems (not only for aromatics). 
 
Experimental 
X-ray diffraction and multipolar refinement 
The crystals were prepared as reported previously24. Morphology of the crystals was studied using a Unicam 
optical goniometer. X-ray diffraction measurements were performed on a Bruker D8 Venture diffractometer 
at 100 K. Full Ewald sphere was measured with the maximum resolution of 0.50 Å. Program package Bruker 
Apex41 was used for data reduction and analytical absorption correction. The multiple integrated reflections 
were averaged for the space group P 21/c using SORTAV42 adapted to area detector data. Spherical-atom 
model was refined using SHELXL-97 43; atomic coordinates were taken from the room-temperature 
structure24. 
For multipolar refinement (vs. F2) the program package MoPro44 was used. Anisotropic parameters for 
hydrogen atoms were calculated by the SHADE server45 and imported into the multipolar model (and 
constrained during the refinement); O-H distances were restrained to 0.967(2) Å. Since the two water 
molecules have higher thermal motion, constraints had to be applied on the charge density. The four water 
H’s were set to be chemically equivalent as well as their two O atoms. Potassium cation was refined as a 
monopole. Wenger46 in his PhD thesis showed that high resolution scale factors are accurate and constant 
over the resolution range only when a pixel hybrid detector is used contrary to CCD or CMOS data. Then as 
these data are CMOS data, a polynomial scale factor as a function of s = sin/: 
Iobs  =  Icalc * k  ( 1 + 2 s2  +  3 s3 ) 
Such a correction which is available in Mopro43 leads to significant reduction of residual electron density 
around the potassium atom. 
Geometry, charge-density and electrostatic properties calculations were performed by MoPro44; molecular 
graphic were prepared using MoProViewer47 and ORTEP-3 48. Crystallographic and refinement data for 
KHCAꞏ2H2O are shown in Table 7; additional details on refinement are deposited as Supporting 
Information. 
Table 7 Crystallographic, data collection and experimental charge‐density refinement details.  
Compound  KHCA∙2H2O 
Empirical formula  C6H5Cl2KO6 
Formula wt. / g mol‐1  283.096 
Crystal dimensions / mm  0.415 x 0.052 x 0.031 
Space group  P 21/c 
a / Å  9.986(9)          
b / Å  15.210(16) 
c / Å  6.350(5) 
α / °  90 
β / °  99.09(3) 
γ / °  90 
Z  4 
V / Å3  952.(2) 
Dcalc / g cm‐3  1.975 
 / mm‐1  1.123 
sin Θ/λ   1.0182 
T / K  100(2) 
Radiation wavelength  0.71073 (MoKα) 
Diffractometer type  Bruker D8 Venture 
Range of h, k, l  –20 < h < 20; 
–30 < k < 30; 
–12 < l < 12 
Reflections collected  179543   
Independent reflections  7923 
Observed reflections  
(I ≥ 2σ) 
5688 
Absorption correction  Analytical 
Tmin, Tmax  0.725, 0.972 
Weighting scheme  w =1/[0.13*\s2(Fo2)] 
Rint  0.0432 
R (F)  0.0132 
Rw (F2)  0.0263 
Goodness of fit  0.554 
H atom treatment  restrained, 
anisotropic 
No. of parameters  397 
No. of restraints   5 
max , min (eÅ–3)  0.672; ‐0.467 
Quantum chemical calculations 
Both periodic and isolated models were considered. Periodic calculations were performed by the 
program package VASP v. 5.2 49, including full geometry optimization of the crystal structure 
(atomic positions and cell parameters). The PBE functional50 was used together with a plane-
wave basis set with a cutoff of 500 eV and the Projector Augmented Wave atomic 
pseudopotentials51. A sufficiently dense 3×2×5 k-point mesh was employed. Optimization was 
performed both without and with the addition of the Grimme DFT-D2 dispersion correction52 to 
the original PBE functional. Symmetry constraints of the P 21/c space group were followed 
during optimization. 
The gas phase calculations were performed by the Gaussian 09 program suite53. The model 
consisted of a pair of stacked hydrogen chloranilate rings extracted from the experimental crystal 
structure. By rotating the rings along the line passing through their centres perpendicularly to 
the plane of the rings (Fig. 10), their pair interaction energy was calculated for each configuration 
by both the B3LYP 54 and M06-2X 55 functional in conjunction with the 6-311++G(2d,2p) basis 
set. The interaction energies were corrected for basis set superposition error by using the 
counterpoise method. During the scan the internal structure (bond lengths and valence angles) 
of the chloranilate anions was fixed to the experimental geometry. For practical reasons the rings 
were made planar, which was the only (very subtle) modification of the experimental data. 
Additionally, a comparison of the interaction energy between the M06-2X functional and the 
perturbation post-HF method MP2 56 was also made, using a pair of stacked rings aligned in the 
same way as in the experimental structure. 
 
Figure 10 Model for the calculation of orientation‐dependent interaction energy of a stacked pair of 
hydrogen chloranilate ions (the displayed case corresponds to φ = 30°).  
Theoretical charge density 
Periodic quantum mechanical calculation using CRYSTAL09 577 
 were  performed  at  the  crystal  geometry  observed  experimentally  and,  using  this  as  a  starting 
geometry, optimization was performed with density functional theory (DFT) method58 and with the 
B3LYP hybrid functional59 using 6‐31G(d,p) basis set60 
 
For the potassium atom, the triple-zeta valence with polarization basis set developed by 
Peintinger et al.61 was used. 
Upon convergence on energy (ΔE ~10-6 hartree), the periodic wave function based on the 
optimized geometry was obtained. The coordinates of hydrogen atoms were relaxed, but the unit 
cell was kept fixed. The index generation scheme proposed by Le Page & Gabe62 was applied to 
generate Miller indices up to s = 1.2 Å-1 reciprocal resolutions. The option XFAC of the 
CRYSTAL09 program was then used to generate a set of theoretical structure factors from the 
computed electron density and using set of prepared indices. The theoretical charge density was 
refined vs. all the generated structure factors amplitudes. 
Theoretical multipolar refinement  
The multipole refinement based on the theoretical structure factors F(hkl) was performed using 
all reflections up to resolution d = 0.42Å. The atomic positions were fixed to the values obtained 
from the geometry relaxation, the scale factor was fixed to unity and atomic thermal motion 
parameters were set to zero. The valence and multipole populations, and kappa coefficients were 
refined together with block-diagonal option in several cycles until convergence. Neither 
restraints nor constraints were imposed to the electron density distribution of the atoms, except 
for the H atoms, for which the parameters were restrained to a value of 1.16(1).  
Measurement of electical conductivity 
Electrical conductivity of the single crystal sample along the crystallographic c axis was 
measured by impedance spectroscopy (Novocontrol Alpha-N dielectric analyser) in the 
frequency range 0.01 Hz – 1 MHz at room temperature. For the electrical contacts, silver paint 
electrodes (rectangular, 0.417 mm x 0.083 mm) were deposited on the opposite surfaces (i.e. 
{001} faces) of the crystal. The impedance spectrum was analysed by equivalent circuit 
modelling using the complex nonlinear least-squares fitting procedure (ZView software). 
The complex impedance plot of the single crystal exhibits an arc at high values of impedance 
indicating low electrical conductivity (Fig. 11). 
The experimental impedance data can be approximated by the equivalent circuit consisting of a 
parallel combination of resistor and capacitor. The parameters of the equivalent circuit, i.e. 
electrical resistance (R) and capacitance (C), obtained by the complex non-linear least squares 
fitting are listed in Figure 11. From the values of electrical resistance (R) and electrode 
dimensions (A is the electrode area and d is the sample thickness) DC conductivity is calculated 
according to relation: DC = d/(AR). The electrical conductivity of the single crystal sample at 
room temperature equals to 2.1 x 10-11 ( cm)-1. 
 
 
Figure 11 Complex impedance plot and the corresponding equivalent circuit. 
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