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Einleitung
1 Einleitung
Seit der Entwicklung des Computers geho¨ren computergestu¨tzte Simulationen zu
den wichtigen Werkzeugen in der Naturwissenschaft. Sie helfen komplexe Vielteil-
chenprobleme [1] zu bearbeiten, um so z.B. Theorien wie die Newtonsche Mechanik
auf molekulare Systeme anzuwenden. Computersimulationen ko¨nnen dabei die
Lu¨cke zwischen Theorie und Experiment schließen. Die ersten computergestu¨tzten
Untersuchungen von Moleku¨len und einfachen chemischen Systemen fanden in
den 1950er und 1960er Jahren statt [2–5]. Seither hat sich die Rechenleistung um
einen Faktor von 1010 gesteigert [6,7], sodass immer gro¨ßere molekulare Ensembles
mit genaueren Modellen untersucht werden ko¨nnen [8–11]. Computersimulationen
bekommen daher einen immer gro¨ßeren Stellenwert in der Chemie (Nobelpreise
1998 [12] und 2013 [13]) und insbesondere der molekularen Biologie. Die ga¨ngigsten
atomistischen Methoden fu¨r die strukturelle Untersuchung von Biomoleku¨len sind
Monte-Carlo-(MC)- [14–17] und Molekulardynamik-(MD)-Verfahren [18–22] sowie eine
Mischung aus Kraftfeldmethoden und quantenmechanischen ab-initio-Verfahren
(Quantenmechanik/Molekularmechanik, kurz QM/MM) [23–26].
Ein grundlegendes Problem der genannten computergestu¨tzten Methoden sind
die großen La¨ngen- und Zeitskalen fu¨r die Untersuchung von molekularbiologischen
Systemen. Atomistische Simulationen sind nur begrenzt einsetzbar, um moleku-
lare Strukturen mit Systemgro¨ßen von Mikrometern und Simulationszeiten von
Mikrosekunden in einer angemessenen Rechenzeit zu analysieren.
Ein mo¨glicher Ansatz, um in die Gro¨ßenordnungen mesoskaler molekularbiolo-
gischer Systeme vorzudringen, sind sogenannte coarse-grained Verfahren (deutsch
etwa
”
grobe Ko¨rnung“, kurz CG). Ein CG-Modell mittelt die Details des atomis-
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tischen Systems in gro¨ßere Einheiten. Hierdurch kommt es zu einer Reduktion der
vorhandenen Freiheitsgrade und der Eliminierung von atomistischen Wechselwir-
kungen, was bei entsprechenden Simulationen zu einer Geschwindigkeitssteigerung
von mehreren Gro¨ßenordnungen fu¨hrt [18,27–31]. Ein weiteres Problem der atomisti-
schen Verfahren ist ihre schwierige praktische Handhabung. Aufgrund der harten
atomaren Potentiale, welche das wechselseitige Durchdringen molekularer Struk-
turen verhindern, fu¨hren ungu¨nstige Startgeometrien ha¨ufig zu Verdrillungs- bzw.
Ka¨figeffekten von Moleku¨len innerhalb der Simulationen. Dies hat zur Folge, dass
die Relaxation und Energieminimierung durch sterische Behinderungen der Mole-
ku¨le untereinander gesto¨rt, und damit verlangsamt wird [32]. Um dieses Pha¨nomen
zu umgehen, sind zeitaufwendige Design- und Optimierungsschritte der betrach-
teten Modelle im Vorfeld der eigentlichen Analyse vonno¨ten.
Die dissipative Partikeldynamik (DPD) ist eine mesoskopische coarse-grained
Simulationstechnik zur Analyse des hydrodynamischen Verhaltens von isother-
malen Flu¨ssigkeiten in großen La¨ngen- und Zeitskalen, wobei chemische Ensembles
mit mehreren Millionen Atomen betrachtet werden ko¨nnen [33]. Eingefu¨hrt wurde
die DPD-Methode in den fru¨hen 1990ern von Hoogerbrugge und Koelman [34,35].
Die grundlegenden wechselwirkenden Teilchen, in der DPD-Theorie auch Beads
genannt, entsprechen nicht mehr den Elektronen oder Atomkernen der quanten-
mechanischen Verfahren bzw. den feinko¨rnigen (engl. fine-grained) Atomtypen der
MM/MD-Methoden, sondern gro¨ßeren molekularen Einheiten. Die Beads unter-
liegen weichen Potentialen, sodass eine wechselseitige Durchdringung prinzipiell
mo¨glich ist. Dies fu¨hrt zu einem Geschwindigkeitsvorteil gegenu¨ber Techniken mit
harten Teilchenpotentialen, da es zu einer schnelleren Relaxation des Simulati-
onssystems kommt. Außerdem ist die Startgeometrie weniger anfa¨llig gegenu¨ber




Motivation und Programm der vorliegenden Arbeit
In der dissipativen Partikeldynamik sind die Beads nicht auf einzelne Moleku¨le
beschra¨nkt, sondern ko¨nnen jede Region in einer Flu¨ssigkeit darstellen. Zusa¨tz-
lich bildet ein Bead ha¨ufig nicht nur eine diskrete molekulare Einheit ab, sondern
repra¨sentiert viele Einheiten mit vergleichbarem chemischen Charakter [41]. Die hier
verwendete Variante der dissipativen Partikeldynamik - die molekulare Fragment-
dynamik (MFD) - verfolgt den Ansatz, dass jedes Bead grundsa¨tzlich ein individu-
elles Moleku¨l oder Moleku¨lfragment widerspiegelt. Jedes Moleku¨l in einer MFD-
Simulation wird aus einem oder mehreren Moleku¨lfragmenten, welche isomorph
zu einem Teil oder der gesamten molekularen Struktur sind, aufgebaut. Die
Bindungen zwischen den einzelnen Fragmenten werden anhand von harmoni-
schen Potentialen abgebildet. Die Gesamtheit aller Moleku¨lfragmente einer MFD-
Simulation wird als Fragmentset bezeichnet. Das in dieser Arbeit entworfene Frag-
mentset wird fu¨r die Darstellung von Proteinen, Peptiden und Biomembranen
konzeptioniert. Trotz der gezielten Entwicklung ist das Fragmentset weit gefa¨-
chert anwendbar und nicht nur auf molekularbiologische Systeme beschra¨nkt.
Fu¨r die interne Repra¨sentation von molekularen Strukturen aus Fragmenten wird
eine einzeilige Schreibweise zur Charakterisierung der Fragmenttopologie (auch
Fragmentierungsschema genannt) auf Basis der bewa¨hrten SMILES-Notation [42–44]
eingefu¨hrt und als fragment SMILES oder kurz als f SMILES bezeichnet. Dieser
Ansatz ermo¨glicht den Aufbau großer makromolekularer Strukturen aus einfachen
chemischen Einheiten, den Moleku¨lfragmenten. Die zwingende fragmentbasierte
Repra¨sentation der Simulationen macht die molekulare Fragmentdynamik zu einer
chemisch intuitiven Methode.
Fu¨r die fragmentbasierte Beschreibung von Proteinen wird ein Fragmentierungs-
schema fu¨r alle 20 proteinogenen Aminosa¨uren erarbeitet. Die manuelle Generie-
rung eines f SMILES ist fu¨r niedermolekulare Strukturen, die nur aus wenigen
Moleku¨lfragmenten zusammengesetzt sind, nicht aufwendig. Hingegen betra¨gt
die durchschnittliche La¨nge der Aminosa¨uresequenz eines Proteins 320 Amino-
sa¨uren [45]. Diese bestehen im hier entwickelten MFD-Fragmentset im Mittel aus
drei Fragmenten. Zusa¨tzlich soll der Gebrauch von Protein-Data-Bank-(PDB)-
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Archivdateien [46] den Einsatz einer von der Kristallstruktur abgeleiteten dreidi-
mensionalen Proteinstruktur in MFD-Simulationen ermo¨glichen. Die Bereitstel-
lung eines f SMILES und die Verknu¨pfung mit Positionsdaten der einzelnen Frag-
mente ist aufgrund der Datenmenge per Hand in angemessener Zeit nicht mo¨glich.
Hierfu¨r wird im Rahmen dieser Arbeit eine Softwarebibliothek erarbeitet, welche
die Verwaltung der Daten u¨bernimmt und fu¨r die Simulation aufbereitet. Zur
Darstellung der Proteindaten sowie der fragmentbasierten Simulationsboxen wird
ein Softwaremodul auf Basis von Jmol [47] entwickelt, einem Open-Source-Projekt
zur interaktiven Visualisierung von molekularen Strukturen.
Fu¨r jedes Moleku¨lpaar eines Fragmentsets ist der DPD-Repulsionsparameter der
konservativen Kraft zu bestimmen, welcher alle physikalischen nicht-bindenden
Wechselwirkungen eines Fragmentpaares gemittelt beschreibt. In vielen DPD-
Modellen wird der Repulsionsparameter auf ein spezifisches Problem hin ange-
passt. Dies gewa¨hrleistet, das zu erzielende Verhalten der Beads zueinander zu
erreichen, aber ignoriert detaillierte molekulare Wechselwirkungen wie die Van-
der-Waals-Kra¨fte [41]. Fu¨r das hier aufgestellte Fragmentset sollen die Repulsions-
parameter weitla¨ufig anwendbar sein. Aus diesem Grund werden die zu bestim-
menden Repulsionsparameter aus atomistischen MD-Simulationen generiert [48–53].
Fu¨r die so entstehenden Datenmengen (Gro¨ßenordnung: 105 Energiewerte) zur
Berechnung der Parameter wird eine spezielle Verwaltungssoftware bereitgestellt.
Zusa¨tzlich soll die Software die Eigenschaften der Moleku¨lfragmente sowie Topo-
logiedaten der Aminosa¨uren zur Beschreibung von Proteinen strukturiert orga-
nisieren. Das so erstellte Fragmentset wird auf alle in dieser Arbeit behandelten
biomolekularen Probleme angewendet.
In dieser Arbeit wird die noch in der Entwicklung befindliche Simulations-
software MFD-FormulaOne [54] angewendet. Zum Test der Software wird eine
initiale MFD-Studie von Polyoxyethylenalkylether-Tensiden C6E6, C10E6, C12E6
und C16E6 durchgefu¨hrt. Die Studie soll zeigen, dass die in der experimen-
tellen Literatur beschriebenen nanoskaligen Strukturen im thermodynamischen
Gleichgewicht dargestellt werden ko¨nnen. Die u¨berwiegende Anzahl an Studien
betrachten Tensidmischungen an einer Wasser-O¨l-Grenzfla¨che [55–66]. In der hier
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vorgelegten Abhandlung wird eine Wasser-Luft-Grenzfla¨che eingefu¨hrt und das
Verhalten der Tenside an dieser Grenzfla¨che analysiert. Zusa¨tzlich werden die
errechneten Werte fu¨r die Oberfla¨chenspannung sowie der kritischen Mizellbil-
dungskonzentration (CMC) der betrachteten Tenside mit experimentellen Werten
verglichen.
Fu¨r eine gena¨herte Beschreibung der elektrostatischen Wechselwirkung inner-
halb von MFD-Simulationen von Peptiden, Proteinen und Biomembranen wird ein
einfaches elektrostatisches Ad-Hoc-Konzept entwickelt. Die molekulare Fragment-
dynamik beru¨cksichtigt grundsa¨tzlich nicht langreichweitige Wechselwirkungen.
Damit die harten Potentiale der elektrostatischen Wechselwirkung vereinbar
mit den weichen MFD-Potentialen sind, ist eine geda¨mpfte Implementierung
notwendig. Bei der Anwendung ist darauf zu achten, dass es zu einem natu¨rlichen
Lo¨sungsverhalten der Ionen zwischen freien und aggregierten Teilchen kommt. Die
Bildung von ku¨nstlichen Ionenclustern ist zu vermeiden [67].
Die nicht-bindenden chemischen Wechselwirkungen werden in MFD-
Simulationen mit Hilfe des isotropen DPD-Repulsionsparameters angena¨hert.
Proteine hingegen erhalten ihre Struktur durch anisotrope gerichtete Wechselwir-
kungen wie Wasserstoffbru¨ckenbindungen. Um dennoch die Proteinkonformation
aufrecht erhalten zu ko¨nnen, werden harmonische Stabilisierungspotentiale
zwischen den α-Kohlenstofffragmenten des Proteinru¨ckgrates einfu¨gt und unter-
sucht. Die so erhaltene Stabilisierung des Proteinru¨ckgrates soll in ihrer Sta¨rke
flexibel bis hin zu starr frei einstellbar sein. Als Modellsystem wird das hantel-
fo¨rmige Protein Calmodulin untersucht. Hierbei wird die genaue Auswirkung der
Stabilisierungspotentiale auf konformelle A¨nderungen des Proteins betrachtet.
Damit die geometrischen Vera¨nderungen nachzuvollziehen und auszuwerten sind,
werden sogenannte Sondenfragmente in das Proteinru¨ckgrat eingebettet.
Zinkricinoleat, Zn(Ri)2, ist aufgrund seiner minimalen Toxizita¨t (LD50 < 2000
mg·kg−1) sowie seiner geringen sensitivierenden Wirkung auf Haut und Augen
interessant fu¨r die Anwendung in Haushalt, Kosmetik und pharmazeutischen
Industrie [68–72]. Fu¨r Zinkricinoleat ist bekannt, dass es als Medium zur Aufrei-
nigung von polyhistidinhaltigen (His-Tag-) Proteinen verwendbar ist [69,73,74]. In
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der vorliegenden Arbeit wird die Modellsubstanz Zinkricinoleat auf die gezielte
Bindungsfa¨higkeit von schwefel- und stickstoffhaltigen funktionellen Gruppen hin
untersucht. Fu¨r die Untersuchung der oberfla¨chenaktiven Eigenschaften des Zinkri-
cinoleates muss zuerst eine stabile Zn(Ri)2-Schicht in einer MFD-Simulation abge-
bildet werden. Anschließend wird die Wechselwirkung von Aminosa¨uren (Histidin
versus alternative Aminosa¨ure) und Polyhistidinpeptiden mit den modellierten
Schichten betrachtet. Zur Darstellung der spezifischen Bindungsfa¨higkeit des Zink-
ricinoleates zum stickstoffhaltigen Moleku¨lfragment Imidazol wird in einer kompe-
titiven Simulation gleichzeitig das Verhalten von Proteinen mit und ohne His-Tag
untersucht.
Als weiteres molekulares Schichtmodellsystem sollen Phospholipiddoppel-
schichten mit der molekularen Fragmentdynamik simuliert werden. Diese nehmen
eine bedeutende Stellung in biologischen Systemen ein, um gesonderte Kompar-
timente bzw. Reaktionsra¨ume innerhalb oder zwischen einzelnen Zellen zu
unterteilen [75–78]. Die Mehrheit an computergestu¨tzten Simulationen untersu-
chen einfache Membranmodelle mit lediglich einer Spezies von Phospholi-
piden auf deren Stabilita¨t, Zusammensetzung, Struktur und Fusion [79–82]. Die
Simulation einer einfachen 1,2-Dimyristoyl-sn-glycero-3-phosphocholin-(DMPC)-
Membran soll zeigen, dass es mo¨glich ist eine stabile Doppelschicht ohne Ausbil-
dung von Mizellen und Lo¨chern zu realisieren. Charakteristische Membrankenn-
gro¨ßen wie hydrophobe Dicke, Gesamtdicke und Fla¨che pro Lipid werden mit
Literaturangaben verglichen. Nach der Beschreibung der DMPC-Membran sollen
die Eigenschaften von komplexeren Membranen, na¨mlich der des endoplasmati-
schen Retikulums (ER), des Mitochondriums und Plasmamembranen, ausgewertet
werden. Auch hier werden die Membrancharakteristika mit der Literatur vergli-
chen [76,83–85]. Die spontane Bildung von Mizellen, Vesikeln und Liposomen ist eine
weitere allgemeine Eigenschaft von Phospholipiden [86,87]. Dieses Verhalten sowie
die Selbstorganisation in die genannten Strukturen wird im Anschluss sowohl fu¨r
das einfache DMPC-Modell als auch fu¨r die drei komplexeren Membrantypen
erforscht. Ein anderer wichtiger Prozess in lebenden Zellen ist die Verschmel-
zung von Phospholipiddoppelschichten. Dieser Vorgang ist grundlegend fu¨r Mecha-
nismen wie dem zellularen Transport mittels Vesikeln oder der Signalu¨bertragung
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an den Synapsen [88]. In einer Simulation soll der Fusionsprozess eines Vesikels mit
einer DMPC-Membran dargelegt werden.
Nach der Einfu¨hrung von biologischen Membranen in der molekularen Frag-
mentdynamik wird die Interaktion dieser Lipiddoppelschichten mit einem Protein
genauer betrachtet. Fu¨r das Protein Kalata B1 - ein Pflanzendefensin aus der
Gruppe der Cyclotide - soll der Mechanismus der zytotoxischen Eigenschaften
charakterisiert werden. Betrachtet wird in mehreren MFD-Simulationen eine Plas-
mamembran, welche unterschiedlichen Konzentration (24 - 350 Proteine) des
Proteins Kalata B1 ausgesetzt wird. Im ersten Schritt wird der in der Literatur
vorgeschlagene Ablauf des Membrankontaktes u¨ber spezifische Proteindoma¨nen
studiert [89–94]. Im Anschluss soll die Zersto¨rung der Membranstruktur anhand von
Kru¨mmungsstress und der zusa¨tzlich auftretenden Lipidextraktion in Abha¨ngig-
keit der Kalata B1 Konzentration bestimmt werden. [95,96]. In der Literatur werden
zwei mo¨gliche Arten von Porenstrukturen beschrieben: Die Fasslamellenpore und




Dieses Kapitel soll eine kurze Einfu¨hrung der verwendeten Methoden skizzieren
und dem Leser zu verdeutlichen, auf welcher theoretischen Basis die hier vorlie-
gende Arbeit aufbaut. Der erste Teil erla¨utert alle verwendeten computerge-
stu¨tzten Simulationsverfahren. Im zweiten Abschnitt werden die chemischen
Modellsysteme genauer beschrieben.
2.1 Molekulare Modellierung
Die molekulare Modellierung (engl. Molecular Modelling) fasst computergestu¨tzte
Techniken zusammen, die versuchen das Verhalten von molekularen Systemen
durch mathematische Modelle zu beschreiben [97]. Aufgrund des hohen Rechenauf-
wandes fu¨r die Beschreibung chemischer Modelle profitiert die molekulare Model-
lierung heutzutage von den Fortschritten im Bereich der Computersoftware und
Hardware [98]. Die ersten computergestu¨tzten Methoden die untersucht wurden,
waren Monte-Carlo-(MC)- [5] und Molekulardynamik-(MD)-Simulationen [2–4] in
den 1950er und 1960er Jahren [33]. Die Rechengeschwindigkeit wurde seitdem um
den Faktor 1010 gesteigert, wie es das Mooresche Gesetz [6] aus dem Jahre 1965
vorhersagte. Hieraus ergibt sich, dass immer genauere theoretische Betrachtungen
der molekularen Systeme mo¨glich sind sowie immer gro¨ßere chemische Systeme
untersucht werden ko¨nnen [8–11].
Ungeachtet der Steigerung der Rechenleistung in den letzten Jahrzehnten ist es
dennoch no¨tig, die Komplexita¨t der Berechnungen zu vereinfachen, wenn mesos-
kale Systeme in angemessener Zeit betrachtet werden sollen. Die aufwendigsten
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und zugleich auch realistischsten Simulationen sind Berechnungen auf Basis
von quantenmechanischen ab-initio-Verfahren. Quantenmechanische Verfahren
basieren auf der Lo¨sung der Schro¨dingergleichung. Dies ist fu¨r gro¨ßere Systeme nur
numerisch und unter der Anwendung von Approximationsverfahren wie der Born-
Oppenheimer-Na¨herung mo¨glich. Auch unter Verwendung dieser Vereinfachungen
sind quantenmechanische Verfahren nur auf kleinste Systeme (Gro¨ßenordnung:
10−10 m) und im Bereich von Pikosekunden einsetzbar. Eine der aufwendigsten
ab-initio-Berechnungen, die bis heute auf MP2-Niveau durchgefu¨hrt wurden, ist
die Berechnung der Eigenschaften einer kubischen Simulationsbox mit insgesamt
64 Wassermoleku¨len [99]. Diese Gro¨ßenordnung ist weit entfernt von der Simulation
von molekularbiologischen Systemen wie Biomembranen, Peptiden, Proteinen oder
der Kombinationen der einzelnen Systeme.
Fu¨r chemische Systeme im Nanometerbereich sind prinzipiell moderne Moleku-
larmechanik-(MM)-Methoden anzuwenden. Die Moleku¨lbewegung wird von
Newtons zweitem Axiom bestimmt. Die kleinste betrachtete Einheit ist das Atom.
Harmonische Potentiale ersetzen die chemische Bindung. Die potentielle Energie
des Systems wird aus den Parametern eines sogenannten Kraftfeldes errechnet,
welche mittels theoretisch komplexeren Rechnungen oder aus experimentellen
Daten berechnet werden [100]. Die Zeitskalen reichen von Nano- bis zu Mikrose-
kunden und La¨ngenmaßen von Nanometern. Biologische Systeme sind ein stetig
wachsender Anwendungsbereich der MM-Methoden. Die Rechenzeiten erstrecken
sich jedoch u¨ber Wochen bis hin zu Monaten [19,21].
Die im Rahmen dieser Arbeit angewendete Methode - die molekulare Frag-
mentdynamik (MFD) - ist eine mesoskopische Simulationstechnik auf Basis der
dissipativen Partikeldynamik (DPD). Die molekulare Fragmentdynamik beruht
wie die Kraftfeldmethoden auf dem zweiten Newtonschen Axiom zur Berechnung
der Bewegung der involvierten Teilchen (Beads). Die kleinste Einheit sind in der
molekularen Fragmentdynamik nicht Atome wie bei den vorher genannten MM-
Methoden, sondern explizit Moleku¨lfragmente oder ganze Moleku¨le. Verfahren
mit einer reduzierten Anzahl an Freiheitsgraden und einem geringeren Detail-
grad des betrachteten molekularen Systems nennt man coarse-grained Simula-
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tionen. Die Technik des coarse-grained Ansatzes erho¨ht die Rechengeschwindig-
keit um Gro¨ßenordnungen gegenu¨ber den atomistischen Verfahren (Stunden bis
Tage). MM-Methoden beno¨tigen ha¨ufig auf Grund des hohen Rechenaufwandes
Supercomputer. Alle Rechnungen dieser Arbeit werden dagegen auf einer Intel
XeonTM Workstation durchgefu¨hrt. Die Simulationszeit reicht von Mikro- bis hin
zu Millisekunden. Die Gro¨ßenskalen dieser Technik reichen bis in den Mikrome-
terraum [33,48].
Abbildung 2.1 zeigt die Einteilung der verschiedenen Methoden der molekularen
Modellierung in Abha¨ngigkeit der jeweiligen Zeit- und La¨ngenskalen.
Abbildung 2.1: Einteilung der verschiedenen computergestu¨tzten Simulationsver-
fahren anhand der jeweiligen Zeit- und La¨ngenskalen.
2.1.1 Moleku¨lmechanik (MM)
Eines der Hauptprobleme der Quantenmechanik ist die Berechnung der Poten-
tialhyperfla¨che fu¨r eine gegebene atomare Konfiguration. Moleku¨lmechanik-
10
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(MM)-Methoden, ha¨ufig auch als Kraftfeldmethoden bezeichnet, umgehen dieses
Problem, indem sie das molekulare System als parametrisierte Funktionen der
Raumkoordinaten der Atome abbilden. Die Parameter der Kraftfeldfunktionen
werden dabei an experimentelle Daten oder an physikalisch exaktere Compu-
tersimulationen angepasst. Moleku¨le werden mittels eines Ball-und-Feder-Models
beschrieben, wobei die Atome in unterschiedliche Atomtypen eingeteilt werden.
Die Kraftfeldmethoden arbeiten auf der atomaren Ebene und werden als atomis-
tische Verfahren bezeichnet. Die Details der Elektron-Elektron- und der Elektron-
Nukleon-Wechselwirkungen werden vernachla¨ssigt [100]. Die chemische Bindung,
welche den Zusammenhalt der Atome vermittelt, wird als harmonische Feder
(Hookesches Gesetz) mit variierender La¨nge charakterisiert [101].















El ist die Bindungsla¨ngenenergie, Ew beschreibt die notwendige Bindunswinkel-
energie, um einen Bindungswinkel zu a¨ndern. Et stellt die erforderliche Torsions-
winkelenergie fu¨r eine Drehung um eine Bindung dar. Evdw und Eel sind die nicht-
bindenden Atom-Atom-Wechselwirkungen und Ek bezeichnet man als Kopplungs-
terme (engl. cross-terms), welche Kopplungen zwischen den ersten drei Valenz-
termen beschreiben [101]. Abweichungen zu den im Kraftfeld hinterlegten Parame-
tern erho¨hen die Energie des Gesamtsystems [102]. In Kapitel 2.1.3 ist eine genaue
Aufstellung der Energieterme fu¨r das COMPASS-Kraftfeld [100] aufgefu¨hrt, welches
in dieser Arbeit zur Beschreibung der molekularen Systeme verwendet wird.
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Abbildung 2.2: Skizzierung der grundlegenden Energieterme eines Kraftfeldes [101].
Die Raumkoordinaten der Atome des globalen Minimums der Potentialfunk-
tionen des Kraftfeldes beschreiben das geometrische Energieminimum des Mole-
ku¨ls bzw. des molekularen Systems. Numerische Berechnungsmethoden fu¨r das
Minimum des betrachteten chemischen Ensembles sind die Methoden Steepest-
Descent (SD) und Conjugate-Gradient (CG). Ha¨ufig wird fu¨r eine grobe Anna¨he-
rung an das Minimum das SD-Verfahren verwendet und die letzten Minimierungs-
schritte mittels der CG-Methode abgeschlossen.
Steepest-Descent (SD)
Das Steepest-Descent-(SD)-Verfahren ist ein Minimierungsverfahren, welches fu¨r
Optimierungsprobleme ohne Nebenbedingungen einsetzbar ist:
min f(x), mit x ∈ Rn (2.2)
wobei Rn ein n-dimensionaler euklidischer Raum ist und f : Rn → R eine kontinu-
ierlich differenzierbare Funktion darstellt. Die Suchrichtung wird derart gewa¨hlt,
sodass sie streng bergab des Gradienten −∇f(xk) verla¨uft. In Abbildung 2.3 ist
der Pfad einer Minimierung skizziert. Jede Iteration produziert eine neue Such-
richtung, welche orthogonal zur vorherigen verla¨uft. Dabei oszilliert der Pfad auf
dem Weg zum Minimum und schießt kontinuierlich u¨ber den besten Pfad hinaus,
12
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woraus ein ineffizienter Bewegungsablauf entsteht. Dadurch konvergiert das SD-
Verfahren nur langsam in der Na¨he des Minimums [103].
Abbildung 2.3: Die Steepest-Descent-Methode na¨hert sich dem Minimum in
einem Zick-Zack-Muster, wobei jede neue Richtung orthogonal zur
vorherigen Richtung verla¨uft [103].
Conjugate-Gradient (CG)
Das SD-Verfahren konvergiert nur langsam in der Na¨he des Minimums, weil neue
Segmente des Pfades den Fortschritt fru¨herer Iteration zunichte machen ko¨nnen.
Wie in Abbildung 2.4 zusehen ist, weicht der Pfad der SD-Methode (schwarz) von
der idealen Richtung zum Minimum ab, da jede neue Richtung orthogonal zur
vorangehenden ist. Die Conjugate-Gradient-(CG)-Methode ist ein Minimierungs-
verfahren zur Lo¨sung von großen linearen Gleichungssystemen. Das CG-Verfahren
korrigiert kontinuierlich die Richtung des Gradientenpfades [103].
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Abbildung 2.4: Vergleich der Steepest-Descent-Methode (schwarz) mit der
Conjugate-Gradient-Methode (rot). Wa¨hrend das SD-Verfahren
sich im Zick-Zack-Muster dem Minimum na¨hert, optimiert die
CG-Methode die Richtung bestmo¨glich.
Wie auch beim SD-Verfahren ist das folgende Minimierungsproblem ohne
Nebenbedingungen gegeben:
min f(x), mit x ∈ Rn (2.3)
wobei Rn ein n-dimensionaler euklidischer Raum ist und f : Rn → R eine konti-
nuierlich differenzierbare Funktion darstellt. Die CG-Methode hat dann die Form:
xk+1 = xk + αkdk, mit k = 0, 1, 2, . . . (2.4)
wobei x0 der Startpunkt, ak die Schrittweite und dk als
dk =
−gk , k = 0−gk + βkdk−1 , k > 0 (2.5)
gewa¨hlt werden kann. Dabei ist gk = ∇f(xk) der Gradient von f(xk) und βk
bestimmt die gewa¨hlte CG-Methode. In dieser Arbeit wird das Verfahren von
14
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Polak-Ribie´re-Polyak [104,105] verwendet. Es ist definiert als [106]:
βPRP =
gTk (gk − gk−1)
||gk−1||2 (2.6)
Alle klassischen gradient-basierten Minimierungsverfahren weisen dasselbe
Problem auf: Sie garantieren nicht, u¨berhaupt ein Minimum zu finden, sondern
ko¨nnen sogar an Sattelpunkten und lokalen Maxima stehen bleiben. Die Gradi-
entverfahren stoppen immer dann, wenn der Gradient verschwindet [107].
2.1.2 Molekulardynamik (MD)
Die Molekulardynamik (engl. Molecular Dynamics, kurz MD) [2–4] ist eine Methode
fu¨r die Berechnung von thermodynamischen Eigenschaften eines klassischen Viel-
teilchensystems, dessen gewo¨hnliche Differentialgleichungen 2. Ordnung fu¨r mehr
als zwei Teilchen nicht mehr durch algebraische Rechenoperationen lo¨sbar sind
(Satz von Bruns und Poincare´ [1]). Hierbei werden die Anfangskoordinaten ri und
Geschwindigkeiten vi der Atome anhand einer Serie von endlichen Zeitschritten
fortgepflanzt, sodass eine Abfolge von zeitlich korrelierten Punkten im Phasen-
raum - eine Trajektorie - entsteht [101]. Die Dynamik der Atome gehorcht dabei der








wobei ri die Raumkoordinate, vi die Geschwindigkeit, mi die Masse, Fi die Kraft
auf Partikel (Atom) i und t die Zeit sind. Die auf die Atome wirkenden Kra¨fte
berechnen sich anhand der parametrisierten Energiefunktionen des angewendeten
Kraftfeldes (hier das COMPASS-Kraftfeld, siehe Kapitel 2.1.3). Die Integration
der Bewegungsgleichungen erfolgt numerisch. Das in dieser Arbeit angewandte
Integrationsschema basiert auf dem Velocity-Verlet-Algorithmus.
Eine MD-Simulation mit einer bestimmten Anzahl an Partikeln N , einem
festen Volumen V und einer konservierten Gesamtenergie E la¨uft im mikro-
kanonischen Ensemble (NVE) ab. Diese Bedingungen entsprechen ha¨ufig nicht
15
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denen, wie sie normalerweise in Experimenten vorliegen. Experimente finden ha¨ufig
bei konstanter Temperatur oder konstantem Druck statt. Um eine konstante
Temperatur Tmd zu erzwingen, ko¨nnen die Geschwindigkeiten der Partikel vt in
jedem Zeitschritt t skaliert werden, damit die kinetische Energie des Systems
als besta¨ndig angesehen werden kann. Dieser Ansatz wird als Velocity-Scaling






wobei vt+1 die resultierende Geschwindigkeit ist und T (t) die aktuelle Temperatur
des Systems zum Zeitpunkt t. Die Technik des Velocity-Scaling wird in dieser
Arbeit verwendet, um im kanonischen Ensemble (NVT) die MD-Simulation fu¨r
die Berechnung der paarweisen Wechselwirkungsenergien Eij (siehe Kapitel 3.1.3)
durchfu¨hren zu ko¨nnen [108–112].
Integrationsschema Velocity-Verlet
Fu¨r die Lo¨sung des Vielteilchenproblems sind numerische Approximationsver-
fahren notwendig. In den 1960er entwickelte Loup Verlet [113] ein Integrations-
schema zur numerischen Lo¨sung der Newtonschen Bewegungsgleichungen fu¨r
die Anwendung in MD-Simulationen. Der Algorithmus ist nicht nur einer der
am weitesten verbreitetsten Techniken [114], sondern auch eines der einfachsten
und dabei genauesten Verfahren [33]. Aufgrund der Zeitreversibilita¨t des Verlet-
Algorithmus ist eine hohe Energiekonservierung wa¨hrend der Simulationen
gegeben, sodass der Verlet-Algorithmus anderen Verfahren wie den Runga-Kutta-
Methoden vorzuziehen ist [101].








wobei V die potentielle Energie an Position r ist und der Vektor r alle Koordinaten
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aller Partikel in dem betrachteten System beinhaltet. Es besteht die Mo¨glichkeit,
fu¨r diese Partikel die Positionen einen kleinen Zeitschritt ∆t spa¨ter mittels einer
Taylorreihenentwicklung zu bestimmen:













(∆t)3 + . . .








3 + . . . (2.10)
wobei vi die Geschwindigkeit, ai die Beschleunigung und bi die Hyperbeschleuni-
gung darstellen.
Die Positionen der Partikel zu einem Zeitschritt ∆t fru¨her kann aus Gleichung
2.10 durch Substitution von ∆t mit −∆t hergeleitet werden:






3 + . . . (2.11)
Die Addition der Gleichungen 2.11 und 2.10 liefert den Verlet-Algorithmus in
seiner Grundform. Dieser berechnet aus der momentanen Position ri, der vorhe-
rigen Position ri−1 und der momentanen Beschleunigung des Partikels ai die Posi-
tion des fokussierten Partikels einen Zeitschritt ∆t spa¨ter. Die Lo¨sung der Bewe-
gungsgleichungen mit dem Verlet-Algorithmus ist somit ein iterativer Prozess mit
der Schrittweite ∆t [101]:
ri+1 = (2ri − ri−1) + ai(∆t)2 (2.12)
Die Formulierung des urspru¨nglichen Verlet-Algorithmus (Gleichung 2.12) bringt
ein Problem mit sich. Aufgrund der Addition der Terme 2.11 und 2.10 fa¨llt die
Geschwindigkeit v aus der Berechnung heraus. Die Geschwindigkeit vi ist nicht





Daraus folgt, dass die berechnete Geschwindigkeit immer einen Zeitschritt gegen-
u¨ber der Berechnung der Raumkoordinaten zuru¨ckliegt [114]. Die kinetische Energie
des betrachteten Systems ist jedoch eine wichtige Kenngro¨ße. Die Lo¨sung fu¨r
17
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dieses Problem ist der Velocity-Verlet-Algorithmus [115], welcher die Berechnung
der Raumkoordinaten r und der Geschwindigkeit v phasengleich ermo¨glicht [101]:





vi+1 = vi +
1
2
(ai + ai+1)∆t (2.15)
2.1.3 Das COMPASS-Kraftfeld
Die Wahl des richtigen Kraftfeldes fu¨r die Bestimmung des DPD-Repulsionspara-
meters aij ist essentiell. Da die dissipative Partikeldynamik fu¨r die Berechnung von
Eigenschaften komplexer Flu¨ssigkeiten gestaltet wurde [34,35], sollte das zugrunde
liegende Kraftfeld fu¨r die Simulation von kondensierten Phasen optimiert sein.
Insbesondere die nicht-bindenden Wechselwirkungen des Kraftfeldes sind interes-
sant. Die Berechnung des DPD-Repulsionsparameters basiert gro¨ßtenteils auf den
nicht-bindenden Anteilen.
In den letzten Jahrzehnten galt der Entwicklung von Kraftfeldern zur Bestim-
mung von Eigenschaften kondensierter Phasen große Aufmerksamkeit. Dies zeigt
deutlich die Arbeit an Kraftfeldern wie AMBER [116] (Assisted Model Building
with Energy Refinement) und CHARMM [117,118] (Chemistry at HARvard Macro-
molecular Mechanics), welche speziell fu¨r Aufgaben in der molekularen Biologie
konstruiert werden [100].
Im Rahmen dieser Arbeit wird das COMPASS (Condensed-Phase Optimized
Molecular Potentials for Atomistic Simulations Studies) Kraftfeld verwendet. Das
COMPASS-Kraftfeld wurde speziell konstruiert, um kondensierte Phasen und die
korrekte Beschreibung derer nicht-bindender Wechselwirkungen wiederzugeben.
Es ist ein Klasse 2-Kraftfeld mit zusa¨tzlichen Kopplungstermen. Kopplungsterme
beschreiben Abha¨ngigkeiten verschiedener Valenzterme untereinander, d.h. bei
A¨nderungen einer Bindungsla¨nge resultiert dies beispielsweise in einer gleichzei-
tigen Anpassung eines Bindungswinkels oder eines Torsionswinkels. Die Para-
metrisierung erfolgte unter Verwendung von ab-initio-Berechnungen und empiri-
schen Daten. Die Partialladungen wurden aus ab-initio-Berechnung gewonnen, die
18
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Valenzparameter teilweise vom PCFF-Kraftfeld (Polymer Consistent Force Field)
u¨bernommen bzw. wenn nicht vorhanden, aus ab-initio-Verfahren berechnet. Das
intermedia¨re Kraftfeld wird anschließend anhand von empirischen Daten vali-









































































Die einzelnen Terme ko¨nnen in zwei Gruppen eingeteilt werden:
• Valenzterme (1-9):
Bindungen (b), Bindungswinkel (θ), Torsionswinkel (φ), Out-of-Plane-
Winkel (χ) und die zugeho¨rigen Kopplungsterme.
• Nicht-bindende Terme (10,11):
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Coulombfunktion fu¨r elektrostatische Wechselwirkungen und eine 9-6-
Lennard-Jones-(LJ)-Potentialfunktion fu¨r die Beschreibung der Van-der-
Waals-Wechselwirkung (VdW).
Im Gegensatz zur Beschreibung der VdW-Wechselwirkungen mit dem 12-6-LJ-
Potential, welches zu hart im repulsiven Bereich ist, verwendet das COMPASS-
Kraftfeld ein 9-6-LJ-Potential. Dieses ist weicher im repulsiven Anteil, aber mit
der Konsequenz gelegentlich zu attraktiv im langreichweitigen Anteil zu sein [119].
Abbildung 2.5 zeigt beide LJ-Potentiale im Vergleich.
Abbildung 2.5: Vergleich des 12-6-LJ-Potentials mit dem 9-6-LJ-Potential.
Die elektrostatische Wechselwirkung wird u¨ber Partialladungen der Atome
dargestellt. Damit die Ladungsparameter auf andere Systeme transferierbar
bleiben, werden sie als sogenannte Bond-charge increments (BCIs) δij festge-
halten. Diese repra¨sentieren die Ladungsseperation zwischen zwei valenzgebun-







wobei j alle Atome beschreibt, welche valenzgebunden mit Atom i sind.
Die Validierung des Kraftfeldes wurde anhand von 172 Moleku¨len, 102 Flu¨s-
sigkeiten und 69 Kristallen durchgefu¨hrt, welche 28 der ha¨ufigsten molekularen
Klassen repra¨sentieren. Die berechneten Strukturparameter (Bindungsla¨nge und
Winkel) weichen dabei ungefa¨hr 1.0 % von den experimentellen Daten ab. Die
vorhergesagten Parameter fu¨r Flu¨ssigkeiten zeigen eine mittlere quadratische
Abweichung fu¨r die Dichte von 1.9 % und fu¨r die koha¨siven Energien von 4.1
% [100].
2.1.4 Dissipative Partikeldynamik (DPD)
Trotz Vereinfachung der Modelle auf ein atomistisches Niveau sind die Kraftfeld-
methoden immer noch zu feinko¨rnig (engl. fine-grained), als dass man Systeme
mit mehreren Millionen Atomen, Raumskalen von einigen Mikrometern sowie zeit-
lichen Auflo¨sungen von mehreren Mikrosekunden in angemessener Zeit berechnen
ko¨nnte. Die dissipative Partikeldynamik ist eine mesoskopische Simulations-
technik, welche die Betrachtung von kondensierter Materie in sowohl atomisti-
schen, als auch mesoskopischen Gro¨ßen ermo¨glicht. Die DPD-Methode vergro¨-
bert (engl. coarse-graining) den MM-Ansatz, indem sogenannte Beads eingefu¨hrt
werden und die bisherigen Atomtypen ersetzen. Diese Beads ko¨nnen aus einem
Atom, einem molekularem Fragment, einem ganzen Moleku¨l und sogar aus einer
beliebigen Raumregion einer Flu¨ssigkeit bestehen [33,120].
Die dissipative Partikeldynamik wurde urspru¨nglich von Koelman und Hooger-
brugge [34,35] in den fru¨hen 1990er Jahren entwickelt und basiert auf der Molekular-
dynamik. Die DPD-Beads sind paarweise miteinander wechselwirkende chemische
Entita¨ten, welche sich in diskreten zeitlichen Schritten durch den Raum bewegen.








wobei ri die Raumkoordinate, vi die Geschwindigkeit, mi die Masse und Fi die
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gesamte Kraft ist, die auf ein Bead wirkt. t stellt die Zeit dar. Auch an dieser
Stelle ist die Lo¨sung der Newtonschen Bewegungsgleichungen (Vielteilchenpro-
blem) essentiell. Erste Ansa¨tze nutzten einen Algorithmus basierend auf dem
Eulerverfahren fu¨r die Lo¨sung der Differentialgleichungssysteme. Dies hatte zur
Folge, dass die Temperatur des DPD-Systems immer ho¨her lag als die thermo-
dynamische Temperatur [121]. Fu¨r eine angemessenere Beschreibung der Tempe-
ratur schlugen Groot und Warren [120] vor, einen modifizierten Velocity-Verlet-
Algorithmus zu verwenden.
Neben den konservativen Kra¨ften, welche schon in MD-Techniken eingefu¨hrt
wurden, interagieren zwei neue Kra¨fte mit den DPD-Beads: Die dissipative und













wobei die Summe paarweise u¨ber alle Beads innerhalb eines Radius mit dem Grenz-
wert rc berechnet wird. Die konservative Kraft spiegelt das Potential eines Bead-
paares wieder, welches in die Richtung ihrer jeweiligen Zentren wirkt, d.h. die
beiden interagierenden Beads verhalten sich repulsiv zueinander. Folgende Glei-
chung beschreibt die konservative Kraft:
FCij =
aij(1− rij)rˆij (rij < rc)0 (rij ≥ rc) , (2.20)
wobei aij der DPD-Repulsionsparameter zwischen Bead i und j ist, mit rij =
ri− rj, rij = |rij|, rˆij = rij/ |rij|. Die zweite Kraft ist die dissipative Kraft, welche
als eine Reibungskraft interpretiert werden kann. Sie ist abha¨ngig von der Position
ri und der Geschwindigkeit vi der Partikel:
FDi j = −γDPDωD(rij)(rˆij · vij)rˆij (2.21)
wobei der Reibungskoeffizient γDPD die Sta¨rke der Reibung und ω
D(rij) die Gro¨ße




FRi j = σω
R(rij)θij rˆij (2.22)
wobei σ die Sta¨rke der stochastischen Kraft kontrolliert, ωR(rij) wiederum den
Einfluss der Distanz der Beads zueinander skaliert, und θij eine standardverteilte
Zufallsvariable mit Einheitsvarianz ist. [33,38,39,120]
Die Funktionen ωD(rij), ω
R(rij) und die Koeffizienten γ, σ ko¨nnen nicht unab-
ha¨ngig voneinander gewa¨hlt werden. Espan˜ol und Warren [39] haben gezeigt, dass
DPD-Simulationen nur im NVT-Ensemble ablaufen, wenn die Gewichtungsfunk-










wobei kB die Boltzmann-Konstante und T die Temperatur ist. Diese beiden Funk-
tionen beschreiben das sogenannte Fluktuierende-Zerstreuungs-(engl. fluctuation-
dissipation)-Theorem der dissipativen Partikeldynamik.
2.1.5 Molekulare Fragmentdynamik (MFD)
Die molekulare Fragmentdynamik (MFD) ist eine chemisch intuitive Variante der
dissipativen Partikeldynamik. Die Beads sind so gewa¨hlt, dass sie explizit konkrete
Moleku¨le oder Moleku¨lfragmente des zu untersuchenden chemischen Ensembles
darstellen. Die Gesamtheit aller Moleku¨lfragmente einer MFD-Simulation ist das
Fragmentset. Jedes Moleku¨l im System wird aus diesem Fragmentset aufgebaut.
Die einzelnen Fragmente werden mittels harmonischer Federn zur Darstellung
kovalenter Bindungen verknu¨pft. Die Fragmenttopologie eines Moleku¨ls wird als
dessen Fragmentierungsschema bezeichnet [48,56,57].
Die im Rahmen von dieser Arbeit verwendeten DPD-Repulsionsparameter des
hier zu entwickelten Fragmentsets werden anhand von MD-Simulationen unter
23
Theoretische Grundlagen
Verwendung des COMPASS-Kraftfeldes berechnet.
Simulationssoftware MFD-FormulaOne
MFD-FormulaOne [54] ist eine umfassende Rich-Client-Anwendung fu¨r mesoskopi-
sche Simulationen mit der molekularen Fragmentdynamik. Es wird in Koopera-
tion von CAM-D Technologies und GNWI - Gesellschaft fu¨r naturwissenschaftliche
Informatik entwickelt. Die Anwendung unterstu¨tzt den kompletten Simulations-
prozess beginnend beim Design u¨ber die Ausfu¨hrung bis hin zur Analyse von MFD-
Simulationen (Jobs). Fu¨r alle Aufgaben, von der Erstellung bis hin zur Analyse,
bietet MFD-FormulaOne eine vollsta¨ndig integrierte Benutzeroberfla¨che.
Abbildung 2.6: Startbildschirm der Anwendung MFD-FormualOne [54].
Das Programm gliedert sich in vier Bereiche:
• Jobdesign: Die Jobdesignoberfla¨che listet alle verfu¨gbaren Simulationsjobs
auf, wobei auch Filter angewendet werden ko¨nnen. Die Oberfla¨che erlaubt
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das Vera¨ndern, Wiederverwenden, Erstellen oder auch das Archivieren von
verfu¨gbaren Jobs. Die Beschreibung eines Jobs gliedert sich in vier Sektionen:
(1) Allgemeine Beschreibung, (2) Beschreibung des chemischen Systems,
(3) Beschreibung der Wechselwirkungen und (4) die Simulationsparameter.
Jede Sektion besteht aus mehreren Simulationseigenschaften, welche alle mit
einem Hilfetext versehen sind.
• Jobausfu¨hrung: MFD-FormulaOne erlaubt die parallelisierte Ausfu¨hrung
von unterschiedlichen Jobs in Abha¨ngigkeit der Einstellungen und der
Anzahl der verfu¨gbaren Prozessorkerne der verwendeten Hardware. Der
Fortschritt einer Simulation la¨sst sich wa¨hrend der Ausfu¨hrung betrachten.
Zusa¨tzlich gibt es die Mo¨glichkeit, bereits abgeschlossene Berechnungen mit
einer bestimmten Anzahl an Iterationsschritten weiter rechnen zu lassen.
• Ergebnisanalyse: Fu¨r die Analyse von Simulationsergebnissen (z.B.
La¨ngenmessungen) bietet MFD-FormulaOne Simulationsboxansichten und
unterstu¨tzt die Erzeugung von Filmen einer Simulationsdynamik. Eigen-
schaften wie die radiale Verteilungsfunktionen und Distanzen von Fragment-
paaren, Oberfla¨chenspannung, molekularer Gyrationsradius, usw. werden
zusammengefasst und in Diagrammen dargestellt.
• Jobmanagment: Jobs ko¨nnen verschoben oder als einzelne Dateien kompri-
miert werden. Verzeichnisse mit beinhalteten Simulationen ko¨nnen einfach
synchronisiert werden, sodass das Jobdesign auf einem Notebook vorge-
nommen werden kann und anschließend die Daten zur Ausfu¨hrung auf einen
Server transferiert werden ko¨nnen.
Berechnung des DPD-Repulsionsparameters
Die Beads in der molekularen Fragmentdynamik repra¨sentieren explizit konkrete
Moleku¨le oder Moleku¨lfragmente. Nach Brini et al. [49] ist es mo¨glich, die Paar-
potentiale der Partikel aus fine-grained Simulationen zu berechnen (bottom-up-
Verfahren), d.h. aus den direkten Wechselwirkungen der Moleku¨le in einer Compu-
tersimulation wie MC- oder MD-Simulationen. Groot und Warren [120] haben
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gezeigt, dass der DPD-Repulsionsparamter aij in einem direkten linearen Zusam-
menhang mit dem Flory-Huggins-Parameter χij steht:
aij(T ) = 25 + 3.497 · χij(T ) (2.25)
Paul Flory [122] und Maurice Huggins [123] entwickelten unabha¨ngig voneinander ein
einfaches Gittermodell zur Beschreibung von nicht-idealen Polymerlo¨sungen. Das
Flory-Huggins-Modell zeigt, dass der Flory-Huggins-Parameter χij eine dimen-






wobei Zij die Koordinationszahl des untersuchten Moleku¨lpaares, ∆Eij die Ener-
giedifferenz der paarweisen Wechselwirkung, R die universelle Gaskonstante und
T die Temperatur sind. Die Bestimmung der Energiedifferenz der paarweisen
Wechselwirkung ∆Eij kann empirisch erfolgen (Verdampfungsenthalpie) oder
mittels computergestu¨tzte Verfahren ermittelt werden. Diese ko¨nnen Methoden
des maschinellen Lernens in Kombination mit Quantitativer Struktur-Wirkungs-
Beziehung (engl. Quantitative Structure-Activity Relationship, kurz QSAR) sein
sowie anhand von atomistischen Verfahren wie MD- oder MC-Simulationen kalku-
liert werden. Die Berechnung der Energiedifferenz der paarweisen Wechselwir-





(Eij + Eji)− 1
2
(Eii + Ejj) (2.27)
Im Rahmen dieser Arbeit wird die Energiedifferenz der paarweisen Wechselwir-
kung ∆Eij anhand von atomistischen MD-Simulationen mit der Parametrisierung
des COMPASS-Kraftfeldes ermittelt. Hierbei wird die freie Mischungsenergie der
Moleku¨le A und B eines Moleku¨lpaares bestimmt. Der χ-Parameter repra¨sentiert
die Repulsionsenergie der beiden Komponenten zueinander, also die Sta¨rke der
gemittelten Abstoßung von Moleku¨l A zu B und umgekehrt [48,50–53]. Abbildung
2.7 skizziert die paarweisen Weschelwirkungsenergien eines Polymers A und dem
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Lo¨sungsmittel B in einem Gittermodell.
Abbildung 2.7: Darstellung der paarweisen Wechselwirkungsenergien Eij einer
Polymerlo¨sung in einem Gittermodell (Polymer A: Blau; Lo¨sungs-
mittel B: Orange).
Die Methode fu¨r die Berechnung des DPD-Repulsionsparameters aij ist in
Kapitel 3.1.3 beschrieben. Aus Gleichung 2.26 und 2.27 folgt, dass die paarweisen
Wechselwirkungsenergien EAA, EBB, EBA und EAB sowie die Koordinationszahl
ZAB fu¨r jedes Moleku¨lpaar eines Fragmentsets zur Bestimmung des Repulsionspa-
rameters aij ermittelt werden mu¨ssen.
2.1.6 Weitere mesoskopische Simulationstechniken
Neben der hier verwendeten molekularen Fragmentdynamik auf Basis der dissipa-
tiven Partikeldynamik gibt es noch weitere mesoskopische Simulationstechniken,
welche die Dynamik von Moleku¨len in kondensierten Phasen betrachten. Alle
hier vorgestellten Simulationstechniken weisen eine Gemeinsamkeit auf: Eine mit
geringem Rechenaufwand verbundene Betrachtung von mesoskopischen Flu¨ssig-
keiten. Zwei weitere mesoskopische Methoden die auch auf Partikeln basieren,





Wie dem Namen zu entnehmen ist, basiert die Lattice-Boltzmann-(LB)-
Methode [125–127] auf einem Gitterschemata und hat ihren Ursprung in Flu¨ssigkeits-
modellen von zellularen Gitter-Gas-Automaten [130]. Anstatt die Navier-Stokes-
Gleichungen zur Beschreibung der Stro¨mung von Flu¨ssigkeiten zu lo¨sen, nutzt
























der Stoßterm, r der Ort und v die Geschwindigkeit eines Teilchens
zur Zeit t der Masse m unter dem Einfluss der a¨ußeren Kraft F sind. f(r, v, t)
stellt die Verteilungsfunktion im Phasenraum dar.
In einem LB Modell wird die Flu¨ssigkeit u¨ber ein regula¨res Gitter dargestellt,
wobei jeder Gitterpunkt z na¨chste Nachbarn hat. Neben der ra¨umlichen Diskre-
tisierung zur Lo¨sung der Boltzmann-Gleichung ist die Zeit ebenfalls diskretisiert.
Der Algorithmus la¨uft in zwei Schritten ab: Stro¨mung und Kollision. Im ersten
Schritt der Simulation bewegt sich ein Teilchen entlang der Verbindung zu einem
benachbarten Gitterpunkt. Hierbei kann sich nur ein Teilchen zum selben Zeit-
punkt von seinem aktuellen Gitterpunkt u¨ber die Verbindung zum benachbarten
Gitterpunkt bewegen. Alle Teilchen bewegen sich hierbei gleichzeitig. Der zweite
Simulationsschritt ist der Kollisionsschritt. Dieser definiert Regeln zur Einhaltung
der maximalen Anzahl an Teilchen sowie des Gesamtimpulses eines Gitterpunktes.
Abgesehen von diesen Einschra¨nkungen kann jedes Teilchen seine Geschwindigkeit
a¨ndern. Der entscheidende Nachteil dieser Methode ist die Notwendigkeit eines





Die Brownian Dynamics-(BD)-Methode [128,129] dient der Beschreibung von Teil-
chen, die der Brownschen Molekularbewegung unterliegen und bildet die Basis der
dissipativen Partikeldynamik. Der wesentliche Unterschied zwischen der dissipa-
tiven Partikeldynamik und Brownian Dynamics ist, dass die BD-Methode nicht
das dritte Newtonsche Axiom erfu¨llt und somit nicht dem Impulserhaltungs-
satz unterliegt. Folglich reproduziert die BD-Methode niemals hydrodynamisches
Verhalten [33]. Diesen Unterschied macht eine Untersuchung von Groot et al. [131]
zum Phasenverhalten von Diblockcopolymeren deutlich. DPD-Simulationen entwi-
ckeln sich schnell zu den in Experimenten beschriebenen hexagonalen Strukturen,
wobei die BD-Kalkulationen in einem metastabilen Zustand verbleiben.
Der ite Freiheitsgrad eines Teilchens wird mittels der Langevin-Gleichung wie
folgt beschrieben:
v˙i(t) = ai(t)− γivi(t) + ηi(t), mit x˙i(t) = vi(t) (2.29)





wobei xi der Ort, vi die Geschwindigkeit und ηi(t) eine Zufallsvariable mit einem
Mittelwert von Null, keiner Korrelation mit x oder v in der Vergangenheit sowie
in der Zukunft und mit der Autokorrelationsfunktion
〈ηi(t)ηj(t+ ∆t)〉 = 2kBTref
mi
γiδ(∆t)δij (2.31)
γi ist hier die Reibungskonstante des iten Freiheitsgrades
[132,133]. Gleichung 2.29




In biologischen Systemen u¨bernehmen Phospholipiddoppelschichten, auch als
Biomembranen bezeichnet, die Rolle, unterschiedliche Kompartimente innerhalb
oder zwischen einzelnen Zellen zu unterteilen und getrennte Reaktionsra¨ume zu
schaffen. Die einzelnen Bausteine dieser Membranen sind verschiedene Sorten
der Phospholipide. Der Aufbau der Phospholipide (siehe Abbildung 2.8) besteht
aus einer hydrophilen Kopfgruppe, einer Phosphatgruppe, als auch einem Glyce-
rolru¨ckgrat mit zwei abschließenden Fettsa¨uren. Die Fettsa¨uren ko¨nnen sowohl




Abbildung 2.8: Links: Schematischer Aufbau einer Phospholipiddoppelschicht.
Rechts: Vergro¨ßerte Darstellung des Phospholipids Phosphatidyle-
thanolamin (PE).
Die Ausbildung von Biomembranen durch Phospholipide innerhalb lebender
Zellen basiert auf dem physikalischen Effekt, dass hydrophile Kopfgruppen dazu
tendieren, sich in Richtung des wa¨ssrigen Mediums zu orientieren. Die hydro-
phoben Schwa¨nze werden aufgrund der Entropie durch Wasser zur Selbstaggrega-
tion bewegt [76]. Hierdurch bildet sich eine stabile Phospholipiddoppelschicht aus,
wobei die Phospholipide entgegengesetzt gegenu¨berliegend ausgerichtet sind. Die
Phospholipide stehen nur durch ihre hydrophoben Ha¨lften in Kontakt (siehe Abbil-
dungen 2.8 und 2.9). Die Phospholipiddoppelschicht hat eine durchschnittliche
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hydrophobe Dicke von 30 A˚ [76,83] und eine gesamte Dicke von 40-50 A˚ [84,85]. Inner-
halb der Zellen ist die Zusammensetzung von Membranen vielfa¨ltig. Die Zusam-
mensetzung der Membran des endoplasmatischen Retikulums (ER) und der Mito-
chondrienmembran sind einzigartig. Die ha¨ufigsten Lipide sind die Phosphoglyce-
ride: Phosphatidylcholin (PC), Phosphatidylethanolamin (PE), Phosphatidylino-
sitol (PI) und Phosphatidylserin (PS) [75,76,78]. Mit einem Anteil von mehr als 50
% ist Phosphatidylcholin das am ha¨ufigsten auftretende Phospholipid in eukaryo-
tischen Membranen [78].
Abbildung 2.9: Modell einer biologischen Membran. [134].
Neben der Bereitstellung eines definierten Bereichs fu¨r spezifische biochemi-
sche Reaktionen innerhalb einer Zelle, besitzen Membranen vielfache Aufgaben.
Nach dem Flu¨ssig-Mosaik-Modell von 1972 u¨bernehmen Phospholipiddoppel-
schichten Aufgaben eines u¨berwiegend flu¨ssigen Geru¨stes bzw. einer Matrix
fu¨r Membranproteine, welche lateral ungehindert durch die Membran diffun-
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dieren ko¨nnen [135]. Hierbei unterstu¨tzen die vielseitigen Membrantypen eines
biologischen Systems wichtige Prozesse einer Zelle wie Stofftransport, Sekretion,
Energie- und Signaltransduktion, Zell-Zell-Kontakt und Proteinerkennung oder
-transport [76,136]. Zusa¨tzlich besitzen Phospholipiddoppelschichten weitere charak-
teristische Eigenschaften. Hierzu geho¨ren die Bildung von Mizellen, Liposomen
und Vesikeln, welche als zellula¨re Transportmechanismen im Einsatz sind. Die
Membranfusion von Phospholipiddoppelschichten ist eine zusa¨tzliche mit Vesikel-
formierung zusammenha¨ngende Fa¨higkeit, die eine wichtige Rolle fu¨r den zellu-
la¨ren Transport spielt [137,138]. Der Austausch von Lipiden zwischen den einzelnen
Membranschichten wird als Flip-Flops bezeichnet [139,140].
2.3 Proteine
Proteine sind die vielseitigsten Makromoleku¨le in lebenden Systemen und essentiell
fu¨r alle biologischen Prozesse. Hierzu geho¨ren Stofftransport, mechanische Bewe-
gung, U¨bermittlung von Nervenimpulsen, Immunsystem, Kontrolle des Wachs-
tums sowie Differenzierung von Zellen. Proteine sind lineare Polymere aufgebaut
aus Aminosa¨uren. Sie verko¨rpern den U¨bergang der eindimensionalen Welt ihrer
Aminosa¨uresequenz in die dreidimensionale Welt der Makromoleku¨le. Die verschie-
denen Aminosa¨uren liefern eine große Vielfalt an funktionellen Gruppen wie Alko-
hole, Thiole, Thioethern, Carbonsa¨uren, Carboxamiden wie auch eine Vielfalt
von basischen Gruppen. Die chemische Reaktivita¨t der Proteine basiert auf der
Anordnung dieser funktionellen Gruppen und ist essentiell fu¨r die Funktion als
Enzym [141].
Jede α-Aminosa¨ure besteht aus einem zentralen α-Kohlenstoffatom (Cα),
welches mit einer Carbonsa¨uregruppe (COOH), einer Aminogruppe (NH2), einem
Wasserstoffatom (H) und einer spezifischen Restgruppe (R) kovalent verknu¨pft ist.
Aufgrund der Verknu¨pfung des α-Kohlenstoffatoms mit vier verschiedenen chemi-
schen Gruppen sind alle α-Aminosa¨uren außer Glycin chiral. Nur die L-Form der 20
proteinogenen α-Aminosa¨uren bildet einen Bestandteil von Proteinen [141]. Abbil-




Abbildung 2.10: Darstellung aller 20 proteinogenen Aminosa¨uren nach
physikalisch-chemischen Eigenschaften gruppiert [142].
Die ra¨umliche Organisation wird in vier Ebenen eingeteilt. Die erste Ebene




Abbildung 2.11: Darstellung der Prima¨rstruktur eines Proteins. Links oben sind
die Atome des Proteinru¨ckgrats rot hervorgehoben.
Die na¨chstho¨here Organisationsebene ist die Sekunda¨rstruktur, welche sich aus
ha¨ufig auftretenden Strukturmerkmalen zusammensetzt. Dazu geho¨ren die α-
Helix, das β-Faltblatt sowie die β-Kehre. Diese Strukturen bilden und stabilisieren
sich u¨ber Wasserstoffbru¨cken zwischen den Peptidbindungen. Die dritte Stufe ist
die Tertia¨rstruktur. Sie beschreibt die finale Faltung des Proteins. Neben den
nicht-bindenden Kra¨ften (Coulomb-Wechselwirkungen, Van-der-Waals-Kra¨fte und
Wasserstoffbru¨cken) zur Stabilisierung der Proteinkonformation findet man auch
kovalente Disulfidbru¨cken zwischen Cysteinresten. Proteine bestehen ha¨ufig nicht
nur aus einer monomeren Einheit, sondern aus agglomerierten Proteinkomplexen.
Diese Zusammenlagerung von Proteinuntereinheiten nennt man Quarta¨rstruktur.




Abbildung 2.12: Darstellung der Sekunda¨r-, Tertia¨r- und Quarta¨rstruktur anhand
eines Insulindimeres.
Im Gegensatz zur Peptidbindung sind die Bindungen der Aminogruppe (N)
bzw. der Carboxylgruppe (C’) zum α-Kohlenstoffatom (Cα) reine Einfachbin-
dungen. Um diese beiden Bindungen ko¨nnen die benachbarten Peptidbindungen
rotieren. Der Rotationswinkel um die N-Cα-Achse wird als φ und der Rotations-
winkel um die Cα-C’-Achse als ψ gekennzeichnet. Nicht alle φ und ψ sind aufgrund
der sterischen Blockierung durch die Nachbaratome erlaubt. Abbildung 2.13 zeigt
die erlaubten Winkel von φ und ψ in einem Ramachandran-Diagramm. Die anhand
durchgezogener Linien hervorgehobenen Winkel zeigen die favorisierten Regionen
in Proteinen, gefolgt von den erlaubten Winkeln, dargestellt durch gestrichelte
Linien. In den Fla¨chen außerhalb dieser gekennzeichneten Regionen kommen sich




Abbildung 2.13: a) Proteinru¨ckgrat Diederwinkel φ und ψ. b) Ramachandran-
Diagramm [144].
Bemerkenswert an dieser Stelle ist, dass die Sekunda¨rstrukturmotive β-Faltblatt
und α-Helix ausschließlich in den favorisierten Regionen anzutreffen sind und
somit energetisch gu¨nstige Konformationen darstellen. Die Winkel der β-Faltblatt
Konformation sind φ ≈ −139 und ψ ≈ −135, die der α-Helix Konformation sind
φ ≈ −57 und ψ ≈ −47. Die Einschra¨nkung der Winkel von φ und ψ minimiert
hinreichend die Zahl der mo¨glichen Strukturen, sodass die Proteinfaltung u¨ber-
haupt erst mo¨glich wird [141].
2.4 Proteinaufreinigung mit Zinkricinoleat
Zinkricinolat (CAS-Nummer: 13040-19-2; IUPAC-Notation: Zink(Z,12R)-12-hy-
droxyoktadek-9-enoat) geho¨rt zu der Substanzklasse der metallischen Seifen [72,145].
Zinkricinoleat repra¨sentiert somit ein Salz einer Fettsa¨ure, oder pra¨ziser, das Zink-
salz der Ricinolsa¨ure. Es wird im weiteren Verlauf als Zn(Ri)2 abgeku¨rzt.
Die chemische Struktur besteht aus einem Zn2+-Ion, flankiert von zwei Mole-
ku¨len Ricinolsa¨ure (siehe Abbildung 2.14). Die Ricinolsa¨ure besitzt eine Doppel-
bindung in cis-Konfiguration zwischen dem 9. und 10. Kohlenstoffatom. Eine
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Besonderheit in der Struktur ist eine Hydroxylgruppe am 12. Kohlenstoffatom.
Keine andere natu¨rlich vorkommende Fettsa¨ure besitzt eine derartige Hydroxyl-
gruppe [146,147].
Abbildung 2.14: Chemische Struktur des Zinkricinoleats.
Aufgrund der geringen Toxizita¨t (LD50oral > 2000 mg·kg−1) und der fehlenden
Sensibilisierung von Haut und Augen ist Zinkricinoleat perfekt fu¨r die Anwendung
im Haushalt, in der Kosmetik und der pharmazeutischen Industrie [68–72]. Eine
hohe biologische Abbaurate von 99 % und das Fehlen jeglicher antibakteriellen
sowie fungiziden Wirkung [68,72] tra¨gt zusa¨tzlich zur Verwendbarkeit in den oben
genannten Bereichen bei.
Die Aufreinigung von Proteinen kann mittels verschiedenster Methoden wie
Ionenaustauschchromatographie oder hydrophober Interaktionschromatographie
durchgefu¨hrt werden [148–150]. Eine spezielle Variante fu¨r die Proteinaufreinigung ist
die Metallchelatchromatographie (Immobilized metal ion affinity chromatography,
kurz IMAC). Der Aufbau der Matrix der IMAC-Sa¨ule besteht aus einem festen
Absorptionsmittel (Silikagel), welches mit einem Komplexierungsagens fu¨r Metal-
lionen, z.B. mit Derivaten der Iminodiessigsa¨ure, funktionalisiert wird. Anschlie-
ßend werden die entsprechenden Metallionen zu dem funktionalisiertem Medium
gegeben [151].
Die Affinita¨t zwischen dem Analyten und der Sa¨ulenmatrix entsteht
durch elektrostatische Wechselwirkungen zwischen Metallionen und beispiels-
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weise Polyhistidin-Tag-Proteinen. Diese Proteine oder Enzyme sind genetisch
derart modifiziert, sodass sie N- oder C-terminal mehrere Histidinmoleku¨le
tragen [69,152–155]. Die so vera¨nderten Proteine nennt man kurz His-Tag-Proteine.
Abbildung 2.15 zeigt eine Vergro¨ßerung des His-Tags eines Fibroblasten-
Wachstumsfaktorproteins (FGF-1, PDB-ID: 3UD7 [156]) und die molekulare
Struktur der Aminosa¨ure Histidin.
Abbildung 2.15: Vergro¨ßerte Darstellung eines terminalen His-Tags. Unten rechts
ist die molekulare Struktur der Aminosa¨ure Histidin abgebildet.
Fu¨r die Aufreinigung von His-Tag-Proteinen mit der IMAC-Methode muss die
Sa¨ulenmatrix mit Nickelionen funktionalisiert sein. Wenn ein His-Tag-Protein auf
ein gebundenes Nickelion trifft, wird dieses durch einen Komplexierungsprozess
der Imidazolgruppe der Histidinmoleku¨le des Polyhistidin-Tags festgehalten. Die
Elution der so festgehaltenen Proteine geschieht durch Zugabe an U¨berschuss eines
konkurrierenden Moleku¨ls - etwa Imidazol - in die Pufferlo¨sung [151,157,158]. Abbil-
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dung 2.16 zeigt den Prozess der Aufreinigung mittels IMAC.
Abbildung 2.16: Prinzip der Metallchelatchromatographie.
Das Patent DE102011101880 A1 [69] zeigt, dass Zn(Ri)2 fa¨hig ist, als neues
Medium fu¨r die Aufreinigung von His-Tag Proteinen zu dienen. Es wird darge-
stellt, dass ein Substrat von Silikagel oder Cellulose mit Zn(Ri)2 funktionalisiert
werden kann. Mittels der so funktionalisierten Matrix konnte eine Aufreinigung
des Proteins Bacillus stearothermophilus Esterase (Bste), welches ein His-Tag C-
terminal tra¨gt, durchgefu¨hrt werden. Zusa¨tzlich ist die Funktionalisierung auch
auf Oberfla¨chen aus Aluminiumoxid durchfu¨hrbar [69].
Aufgrund der geringen Toxizita¨t und der biologischen Abbaubarkeit ist Zn(Ri)2
besonders fu¨r die Lebensmittelproduktion geeignet. Toxische Schwermetallionen
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wie z.B. Ni2+ oder Co2+, die Verwendung in anderen Aufreinigungsprozessen (z.B.
IMAC) finden, ko¨nnen durch weniger toxische Metallionen wie z.B. Fe3+, 2+ oder
Zn2+ ersetzt werden [69]. Nichtsdestotrotz ist der Mechanismus der Bindung von
Polyhistidin-Tag-Proteinen an Zn(Ri)2 bislang unbekannt.
2.5 Biologische Aktivita¨t des Cyclotids Kalata B1
Cyclotide sind kleine Peptide die in Pflanzen vorkommen und eine La¨nge von 28-37
Aminosa¨uren haben [94,159–161]. Alle Cyclotide bestehen aus einem zyklischen Prote-
inru¨ckgrat sowie drei konservierten Disulfidbru¨ckenbindungen die eine Knoten-
struktur bilden. Die einzelnen Disulfidbru¨cken bilden die Cysteinpaaren CI/CIV,
CII/CV und CIII/CVI. Die Abschnitte zwischen den konservierten Cysteinen
werden als Schlaufe 1 bis 6 bezeichnet. Dieses Strukturmotiv der Cyclotide wird
auch Cyclic cystine knot (deutsch zyklischer-Cystein-Knoten, kurz CCK) genannt.
Abbildung 2.17 skizziert die molekulare Struktur des Kalata B1 Cyclotids, welches
als Prototyp dieser Art von Peptiden angesehen wird [89].
Abbildung 2.17: Aufbau des Cyclotids Kalata B1 in der Cartoon-Darstellung. Zu
sehen ist die Nummerierung der 29 Aminosa¨uren sowie die sechs
Schlaufen. Die sechs konservierten Cysteine (orange) der Disul-
fidbru¨cken sind mit ro¨mischen Zahlen gekennzeichnet.
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Cyclotide zeigen einen großen Umfang an biologischen Aktivita¨ten. Diese
umfassen: Anti-HIV, Neurotensin Antagonist, ha¨molytisch, antimikrobiell, Fa¨ulnis
verhu¨tend und eine pestizide Wirkung. Aufgrund dieses Wirkungsspektrums
werden Cyclotide als Defensine eingestuft [92].
Die Zytotoxizita¨t der Cyclotide entsteht durch ihre membranzersto¨renden
Eigenschaften. Die hohe Affinita¨t zu Lipidmembranen resultiert aufgrund zweier
Doma¨nen innerhalb der Proteinstruktur, die den Kontakt zu der Membran vermit-
teln. Der sogenannte hydrophobic Patch (deutsch hydrophober Fleck) besteht aus
den Aminosa¨uren L2, P3 und V4 von Schlaufe 6 sowie W23, P24 und V25 von
Schlaufe 5 (siehe Abbildung 2.18, gru¨n) [89–94]. Den zweiten Kontaktpunkt formen
die beiden ionischen Aminosa¨uren G6 in Schlaufe 1 und N29 in Schlaufe 6 (siehe
Abbildung 2.18, rot und blau), die mit den geladenen Kopfgruppen der Phos-
pholipide interagieren. Eine besonders starke Affinita¨t von Kalata B1 besteht zu
Membranen mit einem hohen Phosphatidylethanolamin (PE) Anteil, wobei gilt: Je
mehr PE-Moleku¨le in der Membran vorhanden sind, desto gro¨ßer ist die Affinita¨t.
Das Eindringen des Moleku¨ls in die Membran vermittelt die elektrostatische Wech-
selwirkung zwischen den beiden ionischen Aminosa¨uren und der PE-Kopfgruppe.
G6 steht dabei im Kontakt mit der positiv geladenen Ammoniumgruppe. N29 bildet




Abbildung 2.18: Darstellung der einzelnen Doma¨nen des Cyclotids Kalata B1.
Kalata B1 trifft entweder als Monomer oder Oligomer auf die Membran. Die
Wechselwirkung mit der Membran findet u¨ber den ausgepra¨gten hydrophobic Patch
und den geladenen Residuen statt. Es wird davon ausgegangen, dass eine ho¨here
Konzentration an Kalata B1 Moleku¨len die Eindringtiefe der Monomere erho¨ht.
Die gebundenen Kalata B1 Moleku¨le diffundieren dann lateral u¨ber die Membran
und oligomerisieren zu gro¨ßeren Einheiten. Ab einem gewissen Oligomerisations-
grad tritt anschließend die Porenbildung ein, wobei angenommen wird, dass die
Pore aus einem Ring mit 4 - 6 Tetrameren besteht. Der Durchmesser dieser Pore
betra¨gt ungefa¨hr 41 - 47 A˚. Zwei Arten von Porenstrukturen werden postuliert:
Die Fasslamellenpore und die Ringkernpore. Erstere entsteht hauptsa¨chlich bei der
Oligomerisation und zeigt eine fassartigen Aufbau. Die Struktur der Ringkernpore
bildet sich durch eine Kru¨mmung der Membran aus, bis hin zum Kontakt der Kopf-
gruppen der Phospholipide der gegenu¨berliegenden Seiten [89,92,95]. Des Weiteren
kann beobachtet werden, dass Kalata B1 Moleku¨le bei ho¨heren Konzentrationen
Lipidmoleku¨le aus der Membran extrahieren und fu¨r eine Kru¨mmung der Membran
sorgen. Dies resultiert in einer verminderten Dicke der Doppelschicht. Die Solubi-
lisierung der Membranlipide und die abnehmende Dicke der Lipiddoppelschicht
fu¨hren letztendlich zum Bruch der Membran [91,96]. Abbildung 2.19 skizziert den
Vorgang der Bindung, Oligomerisation, Porenbildung und anschließender Solubi-
43
Theoretische Grundlagen
lisierung der Phospholipide einer Biomembran durch Kalata B1.
Abbildung 2.19: Darstellung der Bindung, Oligomerisation, Porenbildung und
anschließender Solubilisierung der Phospholipide einer Biomem-




In diesem Kapitel werden die entwickelten Methoden fu¨r die Simulation von
Peptiden, Proteinen und Biomembran mit der molekularen Fragmentdynamik
beschrieben. Der erste Teil beschreibt das verwendete Fragmentset inklusive des
erarbeiteten Fragmentierungsschemas fu¨r Aminosa¨uren sowie aller verwendeter
Moleku¨le. Außerdem wird die Berechnung des DPD-Repulsionsparameters anhand
von MD-Simulationen mit dem Softwarepaket Discover 96.0 / 4.0.0 der Firma
MSI [103] skizziert. Der zweite Abschnitt erla¨utert die zur Einfu¨hrung von Biopoly-
meren in die molekulare Fragmentdynamik entwickelten Programme, die Behand-
lung der Daten eines Fragmentsets sowie die vorgenommenen Erweiterungen der
Simulationssoftware MFD-FormulaOne [54].
3.1 Entwicklung des Fragmentsets fu¨r Biopolymere
In der molekularen Fragmentdynamik werden Moleku¨le explizit aus Moleku¨l-
fragmenten aufgebaut. Fu¨r die Repra¨sentation von molekularen Strukturen und
deren Simulation in der molekularen Fragmentdynamik mu¨ssen drei Problemstel-
lungen gelo¨st werden: (1) Entwicklung und Implementierung einer Notation fu¨r
die Repra¨sentation von Moleku¨len innerhalb von MFD-FormulaOne, (2) Ausar-
beitung der Fragmenttopologie bzw. des Fragmentierungsschemas aller verwen-




3.1.1 Die f SMILES-Notation
Die in dieser Arbeit verwendete fragment-SMILES-Notation (kurz f SMILES)
basiert auf den weit verbreiteten SMILES-Strukturcode (Simplified Molecular-
input Line-entry System) fu¨r die Beschreibung der Topologie chemischer Struk-
turen [42,43]. Als Beispiel sei hier das Moleku¨l Vanillin (Abbildung 3.1) aufgefu¨hrt.
Die SMILES-Notation von Vanillin ist
”
O=Cc1ccc(O)c(OC)c1“. Die Atome der
Moleku¨le werden fu¨r den organischen Atomsatz B, C, N, O, P, S, F, Cl, Br und I
ohne Klammern kodiert, alle u¨brigen Elemente werden in eckige Klammern gesetzt
(z.B.: [Au] fu¨r Gold). Kleingeschriebene Kohlenstoffatome deuten die Zugeho¨rig-
keit zu einem pi-Elektronensystem an. Einfachbindungen werden einfachheitshalber
vernachla¨ssigt. Mehrfachbindungen werden in steigender Reihenfolge mit ’=’, ’#’
und ’$’ kodiert. Runde Klammern beschreiben Verzweigungen und Zahlen hinter
den Atomsymbolen stehen fu¨r Verknu¨pfungen zur Darstellung von Ringsystemen.
Eine detaillierte Beschreibung der SMILES-Notation liefert Weininger [43].
Abbildung 3.1: Molekulare Struktur des Vanillins.
Die f SMILES-Syntax beschreibt Moleku¨le entsprechend der SMILES-Notation
in vereinfachter Form. Abbildung 3.2 zeigt das Fragmentierungsschema der Amino-
sa¨ure Asparagin. Der zugeho¨rige f SMILES lautet MeNH2BB(AcNH2)-HAcBB,
wobei MetNH2BB fu¨r Methylamin, AcNH2 fu¨r Acetamid und HAcBB fu¨r Essig-
sa¨ure steht. Fragmente, die das Proteinru¨ckgrat aufbauen, werden mit einem BB-
Suffix gekennzeichnet. In der f SMILES-Notation werden die einzelnen Atome der
SMILES durch die jeweiligen Fragmentnamen ersetzt. Da Fragmentnamen keine
einheitliche La¨nge aufweisen, mu¨ssen Bindungen zwischen den Fragmenten immer
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mit einem Bindestrich ausgeschrieben werden. Um intramolekulare Verknu¨pfungen
zu definieren, mu¨ssen die Indices der Verknu¨pfungen - im Gegensatz zum SMILES
- mit eckigen Klammern umschlossen werden. Zahlen vor den Fragmentnamen
stehen fu¨r die entsprechend ha¨ufige Aneinanderreihung dieser Fragmente. Die
Beschreibung von Verzweigungen erfolgt auch bei den f SMILES mittels runder
Klammern. Alle Regeln der f SMILES-Notation sind im Anhang 11.3 aufgestellt.
Abbildung 3.2: Links: Molekulare Struktur; rechts: Fragmentierungsschema;
unten: fSMILES der Aminosa¨ure Asparagin.
3.1.2 Fragmentierungsschema der verwendeten Moleku¨le
Zwei Anforderungen stellen sich an das hier zu entwickelnde Fragmentset: Der
Aufbau aller Moleku¨le (Aminosa¨uren, Phospholipide und Zinkricinoleat) aus einer
mo¨glichst geringen Anzahl an Moleku¨lfragmenten und eine chemisch sinnvolle
Beschreibung der Moleku¨le anhand der verfu¨gbaren Moleku¨lfragmente. Wa¨hrend
der Entwicklung des Sets hat sich gezeigt, dass ein Moleku¨l nicht einfach in
passende Moleku¨lfragmente zerlegt werden kann. Der Aufbau von Alkylketten
anhand von Methanfragmenten in entsprechender Anzahl zur Kettenla¨nge fu¨hrt
bei ansich polaren Moleku¨len zu einer zu repulsiven Charakterisierung gegenu¨ber
anderen polaren Fragmenten bzw. Moleku¨len. Desweiteren zeigen sich Moleku¨le
mit einer großen Alkylkettenla¨nge aufgrund der hohen Fragmentanzahl als ra¨um-
lich zu ausgedehnt gegenu¨ber Aminosa¨uren ohne aliphatische Seitenkette. Die
durchschnittliche Fragmentanzahl sollte ungefa¨hr gleich fu¨r jede Aminosa¨ure sein
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bzw. der ra¨umlichen Ausdehnung der jeweiligen Aminosa¨ure entsprechen. Aliphati-
sche Ketten sollten somit aus la¨ngerkettigen Fragmenten wie beispielsweise Ethan,
Propan, usw. aufgebaut werden.
Abbildung 3.3 zeigt alle Moleku¨lfragmente des entwickelten Fragmentsets. Die
farbigen Fragmente sind fu¨r den Aufbau von Aminosa¨uren verantwortlich. Gru¨ne
Fragmente stellen hydrophobe und rote Fragmente hydrophile Seitenkettenfrag-
mente dar. Die gelben Fragmente sind α-Kohlenstofffragmente des Proteinru¨ck-
grats. Die grauen Fragmente sind zusa¨tzliche Fragmente zur Beschreibung von
Biomembranen und Zinkricinoleat in dieser Arbeit.
Das komplette Aminosa¨urenfragmentierungsschema ist in Abbildung 3.4 abge-
bildet. Zu sehen ist das Fragmentierungsschema der Aminosa¨uresequenz aller
Aminosa¨uren inklusive des zugeho¨rigen f SMILES. Die Fa¨rbung der Fragmente
entspricht derjenigen der einzelnen Moleku¨lfragmente (Abbildung 3.3).
Die Fragmentierungsschemata der nicht-Aminosa¨uremoleku¨le sind in den jewei-
ligen Kapiteln des Ergebnisteils aufgefu¨hrt.
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Abbildung 3.3: Verwendete Moleku¨lfragmente im Biopolymerfragmentset (gru¨n:
Hydrophobes Seitenkettenfragment, rot: Hydrophiles Seitenketten-
fragment, gelb: α-Kohlenstofffragment, grau: Sonstige Fragmente).






Abbildung 3.4: Fragmentierungsschema aller 20 proteinogener Aminosa¨uren in
Form einer Aminosa¨uresequenz. Unter jedem Schema ist der jewei-
lige fSMILES der Sequenz abgebildet.
3.1.3 Berechnung der paarweisen Wechselwirkungsenergien Eij
Die paarweisen Wechselwirkungsenergien Eij fu¨r die Berechnung des DPD-Repul-
sionsparameters aij werden unter Verwendung der Molekulardynamik bestimmt.
Die no¨tigen MD-Simulationen fu¨r die Berechnung der Wechselwirkungsparameter
werden mit der Simulationssoftware Discover 96.0 / 4.0.0 der Firma MSI [103]
durchgefu¨hrt. Die angewendeten Kraftfeldparameter sind die des COMPASS-
Kraftfeldes [100].
Zwei verschiedene Ansa¨tze (Dimere- und Boxmethode) mit jeweils zwei unter-
schiedlichen Versuchsaufbauten werden in dieser Arbeit zur Bestimmung des
DPD-Repulsionsparamters entwickelt und untersucht. Folgende Simulationsbedin-
gungen gelten fu¨r alle durchgefu¨hrten Berechnungen: Vor jeder MD-Simulation
51
Methodenentwicklung
wird eine Energieminimierung des zu untersuchenden Systems durchgefu¨hrt. Die
Minimierung erfolgt in zwei Schritten: Der erste Minimierungsschritt basiert auf
der Steepest-Descent-Methode mit convergence = 1000.0. Der zweite nutzt die
Conjugate-Gradient-Methode mit convergence = 10.0 und basiert auf Polak-
Ribie´re-Polyak [104,105]. Der Parameter fu¨r line search precision wird auf 0.1
gesetzt.
Die eigentliche MD-Simulation ist aus zwei Schritten aufgebaut. Der erste
Schritt dient der Einstellung des thermodynamischen Gleichgewichts. Die La¨nge
der ersten Dynamiksimulation betra¨gt 104 Femtosekunden mit Zeitschritten
von 1.0 Femtosekunden. Die Geschwindigkeiten werden auf Basis der Maxwell-
Boltzmann-Verteilung randomisiert. Die Messungen der paarweisen Wechselwir-
kungsenergien finden im zweiten Schritt der MD-Simulation statt. Die La¨nge der
zweiten Dynamiksimulation betra¨gt 2·104 Femtosekunden mit Zeitschritten von
0.5 Femtosekunden. Der Pseudo-Atom-Dimeransatz la¨uft in der Gasphase ab, alle
anderen Simulationen finden im thermodynamischen NVT-Ensemble statt. Das
verwendete Integrationsschema basiert auf dem Velocity-Verlet-Algorithmus [115].
Die Temperatur des Systems liegt bei 310 K, wobei der verwendete Thermostat
auf der Velocity-Scaling-Methode [108] basiert.
Fu¨r die Bestimmung der paarweisen Wechselwirkungsenergien Eij werden
die nicht-bindenden Wechselwirkungen (Coulomb-Wechselwirkung und Van-der-
Waals-Wechselwirkungen) zwischen den Moleku¨len des betrachteten Moleku¨l-
paares in der Simulationsbox aufsummiert und anschließend der Mittelwert
gebildet. Die Berechnung der Wechselwirkungsenergien Eij erfolgt abschließend
anhand von Gleichung 2.27.
Der Dimeransatz
Fu¨r den Dimeransatz sind zwei Methoden verfu¨gbar. Die erste Methode (Pseudo-
Atom-Dimeransatz) verwendet Moleku¨le mit jeweils einem Schweratom (nicht-
Wasserstoffatom) als Pseudo-Atom gekennzeichnet. Die MD-Simulationen laufen
in der Gasphase ab. Damit die Moleku¨le nicht auseinanderdriften, wird ein harmo-
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nisches Potential mit einer bestimmten Distanz d auf die Pseudo-Atome der
beiden betrachteten Moleku¨le gelegt. Die Distanz wird schrittweise von einer Mini-
maldistanz bis hin zu einer Maximaldistanz erho¨ht. Fu¨r jede Distanz wird eine
eigene MD-Simulation fu¨r die Bestimmung der paarweisen Wechselwirkungsen-
ergie durchgefu¨hrt. Abbildung 3.5 zeigt das Prinzip des Dimeransatzes mit Pseudo-
Atomen (orange gekennzeichnet).
Abbildung 3.5: Prinzip des Pseudo-Atom-Dimeransatzes. Eine mo¨gliche Pseudo-
Atom-Konfiguration ist orange hervorgehoben.








wobei NPS die Gesamtanzahl aller Pseudo-Atom-Konfigurationen und Eij,n
die paarweise Wechselwirkungsenergie eines Moleku¨lpaares mit einer spezifischen
Pseudo-Atom-Konfiguration ist.
Der Rechenaufwand dieses Ansatzes steigt quadratisch im Bezug auf die Anzahl
der eingesetzten Fragmente. In dem hier vorgestellten Fragmentset sind 23 Mole-
ku¨lfragmente enthalten. Nach der Bestimmung aller Pseudo-Atome jedes Moleku¨ls
erho¨hte sich die Zahl der zu untersuchenden Moleku¨le auf 62. Symmetrien inner-
halb der Moleku¨le werden beru¨cksichtigt und nicht doppelt berechnet. Die Anzahl
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der no¨tigen MD-Simulationen ist gegeben durch:
N =
d · (N2MF +NMF )
2 ·∆d (3.2)
wobei NMF die Anzahl der Moleku¨lfragmente, d die Distanz und ∆d die Schritt-
weite ist. Betrachtet wird eine Distanz zwischen 1.0 A˚ und 10 A˚ mit einer Schritt-
weite von 0.05 A˚, woraus sich 3.5·105 MD-Simulation fu¨r die Berechnung des
Fragmentsets ergeben. Die Orientierung der Moleku¨le zueinander innerhalb der
Simulation wird zufa¨llig gewa¨hlt. Mit einer ungefa¨hren Rechenzeit von 30 s pro
Simulation kommt man auf eine Prozessorzeit von ungefa¨hr 122 Tagen. Die Simu-
lationen lassen sich zwar gut parallelisieren, jedoch skaliert die Aufteilung der
einzelnen Rechnungen auf verschiedene Prozesse nicht linear mit der Anzahl der
verwendeten Prozessorkerne.
Die Problematik dieses Ansatzes ist im Diagramm von Abbildung 3.6 darge-
stellt. Die paarweisen Wechselwirkungsenergien entsprechen den Energieminima
der abgebildeten Verla¨ufe. Die zu bestimmenden Energieminima sind ha¨ufig nur
gering oder gar nicht ausgepra¨gt und unterliegen simulationsbedingten statisti-
schen Schwankungen. Dies fu¨hrt zu einer hohen Fehlerrate bezu¨glich der mit




Abbildung 3.6: Ergebnis einer Simulation des Moleku¨lpaares Dimethylether-
Wasser mit dem Pseudo-Atom-Dimeransatz. Rot ist das Ergebnis
mit einem Sauerstoffatom bzw. schwarz mit einem Kohlenstoff-
atom als Pseudo-Atom im Dimethylether.
Der zweite Dimeransatz funktioniert a¨hnlich zu dem vorherigen Ansatz. Hier
wird nicht in der Gasphase simuliert, sondern eine Simulationsbox mit periodi-
schen Randbedingungen verwendet. Die zu variierende Gro¨ße ist in diesem Fall
die vorherrschende Dichte ρ der Simulationsbox. Die Dichte innerhalb der Simu-
lationen wird u¨ber die Gro¨ße der Simulationsbox bestimmt, d.h. fu¨r eine ho¨here
Dichte muss eine kleinere Kantenla¨nge der Box gewa¨hlt werden. Betrachtet wird
eine Dichte von 0.05 g·ml−1 bis 3.0 g·ml−1 mit einer Schrittweite von 0.05 g·ml−1.
Abbildung 3.7 skizziert den Versuchsaufbau des dichteabha¨ngigen Dimeransatzes.
Eine weitere Einstellung ermo¨glicht die Simulation ohne periodische Randbedin-
gungen. Fu¨r die Bewerkstelligung wird ein harmonisches Potential auf die Grenzen




Abbildung 3.7: Prinzip des dichteabha¨ngigen Dimeransatzes.
Bezu¨glich der Rechenzeit ist diese Methode dem Pseudo-Atom-Ansatz vorzu-
ziehen, da nur Simulation in einem relativ geringen Dichtebereich (ungefa¨hre
Dichte von 0.75 bis 1.5 g/ml mit einer Schrittweite von 0.05 g/ml) durchge-
fu¨hrt werden mu¨ssen. Der betrachtete Dichtebereich sollte ungefa¨hr der Dichte
einer wa¨ssrigen Lo¨sung entsprechen, damit die in dieser Arbeit auf Wasser basie-
renden Systeme realistisch abgebildet werden. Außerdem entspricht die Anzahl
der betrachteten Moleku¨lfragmente der urspru¨nglichen Anzahl von 23 Fragmenten.
Die Anzahl der no¨tigen MD-Simulation errechnet sich a¨quivalent zur vorangegan-
genen Methode und ergibt einen Wert von 8280 Simulationen. Dies entspricht
einer Prozessorzeit von ungefa¨hr 3 Tagen bei einer Simulationszeit von 30 s pro
MD-Simulation.
Das Problem an diesem Verfahren ist die Auswertung der Simulationsdaten
bzw. die Bestimmung des Energieminimums. Abbildung 3.8 zeigt ein Diagramm
der Moleku¨lpaare Dimethylether-Wasser (rot) und Dimethylphosphat-Methylamin
(schwarz). Fu¨r das Paar Dimethylether-Wasser ist ein Minimum leicht bestimmbar
und es liegt in einem sinnvollen Dichtebereich (gru¨n) fu¨r die Bestimmung des
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DPD-Repulsionsparameters fu¨r wa¨ssrige Lo¨sungen. Wohingegen das Moleku¨lpaar
Dimethylphosphat-Methylamin eine Vielzahl von Minima aufweist. Hierbei ist
nicht eindeutig bestimmbar, welcher Energiewert zur Beschreibung der Wechsel-
wirkung herangezogen werden muss. Die Auswertung ist aufgrund der Komplexita¨t
nicht ohne weiteres automatisiert durchfu¨hrbar und die manuelle Auswertung von
8280 Simulationsergebnissen nicht in angemessener Zeit praktikabel.
Abbildung 3.8: Ergebnis einer Simulation des Moleku¨lpaares Dimethylether-
Wasser (rot) und Dimethylphosphat-Methylamin (schwarz) mit
dem dichteabha¨ngigen Dimeransatz. Gru¨n zeigt den Bereich, der
als realistisch fu¨r Simulation in wa¨ssriger Lo¨sung angesehen
werden kann.
Auch hier ko¨nnen die periodischen Randbedingungen mittels harmonischer
Potentiale auf den Simulationsboxgrenzen unterbunden werden. Ohne periodische
Randbedingungen zeigen sich abermals die gleichen Probleme wie bei den Simu-




Die Untersuchung der Dimereansa¨tze hat gezeigt, dass aufgrund der Schwierig-
keiten in der Auswertung eine alternative Methode erforderlich ist. Die folgenden
Ansa¨tze untersuchen Systeme mit mehr als zwei Atomen. Zwei Simulationsbox-
konfigurationen sollen betrachtet werden: (1) Ein Gemisch bestehend aus gleichen
Anteilen der Moleku¨le des betrachteten Moleku¨lpaares und (2) ein zentral plat-
ziertes Moleku¨l, umgeben von Moleku¨len des jeweiligen Partnermoleku¨ls.
Der erste Ansatz berechnet die paarweisen Wechselwirkungsenergien aus einem
Gemisch mit gleichen Anteilen jedes Moleku¨ls des betrachteten Moleku¨lpaares.
Abbildung 3.9 zeigt die Startgeometrie der Boxmethode mit einem Moleku¨lgemisch
bestehend aus H2O (Wasser) und CH3COOH (Essigsa¨ure).
Abbildung 3.9: Ansicht der MD-Simulationsbox fu¨r die Berechnung der paar-
weisen Wechselwirkungsenergie Eij zwischen H2O - CH3COOH.
58
Methodenentwicklung





Im Gegensatz zu den Dimeremethoden muss nur eine Simulationsbox fu¨r die
Berechnung der paarweisen Wechselwirkungsenergien betrachtet werden. Jedoch
betra¨gt der Rechenaufwand pro Simulation nicht nur Sekunden, sondern liegt im
Bereich von mehreren Minuten. Der Durchschnittswert der Rechenzeit liegt bei
ungefa¨hr 30 Minuten pro Versuch, woraus sich sich eine Prozessorzeit von unge-
fa¨hr 6 d ergibt. Zusa¨tzlich hat sich herausgestellt, dass die Energiewerte der Simu-
lationen in Abha¨ngigkeit von der Startgeometrie Schwankungen unterliegen. Der
Grund hierfu¨r ist, dass die Moleku¨le in einer zufa¨lligen Anordnung in der Box plat-
ziert werden und es so zu unterschiedlichen Verteilungen bzw. zur Clusterbildung
der einzelnen Moleku¨lspezies kommt. Dies hat zur Folge, dass die Energiewerte
gemittelt aus mehreren Simulationen zu bestimmen sind. Die Abbildungen 3.10
und 3.11 zeigen den Verlauf des kumulierten Mittelwertes der Energie der nicht-
bindenden Wechselwirkungen fu¨r die Systeme Wasser-Wasser, Wasser-Methanol,
Wasser-Methan und Methanol-Methan. Der Nullpunkt der betrachteten Ener-
gien wu¨rde sich ergeben, wenn die Moleku¨le unendlich weit voneinander entfernt
sind. Deutlich zu erkennen ist, dass fu¨r weniger als 25 Simulationen deutliche
Abweichungen zum Mittelwert von 50 Simulationen erkennbar sind. Ab einer
Simulationsanzahl von 25 wird der Verlauf des Graphen ruhiger und der kumu-
lierte Mittelwert geht in den Mittelwert der Versuchsreihe u¨ber. Betrachtet man
die Standardabweichugnen der paarweisen Wechselwirkungsenergien der Systeme,
so ergeben sich fu¨r die rein hydrophilen Moleku¨lspezies gro¨ßere Abweichungen
(σWasser−Wasser = 2.16, σWasser−Methanol = 2.16) als fu¨r Systeme mit mindes-
tens einer hydrophoben Moleku¨lspezies (σWasser−Methan = 0.50, σMethanol−Methan =
0.35). Alle Moleku¨lpaare mit der Mo¨glichkeit zur wechselseitigen Ausbildung
von Wasserstoffbru¨ckenbindungen zeigen gro¨ßere Energieabweichungen als Simu-




Abbildung 3.10: Kumulierter Mittelwert der Systeme Wasser-Wasser und Wasser-
Methanol.




Setzt man die Wiederholungsrate der Simulationen auf einen Wert von 25 pro
Moleku¨lpaar, so erho¨ht sich die Simulationszeit auf 150 Prozessortage. Auch hier
profitiert die Rechenzeit von der Parallelisierung auf mehrere Prozessorkerne,
jedoch skaliert die Beschleunigung nicht linear mit der Anzahl der verfu¨gbaren
Kerne. Die berechneten DPD-Repulsionsparameter mit dieser Methode zeigen
u¨berwiegend erwartetes chemisches Verhalten. Einige Moleku¨lgruppen zeigen
hingegen physikalisch falsche Wechselwirkungen. Alkohole allgemein erwiesen sich
beispielsweise als zu repulsiv zu polaren Fragmenten oder zu attraktiv zu unpo-
laren Moleku¨lfragmenten. Dies fu¨hrt zu einer falschen Beschreibung des chemi-
schen Ensembles innerhalb von MFD-Simulationen, wodurch das berechnete Frag-
mentset nicht anwendbar ist.
Die zweite untersuchte Boxmethode verwendet eine Simulationsbox, bestehend
aus insgesamt 50 Moleku¨len mit aktivierten periodischen Randbedingungen in
allen drei Raumrichtungen. Fu¨r jedes Moleku¨lpaar (Abbildung 3.12 zeigt Simula-
tionsboxen fu¨r das System H2O (Wasser) und CH3COOH (Essigsa¨ure)) sind jeweils
zwei Rechnungen der homogenen Systeme (Abbildung 3.12a und 3.12b) sowie zwei
Rechnungen der Mischsysteme (Abbildung 3.12c und 3.12d) durchzufu¨hren. Die
Boxen der Mischsysteme beinhalten zentral gelegen ein einzelnes Moleku¨l der einen
Spezies (blau hervorgehoben in Abbildung 3.12c und 3.12d) und als Lo¨sungsmittel
49 Moleku¨le der anderen Moleku¨lspezies. Die Platzierung der Moleku¨le erfolgt mit
einem maximalen Abstand untereinander, d.h. die Moleku¨le werden ensprechend
der hexagonalen dichtesten Kugelpackung angeordnet.
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Abbildung 3.12: Ansicht der MD-Simulationsboxen fu¨r die Berechnung der
paarweisen Wechselwirkungsenergien Eij (a: H2O - H2O, b:
CH3COOH - CH3COOH, c: CH3COOH - H2O, d: H2O -
CH3COOH; blau: Hervorhebung der jeweils einzelnen Moleku¨l-
spezies).
Im Gegensatz zu den vorher beschriebenen Methoden liegt bei den Misch-
systemen keine Symmetrie vor, sodass N = N2MF Simulationen durchgefu¨hrt
werden mu¨ssen. Fu¨r 23 Moleku¨lfragmente sind dies 529 MD-Simulationen. Die
Dauer einer Simulation betra¨gt 30 Minuten, wobei jeder Versuch 25-mal wieder-
holt wird. Dies fu¨hrt zu einer ungefa¨hren Rechenzeit von 275 Prozessortagen.
Die anhand dieses Verfahrens erhaltenen DPD-Repulsionsparameter zeigen alle
das erwartete Verhalten bezu¨glich der attraktiven und repulsiven Wechselwirkung
aller Moleku¨lfragmente untereinander. Die anhand dieser Methode berechneten
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Parameter werden in dieser Arbeit fu¨r die Simulation aller biologischer Systeme
angewendet. Abbildung 3.13 zeigt die mit der Boxmethode berechneten DPD-
Repulsionsparameter aij.
Abbildung 3.13: Darstellung der DPD-Repulsionsparameter des MFD-
Fragmentsets.
3.1.4 Behandlung von geladenen Moleku¨lfragmenten
Es hat sich gezeigt, dass die Berechnung von geladenen Fragmenten mit den
im Kapitel 3.1.3 vorgestellten Methoden nicht mo¨glich ist, da die Energiewerte
der paarweisen Wechselwirkung Eij von geladenen Fragmenten um Gro¨ßenord-
nungen ho¨her sind als die der paarweisen Wechselwirkungsenergien der ungela-
denen Fragmente. Die langreichweitigen Coulombwechselwirkungen u¨berlagern die
um Potenzen schwa¨cheren Van-der-Waals-Wechselwirkungen. Letztere sind aber
entscheidend fu¨r eine physikalisch richtige Beschreibung des chemischen Ensembles
in MFD-Simulationen, insbesondere wenn ungeladene Fragmente an den Wech-
selwirkungen beteiligt sind. Damit DPD-Repulsionsparameter geladener Frag-
mente trotzdem innerhalb der molekularen Fragmentdynamik Anwendung finden,
wurden im Rahmen dieser Arbeit folgende Annahmen entwickelt:
Der ungeladenen DPD-Repulsionsparameter ai(uncharged),j(uncharged) wird mittels
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der MD-Boxmethode aus Kapitel 3.1.3 bestimmt.
Die Berechnung der ungleich geladenen DPD-Repulsionparameter ai(charged),
j(uncharged) erfolgt unter Annahme der Bedingung, dass ein geladenes Fragment
geringer repulsiv im Vergleich zu Wasser (H2O) ist als das korrespondierende unge-
ladene Fragment:








ai(charged),j(uncharged) = ai(uncharged),j(uncharged) −∆i
mit ∆k = α | ai(uncharged),H2O − aH2O,H2O |> 0; 0 ≤ α ≤ 1 (3.4)
Fu¨r gleich geladene DPD-Repulsionsparameter ai(charged),j(charged), wenn qiqj > 0,
wobei qi die Formalladung des Fragmentes i ist, gilt die Annahme, dass die Repul-
sion von gleich geladenen Fragmenten qi = qj gro¨ßer ist als jegliche andere Repul-
sion im betrachtetem Set.
a(charged),(charged) = amax + ∆, mit ∆ = ccorrect(amax − amin) > 0 (3.5)
wobei amax der maximale aij Parameter des Sets, amin der minimale aij Parameter
und ccorrect = 0.1 | qiqj |> 0 ein beliebiger Ladungskorrekturfaktor ist. Fu¨r die
Repulsion von ungleich geladenen Fragmenten qi 6= qj gilt, dass sie kleiner ist als
jede andere Repulsion im aktuellen Fragmentset:
a(charged),(charged) = amin −∆, mit ∆ = ccorrect(amax − amin) > 0 (3.6)
Abbildung 3.14 zeigt das mit dieser Methode vervollsta¨ndigte Fragmentset inklu-
sive aller geladenen Molku¨lfragmente. ccorrect wird bei der Erstellung mit einem
Wert von 0.1 angewendet. Entsprechend der hier definierten Konvention werden
positiv geladene Fragmente mit einem P und negativ geladene Fragmente mit
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einem N als Suffix versehen.
Abbildung 3.14: Darstellung der DPD-Repulsionsparameter des MFD-
Fragmentsets inklusive aller geladenen Fragmente.
3.1.5 Einfu¨hrung der elektrostatischen Kraft FE in
MFD-Simulationen
Elektrostatische Wechselwirkungen wurden fu¨r DPD von Groot [163] und Alejandre
et al. [67] eingefu¨hrt. Die erste Methode verwendet eine Gittertechnik, um die
Berechnung des elektrostatischen Feldes zu lo¨sen. Die zweite Methode basiert auf
der Ewald-Summation. Beide Methoden ersetzen die Punktladung eines Parti-
kels durch eine verschmierte Ladungsverteilung, um die ku¨nstliche Anha¨ufung von
Ionen zu verhindern [164].
Im Rahmen dieser Arbeit soll neben den urspru¨nglichen Kra¨ften (konser-
vative Kraft FC , dissipative Kraft FD und stochastische Kraft FR) einer
DPD-Simulation, die elektrostatische Kraft FE zur Beschreibung von Coulomb-
Ladungen innerhalb von MFD-Simulationen etabliert werden. Dabei wird die elek-
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Zur Erho¨hung der Flexibilita¨t der elektrostatischen Kraft soll eine effektive Ladung
q∗ = ceffective · qi, wobei ceffective einen beliebigen Korrekturfaktor entspricht und
die Effektivita¨t der langreichweitigen Wirkung r2ij → rkij, wobei k einen beliebigen
Exponenten darstellt, eingesetzt werden. Eine geda¨mpfte Version der elektrostati-
schen Kraft fu¨r die in der molekularen Fragmentdynamik vorliegenden soft-cores













r0ij rij ≤ rdamping
(3.8)
wobei rdamping ein beliebiger Da¨mpfungsabstand und cdamping, mit 0 ≤ cdamping ≤ 1
der Da¨mpfungsfaktor ist. Eine sinnvolle Wahl fu¨r rdamping in MFD-Simulationen
ist gleich dem Grenzwert fu¨r die konservative Kraft FC . Zur Vermeidung von
Singularita¨ten in der Anwendung der elektrostatischen Kraft kann zusa¨tzlich eine
maximale elektrostatische Kraft FEmax erga¨nzt werden, welche gewa¨hlt wird, wenn
FEij ≥ FEmax gilt. Desweiteren wird ein Grenzwert rcutoff zur Begrenzung der Reich-













r0ij | FEij |< FEmax; rij > rdamping; rij < rcutoff
FEmax | FEij |≥ FEmax; rij < rcutoff




3.2 Softwaretechnische Entwicklungen fu¨r die
Simulation von biologischen Systemen
Fu¨r die Simulation von biologischen Systemen ist die Entwicklung von Software
notwendig, die folgende Aufgaben u¨bernimmt: (1) Bereitstellung und Aufbereitung
von Peptid- und Proteindaten zur Verwendung in MFD-FormulaOne, (2) Visuali-
sierung der molekularen und fragmentbasiereten Systeme sowie (3) Berechnung der
DPD-Repulsionsparameter und die dazugeho¨rige Verwaltung des Fragmentsets.
Aufgabe (1) wird von der in MFD-FormulaOne vollsta¨ndig integrierten Anwen-
dung MfdPeptide u¨bernommen. Sie dient als Schnittstelle zwischen der Welt
der Biopolymere wie Peptiden und Proteinen und der Simulationssoftware MFD-
FormulaOne. Das Programm gliedert sich in zwei Teile:
1. Verwaltung der Aminosa¨uredaten, Konvertierung von Aminosa¨uresequenzen
in einen f SMILES sowie dessen automatisierte Ladung in Abha¨ngigkeit von
einem gegebenen pH-Wert (Kapitel 3.2.1).
2. Import der Proteinsequenz und geometrischen Informationen aus Protein-
Data-Bank -(PDB)-Archivdateien [165], Anwendung von geometrischen
Operationen (Translation, Rotation und Skalierung) auf die vorliegenden
Daten sowie Bereitstellung aller Funktionen zur Nutzung der Stabilisie-
rungspotentiale des Proteinru¨ckgrats (Kapitel 3.2.2).
Die Visualisierung der Proteindaten sowie der fragmentbasierten Simulations-
boxen von Punkt (2) u¨bernimmt in MFD-FormulaOne die Anwendung MfdJmol-
Viewer (Kapitel 3.2.3). Sie dient als Adapter zwischen MFD-FormulaOne und dem
Open-Source-Projekt Jmol [47].
Aufgabe (3) u¨bernehmen die Anwendungen MfdCompassFX (Kapitel 3.2.4)
und MfdFragmentManager (Kapitel 3.2.5). MfdCompassFX stellt dem Nutzer
eine grafische Benutzeroberfla¨che mit allen notwendigen Funktionen zur Berech-
nung von DPD-Repulsionsparametern fu¨r MFD-Simulationen zur Verfu¨gung.
Das Programm MfdFragmentManager dient der Verwaltung aller Eigenschaften
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der Moleku¨lfragmente, der dazugeho¨rigen DPD-Repulsionsparameter sowie der
notwendigen Daten fu¨r die Verwendung von Aminosa¨uren in der molekularen Frag-
mentdynamik.
Alle Anwendungen wurden in Java in der Version 1.7 (MfdCompassFX in der
Version 1.8) entwickelt. Die Anwendung MfdFragmentManager verwendet die
Programmierschnittstelle (engl. Application Programming Interface, kurz API)
Java Swing zur Darstellung der grafischen Benutzeroberfla¨che, die Anwendung
Mfd-CompassFX nutzt JavaFX. Zusammen umfassen die Anwendungen 14690
Codezeilen bzw. 19174 Codezeilen inklusive Unittests.
3.2.1 Behandlung von Aminosa¨uresequenzen
Die na¨chstho¨here Hierarchieebene u¨ber den Molku¨lfragmenten zur Beschrei-
bung von Peptiden und Proteinen ist die Aminosa¨ure. Eine Aminosa¨ure wird
in der molekularen Fragmentdynamik anhand folgender Parameter vollsta¨ndig
beschrieben: Name, Ein- und Dreibuchstabencode, zugeho¨riger f SMILES sowie
Kodierung ladungsspezifischer Eigenschaften. Abbildung 3.15 zeigt einen Auszug
der Aminosa¨uresektion aus den Daten des hier entwickelten Fragmentsets. Im
Anhang findet sich eine komplette Liste der aufgeza¨hlten Parameter fu¨r alle prote-
inogenen Aminosa¨uren (Tabellen 11.2 und 11.3)
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Abbildung 3.15: Ausschnitt der Definitionsdatei fu¨r das Fragmentset aller 20
proteinogenen Aminosa¨uren fu¨r die Verwendung in MFD-
FormulaOne.
Die Syntax der Ladungskodierung basiert auf der Syntax des Bedingungsopera-
tors:
”
<Bedingung> ? <Ausdruck> : <Ausdruck>“. Als Beispiel soll die Ladungs-
kodierung fu¨r die Ladung der C-terminalen Carboxylgruppe von Alanin dienen:
TC&2.3?HAcBB:HAcNBB-. Die Bedingung setzt sich immer aus zwei Parametern
zusammen, welche durch ein ’&’ Zeichen voneinander getrennt sind. Der erste Teil
bestimmt das zu manipulierende Fragment. Folgende Werte sind mo¨glich:
• TC: Carboxylgruppe der Peptidbindung.
• TN: Aminogruppe der Peptidbindung.
• SCF: Seitenkette, wenn die Aminosa¨ure ungebunden vorliegt.
• SCB: Seitenkette, wenn die Aminosa¨ure gebunden vorliegt.
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Der zweite Parameter, der pKs-Wert der korrespondierenden funktionellen
Gruppe der Aminosa¨ure, beschreibt das zu verwendende Fragment (erster
Ausdruck oder zweiter Ausdruck) bezu¨glich des gegebenen pH-Wertes. Ist der
gegebene pH-Wert kleiner als der vorgegebene pKs-Wert, wird das Fragment des
ersten Ausdruckes eingesetzt. Dieser ist als die protonierte Form definiert. Ist der
gegebene pH-Wert gro¨ßer als der angegebene Wert, so wird die deprotonierte Form
des zweiten Ausdruckes verwendet. In unserem Beispiel wird bei einem pH-Wert
von 7.0 folgender f SMILES fu¨r Alanin (ungeladen: MeNH2BB(Me)-HAcBB) generiert:
MeNH2PBB(Me)-HAcNBB.
Dieser Ansatz weist zwei notwendige Vereinfachungen auf: (1) Die mit dem hier
abgebildeten System bestimmte Verteilung zwischen geladenen zu ungeladenen
Fragmenten ist sprunghaft, d.h. es sind entweder alle Fragmente geladen bzw.
ungeladen. Die Verteilung entspricht nicht dem sigmoiden Verlauf einer Gleich-
gewichtsreaktion. Dies fu¨hrt bei geringen Unterschieden vom angegeben pH-Wert
zu den einzelnen pKs-Werten zu falschen Ladungsverteilungen. (2) Die pKs-Werte
der spezifischen funktionellen Gruppen der Aminosa¨uren sind nicht gleich inner-
halb eines Proteins, sondern abha¨ngig von der chemischen Umgebung. Die hier
verwendeten pKs-Werte entsprechen den durchschnittlichen Werten und weichen
so von den wahren Werten ab. Jedoch werden alle Simulationen bei einem physio-
logischen pH-Wert von 7.4 durchgefu¨hrt. Dieser ist ausreichend weit vom na¨chsten
pKs-Wert mit 6.9 (Histidinseitenkette) entfernt, sodass es nur zu einem geringen
Fehler bezu¨glich der Ladungsverteilung kommt.
Als weiteres Beispiel soll die Konvertierung des Pentapeptides RRHIS dienen.






Fu¨r eine ada¨quate Beschreibung des Ladungsstatus der Seitenkette und von termi-
nalen funktionalen Gruppen in Abha¨ngigkeit des pH-Wertes wird die Definition
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der Aminosa¨uresequenz im Einbuchstabencode erweitert. Beispielsweise besitzt
das Musterpeptid RRHIS bei einem pH-Wert von 7.4 einen positiv geladenen
N-Terminus, zwei positiv geladene Histidinseitenketten und einen negativ gela-
denen C-Terminus. Dies kann durch die Einfu¨hrung von zusa¨tzlichen Symbolen
R{N+S+}R{S+}HIS{C-} gekennzeichnet werden. {N+} beschreibt hierbei den
positiv geladenen N-Terminus und {C-} den negativ geladenen C-Terminus. {S-}
oder {S+} kennzeichnen jeweils eine negativ bzw. positiv geladene Seitenkette.
Hier im Beispiel existieren zwei positiv geladene Argininseitenketten, bestehend







Abbildung 3.16 zeigt die Implementierung in die grafische Benutzeroberfla¨che
(engl. Graphical User Interface, kurz GUI) von MFD-FormulaOne. Das Textfeld
Peptide (1) ermo¨glicht die Eingabe der Aminosa¨uresequenzen im Einbuchstaben-
code. Darunter befindet sich die Statuszeile zur Darstellung der Validita¨t der
eingegebenen Aminosa¨uresequenz (2). Das unterste Textfeld zeigt die eingegebene
Aminosa¨uresequenz im Dreibuchstabencode (3). Auch die Definition des Drei-
buchstabencodes ist a¨quivalent zum Einbuchstabencode um Ladungseigenschaften
erweitert. Die Schaltfla¨che pH (4) o¨ffnet einen Dialog zur Eingabe des pH-Wertes.
Die Besta¨tigung des Dialogs fu¨hrt zur automatischen Ladung der vorhandenen
Aminosa¨uresequenz. Die Auswahlliste (5) gibt dem Nutzer neben einer U¨ber-
sicht aller verfu¨gbaren Aminosa¨uren eine Liste der verfu¨gbaren Sonderelemente




Abbildung 3.16: Dialog zur Eingabe und Bearbeitung von Aminosa¨uresequenzen in
MFD-FormulaOne.
Bei Besta¨tigung der Eingabe werden die Daten automatisch in einen f SMILES
u¨berfu¨hrt. Das u¨bergeordnete Fenster Edit molecular structure u¨bernimmt den
generierten f SMILES und zeigt einen a¨hnlichen Aufbau wie der Edit peptide
Dialog. Das obere Textfeld (Abbildung 3.17, 1) zeigt den f SMILES. Unten ist
eine grafische Darstellung der Fragmenttopologie dargestellt (2). Ermo¨glicht wird
diese mit dem Open-Source-Projekt Chemistry Development Kit (CDK) [166,167].
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Abbildung 3.17: Darstellung der konvertierten Aminosa¨uresequenz RRHIS im
Moleku¨leditierungsdialog von MFD-FormulaOne.
3.2.2 Unterstu¨tzung fu¨r Protein Data Bank
(PDB)-Archivdateien
Ein durchschnittliches Protein besitzt eine Sequenzla¨nge von 316 Aminosa¨uren [45].
Abbildung 3.18 zeigt die Verteilung der Sequenzla¨ngen in den Datenbanken
UniProtKB/TrEMBL mit insgesamt 8.6 ·107 Eintra¨gen.
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Abbildung 3.18: Verteilung der La¨nge der Aminosa¨uresequenz in der Datenbank
UniProtKB/TrEMBL mit 8.67·107 Eintra¨gen [45].
Dies zeigt die Notwendigkeit der Entwicklung eines Werkzeuges zur auto-
matisierten Generierung von fu¨r die Anwendung MFD-FormulaOne interpre-
tierbaren Proteindaten. Neben der Beschreibung der Proteine in Form eines
f SMILES soll zusa¨tzlich die dreidimensionale Konformation der Proteine mit
der Topologie verknu¨pft werden, um ein dreidimensionales Abbild des Proteins
in MFD-Simulationen verwenden zu ko¨nnen. Das Programm MfdPeptide ermo¨g-
licht die Extraktion der Konformationsinformationen sowie der Sequenzdaten aus
einer PDB-Archivdatei [165,168] und bereitet diese fu¨r die Verwendung in MFD-
FormulaOne auf.
Die Oberfla¨che PDB structure (siehe Abbildung 3.19) des View protein-Dialogs
zeigt die Einbettung von MfdPeptide in MFD-FormulaOne fu¨r die Unterstu¨tzung
von PDB-Archivdateien. Das Laden von gespeicherten PDB-Archivdateien u¨ber-
nimmt die Schaltfla¨che Load (1). Zum Zweck der Visualisierung der geladenen
Proteindaten wird das Programm MfdJmolViewer auf Basis von Jmol [47] (siehe
Kapitel 3.2.3) eingebunden (2). Neben der Oberfla¨che 3D structure sind drei
weitere Ansichten der Proteindaten wa¨hlbar: Sequence(s), Molecular structure und
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PDB file (3). Unter Sequence(s) verbirgt sich die Ansicht der um Ladungen erwei-
terten Aminosa¨uresequenz und Molecular structure stellt den aktuellen f SMILES
des Proteins dar. PDB file zeigt die zugrunde liegende PDB-Archivdatei in Text-
form an.
Abbildung 3.19: Die Oberfla¨che PDB structure des Edit molecular structure
Dialogs. Das kleine Bild zeigt die geladenen Aminosa¨uren des
Proteins Ha¨moglobin (PDB-ID: 1HHO [169]) bei einem pH-Wert
von 7.4 (Grau: Neutral, rot: Positiv, blau: Negativ).
Die Auswahlbox (4) ermo¨glicht die Auswahl verschiedener biologischer Anord-
nungen der asymmetrischen Proteinuntereinheiten, definiert unter REMARK 350
in der PDB-Datei. Die Schaltfla¨che Chain (5) o¨ffnet einen Dialog der zwei Einstel-
lungen ermo¨glicht: Die erste Einstellung Chain selection erlaubt es dem Nutzer,
gezielt Proteinketten ein- bzw. auszuschalten, sodass einzelne Ketten je nach
gesetztem Status von der Simulation ausgeschlossen werden ko¨nnen. Die zweite
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Option Chain segment assignment weist bei Aktivierung dem Proteinru¨ckgratseg-
menten (Erkla¨rung siehe unten) jeder Proteinkette eine eigene Nummer zu. Der
Standardwert ist 0. Mittels der Schaltfla¨che (6) la¨sst sich der pH-Wert fu¨r die
entsprechende Ladung des Proteins bestimmen. Die Auswirkung fu¨r den physio-
logischen pH-Wert von 7.4 ist im kleinen Bildausschnitt in Abbildung 3.19 fu¨r das
Protein Ha¨moglobin (PDB-ID: 1HHO [169]) zu sehen (Grau: Neutral, rot: Positiv,
blau: Negativ). Die Schaltfla¨che Property (7) o¨ffnet einen Dialog, der drei Einstel-
lungen ermo¨glicht: Backbone probes, Backbone fragment status und Sequence
loop. Unter dem Punkt Backbone probes ist es mo¨glich, den Austausch von α-
C-Fragmenten durch Sondenfragmente zu definieren. Das Einfu¨gen von Sonden
ermo¨glicht die Betrachtung von ra¨umlichen A¨nderungen innerhalb der Protein-
geometrie wa¨hrend der Simulation. Die Einstellung Backbone fragment status ist
ausfu¨hrlich im weiteren Verlauf des Kapitels erkla¨rt. Die Eigenschaft Sequence loop
produziert bei Aktivierung einen geschlossenen Ring des Proteinru¨ckgrates, d.h.
die beiden Termini (N-Terminus und C-Terminus) werden miteinander kovalent
verknu¨pft (siehe Kapitel 7.4). Unter dem Punkt Mutant (8) ko¨nnen Mutationen
durch den Austausch einzelner Aminosa¨uren durch andere erzeugt werden. Mit
den Schaltfla¨chen Set und Rotation la¨sst sich die ra¨umliche Ausrichtung aus der
Ansicht des Proteins (2) fu¨r die Simulationen u¨bernehmen.
Als Startgeometrie eine zufa¨llige Startkonfiguration zu verwenden, kann fu¨r
spezifische Simulationen von Nachteil sein und vermeidbar lange Simulations-
zeiten erfordern, bis das thermodynamische Gleichgewicht eingestellt ist. Damit
eine Startgeometrie mit ho¨herer Ordnung erstellt werden kann, liefert MFD-
FormulaOne sogenannte Kompartimente (engl. Compartments) in Form von
Kugeln (Spha¨ren), Schichten und Ziegeln, die frei in der Simulationsbox platziert
werden ko¨nnen.
Proteine mit Atompositionsdaten ko¨nnen in Form ihrer nativen Konformation
in einem Kugelkompartiment untergebracht werden. Zusa¨tzlich ko¨nnen mehrere
Proteinstrukturen zufa¨llig in einem Schichtkompartiment platziert werden. Die
ra¨umliche Anordnung der Fragmente ist nur fu¨r α-C-Fragmente exakt spezifiziert,
d.h. diese werden korrekt auf die korrespondierenden Koordinaten der α-C-Atome
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der Kristallstruktur des Proteins gesetzt. Die restlichen Fragmente der jeweiligen
Seitenkette u¨bernehmen dieselbe Raumkoordinate. Die Relaxation des Systems
erfolgt bei Simulationsbeginn. Die Ausrichtung der Seitenkettenfragmente wird nur
u¨ber die Simulationsdynamik bestimmt. Fu¨r die Platzierung der Proteinfragmente
innerhalb der Spha¨ren- und Schichtkompartimente bietet MfdPeptide verschiedene
Methoden der Koordinatentransformation (Translation, Rotation und Skalierung).
Abbildung 3.20 zeigt eine Simulationsbox (rechts) mit der Anordnung eines G-
Protein-gekoppelten Rezeptors (PDB-ID: 2RH1 [170], gru¨n) unter einer Phospha-
tidylethanolaminmembran. Das G-Protein wird mittels eines Spha¨renkomparti-
ments direkt unter dem Schichtkompartiment der Membran platziert.
Abbildung 3.20: Startgeometrie (rechts) eines G-Protein-gekoppelten Rezeptors
(PDB-ID: 2RH1 [170]; Cartoon-Darstellung mit eingeblendeten
Seitenketten links, gru¨n rechts) unter einer Phosphatidylethano-
laminmembran.
Mittels der Fragmenttopologie in Form eines f SMILES, der ra¨umlichen Beschrei-
bung der Proteingeometrie und den Gestaltungsmo¨glichkeiten der Startgeometrie
der Simulationsbox anhand von Kompartimenten ko¨nnen flexibel verschiedenste
Anfangskonfigurationen entworfen werden. Wie in Kapitel 7.1.1 gezeigt wird, kann
die Stabilisierung der Proteinstruktur notwendig sein. Fu¨r die Anwendung der in
Kapitel 7.1 beschriebenen Konformationsstabilisierung mu¨ssen die entsprechenden
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α-C-Fragmente fu¨r die Verwendung mit den harmonischen Potentialen gekenn-
zeichnet werden. Abbildung 3.21 zeigt einen Auszug der bereitgestellten Daten
fu¨r die Auswertung der anzuwendenden harmonischen Potentiale durch die MFD-
Engine. Jedem α-C-Fragment wird ein eindeutiger Potentialindex zugewiesen.
Mit einer 0 gekennzeichnete Fragmente werden ignoriert. Des Weiteren ist aus
der Abbildung ersichtlich, dass nicht-α-C-Fragmente dieselben Koordinaten wie
die jeweiligen α-C-Fragmente zugeordnet bekommen. Die letzte Spalte stellt die
Bindungen der einzelnen Fragmente dar. Ein negatives Vorzeichen kennzeichnet
eine Verknu¨pfung zu einem voranstehenden Fragment, ein positives Vorzeichen ein
nachfolgendes Fragment. Der Zahlenwert beschreibt die Differenz des Indices zum
Bindungspartner.
Abbildung 3.21: Beschreibung des topologischen und ra¨umlichen Aufbaus des
Proteins sowie die eindeutige Stabilisierungspotentialindizierung
der α-C-Fragmente.
An dieser Stelle sind die α-C-Fragmente fu¨r die Potentiale eindeutig indexiert
und ko¨nnen verwendet werden. Jetzt mu¨ssen die Potentiale noch definiert und mit
einer Kraftkonstante sowie mit der Distanz zwischen dem Fragmentpaar versehen
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werden. Abbildung 3.22 zeigt einen Ausschnitt der ersten Potentiale mit einer
Distanz von einem α-C-Fragment. Zusa¨tzlich sind die mittlere Distanz des Frag-
mentpaares und die eingestellte Kraftkonstante angegeben. Die aus der Kristall-
struktur abgeleiteten Distanzen mit einer Potentialla¨nge von einem α-C-Fragment
entsprechen immer genau der mittleren Distanz zwischen zwei α-C-Atomen mit
3.8 ± 0.1 A˚ [171].
Abbildung 3.22: Tabelle mit Potentialdefinitionen.
Abbildung 3.23 zeigt den Dialog in MFD-FormulaOne, in dem die zu verwen-




Abbildung 3.23: Dialog zum Setzen der Stabilisierungspotentiale sowie der zu
verwendenden Kraftkonstanten.
Fu¨r eine bessere Kontrolle u¨ber die Stabilisierungspotentiale wurden zwei
weitere Einstellungsmo¨glichkeiten implementiert: Der Proteinru¨ckgratfragment-
status und die Proteinru¨ckgratfragmentsegmente. Diese Einstellungen sind u¨ber
die Schaltfla¨che Property (siehe Abbildung 3.19, 7) unter dem Menu¨punkt Back-
bone fragment status erreichbar. Mit dem Proteinru¨ckgratfragmentstatus ist es
mo¨glich, gezielt Fragmente auszuschließen, sodass sie wa¨hrend des Erstellungspro-
zesses der Stabilisierungspotentiale ignoriert werden.
Mittels der Segmenteinstellung lassen sich die Fragmente des Proteinru¨ckgrates
in verschiedene nummerierte Segmente einteilen. Dies hat zur Folge, dass es keine
Potentiale geben kann, welche u¨ber die Grenze zweier verschieden nummerierter
Segmente wirken ko¨nnen. Diese Eigenschaft kann dazu verwendet werden, um
beispielsweise zwei unterschiedliche Proteinketten getrennt voneinander zu behan-
deln (siehe Kapitel 7.2). Abbildung 3.24 zeigt die zugeho¨rige Benutzeroberfla¨che,
in welcher der Benutzer die beschriebenen Einstellungen vornehmen kann.
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Abbildung 3.24: Ausschnitt der MFD-FormulaOne Benutzeroberfla¨che zum
Einstellen des Proteinru¨ckgratfragmentstatus und der Protein-
ru¨ckgratfragmentsegmente der α-C-Fragmentpotentiale.
3.2.3 Visualisierung von molekularen und fragmentbasierten
Systemen
Die Anwendung MfdJmolViewer dient als Adapter zwischen MFD-FormulaOne
und dem Open-Source-Projekt Jmol [47]. Jmol ist ein Programm zur interaktiven
Visualisierung von molekularen Strukturen, insbesondere von Biomoleku¨len. Die
Anwendung ist bzgl. der ra¨umlichen Darstellung von molekularen Vielteilchensys-
temen optimiert und so im Rahmen dieser Arbeit entsprechend anwendbar.
Der MfdJmolViewer bietet fu¨r MFD-FormulaOne zwei Einsatzmo¨glich-
keiten: Die Pra¨sentation von chemischen Strukturen wie Proteinen aus PDB-
Archivdateien sowie der Darstellung der fragmentbasierten Simulationsboxen.
Abbildung 3.25 zeigt die Implementierung zur Darstellung von Proteinen in
MFD-FormulaOne und die beiden mo¨glichen Visualisierungsstile: Kugel-Stab- und
Cartoon-Modell. Beide Stile sind auch u¨berlagert darstellbar.
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Abbildung 3.25: Einbettung des MfdJmolViewers in die Anwendung MFD-
FormulaOne zur Darstellung von Proteinen. Zu sehen ist das
Protein α-Ha¨molysin (PDB-ID: 7AHL [172]) von Staphylococcus
aureus (links: Kugel-Stab-Modell; rechts: Cartoon-Darstellung der
Sekunda¨rstruktur).
Wenn das Kugel-Stab-Modell gewa¨hlt ist, sind vier weitere Fa¨rbungen des
Biomoleku¨ls verfu¨gbar:
• Polarita¨t (Polarity):
Hervorhebung der hydrophilen (rot) und hydrophoben (gru¨n) Aminosa¨uren.
• Ladung (Charge):
Ladungstragende Aminosa¨uren werden farblich gekennzeichnet (rot: Positiv,




Atome des Proteinru¨ckgrates werden rot dargestellt, alle sonstigen Atome
grau.
• α-Kohlenstoffatome:
Nur α-Kohlenstoffatome der Aminosa¨uren sind sichtbar. Die Positionen der
α-Kohlenstoffatome repra¨sentieren die spa¨tere Lage der korrespondierenden
Aminosa¨urefragmente in der Startgeometrie einer Simulation.
Abbildung 3.26 skizziert die mo¨glichen Fa¨rbungen anhand des Proteins α-
Ha¨molysin (PDB-ID: 7AHL [172]) von Staphylococcus aureus.
Abbildung 3.26: Darstellung der vier mo¨glichen Fa¨rbungen (Polarita¨t, Ladung, α-
Kohlenstoffatome und Proteinru¨ckgrat) anhand des Proteins α-
Ha¨molysin.
Jmol unterstu¨tzt nur die Darstellung von chemischen Elementen und
Bindungen. Fu¨r die Verwendung zur Darstellung von fragmentbasierten Simulati-
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onsboxen muss ein Algorithmus entwickelt werden, welcher die unterschiedlichen
Moleku¨lfragmente in Abha¨ngigkeit der gesetzten Farbe, Gro¨ße und Sichtbarkeit
des jeweiligen Fragmentes auf die verschiedenen chemischen Elemente projiziert.
Dabei musste das Problem ressourcensparend gelo¨st werden, da nur eine begrenzte
Anzahl an chemischen Elementen zur Verfu¨gung stehen. Abbildung 3.27 zeigt
die Einbettung des MfdJmolViewers fu¨r die Darstellung von Simulationsboxen in
MFD-FormulaOne. Zu sehen ist das in eine DMPC-Membran eingebettete Protein
α-Ha¨molysin.
Abbildung 3.27: Einbettung des MfdJmolViewers in die Anwendung MFD-
FormulaOne zur Darstellung von Simulationsboxen. Zu sehen ist
das Protein α-Ha¨molysin, orange: Hydrophiles Seitenkettenfrag-
ment, olivfarben: Hydrophobes Seitenkettenfragment, grau: Prote-
inru¨ckgratfragment) von Staphylococcus aureus in einer DMPC-




3.2.4 Die Anwendung MfdCompassFX
Die Anwendung MfdCompassFX dient speziell der Berechnung des DPD-Repulsions-
parameters und der hierfu¨r beno¨tigten Kenngro¨ßen. Sie wird in Java 1.8 auf Basis
des JavaFX Frameworks erstellt und umfasst 5188 Codezeilen. Das Programm
bietet eine umfassende Nutzeroberfla¨che, welche sich in zwei Bereiche aufteilt: (1)
Bestimmung von Moleku¨leigenschaften sowie der paarweisen Wechselwirkungsen-
ergien und (2) Berechnung des DPD-Repulsionsparameters anhand der aus (1)
gewonnen Daten. Fu¨r die Kalkulation der paarweisen Wechselwirkungsenergien
erstellt MfdCompass-FX alle no¨tigen Skripte und Moleku¨lgeometrien fu¨r die direkte
Anwendung im Softwarepaket Discover 96.0 / 4.0.0 der Firma MSI [103] vollkommen
automatisiert. Die berechneten Daten ko¨nnen anschließend zur Berechnung des
DPD-Repulsionsparameters sowie aller no¨tigen Werte fu¨r das zu berechnende Frag-
mentset ausgewertet und an die Anwendung MfdFragmentManager (siehe Kapitel
3.2.5) weitergeleitet werden. Alle Molekuloperationen sowie die Symmetriebestim-
mung von Schweratomen basieren auf Algorithmen des Chemistry Development
Kit (CDK) [166,167].
Die verwendeten Moleku¨le in MfdCompassFX mu¨ssen in Form des InsightII
Dateiformats (Dateiendung: .mfd/.cor) vorliegen. Alle berechneten und erstellten
Daten werden als Tabellen im Form von komma-separierten Werten (Comma-
separated values, Dateiendung: .csv) organisiert und abgespeichert. Die fu¨r MFD-
Simulationen no¨tigen Kenngro¨ßen wie Moleku¨lmasse und die lo¨sungsmittelzuga¨ng-
liche Oberfla¨che (engl. Solvent-Accessible Surface Area) mit einer Sondengro¨ße von
1.4 A˚ sind mit MfdCompassFX mit nur wenigen Mausklicks bestimmbar.
Zwei unterschiedliche Ansa¨tze zur Bestimmung der paarweisen Wechselwir-
kungsenergien werden unterstu¨tzt: Der Dimeransatz und die Boxmethode. Der
Dimeransatz verfolgt die Strategie, die paarweisen Wechselwirkungsenergien
anhand eines Moleku¨lpaares zu bestimmen. Die mo¨glichen Einstellungen fu¨r den
Dimeransatz sind in Abbildung 3.28 dargestellt.
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Abbildung 3.28: Benutzeroberfla¨che zum Vornehmen von Einstellungen fu¨r die
Ausfu¨hrung des Dimeransatzes.
Wenn der Pseudo-Atom-Dimeransatz (Dimer pseudo atom) gewa¨hlt ist,
mu¨ssen alle Schweratome im Vorhinein mit MfdCompassFX bestimmt werden.
Hierbei werden vorliegende Moleku¨lsymmetrien beru¨cksichtigt, sodass es nicht zu
doppelten Berechnungen kommt. Fu¨r den dichteabha¨ngigen Dimeransatz (Dimere
density) wird zusa¨tzlich die Option Apply wall potentials angeboten, um periodi-
sche Randbedingungen zu vermeiden. Fu¨r beide Ansa¨tze sind die jeweilige mini-
male und maximale Distanz bzw. Dichte sowie die Schrittweite zu definieren.
Fu¨r die Verwendung des Boxansatzes muss zuna¨chst die Anzahl der Moleku¨le in
der Simulationsbox (# Molecules), die Anzahl der Wiederholungen pro Simulation
(# Samples) und die vorherrschende Dichte in der Simulationsbox (Density) fest-
gelegt werden. Die Einstellung Distance-dependent dielectric (deutsch Distanzab-
ha¨ngiges Dielektrikum) hat zur Folge, dass die Dielektrizita¨tskonstante als distanz-
abha¨ngige Funktion beschrieben wird. Dies ist ein pragmatischer Ansatz zur
genaueren Beschreibung von elektrostatischen Wechselwirkungen, wie sie in wa¨ss-
rigen Lo¨sungen vorherrschen [173]. Die Option Apply wall potentials gleicht derje-
nigen des Dimeransatzes und unterbindet die Verwendung von periodischen Rand-
bedingungen. Die Konfiguration van der Waals (vdW) tail correction (dt. vdW-
Endenkorrektur) la¨sst bei Aktivierung die vdW-Kraft gegla¨ttet gegen null laufen
(Abbildung 3.29), wodurch keine Diskontinuita¨t im Verlauf der Kraft auftritt.
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Abbildung 3.29: Skizzierung des Verlaufs der vdW-Kraft bei aktivierter vdW-
Endenkorrektur.
Zur Verfu¨gung stehen zwei Boxmethoden: Die erste Methode (Single center)
erlaubt die Berechnung der paarweisen Wechselwirkungsenergien aus einer Box mit
einem zentral platzierten Moleku¨l umgeben von N−1 Moleku¨len des zweiten Typs.
Der zweite Ansatz nutzt eine gleich verteilte Simulationsbox mit gleichen Anteilen
beider Moleku¨ltypen. Abbildung 3.30 zeigt die grafische Benutzeropberfla¨che des
Boxansatzes.




Fu¨r jede Berechnungsmethode mu¨ssen die Temperatur in Kelvin und die Anzahl
der Heizschritte sowie die Anzahl der Schritte fu¨r die Messung der Berechnung der
paarweisen Wechselwirkungsenergie angegeben werden.
Fu¨r die Verarbeitung und Aufbereitung der berechneten paarweisen Wechsel-
wirkungsenergien stehen vier Funktionen zur Verfu¨gung (siehe Abbildung 3.31):
Die Auswahl der Methode Create fragment set dient der Berechnung der DPD-
Repulsionsparameter aus den paarweisen Wechselwirkungsenergien. Bei Angabe
der Koordinationszahlen fu¨r die einzelnen Moleku¨lpaare werden die paarweisen
Wechselwirkungsenergien anhand von Gleichung 2.26 berechnet, ansonsten wird
die Koordinationszahl als Zij = 1 angenommen. Im Anschluss an die Berech-
nung wird automatisch die Anwendung MfdFragmentManager zur Betrachtung
der Ergebnisse geo¨ffnet.
Die Funktion Process raw energy data eliminiert die intramolekularen nicht-
bindenden Wechselwirkungen bei Moleku¨len mit mehr als drei Atomen:
Eij = Eij,raw − (Ei,g + Ej,g) (3.10)
wobei Eij,raw die paarweise Wechselwirkungsenergie inklusive intramolekularer
Wechselwirkungen und Ei,g die reine intramolekulare Wechselwirkungsenergie
eines Moleku¨ls in der Gasphase sind.
Die Methode Reprocess dimere cell data ermo¨glicht die Berechnung der Ener-
gieminima aus dichteabha¨ngigen Dimeransatzberechnungen. Hierbei kann das zu
betrachtende Dichteintervall neu definiert werden. Wenn die Eigenschaft Create
plots aktiviert ist, wird zu jeder Berechnung ein Diagramm des Energieverlaufs in
Abha¨ngigkeit der Dichte gespeichert.
Die letzte Auswahlmo¨glichkeit (Replace data with) erlaubt dem Nutzer die




Abbildung 3.31: Benutzeroberfla¨che zum Prozessieren der mit MfdCompassFX
berechneten Daten.
3.2.5 Die Anwendung MfdFragmentManager
Die Anwendung MfdFragmentManager bietet eine grafische Oberfla¨che fu¨r die
Verwaltung von Moleku¨lfragmenten und deren Eigenschaften, den zugeho¨rigen
DPD-Repulsionsparametern aij und die Struktur von den aus Moleku¨lfragmenten
aufgebauten Aminosa¨uren. Jeder Aufgabenbereich ist in ein eigenes sogenanntes
Tab organisiert: Fragments, Fragment interaction data und Amino acids. Abbil-




Abbildung 3.32: Startbildschirm mit geo¨ffnetem Standardfragmentset fu¨r Proteine.
Das Hauptfenster Fragments ermo¨glicht die Verwaltung der verfu¨gbaren Frag-
mente. Neben dem Titel und der Version sind folgende Spalten verfu¨gbar und
editierbar:
• Fragment: Abku¨rzung des Fragmentes.
• FragmentName: Chemischer Name des Fragmentes.
• Mass[MFD]: Masse des Fragmentes in MFD-Einheiten (immer 1).
• Charge: Ladung des Fragments.
• Mass[g/mol]: Masse des Fragments in g·mol−1.
• Volume[A˚3]: Volumen des Fragmentes. Abgeleitet von der lo¨sungs-
mittelzuga¨nglichen Oberfla¨che fu¨r eine 1.4 A˚ große
Sonde.
• Graphics-Radius: Radius des Fragmentes in A˚ngstrom (nicht verwendet).
• Standard-Color: Anzeigefarbe des Fragmentes in Mfd-FormulaOne.
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Zusa¨tzlich gibt es die Mo¨glichkeit, Fragmente manuell zu erstellen (Add Frag-
ment Schaltfla¨che) und Fragmente zu lo¨schen (Delete Fragment Schaltfla¨che). Die
Schaltfla¨che Copy Fragment bietet dem Anwender an, ein gegebenes Fragment zu
kopieren. Soweit Apply Ionic Shift nicht aktiviert ist, werden die urspru¨nglichen
aij-Parameter dupliziert. Mit der Aktivierung von Apply Ionic Shift werden die
Regeln fu¨r geladene Fragmente (siehe Kapitel 2.1.5) angewendet. Dabei wird als
Referenzsubstanz die Wahl unter Reference verwendet und α wie unter dem gleich-
namigen Menu¨punkt Alpha gewa¨hlt. Der in Abbildung 3.33 gezeigte Dialog produ-
ziert bei Besta¨tigung ein negativ geladenes Essigsa¨urefragment mit der Formalla-
dung -1, mit Wasser (H2O) als Referenzsubstanz und α = 1.0.
Abbildung 3.33: Dialog zum kopieren von Fragmenten.
Im Dialog Add Probe/Dummy Fragment lassen sich Fragmente n-mal duplizieren
und bekommen die Endung PDX, wobei X eine fortlaufende Nummer ist. Diese so
erstellten Sonden- bzw. Dummyfragmente ko¨nnen innerhalb des Proteinru¨ckgrates
gesetzt werden, um z.B. die Geometrie eines Proteins wa¨hrend einer Simulation
zu analysieren.
Der zweite Bildschirm des MfdFragmentManagers dient der Visualisierung und





Ermo¨glicht das Hinzufu¨gen eines zusa¨tzlichen Fragmentsets einer noch
nicht vorhandenen Temperatur. Die Fragmente des einzufu¨genden Sets
mu¨ssen hierbei deckungsgleich mit dem aktuellen Set sein.
• Change Temperature:
Dient der A¨nderung des Zahlenwertes der fokussierten Temperatur.
• Delete Temperature:
Lo¨scht das aktuell fokussierte Fragmentset.
• Normalize:
Skalierung der aij-Parameter, sodass die Spannweite der Parameter einem
definierten Minimum aij,newmin und Maximum aij,newmax entsprechen:
aij,new =
(aij,old − aij,oldmin) · (aij,newmax − aij,newmin)
aij,oldmax − aij,oldmin + aij,newmin (3.11)
wobei aij,oldmin das momentane Minimum und aij,oldmax das momentane
Maximum der fokussierten aij-Parameter und aij,old der fokussierte unska-
lierte aij-Parameter ist.
• Clean:
Entfernt alle Fragmente, die ungu¨ltige aij-Parameter besitzen, d.h. die
Methode generiert ein lauffa¨higes Minimalfragmentset.
• Constrain IA:
O¨ffnet den Dialog Constrain Interactions, welcher dem Benutzer ermo¨g-
licht, Grenzwerte der aij-Parameter zu definieren. Das Textfeld Min.
uncharged und Max. uncharged definieren jeweils den unteren bzw. oberen
Grenzwert. Initialisiert sind die Textfelder mit dem entsprechenden mini-
malen bzw. maximalen aij-Parameter der ungeladenen Fragmente. Mittels
der letzten drei Textfelder lassen sich die Grenzwerte, definiert durch die
ersten beiden Werte, aufweiten, sodass in Einheiten der Spannweite der
angegeben Grenzen diese in beide Richtungen (Minimalwert und Maxi-
malwert) erweitert werden ko¨nnen. Somit ist die Einstellung der
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Grenzen fu¨r Wechselwirkungen von Fragmenten die ungeladen, ungleich
geladen und gleich geladen sind, gesondert mo¨glich.
Abbildung 3.34: Dialog zum Definieren von Grenzwerten der
aij-Parameter.
• Refine Charged IA:
Wendet die Gleichungen 3.5 und 3.6 auf die aij-Parameter der geladenen
Fragmente an, sodass die Wechselwirkungen der gleich geladenen Frag-
mente die gro¨ßte Repulsion bzw. die Wechselwirkungen der ungleich gela-
denen Fragmente die ho¨chste Attraktion aller Parameter im Tempera-
turset besitzen. Der Korrekturfaktor ccorrect kann u¨ber einen Dialog defi-
niert werden.
Unterhalb der Schaltfla¨chen findet sich ein sogenannter Slider. Dieser dient der
Feinabstimmung des Diagonalelements der Repulsionsparameter. Das Diagonal-
element bestimmt die Grenze zu repulsiver und attraktiver Wechselwirkung. Die
Checkbox Link Temperatures fu¨hrt dazu, wenn aktiviert, dass sich A¨nderungen
auf alle Temperaturen gleichzeitig auswirken und die einzelnen Fragmentsets der
verschiedenen Temperaturen nicht getrennt voneinander betrachtet werden.
Die untere Tabelle in Abbildung 3.35 zeigt eine grafische Darstellung der Repul-
sionsparameter und ist organisiert in Form einer Dreiecksmatrix.
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Abbildung 3.35: Screenshot der Oberfla¨che zur Visualisierung und Bearbeitung der
aij-Parameter mit geo¨ffnetem Standardfragmentset fu¨r Proteine.
Abbildung 3.36 zeigt die zugeho¨rige Farbskalierung der Repulsionsparameter.
Neutrale Werte sind weiß dargestellt. Je intensiver gru¨n bzw. rot die entsprechende
Zelle des Repulsionsparameters ist, desto attraktiver bzw. repulsiver verhalten sich
die entsprechenden Fragmente in der Simulation untereinander.
Abbildung 3.36: Farbskala der aij-Repulsionparameter.
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Das letzte Fenster AminoAcids bietet eine Tabelle, welche alle no¨tigen Informa-
tionen u¨ber Aminosa¨uren bezu¨glich MFD-Simulationen entha¨lt. Die Bereitstellung
der Daten ist nicht zwingend und kann mittels des Kontrollka¨stchens Use amino
acids aktiviert bzw. deaktiviert werden. Die Tabelle beinhaltet den Ein- bzw. Drei-
buchstabencode, den Namen, den f SMILES und die Kodierung der pKs-Werte der
einzelnen Aminosa¨uren. Die gesamte in dieser Arbeit verwendete Tabelle mit den
Daten aller Aminosa¨uren ist im Anhang 11.2 zu finden.
Abbildung 3.37: Screenshot des Fensters AminoAcids.
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4 Vorstudie von nicht-ionischen
Tensiden an einer
Wasser-Luft-Grenzfla¨che
Fu¨r die Validierung der MFD-Methode wird eine Vorstudie durchgefu¨hrt, die das
Verhalten von nicht-ionischen Polyoxyethylenalkylethern an einer Wasser-Luft-
Grenzfla¨che zum Gegenstand hat [48]. Betrachtet wird im Folgenden die Bildung
von nanoskaligen Strukturen und die Grenzfla¨cheneigenschaften der Tenside C6E6,
C10E6, C12E6 und C16E6. Die Ergebnisse dieser Untersuchung werden anhand von
experimentellen Daten validiert. Abbildung 4.1 zeigt die molekulare Struktur der
CxEy-Tenside.
Abbildung 4.1: Molekulare Struktur der Polyoxyethylenalkylether-Tenside CxEy.
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Methode
Fu¨r die Untersuchungen werden rechtwinkelige Simulationsboxen mit einer Gro¨ße
von 30·30·45 nm3 verwendet. Die Boxen enthalten 3.0·105 Wasser- (H2O), 6.4·104
Stickstoff- (N2) und 1.6·104 Sauerstofffragmente (Moleku¨le). Periodische Randbe-
dingungen sind in x- und y-Richtung parallel zur Wasser-Luft-Grenzfla¨che akti-
viert. Die Wasser und Stickstoff-/Sauerstofffragmente sind in zwei unterschiedli-
chen Schichten fu¨r die Ausbildung der Wasser-Luft-Grenzfla¨che organisiert (Abbil-
dung 4.1a). Unter der Grenzfla¨che sind die Polyoxyethylenalkyletherf-Moleku¨le
angeordnet (Abbildung 4.1b). Eine Simulation mit 2.0·104 Zeitschritten rechnet
10 h auf einem Kern einer Intel-Xeon Workstation.
Abbildung 4.2: a) Simulationsbox mit Wasser (blau) und Luft (Sauerstof-
f/Stickstoff) Segmenten (Cyan). b) Startgeometrie der Simu-
lation mit unter der Wasser-Luft-Grenzfla¨che angeordneten
Polyoxyethylenalkylether-Moleku¨len (Methan: Gru¨n, Dimethyle-
ther: Rot, Methanol: Orange) [48].
Um eine scharfe Trennung zwischen der Wasser-Luft-Grenzfla¨che aufrecht zu
erhalten, werden die Repulsionsparameter aij der Fragmente Wasser, Dimethyle-
ther und Methanol zum Luftgemisch (Sauerstoff/Stickstoff) dahingehend ange-
passt, sodass sie stark repulsiv wirken. Das Fragmentierungsschema der CxEy
Tenside ist in Abbildung 4.3 gezeigt. Jedes Tensidmoleku¨l besteht aus (x − 1)
Methanfragmenten, y Dimethyletherfragmenten und einem endsta¨ndigen Metha-
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nolfragment.
Abbildung 4.3: Fragmentierungsschema der CxEy-Tenside
[48].
Ergebnis
Die Anzahl der Tensidmoleku¨le in der Simulationsbox variiert schrittweise von
100 bis 1500 Moleku¨len in einer Schrittweite von 100 Moleku¨len. Die berechnete
Oberfla¨chenspannung wird anhand von zwei Punkten skaliert. Der erste Punkt
ist die experimentelle Oberfla¨chenspannung einer reinen Wasser-Luft-Grenzfla¨che
(γ0 = 72.0 mN·m−1 bei 25 ◦C). Der zweite Punkt ist die kritische Mizellenkon-
zentration (englisch critical micelle concentration, kurz CMC) des Tensids C6E6
(γCMC = 32.0 mN·m−1 bei 25 ◦C [174], u¨bereinstimmend mit 1000 C6E6 Moleku¨len
in der Simulationsbox, siehe Abbildung 4.6).
Querschnitte der Simulationsbox mit nanoskaligen Strukturen im thermodyna-
mischen Gleichgewicht des Tensids C16E6 in verschiedenen Konzentrationen sind in
Abbildung 4.4 gezeigt. Die Bildung von Mizellen ist erkennbar bei der Konzentrati-
onsa¨nderung von 500 (keine Mizellen) auf 600 C16E6-Moleku¨le (Mizellen sichtbar).
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Abbildung 4.4: Simulationsboxquerschnitte des Tensids C16E6 fu¨r die Konzen-
tration von 100 bis 1200 Moleku¨len in Schritten von 100 Mole-
ku¨len [48].
In Abbildung 4.5 sind Querschnitte der Simulationsboxen aller unter-
suchten Tenside bei unterschiedlichen Tensidkonzentrationen zusammengefasst.
Die Konzentration (Anzahl der Tensidmoleku¨le in der Box) in der mittleren Reihe
zeigt, dass Tenside mit la¨ngeren Cx-Alkylketten eine niedrigere Konzentration
aufweisen mu¨ssen, um Mizellen auszubilden. Dieses Ergebnis stimmt mit den expe-
rimentellen CMC-Konzentrationen u¨berein, welche ebenso abnehmen, wenn die
La¨nge der Cx-Alkylketten zunimmt
[175].
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Abbildung 4.5: Querschnitte der Simulationsboxen fu¨r verschiedene Konzentra-
tionen der Tenside C6E6, C10E6, C12E6 und C16E6 nachdem das
thermodynamische Gleichgewicht erreicht ist. Die oberste und
unterste Reihe zeigen jeweils die niedrigste bzw. ho¨chste unter-
suchte Konzentration. Die mittlere Reihe zeigt die Konzentration,
bei welcher die Ausbildung von Mizellen beginnt [48].
Abbildung 4.6 fasst die berechneten Oberfla¨chenspannungen bei verschiedenen
Tensidkonzentrationen zusammen. Fu¨r eine Konzentration von beispielsweise 400
Tensidmoleku¨len in der Simulationsbox ist die Oberfla¨chenspannung auf 58.07
mN·m−1 fu¨r C6E6, 54.25 mN·m−1 fu¨r C10E6, 51.42 mN·m−1 fu¨r C12E6 und 47.28
mN·m−1 fu¨r C16E6 herabgesetzt. Dies zeigt die erwartete Abschwa¨chung gegen-
u¨ber der reinen Wasser-Luft-Grenzfla¨che mit einem Wert von γ0 = 72.0 mN·m−1.
Eine la¨ngere Cx-Alkylkette fu¨hrt zu einer geringeren berechneten Oberfla¨chenspan-
nung. Nachdem die Sa¨ttigung der Wasser-Luft-Grenzfla¨che mit Tensidmoleku¨len
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erreicht ist, beginnt die Oberfla¨chenspannung zu fluktuieren. Diese Fluktuationen
ko¨nnen eventuell damit begru¨ndet werden, dass die Oberfla¨chenspannung u¨ber die
Aufsummierung der diagonalen Drucktensoren u¨ber die gesamte Box berechnet
wird [176]. Dies fu¨hrt dazu, dass die Beitra¨ge der Wasser-Luft-Grenzfla¨che durch
die Bildung der Mizellstrukturen verzerrt werden.
Die experimentelle Effektivita¨t der Reduktion der Oberfla¨chenspannung,
ΠCMC (= γ0 − γCMC), wobei γ0 die Oberfla¨chenspannung der Wasser-Luft-
Grenzfla¨che und γCMC die Oberfla¨chenspannung bei CMC ist, ist die Effektivita¨t
ungefa¨hr ΠCMC = 40 mN·m−1 fu¨r alle beobachteten Tenside [174]. Die berechneten
Werte zeigen eine abfallende Effektivita¨t der Reduktion der Oberfla¨chenspannung
fu¨r eine steigende Cx Alkylkettenla¨nge: 40 mN·m−1 fu¨r C6E6, 37 fu¨r C10E6, 31 fu¨r
C12E6 und 30 fu¨r C16E6.
Abbildung 4.6: Berechnete Oberfla¨chenspannung fu¨r verschiedene Konzentra-
tionen der Tenside C6E6, C10E6, C12E6 und C16E6. Die Pfeile
kennzeichnen die erste Bildung von Mizellen [48].
Die Effektivita¨t der Tensidabsorption an einer Oberfla¨che ist definiert als der
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negative Logarithmus der Konzentration des Tensids, welche beno¨tigt wird, um
eine Reduktion der Oberfla¨chenspannung des Lo¨sungsmittels von 20 mN·m−1 zu
produzieren, pC20 ≡ − logC(−∆γ=20). Somit fu¨hrt eine Erho¨hung des pC20-Wertes
zu einer reziproken Abschwa¨chung der Oberfla¨chenspannung. Abbildung 4.7 zeigt
den Vergleich der experimentellen pC20-Werte
[174] mit den korrespondierenden
berechneten Oberfla¨chenspannungen in Abha¨ngigkeit der Cx-Alkylkettenla¨nge, um
die U¨bereinstimmung zu demonstrieren.
Abbildung 4.7: Experimentelle pC20-Werte
[174] und die berechneten Oberfla¨chen-
spannungen fu¨r eine Tensidkonzentration von 400 Moleku¨len
in Abha¨ngigkeit von der Cx-Alkylkettenla¨nge der Tenside C6E6,
C10E6, C12E6 und C16E6
[48].
Die Anzahl der Tensidmoleku¨le an der Wasser-Luft-Grenzfla¨che pro nm2 gegen-
u¨ber der Gesamtanzahl an Tensidmoleku¨len in der Simulationsbox ist in Abbil-
dung 4.8 dargestellt. Die Anzahl der Tensidmoleku¨le steigt linear mit der Erho¨-
hung der Konzentration bis zur Oberfla¨chensa¨ttigung an. Dieses Ergebnis ist
direkt vergleichbar mit der Abha¨ngigkeit der berechneten Oberfla¨chenspannung
der Tensidkonzentration (siehe Abbildung 4.6).
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Abbildung 4.8: Anzahl der Tensidmoleku¨le an der Wasser-Luft-Grenzfla¨che in
Abha¨ngigkeit der Gesamtanzahl von Tensidmoleku¨len in der Simu-
lationsbox fu¨r die Tenside C6E6, C10E6, C12E6 und C16E6. Die
Pfeile kennzeichnen die erste Bildung von Mizellen [48].
Die durchschnittliche Dicke der von hydrophoben (gru¨n) Fragmenten geformten
Schicht an der gesa¨ttigten Wasser-Luft-Grenzfla¨che ist ca. 1.5 nm fu¨r alle beob-
achteten Tenside (siehe Abbildung 4.9). Somit variiert die Dichte der lyophilen
Fragmente von der niedrigsten Dichte fu¨r C16E6 und der ho¨chsten Dichte fu¨r C6E6.
Dieses Resultat stimmt mit dem oben beschriebenen Ergebnis u¨berein, indem eine
la¨ngere Cx-Alkylkettenla¨nge zu einer geringeren Konzentration der Tensidmole-
ku¨le an der gesa¨ttigten Wasser-Luft-Grenzfla¨che fu¨hrt. Allerdings widerspricht
dieses Verhalten den von Rosen beschriebenen Ergebnissen [174]: Bei einer voll-
sta¨ndig gesa¨ttigten Oberfla¨che sind die experimentellen Zahlen der Tensidmole-
ku¨le pro nm2 1.52 (C6E6), 1.82 (C10E6), 1.92 (C12E6) und 2.63 (C16E6). Dies
impliziert den genauen gegenteiligen Trend, dass eine la¨ngere Cx-Alkylkettenla¨nge
zu einer ho¨heren Tensiddichte an der Grenzfla¨che fu¨hrt. Genauer gesagt, resultiert
die hydrophobe Interaktion zwischen den Alkylketten in einer parallelen Ausrich-
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tung an der Grenzfla¨che, was nicht vollsta¨ndig von der Simulation abgebildet wird.
Vielmehr sind in der Simulation Schlaufen zu sehen, welche eine gro¨ßere Fla¨che
einnehmen als die geradlinige Ausrichtung.
Abbildung 4.9: Vergro¨ßerte Detailansicht der gesa¨ttigten Wasser-Luft-Grenzfla¨che
fu¨r C6E6 (links) und C16E6 (rechts)
[48].
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5 Einfluss der effektiven Ladung auf
die Aggregation von ionischen
Systemen
In diesem Abschnitt wird der Einfluss der Sta¨rke der effektiven Ladung q∗ auf die
Aggregation von Ionen betrachtet.
Methode
Die Untersuchung der effektiven Ladung q∗ wird in einer quadratischen Simulati-
onsbox mit einer Kantenla¨nge von 231.5 A˚ durchgefu¨hrt. Die Simulation entha¨lt
105 Wassermoleku¨le und 1000 Methylaminacetatmoleku¨le (siehe Abbildung 5.1).
Die periodischen Randbedingungen sind in alle Richtungen aktiviert. Tabelle 6.3
zeigt die gesetzten Parameter der Simulation. Untersucht wird der fragmentba-
sierte Gyrationsradius zur Beschreibung der Aggregation der untersuchten Teil-
chen.
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Abbildung 5.1: Molekulare Struktur und fSMILES von Methylaminacetat.
Ergebnis
Je eine Simulation des Korrekturfaktors der effektiven Ladung ceffective mit den
Werten 0.0, 0.1, 1.0, 2.0, 3.0, 4.0 und 5.0 werden durchgefu¨hrt. Die Ergebnisse sind
in Abbildung 5.2 zusammengefasst, wobei die Simulationszeit gegen die Gyra-
tionsradien des Fragmentpaares MeNH2P und HacN aufgetragen sind. Deutlich
zu erkennen ist, dass die Entwicklung des Gyrationsradius fu¨r ceffective ≤ 1.0
keine Vera¨nderung gegenu¨ber der Simulation mit ausgeschalteter elektrostatischer
Kraft ceffective = 0.0 aufzeigt. Fu¨r ceffective ≥ 2.0 ist deutlich zu sehen, dass der
Gyrationsradius eine geringerer Steigung aufweist und bei ho¨heren Werten dieses
Verhalten zunimmt. Daraus folgt, dass die Erho¨hung der effektiven Ladung q∗ zu
einer Aggregation der Ionen fu¨hrt. Dieser Effekt ist fu¨r ceffective = 5.0 dermaßen
stark, dass der Gyrationsradius nur 14.3 A˚ betra¨gt. Dies bedeutet, dass der u¨ber-
wiegende Anteil der Ionenpaare aggregiert ist und keine dissoziierten Ionen frei in
der Simulationsbox diffundieren.
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Abbildung 5.2: Entwicklung der Gyrationsradien u¨ber die Zeit fu¨r verschiedene
Korrekturfaktoren der effektiven Ladung ceffective.
Die visuelle Begutachtung der Simulationsboxen im Gleichgewicht (siehe Abbil-
dung 5.3) zeigt deutlich, dass schon fu¨r ceffective = 1.0 vereinzelt Ionenpaare
entstehen. Fu¨r ceffective ≥ 2.0 u¨berwiegt die Anzahl der aggregierten Teilchen-
paare und fu¨r ceffective = 5.0 ist jedes Kation mit je einem Anion gepaart. Freie
Ionen sind an dieser Stelle nicht mehr erkennbar.
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Abbildung 5.3: Darstellung der Simulationsboxen im Gleichgewicht fu¨r verschie-
dene Korrekturfaktoren der effektiven Ladung ceffective.
Die Clusterbildung der Ionen ist ein zu vermeidender unerwu¨nschter ku¨nstlicher
Effekt [67]. Aus den hier durchgefu¨hrten Simulationen geht hervor, dass ein Wert
von ceffective = 1.0 zu einer realistische Verteilung zwischen aggregierten Teilchen
und freien Teilchen fu¨hrt. Der so ermittelte Wert wird fu¨r alle folgenden Versuche
angewendet.
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6 MFD-Studien von DMPC und
biologischen Membranen
In diesem Kapitel wird die Einfu¨hrung von Lipiddoppelschichten insbesondere
von biologischen Membranen (Plasmamembran, Mitochondriummembran und die
Membran des endoplasmatischen Retikulums) in die molekulare Fragmentdynamik
betrachtet. Hierzu geho¨rt die Untersuchung von Kenngro¨ßen wie der Fla¨che pro
Lipid, der hydrophoben Schichtdicke sowie der Gesamtschichtdicke, des Trans-
membranaustausches von Lipiden, der Mizellenformierung, der spontanen Bildung
von Vesikeln und der Fusion einer DMPC-Membran mit einem Vesikel.
6.1 Biologische Membranen in molekularen
Fragmentdynamik
Einfache Modellmembranen wie Dimyristoylphosphocholin-(DMPC)-
Doppelschichten bestehen aus nur einer einzelnen Lipidspezies. Membranen
des endoplasmatischen Retikulums (ER), von Mitochondrien sowie Plasmamem-
branen haben eine weitaus komplexere Struktur. Die ha¨ufigsten Lipide sind
die Glycerophospholipide Phosphatidylcholin (PC), Phophatidylethanolamin
(PE), Phosphatidylinositol (PI) und Phosphatidylserin (PS). Hinzukommen
noch Sphingomyeline (SM) und Cardiolipin (CL). Die Zusammensetzung der
Membranen der hier durchgefu¨hrten Studien sind in Abbildung 6.1 dargestellt
und sind von van Meer et al. [76] abgeleitet. Die Membran des ERs setzt sich
aus 50 % PC, 30 % PE, 15 % PI und 5 % PS zusammen. Die mitochondriale
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Membran ist aus 50 % PC, 30 % PE, 10 % PI und 10 % CL aufgebaut. Die
Plasmamembran besteht aus 40 % PC, 20 % PE, 5 % PI, 10 % PS und 25 %
SM. Alle biologischen Membranen in dieser Studie sind wie hier beschrieben
zusammengesetzt. Fu¨r die Lipidspezies Phosphatidylcholine (PC) werden vier
verschiedene Varianten verwendet: 1,2-Dimyristoyl-sn-glycero-3-PC (DMPC), 1,2-
Dipalmitoyl-sn-glycero-3-PC (DPPC), 1,2-Dioleoyl-sn-glycero-3-PC (DOPC) and
2-Oleoyl-1-palmitoyl-sn-glycero-PC (POPC). Sie unterscheiden sich ausschließlich
in La¨nge und Struktur der Fettsa¨uren.
Abbildung 6.1: Darstellung der Zusammensetzung der verschiedenen Membran-
typen: ER, Mitochondrium und Plasmamembranen.
Das Fragmentierungsschema aller Membranlipide ist in Tabelle 6.1 zu sehen.
Abbildung 6.2 zeigt eine detaillierte Darstellung des Fragmentierungsschemas von
Cardiolipin, welches nur in der mitochondrialen Membran vorkommt. Cardiolipin
ist wegen der vier vorhandenen Fettsa¨urereste eine Ausnahme unter den Phos-
pholipiden. Jedes Lipid besitzt eine Kopf- (START ) und eine Schwanzmarkierung
(END), um die Ausrichtung der Moleku¨le in der Doppelschicht der Startgeometrie
festzulegen.
110
MFD-Studien von DMPC und biologischen Membranen


































MFD-Studien von DMPC und biologischen Membranen
Abbildung 6.2: Detailliertes Fragmentierungsschema von Cardiolipin. In den
Klammern sind die jeweiligen Fragmentnamen abgebildet.
Fu¨r eine leichtere Auswertung der Startgeometrien sowie der Ergebnisse zeigt
Tabelle 6.2 die verschiedenen Fa¨rbungen der einzelnen Kopfgruppen der Membran-
lipide. Die hydrophoben Anteile sind stets gru¨n gefa¨rbt, soweit nicht anders in der
Simulationsbeschreibung angegeben.
Tabelle 6.2: Farbschema der Kopfgruppen der Membranlipide.
Membrantyp Farbe der Kopfgruppe
DMPC blau (DMPN), rot (TriMeNHP)
DPPC blau (DMPN), rot (TriMeNHP)
DOPC blau (DMPN), rot (TriMeNHP)
POPC blau (DMPN), rot (TriMeNHP)
POPE gold (DMPN), orange (MeNH2P)
CL cobalt (DMPN), indigo (MeOH)
PIP2 violett (DMPN), magenta (MeOH)
PS oliv (HAcN, DMPN), mint (MeNH2P)
SM braun (DMPN), grau (TriMeNHP)
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Alle nachfolgenden Simulationen finden bei einer Temperatur von 310 K statt.
Die periodischen Randbedingungen sind in alle drei Raumrichtungen aktiviert.
Fu¨r die elektrostatische Kraft werden folgende Parameter eingesetzt:
Tabelle 6.3: Simulationsparameter der elektrostatischen Kraft. In MFD-Einheiten,






6.1.1 Einfu¨hrung von DMPC und biologischen
Membranmodellen
Methode
Fu¨r die Simulation von DMPC- und biologischen Membranen in der moleku-
laren Fragmentdynamik werden kubische Simulationsboxen mit der Gro¨ße von
32·32·32 nm3 konstruiert. Jede Box beinhaltet 2·105 Wassermoleku¨le. Fu¨r die
Optimierung der DMPC-Membran werden Simulationen mit steigender Anzahl
an Lipiden (1400 - 2400) wie in Tabelle 6.4 gezeigt gestartet. Die berechnete
Fla¨che pro Lipid (Boxkantenla¨nge2/Anzahl der Lipide) in A˚ngstrom reicht von
68.0 bis 43.0 A˚2. Die Lipidmoleku¨le werden in einer xy-Schicht mitten in der Simu-
lationsbox arrangiert. Experimentelle Daten zeigen, dass die Fla¨che pro Lipid in
Tabelle 6.4: Anzahl der Lipide mit der entsprechenden Fla¨che pro Lipid.
Lipidanzahl 1400 1600 1700 1800 2000 2200 2400
Fla¨che pro Lipid [A˚2] 68.0 60.5 57.7 55.0 50.0 46.0 43.0
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realen Membranen bei 60.7± 0.5 A˚ liegt [177]. Daraus folgt, dass fu¨r die Simulation
der biologischen Membranen (ER, Mitochondrium, Plasmamembran) eine Anzahl
von 1600 Lipidmoleku¨len eingesetzt werden muss, was wiederum einer ungefa¨hren
Fla¨che pro Lipid von 62 A˚2 fu¨r die biologischen Membranen entspricht. Die Simu-
lationszeit betra¨gt 1.7 µs (20000 Iterationen). Abbildung 6.3 zeigt die Startgeo-
metrien fu¨r alle vier untersuchten Membrantypen.
Abbildung 6.3: Startgeometrie fu¨r alle vier untersuchten Membrantypen: DMPC,
Plasma, Mitochondrium und ER.
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Ergebnis
Nach einer Simulationszeit von 1.7 µs werden die Dicke der hydrophoben Schicht
sowie die Gesamtdicke der DMPC-Membran gemessen (siehe Abbildungen 6.4 und
6.5). Eine DMPC-Doppelschicht, bestehend aus 2400 Lipidmoleku¨len (Fla¨che pro
Lipid: 43.0 A˚2), hat eine hydrophobe Dicke von 37.0 A˚ und eine Gesamtdicke von
58.0 A˚. Ein Herabsetzen der Lipidanzahl auf 1400 (68.0 A˚2) resultiert in einer
hydrophoben Dicke von 17.0 A˚ und einer Gesamtdicke von 33.0 A˚. Die Gesamtbe-
trachtung der Daten zeigt, dass eine Anzahl an Lipiden von 1600 mit eine Fla¨che
pro Lipid von 60.5 A˚2 die genaueste U¨bereinstimmung mit experimentellen Daten
einer DMPC-Membran besitzt. Ein Querschnitt dieser DMPC-Membran ist in
Abbildung 6.6 dargestellt.
Abbildung 6.4: Analyse der mittleren Dicke der hydrophoben Schicht fu¨r
verschieden große Fla¨chen pro Lipid.
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Abbildung 6.5: Analyse der mittleren Dicke der gesamten Doppelschicht fu¨r
verschieden große Fla¨chen pro Lipid.
Nicht nur die Fla¨che pro Lipidmoleku¨l ist repra¨sentativ. Auch die hydro-
phobe Dicke (20 A˚) und die Gesamtdicke (46 A˚) stimmen mit den experi-
mentell bestimmten Daten u¨berein [177]. Das Erscheinungsbild der erhaltenen
DMPC-Membran ist eine stabile Doppelschicht ohne Ausbildung von Lo¨chern und
Mizellen. Da fu¨r DMPC Membranen eine Lipidanzahl von 1600 zu einer angemes-
senen Beschreibung einer solchen Doppelschicht fu¨hrt, wird dieselbe Anzahl an
Lipiden fu¨r die Gestaltung der drei u¨brigen biologischen Membranen verwendet.
Die Anteile der einzelnen Lipidmoleku¨le werden nach Tabelle 6.1 berechnet.
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Abbildung 6.6: Simulationsboxquerschnitte nach einer Simulationszeit von 1.7 µs
aller vier Membrantypen.
Zur Feststellung der hydrophoben Dicke und der Gesamtdicke wird die Membran
an fu¨nf verschiedenen Stellen stichprobenartig vermessen und der Mittelwert
gebildet. Nach einer Simulationszeit von 1.7 µs werden folgende Ergebnisse der
hydrophoben Dicke sowie der Gesamtdicke erhalten: Die Plasmamembran hat
eine hydrophobe Dicke von 27.0 A˚ und eine Gesamtdicke von 47.0 A˚. Die hydro-
phobe Dicke der Mitochondriummembran betra¨gt 27.0 A˚ und die Gesamtdicke
45.0 A˚. Die Membran des endoplasmatischen Retikulums zeigt eine hydrophobe
Dicke von 28.0 A˚ und eine Gesamtdicke von 49.0 A˚. Alle drei Membranen bilden
stabile Doppelschichten ohne Lo¨cher und Mizellen aus. Alle Membranmodelle
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zeigen wellenartige Fluktuationen an deren Oberfla¨chen, wobei die drei biologi-
schen Membranen insgesamt unruhiger wirken. Abbildung 6.6 zeigt Querschnitte
der drei biologischen Membranen. Zusammengefasst weisen alle Membranmodelle
eine gute U¨bereinstimmung mit experimentellen Daten auf.
6.1.2 Transmembranaustausch von Lipiden
Methode
Der Transmembranaustausch von Lipiden (auch als Flip-flop bezeichnet) ist eine
weitere Eigenschaft von Membranen [139,140,178,179]. Die Betrachtung dieser Eigen-
schaft der simulierten Membranen wird in einer 32·32·32 nm3 Simulationsbox mit
2·105 Wassermoleku¨len durchgefu¨hrt. Die DMPC und die biologischen Membranen
werden aus 1600 Lipidmoleku¨len (Fla¨che pro Lipid: 62 A˚) aufgebaut und in
einer xy-Schicht zentral in die Simulationsbox platziert. Das in Kapitel 6.1 vorge-
stellte Farbschema der einzelnen Lipidmoleku¨le muss fu¨r diesen Versuch aufge-
geben werden, um den Transmembranaustausch verfolgen zu ko¨nnen. Die Lipide
der unteren bzw. oberen Schicht werden hierfu¨r unterschiedlich gefa¨rbt. Die Kopf-
gruppen der oberen Schicht sind blau und rot, die Fettsa¨uren gru¨n gefa¨rbt. Die
unteren Lipide haben orange und gelbe Kopfgruppen sowie oliv gefa¨rbte Fett-
sa¨uren. Auf diese Weise kann die Anzahl der Lipide in der jeweils anderen Schicht
ausgewertet werden. Ein doppelter Austausch ist mit dieser Methode nicht detek-
tierbar.
Damit Flip-flops nicht durch spontane Relaxation der Startgeometrie auftreten,
werden 300 Energieminimierungsschritte vor der eigentlichen Simulation durchge-
fu¨hrt. Die Simulationszeit betra¨gt insgesamt 4.2 µs (50000 Iterationen)
Abbildung 6.7: Startgeometrie der Lipiddoppelschicht zur Untersuchung des
Transmembranaustausches von Lipiden.
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Ergebnis
Nach einer Simulationszeit von 4.2 µs werden die U¨berga¨nge der Lipide
innerhalb der Membranschichten ausgewertet. Mit einer Austauschrate von 37
U¨berga¨nge·µs−1 (156 U¨berga¨nge·4.2 µs−1) zeigt die DMPC-Membran damit die
ho¨chste Anzahl an U¨berga¨ngen pro Zeiteinheit. Die mitochondriale Membran
folgt mit einer U¨bergangsrate von 28 U¨berga¨nge·µs−1 (123 U¨berga¨nge·4.2 µs−1).
Fu¨r die Membran des endoplasmatischen Retikulums wird eine Rate von 24
U¨berga¨nge·µs−1 (104 U¨berga¨nge·4.2 µs−1) beobachtet. Die niedrigste Rate weist
die Plasmamembran mit 17 U¨berga¨nge·µs−1 (73 U¨berga¨nge·4.2 µs−1) auf. Im
Vergleich mit DPD-Simulationen von DMPC-Membranen mit einer Austauschrate
von 12 U¨berga¨nge·µs−1 [180] ist die Austauschrate der Lipide der hier betrachteten
DMPC-Membran drei mal gro¨ßer. Die experimentell bestimmte Verweildauer eines
Phospholipids in seiner jeweiligen Schicht betra¨gt ungefa¨hr 1 h [139,181]. Bezieht man
diesen Wert auf das hier simulierte System, so kommt man auf eine Austauschrate
von 4.4·10−7 U¨berga¨nge·µs−1. Daraus folgt, dass die simulierten Membranen den
Austausch von Lipiden reproduzieren, jedoch nicht die natu¨rlich vorkommende
Austauschrate. Abbildung 6.8 zeigt die Querschnitte der untersuchten Membranen.
Abbildung 6.8: Simulationsboxquerschnitte nach einer Simulationszeit von 1.7 µs
aller vier Membrantypen.
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6.1.3 Mizellenformierung
Methode
Die Ausbildung von Mizellen ist eine Charakteristik von Phospholipiden [86,87]. Fu¨r
die Untersuchung, ob die hier vorgestellten Modellmembranen fa¨hig sind, Mizellen
zu bilden, werden kubische Simulationsboxen mit einer Gro¨ße von 30·30·30 nm3
mit 2·105 Wassermoleku¨len gefu¨llt. Die DMPC- und biologischen Membranen
werden in einer zentralen xy-Schicht in der Simulationsbox platziert. Die Lipi-
danzahl wird von 1200 bis auf 400 in einer Schrittweite von 200 Lipide reduziert.
Die Simulationszeit betra¨gt 1.5 µs (20000 Iterationen).
Tabelle 6.5: Anzahl der Lipide mit der entsprechenden Fla¨che pro Lipid.
Lipidanzahl 1200 1000 800 600 400
Fla¨che pro Lipid [A˚2] 78.0 92.0 112.0 147.0 216.0
Ergebnis
Die Ergebnisse fu¨r die DMPC-Membran sind in Abbildung 6.9 dargestellt. Die
Simulationszeit betra¨gt 1.5 µs fu¨r alle abgebildeten Lipidkonzentrationen. Fu¨r
eine Konzentration von 1200 bis zu 800 sind verzweigte Ro¨hrenanordnungen zu
erkennen, wobei mit abnehmender Lipidkonzentration Ro¨hren mit geringerem
Durchmesser entstehen. Bei einer Lipidanzahl von 600 finden sich drei Mizellen
ohne Wassereinschluss wieder. Die Konzentration von 400 Lipidmoleku¨len fu¨hrt
zu einem Liposom mit Wassereinschluss.
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Abbildung 6.9: Querschnitte der DMPC-Membran nach 1.5 µs, wenn die
Lipidkonzentration von 1200 bis auf 400 Lipide gesenkt wird.
Die MFD-Simulationen mit der Plasmamembran als Modelldoppelschicht
erzeugen eine intakte Membran bei einer Lipidkonzentration von 1200 Moleku¨len.
Keine Lo¨cher oder Rupturen sind wahrnehmbar. Eine niedrigere Lipidkonzentra-
tion von 1000 bis 600 Moleku¨len resultiert in einem verzweigten Ro¨hrensystem,
wobei eine Konzentration von 600 Lipiden eine einzelne Ro¨hre ausbildet. Bei der
geringsten Lipidanzahl von 400 liegt ein Liposom mit minimalem Wassereinschluss
vor. Abbildung 6.10 zeigt die Ergebnisse der Simulationen.
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Abbildung 6.10: Querschnitte der Plasmamembran nach 1.5 µs, wenn die
Lipidkonzentration von 1200 bis auf 400 Lipide gesenkt wird.
In Abbildung 6.11 sind die Ergebnisse der Mitochondriummembran nach einer
Simulationszeit von 1.5 µs zu sehen. 1200 Lipidmoleku¨len bilden eine intakte
Doppelschicht ohne Lo¨cher oder Risse aus. Zwischen 1000 und 800 Lipidmole-
ku¨len reißt die Doppelschicht und ein großes rundes Loch entwickelt sich. Bei einer
weiteren Verminderung der Lipidanzahl auf 600 zeigt sich eine einzelne Lipidro¨hre.
Die niedrigste Konzentration (400) resultiert in zwei kleineren Mizellen und einem
Liposom mit mehreren Wassereinschlu¨ssen.
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Abbildung 6.11: Querschnitte der Mitochondriummembran nach 1.5 µs, wenn die
Lipidkonzentration von 1200 bis auf 400 Lipide gesenkt wird.
Die Untersuchung der Lipidkomposition fu¨r eine Membran des endoplasma-
tischen Retikulums ist in Abbildung 6.12 wiedergegeben. Die ho¨chste Konzen-
tration (1200) fu¨hrt zu einer Doppelschicht mit rundem Loch. Das Herabsetzen
der Konzentration auf 1000 bis 800 Moleku¨le fu¨hrt zu verzweigten Lipidro¨hren
mit geringer werdendem Durchmesser. Eine einzelne Lipidro¨hre entsteht bei einer
Konzentration von 600 Lipiden. Die geringste Anzahl an Lipiden erzeugt eine
Mizelle und ein Liposom mit geringem Wassereinschluss.
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Abbildung 6.12: Querschnitte der Membran des endoplasmatischen Retikulums
nach 1.5 µs, wenn die Lipidkonzentration von 1200 bis auf 400
Lipide gesenkt wird.
Eine Zusammenfassung der Ergebnisse zeigt: Die durchgefu¨hrten MFD-
Simulationen erzeugen Mizellen und Liposomen wie in der Literatur beschrieben,
falls die Konzentration von Lipidmoleku¨len nicht ausreicht, um stabile Membran-
doppelschichten zu erzeugen. Die Ausbildung von verzweigten Lipidro¨hren wird in
der Literatur nicht erwa¨hnt.
6.1.4 Spontane Vesikelformierung
Methode
Eine weitere Studie betrachtet die Untersuchung der spontanen Vesikelbil-
dung aller vier Membrantypen. Die Simulationsbox hierfu¨r hat eine Gro¨ße von
35·35·35 nm3 und beinhaltet 3·105 Wassermoleku¨le. Die Anzahl der Lipidmoleku¨le
betra¨gt fu¨r jeden Membrantyp 1800. Zwei unterschiedliche Startgeometrien werden
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vorgegeben: (1) Eine zufa¨llige Verteilung u¨ber die komplette Simulationsbox und
(2) einen Doppelschichtblock in Form eines Ziegels im Zentrum der Box. Die Simu-
lationszeit betra¨gt 16.40 µs (2·105 Iterationen). Die Simulationsboxen wurden nach
0.08, 0.42, 2.40 und 16.40 µs analysiert.
Ergebnis
Phospholipide in wa¨ssriger Lo¨sung sind bekannt dafu¨r, dass sie Vesikel oder
Liposomen ausbilden. Um die Selbstaggregation und Vesikelformierung untersu-
chen zu ko¨nnen, werden zwei unterschiedliche Startgeometrien angewendet: (1)
Eine zufa¨llige Anordnung der Lipide und (2) eine Anordnung in Form eines
Ziegels ohne Kontakt zu den Wa¨nden der Simulationsbox. Abbildung 6.13 zeigt
die Ergebnisse der Vesikelformierung in einer zeitlich aufgelo¨sten Bilderfolge fu¨r
die zufa¨llige Anordnung der DMPC-Moleku¨le. Nach 0.08 µs sind viele kleine
spha¨rische Mizellen erkennbar. Bis 2.40 µs aggregieren die kleineren Mizellen
zu immer gro¨ßeren Strukturen. Die Bildung einer einzigen großen Mizelle ist
im Zeitraum von 2.40 µs bis 16.4 µs verfolgbar. Nach Ausbildung der Mizelle
fa¨ngt die Struktur zu fluktuieren an und vera¨ndert sich. Letztendlich entsteht
ein DMPC-Doppelschichtvesikel mit Wassereinschluss (Abbildung 6.13, 16.40 µs -
Querschnitt).
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Abbildung 6.13: Zeitliche Darstellung der Entwicklung einer zufa¨lligen Anordnung
von DMPC-Moleku¨len.
Die Analyse der Ziegelstartgeometrie zeigt, dass die flache Ziegelstruktur bis
0.42 µs erhalten bleibt. Wassereinschlu¨sse sind bis zu diesem Zeitpunkt nicht aufzu-
finden. Ab 2.40 µs beginnt die Ausbildung einer mizellenartigen Struktur. Bis zum
Ende der Simulation entsteht immer mehr eine DMPC-Doppelschichtstruktur. Zu
sehen ist nicht nur ein Einschluss von Wassermoleku¨len wie bei der zufa¨lligen
Startgeometrie, sondern mehrere Zentren mit Wassereinschlu¨ssen (Abbildung 6.14,
16.40 µs - Querschnitt).
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Abbildung 6.14: Zeitliche Darstellung der Entwicklung der ziegelfo¨rmigen Start-
geometrie der DMPC-Moleku¨le.
Die gleiche Untersuchung wird mit den drei biologischen Membranen durchge-
fu¨hrt. Die Ergebnisse der Membran des Mitochondriums sind in den Abbildungen
6.15 und 6.16 dargestellt. Das Verhalten der Mitochondriummembran gleicht dem
der vorher besprochenen DMPC-Membran. Am Anfang der Simulation bilden sich
bei der zufa¨lligen Startgeometrie viele kleine Mizellen aus, welche anschließend zu
gro¨ßeren Mizellen verschmelzen. Nach einer Simulationsdauer von 2.40 µs bildet
sich eine einzige Mizelle aus, welche sich im weiteren Verlauf der Simulation in ein
Wasser gefu¨lltes Doppelschichtvesikel umwandelt.
Die flache ziegelartige Struktur bleibt bis 2.40 µs erhalten. Die immer runder
werdende mizellenartige Struktur (2.40 µs) wandelt sich bis zum Zeitpunkt von
16.40 µs in ein Doppelschichtvesikel um. Im Gegensatz zu dem Ergebnis des
DMPC-Versuches bildet sich hier nur ein Zentrum mit Wassereinschluss aus. Die
beiden anderen Membrantypen zeigen dasselbe Verhalten wie die mitochondriale
Membran.
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Abbildung 6.15: Zeitliche Darstellung der Entwicklung einer zufa¨lligen Anordnung
der Lipide der mitochondrialen Membran.
Abbildung 6.16: Zeitliche Darstellung der Entwicklung der ziegelfo¨rmigen Start-
geometrie der Lipide der mitochondrialen Membran.
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Zusammenfassend sei gesagt: Die Vesikelformierung, ausgehend von der zufa¨l-
ligen Anordnung der Lipide, dauert etwas la¨nger als bei der ziegelartigen Startgeo-
metrie. Die durchgefu¨hrten Versuche besta¨tigen, dass MFD-Simulationen Einsicht
in die Mechanismen der Vesikelformierung von Phospholipiden geben.
6.1.5 Fusion einer DMPC-Membran mit einem Vesikel
Methode
Die Fusionierung von Phospholipidmembranen ist ein weiterer wichtiger Prozess
fu¨r das biologische Leben. Hierzu geho¨ren Prozesse wie der zellulare Trans-
port mittels Vesikeln oder die Signalu¨bertagung an den Synapsen. [88]. Um
zu untersuchen, ob ein einfaches DMPC-Vesikel fa¨hig ist mit einer DMPC-
Doppelschichtmembran zu fusionieren und seine Fracht auf der anderen Seite der
Membran zu entladen, wird eine große Simulationsbox mit 51·51·51 nm3 erstellt.
Die Box besteht aus 8·105 Wassermoleku¨len sowie einer DMPC-Membran mit
4000 Lipidmoleku¨len. Die Membran ist im oberen Drittel positioniert. Die a¨ußere
Schicht des Vesikels ist aus 2200 und die innere Schicht aus 1800 Lipidmoleku¨len
aufgebaut. Beide Schichten sind in zwei unterschiedliche Spha¨renkompartimente
untergebracht. Innerhalb der Vesikelmembranspha¨ren wird eine dritte Spha¨re plat-
ziert. Diese Spha¨re besteht aus 4.5·104 Wassermoleku¨len und bildet die Fracht des
Vesikels. Der Durchmesser des Vesikels betra¨gt 30 nm und wird ohne Kontakt
direkt unterhalb der Membran platziert. Das Vesikel wird unterschiedlich zur
Membran eingefa¨rbt, um die einzelnen Lipidmoleku¨le der Membran und des Vesi-
kels voneinander unterscheiden zu ko¨nnen. Die Kopfgruppen der Membran sind
blau, die Fettsa¨uren sind gru¨n eingefa¨rbt. Die Lipide des Vesikels tragen orange
Kopfgruppen und die Fettsa¨uren sind gelb markiert. Das Wasser innerhalb des
Vesikels ist rot koloriert. Die komplette Simulationszeit betra¨gt 3.4 µs (4·104 Itera-
tionen). Die Simulationsboxen wurden nach 0.01, 0.08, 0.47, 0.60, 0.94 und 3.40
µs analysiert.
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Ergebnis
Fu¨r die Untersuchung des Prozesses der Vesikelfusion mit einer Membran
wird eine stabile DMPC-Membran mit einem darunter liegenden mit Wasser
gefu¨lltem DMPC-Vesikel simuliert. Das Fusionsereignis wird ab dem Zeitpunkt
des Kontaktes zwischen der Membran und des Vesikels beobachtet. Abbildung 6.17
zeigt mehrere Bilder des Fusionsprozesses aus einer Draufsicht und im Querschnitt.
Nach 0.01 µs tritt das Vesikel mittels Diffusion in Kontakt mit der Membran.
Durch den Zusammenstoß mit dem Vesikel wird die Membran nach oben gedru¨ckt.
Zu diesem Zeitpunkt ist noch kein Hinweis in der Draufsicht zu erkennen, dass
das Vesikel im Kontakt mit der Membran steht. Nachdem sich die Kontaktfla¨che
vergro¨ßert (0.09 µs), tritt der erste Transmembranaustausch von Phospholipiden
vom Vesikel in die Membran auf. Dies ist auch in der Draufsicht (gelbe und orange
Punkte) zu sehen. U¨ber Diffusionsprozesse gibt das Vesikel Wassermoleku¨le an
seine Umgebung ab, was auch experimentell nachgewiesen ist [182]. Nach 0.47 µs
wa¨chst die Kontaktfla¨che weiter an. Erste Wassermoleku¨le diffundieren durch die
DMPC-Doppelschicht. Transmembranu¨berga¨nge von Lipiden ko¨nnen nun in beide
Richtungen (Vesikel - Membran) beobachtet werden. Dies ist deutlich in der Drauf-
sicht festzustellen. Zusa¨tzlich ist ein nach außen gerichteter Knick an den Kontakt-
kanten zu sehen. Ab einer Simulationszeit von 0.60 µs ist deutlich die Entwicklung
einer Pore wahrzunehmen. Eine erho¨hte Menge an Wassermoleku¨len diffundiert
durch die Pore auf die andere Seite der DMPC-Doppelschicht. Die Pore vergro¨-
ßert sich bis 0.97 µs. Die hydrophoben Kerne des Vesikels und der Pore stehen
im direkten Kontakt, aufgrund der Diffusion von Lipiden des Vesikels durch die
hydrophobe Schicht in die obere Schicht der DMPC-Doppelschicht. Große Wasser-
mengen fließen nun auf die andere Seite der Membran, welches zusa¨tzlich in der
Draufsicht zu erkennen ist. Am Ende der Simulation (3.40 µs) ist das Vesikel voll-
sta¨ndig mit der Membran zu einer einzelnen Membran verschmolzen. Die Drauf-
sicht zeigt, dass der u¨berwiegende Anteil an Wassermoleku¨len, mit denen das
Vesikel beladen ist, auf die andere Seite der DMPC-Doppelschicht entlassen wird.
Aus alledem folgt, dass MFD-Simulationen fa¨hig sind, die Fusion eines Vesikels
mit einer Membran exakt wiederzugeben.
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Abbildung 6.17: Zeitlicher Verlauf der Vesikelfusion mit einer DMPC-Membran
in einer Draufsicht sowie im Querschnitt.
131
MFD-Studien von DMPC und biologischen Membranen
6.2 Diskussion
Viele computergestu¨tzte Simulationsmethoden wurden erfolgreich auf einfache
Membranmodelle angewendet, um verschiedene Eigenschaften wie Stabilita¨t,
Zusammensetzung, Struktur und Fusion von Membranen zu studieren [79–82].
In dieser Arbeit konnte die MFD-Methode fu¨r Studien an einfachen DMPC-
Membranen und erstmals auch an komplexen biologischen Membranen erfolgreich
erprobt werden.
Die Modelle von DMPC-Membranen mit 1600 Lipiden in dieser Arbeit besitzen
eine hydrophobe Dicke von 20.0 A˚, eine Gesamtdicke von 46.0 A˚ und eine
Fla¨che pro Lipid von 60.5 A˚2. Experimentelle Daten, die mittels Kleinwinkel-
Neutronenstreuungsmethoden ermittelt wurden, zeigen, dass die hydrophobe
Dicke 19.9 ± 0.4 A˚ und die Gesamtdicke 48.9 ± 0.2 A˚ fu¨r DMPC-Membranen
betra¨gt. Die Fla¨che pro Lipid wird mit 60.7± 0.5 A˚ angegeben [183]. Des Weiteren
ist das MFD-Membranmodell mit DPD-Studien von Grafmu¨ller et al. [88] und Gao
et al. [180] vergleichbar. Nicht nur die Fla¨che pro Lipid stimmt mit den experimen-
tellen Daten u¨berein, sondern auch die hydrophobe Dicke sowie die Gesamtdicke
des hier entwickelten Modells.
Neben der Entwicklung eines Modells fu¨r einfache DMPC-Membranen konnten
weitaus komplexere Modelle von biologischen Membranen wie die des endoplas-
matischen Retikulums (ER), von Mitochondrien und Plasmamembranen erzeugt
werden. Mit einer Fla¨che von 62.0 A˚2 pro Lipid ergibt sich eine hydrophobe Dicke
von 27.0 A˚ und eine Gesamtdicke von 47.0 A˚ fu¨r die Plasmamembran. Die hydro-
phobe Dicke der Membran des Mitochondriums liegt bei 27.0 A˚ und die Gesamt-
dicke bei 47.0 A˚. Die simulierte Membran des ER besitzt eine hydrophobe Dicke
von 28.0 A˚ sowie eine Gesamtdicke von 49 A˚. Verglichen mit experimentellen
Daten, welche eine hydrophobe Dicke von 30 A˚ [76,83] und eine Gesamtdicke von
40 - 50 A˚ [84,85] aufweisen, liegen die drei simulierten biologischen Membranmo-
delle im gleichen Rahmen. Alle bilden stabile Doppelschichten ohne Lo¨cher und
Mizellenformierung. Die Oberfla¨chen der Membranen zeigen wellenartige Fluktua-
tionen mit gelegentlich auftretender Membrankru¨mmung wie auch in der Literatur
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beschrieben [184].
Mit einer Rate von 37 U¨berga¨nge·µs−1 zeigt die DMPC Membran die ho¨chste
Transmembranaustauschrate von Lipiden. Es folgen die mitochondriale Membran
mit 28 U¨berga¨nge·µs−1, die Membran des endoplasmatischen Retikulums mit
24 U¨berga¨nge·µs−1 und die Plasmamembran mit der niedrigsten Rate von 17
U¨berga¨nge·µs−1. Fu¨r die biologischen Membranen fehlen experimentelle Werte
aufgrund von Limitierungen in der Bestimmungsmethode [140]. DMPC-Membranen
sind jedoch besser charakterisiert, obwohl auch hier Unstimmigkeiten bzgl. des
exakten Mechanismus sowie der Rate des Lipidaustausches vorliegen [179]. Im
Vergleich mit DPD-Simulationen von DMPC-Membranen mit einer Austauschrate
von 12 U¨berga¨nge·µs−1 liegt die MFD-Simulation drei mal ho¨her. Die experi-
mentell bestimmte Verweildauer eines Lipids in dessen aktueller Schicht reicht
von 1 h [139,181] bis zu 1-2 min [179]. Demzufolge reproduzieren MFD-Membranen
den Transmembranaustausch von Lipiden, aber nicht die natu¨rlichen U¨bergangs-
raten. Eine Erkla¨rung hierfu¨r ist, dass der Transmembranaustausch von verschie-
denen Membranproteinen kontrolliert bzw. beeinflusst wird, welche unter Energie-
aufnahme eine asymmetrische Verteilung der Lipide aufrecht erhalten [179,185–187].
Dieser Mechanismus sowie die zugeho¨rigen Proteine sind noch nicht ga¨nz-
lich charakterisiert, sodass MFD-Simulationen nur eine Energieminimierung der
Modellmembranen durchfu¨hren.
Mizellen bestehen aus einer konzentrischen Lipiddoppelschicht ohne Einschluss.
Liposomen hingegen sind mit einer wa¨ssrigen Phase gefu¨llt und umfassen eine oder
mehrere konzentrische Doppelschichten. Die spontane Bildung dieser Strukturen
ist eine allgemeine Eigenschaft von Phospholipiden [86,87]. Dieses Verhalten konnte
auch fu¨r die vier Membrantypen in den hier durchgefu¨hrten Untersuchungen bei
herabgesetzter Lipidanzahl beobachtet werden. Wenn die Lipidanzahl zu gering ist,
um stabile Membranen zu bilden, so entstehen verzweigte und einfach ro¨hrenfo¨r-
mige Membranen. Eine weitere Absenkung der Lipidanzahl fu¨hrt zu der allgemein
bekannten Bildung von Mizellen und Liposomen. Die Bildung von ro¨hrenfo¨rmigen
Strukturen wird nicht fu¨r Phospholipide in der Literatur beschrieben. In spa¨teren
Studien mu¨sste untersucht werden, ob dieses Verhalten ein Artefakt der Simulati-
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onsmethode ist.
Alle Membranen zeigen die Selbstorganisation von Vesikeln mit Wasserein-
schluss. Die Formierung der Strukturen dauerte fu¨r die zufa¨llige Startkonfigura-
tion la¨nger, als jene fu¨r die Ziegelform. Die Simulationen der zufa¨lligen Startgeo-
metrie bilden anfangs viele kleinere Mizellen aus, welche zu einer großen Mizelle
verschmelzen. Diese Mizelle unterliegt bis zum Ende der Simulationen konfor-
mellen A¨nderungen bis letztendlich Vesikel mit Wassereinschluss vorliegen. Die
Ziegelstartgeometrie geht wa¨hrend der Simulation immer mehr in eine runde
mizellenfo¨rmige Struktur u¨ber bis hin zu einem Vesikel mit mehreren Wasser-
einschlu¨ssen.
Die Verschmelzung von biologischen Membranen ist ein wichtiger Prozess in
lebenden Zellen. Dazu geho¨ren Prozesse wie der zellulare Transport mittels Vesi-
keln oder die Signalu¨bertragung an den Synapsen. Wa¨hrend des Prozesses der
Verschmelzung unterliegt die Membran starken topologischen Vera¨nderungen.
Hierzu za¨hlt ein Bruch der Doppelschicht, um eine erfolgreiche Verschmelzung des
Vesikels und der Membran zu gewa¨hrleisten. Die Gro¨ße einer Verschmelzungspore
liegt bei ungefa¨hr 10 nm. Die gescha¨tzte Zeitdauer der Verschmelzung ist kleiner
100 µs [188,189]. Zur Zeit gibt es keine experimentellen Mo¨glichkeiten, dieses Ereignis
innerhalb der angegebenen Gro¨ßen- und Zeitskalen zu verfolgen [79,80,190–192]. Im
Rahmen dieser Arbeit wird die Verschmelzung einer DMPC-Membran mit einem
wassergefu¨llten DMPC-Vesikel untersucht. Das Vesikel hat einen Durchmesser von
30 nm. Nach dem ersten Kontakt des Vesikels mit der Membran dauert es 0.6 µs,
um eine Verschmelzungspore zu bilden und eine massive Diffusion von Wasser
durch die Membran einzuleiten. Die Gro¨ße der Pore betra¨gt ungefa¨hr 10 nm
entsprechend den Literaturdaten. Die gesamte Fusionszeit dauerte 3.4 µs. Der
hier betrachtete Prozess stimmt mit der DPD-Simulation von Grafmu¨ller et al. [88]
u¨berein. Lediglich der Zeitpunkt der Porenbildung von 1.3 µs liegt ho¨her als in
dieser Arbeit. Es konnte somit der Prozess der Vesikelverschmelzung mit einer
MFD-Simulation erfolgreich dargestellt werden. Keine weiteren Arbeiten konnten
gefunden werden, welche die komplette Vesikelverschmelzung darstellen.
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7 Einfu¨hrung von Peptiden und
Proteinen in MFD
In diesem Kapitel werden alle Ergebnisse zur Simulation von Peptiden und
Proteinen dargestellt. Es wird die Stabilisierung des Proteinru¨ckgrats anhand
des Beispielproteins Calmodulin untersucht. Die Aufrechterhaltung der Quarta¨r-
struktur von Ha¨moglobin wird fu¨r nur auf einzelne Untereinheiten beschra¨nkte
Stabilisierungspotentiale betrachtet. Nach der Auswertung der Peptid- und Prote-
insimulationen wird eine Studie zur Interaktion von Zinkricinoleat mit histidinhal-
tigen Peptiden und Proteinen dargestellt. Am Ende wird das membranzersto¨rende
Potential der Cyclotide, insbesondere des Proteins Kalata B1, unter Betrachtung
der Wechselwirkung mit einer Plasmamembran, detailliert untersucht.
7.1 Stabilisierung des Protein-Ru¨ckgrates mittels
harmonischer Potentiale
Die Sekunda¨rstruktur von Proteinen wird durch Wassertstoffbru¨ckenbindungen
stabilisiert. Wasserstoffbru¨ckenbindungen sind anisotrope Wechselwirkungen
zwischen polaren Bereichen der molekularen Proteinstruktur. Jedoch werden
MFD-Wechselwirkungen mittels des DPD-Repulsionsparameters beschrieben,
welcher die chemischen Interaktionen der einzelnen Partikel in einem isotrop
wirkenden Parameter anna¨hert. Daraus folgt, dass eine Methode no¨tig ist, um
die Proteinkonformation aufrecht zu erhalten. Die hier entwickelte Methode legt
harmonische Potentiale auf die Fragmente des Proteinru¨ckgrates, die die Steifigkeit
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der aus der Kristallstruktur abgeleiteten Peptid- bzw. Proteinstruktur bestimmen.
U¨ber die Kraftkonstante der harmonischen Potentiale kBB kann die Sta¨rke der
Stabilisierung frei gewa¨hlt werden.
Abbildung 7.1: Darstellung der auf die Fragmente des Proteinru¨ckgrates (graue
Kugeln) wirkenden harmonischen Potentiale (PDB-ID des darge-
stellten Proteins: 2LQU [193]).






wobei Naa die Anzahl der Aminosa¨uren im Peptid oder Protein ist. Die Numme-
rierung der Potentiale wird von der Entfernung der Fragmente in aufsteigender
Richtung vom aminoterminalen Ende (N-Terminus) zum carboxylterminalen Ende
(C-Terminus) zueinander abgeleitet. Das Fragment in Richtung des N-Terminus
bekommt die Zahl 1, das zweite Fragment eine Nummer entsprechend dem
Abstand zum ersten Fragment. Die Aminosa¨uresequenz des in Abbildung 7.1
dargestellten Proteins (PDB ID: 2LQU [193]) besteht aus 168 Aminosa¨uren. Aus
Formel 7.1 ergibt sich eine Gesamtheit von 14028 Potentialen, die auf die Frag-
mente des Proteinru¨ckgrates wirken und mit einer hohen Kraftkonstante die maxi-
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male ra¨umliche Stabilisierung ermo¨glichen. Im Gegensatz dazu folgt aus der Redu-
zierung der Anzahl der Potentiale und der Wahl einer kleinen Kraftkonstante eine
flexible Proteinstruktur.
7.1.1 Auswertung der Stabilisierung des Protein-Ru¨ckgrates
mittels harmonischer Potentiale
Als Studienobjekt soll das Protein Calmodulin (PDB-ID: 4BW8 [194]) dienen.
Calmodulin ist ein hochkonserviertes kleines Ca2+-bindendes Protein mit einer
Gesamtanzahl von 138 Aminosa¨uren. Es spielt eine große Rolle in vielen Ca2+-
abha¨ngigen Signaltransduktionswegen. In Anwesenheit von Calcium hat Calmo-
dulin die Form einer Hantel mit einem Gyrationsradius von Rg = 21.5 A˚
[195].
Die N- und C-terminalen Doma¨nen sind durch eine 27-Aminosa¨uren lange α-Helix
separiert. Jede der beiden homologen N- und C-terminalen Doma¨nen beinhaltet
zwei EF-Hand Motive. Jedes kann ein Ca2+-Ion binden [194,196].
Abbildung 7.2: Hantelfo¨rmige molekulare Struktur des Calmodulins.
Methode
Die Simulationen finden in einer Box mit 5·104 Wasserfragmenten (H2O) statt,
in welcher das Calmodulin zentral positioniert wird. Die Ladungen des Proteins
werden auf einen pH-Wert von 7.4 gesetzt. 2·104 Simulationsschritte pro Simu-
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lation werden berechnet, was einer Zeitdauer von 1.5 µs entspricht. Die α-C-
Fragmente 1, 50, 100 und 144 werden durch Sondenfragmente ersetzt. Die Box hat
eine Gro¨ße von 182·182·182 A˚3. Abbildung 7.3 zeigt die Startgeometrie und Abbil-
dung 7.4 die ra¨umliche Anordnung der α-C-Sondenfragmente innerhalb des Calmo-
dulins. Die Messungen der ausgewerteten Parameter starten nach 5000 Equili-
brierungsschritten. Die Parameter der elektrostatischen Kraft sind in Tabelle 7.1
dargestellt.
Tabelle 7.1: Simulationsparameter der elektrostatischen Kraft. In MFD-Einheiten,






Abbildung 7.3: Ansicht der Startgeometrie der Simulation. Zentral gelegen befindet
sich das Calmodulin, wobei nur die α-C-Fragmente (gold) und die
vier Sondenfragmente (rot, gru¨n, blau, gelb) sichtbar sind. Fu¨r eine
bessere U¨bersicht sind die Wassermoleku¨le ausgeblendet.
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Abbildung 7.4: Ra¨umliche Anordnung der Sondenfragmente innerhalb des Cal-
modulin Proteinru¨ckgrates. Grau dargestellt sind die restlichen α-
C-Fragmente.
In diesem Versuch werden vier Experimente durchgefu¨hrt. Die erste Simulati-
onsreihe dient der Bestimmung des Einflusses der Kraftkonstante der stabilisie-
renden harmonischen Potentiale auf die Konformation des Proteins. Hierbei wird
die Kraftkonstante kBB von 0.0 bis 10.0 variiert. Es werden alle Potentiale u¨ber
sa¨mtliche Distanzen verwendet. Dies ergibt eine Gesamtheit von 10296 harmoni-
schen Potentialen zur Stabilisierung des Proteinru¨ckgrats. Mittels der u¨brigen drei
Experimente soll der Einfluss der La¨nge der aktivierten Potentiale bei konstanter
Kraftkonstante mit einem Wert von kBB = 2.0 ermittelt werden. Untersucht
werden die Auswirkungen der Potentiale mit kurzer Reichweite, langer Reich-
weite und einer Kombination aus Potentialen mit kurzer sowie langer Reichweite.
Dabei sollen sukzessive kurze bzw. lange Potentiale hinzugefu¨gt werden, um die
Auswirkungen der einzelnen Potentiale zu charakterisieren. Tabelle 7.2 zeigt die
Anzahl der Potentiale nBB in Abha¨ngigkeit der aktivierten Potentiale. Die Variable
dBB = a− b beschreibt dabei die La¨nge der aktivierten Potentiale, d.h. bei einem
Wert von 2-10 (ausgeschrieben: 1-2 bis 1-10) sind alle Potentiale mit einer Reich-
weite von ein bis neun α-C-Fragmenten aktiviert, d.h. alle Potentiale zwischen den
α-C-Fragmenten (Cα) mit den Indices Cαi −Cαi+(a−1) bis Cαi −Cαi+(b−1) sind aktiv.
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Tabelle 7.2: Anzahl der Stabilisierungspotentiale nBB beim sukzessiven Hinzu-



































Die vorgestellten Diagramme sind sogenannte Box-Whisker-Plots. Sie dienen der
Darstellung von verschiedenen statistischen Kenngro¨ßen der vorliegenden Daten
(Blauer Kasten: Oberes und unteres Quantil; Weiße Linie: Der Mittelwert; Unterer
und oberer Whisker : Kleinster bzw. gro¨ßter Wert; Unterer bis oberer Whisker : Die
Spannweite) [197]. Eine rote durchgezogene Linie zeigt die Lage des experimentell
ermittelten Wertes, eine rote gestrichelte Linie entspricht dem Mittelwert aus der
Simulation mit der ho¨chsten Strukturkonservierung (ho¨chste Kraftkonstante kBB
der harmonischen Potentiale).
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Abbildung 7.5: Box-Whisker-Plot.
Ergebnis
Die erste Simulationsreihe dient der Bestimmung des Einflusses der Kraftkonstante
der stabilisierenden harmonischen Potentiale auf die Geometrie des Proteins.
Hierbei wird die Kraftkonstante kBB von 0.0 bis 10.0 variiert. Es werden alle
Potentiale u¨ber alle Distanzen verwendet. Dies ergibt eine Gesamtheit von 10296
harmonischen Potentialen, welche das Proteinru¨ckgrat stabilisieren.
Das Diagramm 7.6 zeigt den Einfluss der Sta¨rke der Kraftkonstante kBB auf den
fragmentbasierten Gyrationsradius Rg,fragment. Es fa¨llt auf, dass der Mittelwert des
fragmentbasierten Gyrationsradius der Simulation gro¨ßer ist als der eigentliche
experimentell bestimmte Gyrationsradius. Der Grund dafu¨r ist, dass MFD eine
fragmentbasierte Berechnung des Gyrationsradius Rg,fragment implementiert und
keine atomistische Betrachtung zugrunde liegt.
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Abbildung 7.6: Boxplot des fragmentbasierten Gyrationsradius Rg,fragment in
Abha¨ngigkeit der Sta¨rke der Kraftkonstante kBB.
Abbildung 7.7: Bilder der Simulationsbox fu¨r jeweils den letzten Iterationsschritt
(t = 1.51 µs) der angegebenen Kraftkonstante kBB.
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Wird die Kraftkonstante der harmonischen Potentiale auf kBB = 0.0 gesetzt,
ist der Gyrationsradius mit einem Wert von Rg,fragment = 21.03 A˚ kleiner als
der Gyrationsradius mit einer hohen Kraftkonstante von kBB = 10.0 und einem
Wert von Rg,fragment = 23.18 A˚. Der Grund hierfu¨r ist, dass die zentrale α-Helix
des Proteins kollabiert ist und sich eine globula¨re Proteinkonformation heraus-
bildet (Abbildung 7.7, kBB = 0.0). Anhand der Differenz der mittleren Distanz
des Sondenpaares 1 - 3 (Abbildung 7.8) gegenu¨ber der Distanz in der Kristall-
struktur ∆d13 la¨sst sich die Konformation der α-Helix u¨berpru¨fen. Fu¨r kBB = 0.0
betra¨gt ∆d13 = 13.88 A˚, was auf eine kollabierte Konformation des Calmodu-
lins schließen la¨sst. Ab einer Kraftkonstante von kBB = 0.1 ist ∆d13 = 0.06 A˚.
Dies zeigt, dass ab diesem Wert die mittlere Konformation des Proteins erhalten
bleibt und die zentrale α-Helix ausgepra¨gt ist. Zusa¨tzlich ist anhand von Abbildung
7.6 und 7.8 zu erkennen, dass mittels einer gro¨ßer gewa¨hlten Kraftkonstante die
Spannweite der Distanzverteilung sowie die Streuung des fragmentbasierten Gyra-
tionsradius gegenu¨ber der Kristallstruktur verringerbar ist. Somit ist die Flexi-
bilita¨t des Proteinru¨ckgrates u¨ber die Sta¨rke der Kraftkonstante kBB steuerbar.
Deutlich zu erkennen ist die fortschreitende Konservierung der Struktur durch eine
ho¨here Kraftkonstante in Abbildung 7.7. Die Strukturen fu¨r eine Kraftkonstante
von kBB = 0.0 und kBB = 0.01 wirken noch diffus und weichen deutlich von der
Tertia¨rstruktur ab. Fu¨r kBB ≥ 0.1 ist die hantelfo¨rmige Konformation des Calmo-
dulins erkennbar und die zentrale α-Helix ausgepra¨gt. Ab kBB ≥ 1.0 ist visuell
kein Unterschied zur Kristallstruktur mehr erfassbar.
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Abbildung 7.8: Boxplot der Distanzverteilungen von Sonde 1 und Sonde 3.
Im Anschluss an die Betrachtung der Auswirkungen der A¨nderung der Kraftkon-
stante kBB soll der Einfluss der La¨nge der aktivierten Potentiale dBB bei konstanter
Kraftkonstante mit einem Wert von kBB = 2.0 untersucht werden. Abbildung
7.9 zeigt die Entwicklung des fragmentbasierten Gyrationsradius in Abha¨ngig-
keit der aktivierten Potentiale, wobei die Ergebnisse des sukzessiven Hinzufu¨gens
von kurzreichweitigen Potentialen rot, von langreichweitigen Potentialen blau und
die Kombination aus kurz- und langreichweitigen Potentialen gru¨n dargestellt ist.
Deutlich zu erkennen ist, dass alle Verla¨ufe ab einer Anzahl von mehr als 5000
Potentialen in den gemittelten Gyrationsradius von 22.8 A˚ u¨bergehen. Das beste
Ergebnis zeigen die langreichweitigen Potentiale. Ab 2628 Potentialen betra¨gt die
Spannweite 1.4 A˚. Auch der Mittelwert des fragmentbasierten Gyrationsradius
Rg,fragment stimmt mit 23.2 A˚ gut mit dem Wert der ho¨chstkonserviertesten Simu-
lation mit 22.8 A˚ u¨berein. Die leichte Erho¨hung entsteht wahrscheinlich dadurch,
dass das Protein aufgrund der ausschließlich langreichweitigen Wechselwirkungen
auseinander gedru¨ckt wird. Das schlechteste Ergebnis zeigen die kurzreichwei-
tigen Potentiale. Ab 3968 Potentialen liegt der Gyrationsradius bei 23.3 A˚, also
leicht ho¨her als der Wert der langen Potentiale. Auch wird das Protein wieder
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minimal auseinander gedru¨ckt. Jedoch zeigt die Spannweite mit 4.4 A˚ eine geringe
Konservierung des Proteins. Erst ab 6468 Potentialen erreicht die Spannweite einen
Wert von 1.8 A˚. Die kombinierten Potentiale zeigen einen Kurvenverlauf, der eine
Mischung aus den kurz- und langreichweitigen Potentialen darstellt.
Abbildung 7.9: Boxplot des fragmentbasierten Gyrationsradius in Abha¨ngigkeit
von den aktivierten Distanzla¨ngen der jeweiligen Ru¨ckgratpo-
tentiale (rot: Kurzreichweitige Potentiale; Blau: Langreichweitige
Potentiale; Gru¨n: Kombination aus kurz- und langreichweitigen
Potentialen).
Abbildung 7.10 zeigt den Einfluss der aktivierten Distanzla¨ngen der Ru¨ckgrat-
potentiale auf den Abstand zwischen den Sonden 1 und 3. Die Betrachtung dieses
Sondenpaares ist besonders interessant, da die Sonden in den gegenu¨berliegenden
EF-Hand-Motiven des Calmodulins lokalisiert sind. Die Distanz des Sondenpaares
ist somit direkt abha¨ngig von der Konformation der mittleren α-Helix. Der Mittel-
wert der Distanz zwischen den Sonden 1 und 3 fu¨r die am ho¨chsten konservierte
Simulation liegt bei 36.3 A˚ und die Spannweite bei 4.9 A˚. Die beste Leistung
zeigen auch bei den Distanzen die langreichweitigen Potentiale. Bei 2628 akti-
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vierten Potentialen ist der Mittelwert 38.0 A˚ und die Spannweite betra¨gt 14.4 A˚.
Die schlechtesten Konservierungseigenschaften zeigen die kombinierten Potentiale.
Der Mittelwert liegt zwar bei 2711 aktivierten Potentialen mit 35.7 A˚ sehr nahe
bei dem Wert der am ho¨chsten konservierten Simulation, jedoch die Spannweite
ist mit 33.2 A˚ sehr hoch. Die kurzreichweitigen Potentiale bilden auch schon bei
2670 Potentialen eine Distanz von 37.7 A˚ aus, aber die Spannweite der Werte
liegt ungefa¨hr 20% ho¨her als bei den langreichweitigen Potentialen. Ab ungefa¨hr
6400 zeigen alle Potentialsysteme das Verhalten wie die am ho¨chsten konservierte
Simulation.
Abbildung 7.10: Boxplot der Distanzverteilungen von Sonde 1 und Sonde 3.
Betrachtet man den Winkel zwischen den Sonden 1-3-4, ergibt sich, dass die
Stabilisierung der Winkel aufwendiger ist als die der Distanzen. Der Mittelwert
der am ho¨chsten konservierten Simulation ist 113.0◦ und die Spannweite betra¨gt
31.6◦. Auch hier zeigen die langreichweitigen Potentiale wieder die beste Leis-
tung mit einem Mittelwert von 103.2◦ und einer Spannweite von 82.7◦ bei 2628
aktivierten Potentialen. Aber wie man aus der Spannweite ableiten kann, sind
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die A¨nderungen des Winkels wa¨hrend der Simulation erheblich. Die zweitbeste
Konservierung zeigen die kurzreichweitigen Potentiale. Zwar zeigt sich auch hier
schon bei 2670 aktivierten Potentialen ein Mittelwert von 106.1◦, jedoch ist dieses
Ergebnis mit einer Spannweite von 110.2◦ verbunden. Die kombinierten Poten-
tiale erreichen erst mit 3992 die Werte der Vorga¨nger (Mittelwert von 112.1◦ mit
einer Spannweite von 47.8◦). Erst ab 6400 geht das Verhalten aller Systeme in das
Verhalten der am ho¨chsten konservierten Simulation u¨ber.
Abbildung 7.11: Boxplot der Winkelverteilungen der Sonden 1-3-4.
In Abbildung 7.12 sind Ansichten fu¨r kurze, lange und kombinierte Potentiale
des Calmodulins nach einer Simulationszeit von 1.5 µs dargestellt. Die Hantel-
struktur des Calmodulins ist fu¨r kombinierte und lange Potentiale ab ungefa¨hr
2600 aktivierten Potentialen erkennbar, wobei die zentrale α-Helix bei den langen
Potentialen besser ausgepra¨gt ist. Alle Systeme zeigen eine deutliche Auspra¨gung
der zentralen α-Helix mit ca. 3900 aktivierten Potentialen.
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Abbildung 7.12: Ansicht des Calmodulins fu¨r alle Potentialsysteme fu¨r den letzten
Iterationsschritt der jeweiligen Simulation.
Insgesamt konnte gezeigt werden, dass das hier erarbeitete Stabilisierungschema
der Proteingeometrie erfolgreich die Konformation aufrechterha¨lt. Außerdem
besteht die Mo¨glichkeit, dass die Flexibilita¨t der Stabilisation u¨ber die Kraftkon-
stante kBB frei einstellbar ist. Als Daumenregel kann fu¨r durchschnittlich große
Proteine (ca. 316 Aminosa¨uren [45]) eine Kraftkonstante kBB mit einem Wert von
1.0 gewa¨hlt werden, wenn alle Potentiale aktiviert sind. Jedoch ist es empfehlens-
wert, eine Simulationsreihe zur Bestimmung einer angemessenen Sta¨rke der Kraft-
konstante kBB in Abha¨ngigkeit der individuellen Simulationsparameter durchzu-
fu¨hren. Zusa¨tzlich wird ersichtlich, dass insbesondere die langreichweitigen Poten-
tiale fu¨r die Strukturkonservierung am wichtigsten sind. All dies ermo¨glicht die
Untersuchung von Proteinsystemen mit einer hohen Strukturkonservierung, aber
auch von Systemen mit hoher Flexibilita¨t.
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7.2 Langzeitanalyse der Stabilita¨t von heteromeren
Proteinen
Ha¨moglobin ist ein eisenhaltiger Proteinkomplex, bestehend aus je zwei Unter-
einheiten Hb α und Hb β. In dieser Studie soll anhand des Proteins Ha¨moglobin
(PDB ID: 2HHB [198]) die Stabilita¨t der Quarta¨rstruktur betrachtet werden, wobei
nur die Tertia¨rstruktur der einzelnen Untereinheiten stabilisiert wird.
Methode
Die Simulationsbox besteht aus 105 Wasserfragmenten und einem zentral plat-
zierten Ha¨moglobinmoleku¨l. Die Seitenla¨nge der quadratischen Simulationsbox
betra¨gt 230.9 A˚. Die periodischen Randbedingungen sind in x-, y- und z-
Raumrichtung aktiviert. Die Proteinru¨ckgratsegemente sind entsprechend ihrer
Zugeho¨rigkeit zu der jeweiligen Proteinuntereinheit nummeriert, sodass die Stabi-
lisierungspotentiale nicht u¨bergreifend auf unterschiedliche Proteinuntereinheiten
wirken. Die Bewegung der einzelnen Untereinheiten unterliegt nur der Simulations-
dynamik. Die Kraftkonstante der Proteinru¨ckgratstabilisierung kBB betra¨gt den
Wert 2.0. Die Simulationszeit umfasst 106 Dynamikschritte, was einer Zeitperiode
von 76.5 µs entspricht. Die Parameter der elektrostatischen Kraft sind in Tabelle
7.4 dargestellt.
Tabelle 7.4: Simulationsparameter der elektrostatischen Kraft. In MFD-Einheiten,






Abbildung 7.13 zeigt links die Quarta¨rstruktur des Ha¨moglobins und rechts
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die Verteilung der Sondenfragmente (rot, gru¨n, blau, gelb) innerhalb des Prote-
inru¨ckgrates (α-C-Fragmente: gold) des Ha¨moglobinmoleku¨ls. Die Fragmente der
Seitenketten sind ausgeblendet.
Abbildung 7.13: a) Darstellung der Quarta¨rtstruktur des Ha¨moglobins. b) Konfi-
guration der Sondenfragmente innerhalb des Proteinru¨ckgrates.
Ergebnis
Eine Betrachtung des Gyrationsradius des simulierten Ha¨moglobinmoleku¨ls zeigt,
dass der durchschnittliche Gyrationsradius in der Simulation Rg,fragment = 28.5±
0.5 A˚ betra¨gt. In Abbildung 7.14 ist der zeitliche Verlauf des ermittelten frag-
mentbasierten Gyrationsradius dargestellt (fehlende Werte sind gefilterte Arte-
fakte innerhalb der Berechnung). Der experimentell bestimmte Gyrationsradius
hat einen Wert von Rg = 29 ± 2 A˚ [199]. Daraus folgt, dass die Ausdehnung des
Ha¨moglobins im Mittel erhalten bleibt. Die einzelnen Untereinheiten des Proteins
driften somit nicht auseinander, sondern behalten im Durchschnitt die in der Quar-
ta¨rstruktur vorgegebene globula¨re Organisation bei.
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Abbildung 7.14: Zeitlicher Verlauf des Gyrationsradius des Ha¨moglobinmoleku¨ls.
Die rote Linie beschreibt den Mittelwert mit Rg,fragment = 28.5
A˚.
Das große Diagramm in Abbildung 7.15 skizziert exemplarisch den Verlauf der
Distanz zweier Sondenpaare (1 und 2, 1 und 3). Die Kurve von Sonde 1 und 2
spiegelt den Verlauf der meisten Sondenpaare wieder. Die Distanz in der Kris-
tallstruktur betra¨gt fu¨r dieses Sondenpaar 41.8 A˚. Die durchschnittliche Distanz
zwischen den beiden Sonden innerhalb der Simulation betra¨gt 47.9 ± 5.3 A˚. Die
Standardabweichung der Distanz, wenn man den Wert der Kristallstruktur als
Mittelwert wa¨hlt, betra¨gt 8.1 A˚. Die Distanz hat sich somit im Mittel um 6.1
A˚ gegenu¨ber der Kristallstruktur vergro¨ßert.
Der Verlauf der Distanz des Sondenpaares 1 und 3 hat einen durchschnittlichen
Wert von 44.8±8.8 A˚. Die Distanz des Sondenpaares innerhalb der Kristallstruktur
betra¨gt 35.05 A˚. Demnach hat sich die mittlere Distanz um 9.78 A˚ vergro¨ßert. Der
Verlauf der Distanzen dieses Sondenpaares ist jedoch durch zwei starke Abwei-
151
Einfu¨hrung von Peptiden und Proteinen in MFD
chungen bei ungefa¨hr t = 27.0 µs und t = 34.0 µs mit einer maximalen Distanz
von 83.0 A˚ gekennzeichnet.
Abbildung 7.15: Zeitliche Auflo¨sung der Distanzen zwischen den Sondenfrag-
menten 1 - 2 und 1 - 3 sowie Ansichten des Ha¨moglobins zu
hervorhebenswerten Zeitpunkten. Die gestrichelten Linien zeigen
die Distanzen innerhalb der Kristallstruktur.
In Abbildung 7.16 ist der zeitliche Verlauf der Winkelvera¨nderung zwischen den
Sondenfragmenten 2 - 3 - 4 und 1 - 4 - 3 dargestellt. Betrachtet man den Winkel
zwischen Sonde 2 - 3 - 4, so betra¨gt dieser in der Kristallstruktur 52.9◦. In der
Simulation zeigt sich ein Winkel mit einem Wert von 63.0◦±10.0◦. Dies entspricht
einer durchschnittlichen Vergro¨ßerung des Winkels um 10.2◦.
Die Ergebnisse des Winkels der Sonden 1 - 4 - 3 betragen in der Kristallstruktur
42.9◦. Der simulierte Winkel hat eine Gro¨ße von 56.3◦ ± 16.9◦. Zudem vermittelt
der Winkel das gleiche Bild, wie die Distanzen der Sonden 1 und 2. Bei ungefa¨hr
t = 27.0 µs und t = 34.0 µs sind zwei Spitzen mit einem maximalen Wert von
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163.9◦ im Verlauf zu erkennen.
Abbildung 7.16: Zeitlicher Verlauf der Winkel der Sondenfragmente 2 - 3 - 4
(schwarz) und 1 - 4 - 3 (rot). Die gestrichelten Linien zeigen
die Winkel innerhalb der Kristallstruktur.
Abbildung 7.17 skizziert verschiedene Ansichten des Ha¨moglobinmoleku¨ls zu
unterschiedlichen Zeiten. Bis zum Zeitpunkt t = 34.4 µs besitzt das Ha¨moglobin-
moleku¨l eine globula¨re Struktur. Bei t = 34.4 µs erkennt man deutlich eine planare
Struktur. Die Sondenfragmente liegen fast genau in einer Ebene. Dies spiegelt sich
auch in den vorher beschriebenen Distanzen der Sonden 1 - 3 sowie dem Winkel
der Sonden 1 - 4 - 3 wieder. Der Winkel der Sonden 1 - 4 - 3 na¨herte sich mit
163.9◦ fast 180.0◦ an, welches die planare Struktur der Ha¨moglobinuntereinheiten
wiedergibt.
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Abbildung 7.17: Ansicht des Ha¨moglobinmoleku¨ls wa¨hrend der Simulation zu
unterschiedlichen Zeiten und Perspektiven.
Die Simulation des Ha¨moglobinmoleku¨ls hat gezeigt, dass die bevorzugte
Konformation des Moleku¨ls eine globula¨re Struktur ist. Das nur kurze Auftreten
einer planaren Ausrichtung der Untereinheiten zueinander stellt eine geringere
Stabilita¨t dieser Struktur gegenu¨ber der globula¨ren Struktur dar. Die Unter-
einheiten standen wa¨hrend der kompletten Simulation im Kontakt miteinander.
Experimentelle Daten bezu¨glich der Dynamik von Proteinen in realen Systemen
sind auf Grund der Komplexita¨t des Fragestellung nicht verfu¨gbar.
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7.3 Studie zur Interaktion von Zinkricinoleat mit
histidinhaltigen Peptiden und Proteinen
Das Patent DE102011101880 A1 [69] beschreibt, dass Zinkricinoleat (Zn(Ri)2) fa¨hig
ist als neues Auftrennungsmedium gegenu¨ber konventionellen Medien auf Basis
von Metallchelaten zur Auftrennung von Proteinen und Enzymen mit einem
Polyhistidin-Tag zu fungieren. Dennoch ist der Mechanismus der Bindung von
His-Tag Proteinen an eine Zinkricinoleatschicht noch nicht aufgekla¨rt und daher
Bestandteil dieser Studie. Jede nachfolgende Simulation wird bei 310 K durchge-
fu¨hrt. Die periodischen Randbedingungen sind in x- und y-Raumrichtung aktiviert.
In z-Richtung sind die periodischen Randbedingungen deaktiviert, um eine Diffu-
sion der Zn(Ri)2-Moleku¨le u¨ber die Boxgrenze hinaus zu verhindern und somit
die Zersto¨rung der gebildeten Schicht zu vermeiden. Vor dem Start der jeweiligen
Simulation werden 300 Minimierungsschritte durchgefu¨hrt. Der angewendete pH-
Wert betra¨gt 7.4 fu¨r alle Peptide und Proteine. Die Parameter der elektrostatischen
Kraft sind in Tabelle 7.5 dargestellt.






Das Fragmentierungsschema des Zn(Ri)2 Moleku¨les ist in Abbildung 7.18 skiz-
ziert.
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Abbildung 7.18: Fragmentierungsschema, Struktur und fSMILES des Zn(Ri)2-
Moleku¨ls.
Die Fragmente, die die Ricinolsa¨ure repra¨sentieren, sind gru¨n und die Metha-
nolfragmente der Hydroxygruppe der Ricinolsa¨ure braun gefa¨rbt. Die Zinkacetat-
kopfgruppe ist rot eingefa¨rbt.
Das Fragmentierungsschema der Aminosa¨ure Histidin ist in Abbildung 7.19
dargestellt. Die Imidazolgruppe des Histidins ist gelb gefa¨rbt. Alle anderen Frag-
mente erhalten die Farbe blau.
Abbildung 7.19: Fragmentierungsschema der Aminosa¨ure Histidin.
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7.3.1 Interaktion von Aminosa¨uren mit einer Zn(Ri)2-Schicht
Methode
Zur Darstellung der Wechselwirkung eines einzelnen Histidinmoleku¨ls mit einer
Zn(Ri)2-Schicht wird eine kubische Simulationsbox mit der Kantenla¨nge von
32·32·32 nm3 erstellt. Die Box entha¨lt 2·105 Wassermoleku¨le und ein einzelnes
Histidinmoleku¨l u¨ber einer Zn(Ri)2-Schicht. Die Zn(Ri)2-Schicht besteht aus 1600
Moleku¨len, welche in einer xy-Schicht in der Mitte der Box platziert sind. Die peri-
odischen Randbedingungen sind in diesem Fall in allen Raumrichtungen aktiviert.
Die Simulationszeit betra¨gt 1.7 µs (2·104 Iterationen).
Abbildung 7.20: Startgeometrie der Simulationen mit einem Histidin.
Fu¨r die Untersuchung der Bindungsselektivita¨t von Histidin gegenu¨ber anderen
Aminosa¨uren an einer Zn(Ri)2-Schicht werden Simulationsboxen mit 1 : 1
Mischungen von Histidin und einer anderen Aminosa¨ure erstellt. Die Simulati-
onsboxen haben eine Gro¨ße von 28·28·21 nm3. Die Ho¨he der Box ist reduziert, um
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eine gro¨ßere Oberfla¨che der Zn(Ri)2-Schicht zu erreichen. Die Box beinhaltet 10
5
Wassermoleku¨le und 1000 Zn(Ri)2-Moleku¨le, welche in einer xy-Schicht am Boden
der Box platziert werden. Je 100 Moleku¨le der jeweiligen Aminosa¨ure werden
eingesetzt. U¨ber der Zn(Ri)2-Schicht befindet sich eine Schicht aus 40 % aller
Wassermoleku¨le. Die Aminosa¨uren werden zufa¨llig in der obersten Schicht mit
den restlichen 60 % der Wassermoleku¨le positioniert. Neben den Minimierungs-
schritten zu Beginn der Simulation werden 440 ns simuliert, wobei die Positionen
der Aminosa¨uren fixiert sind, damit sich die Zn(Ri)2-Schicht ungesto¨rt ausbilden
kann. Die gesamte Simulationszeit betra¨gt 3.5 µs (40000 Iterationen). Die verwen-
deten Aminosa¨uren neben Histidin sind Phenylalanin, Alanin, Leucin, Isoleucin,
Prolin und Tryptophan. Abbildung 7.21 A zeigt die Anordnung der einzelnen
Schichten und Abbildung 7.21 B die resultierenden Simulationsboxen.
Abbildung 7.21: Startgeometrie der Simulationen mit 100 Histidinmoleku¨len und
100 konkurrierenden Aminosa¨uremoleku¨len.
Ergebnis
Wa¨hrend der gesamten Simulationszeit von 1.7 µs diffundiert das einzelne Histi-
dinmoleku¨l nahe an der Oberfla¨che der Zn(Ri)2-Schicht. Ha¨ufig interagiert das
Imidazolfragment (gelb) direkt mit den Zinkacetatkopfgruppen (rot) der Zn(Ri)2-
Oberfla¨che. Dieser Kontakt ist jedoch nicht permanent. Hauptsa¨chlich steht das
Histidin in Kontakt mit der Zn(Ri)2-Schicht und diffundiert nicht frei in der Simu-
lationsbox. Dies unterstu¨tzt die Vermutung der Interaktion zwischen der stickstoff-
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haltigen Gruppe des Imidazols und dem Zinkricinoleat.
Abbildung 7.22: Querschnitt der Simulationsbox mit einem Histidinmoleku¨l.
Die Ergebnisse der Aminosa¨uregemische sind fu¨r Histidin - Phenylalanin und
Histidin - Tryptophan in Abbildung 7.23 gezeigt. Nach einer Simulationszeit von
3.5 µs ist keine besonders starke Wechselwirkung zwischen Phenylalanin sowie
Histidin mit der Oberfla¨che der Zn(Ri)2-Schicht zu erkennen. Nur geringfu¨gig
mehr Histidinmoleku¨le stehen in Kontakt mit der Oberfla¨che. Die meisten Amino-
sa¨uren diffundieren frei in der Simulationsbox. Ein interessanter Aspekt ist, dass
die Phenylalaninmoleku¨le mit Kontakt zu der Zn(Ri)2-Schicht in der hydrophoben
Schicht anzutreffen sind und nicht bei den hydrophilen Zinkacetatkopfgruppen.
Fu¨r die Mischung Histidin - Tryptophan zeigt sich das selbe Bild. Nur geringfu¨gig
mehr Histidinmoleku¨le stehen in Kontakt mit der Zn(Ri)2-Schicht. Auch hier sind
die Tryptophanmoleku¨le in den hydrophoben Anteilen der Zn(Ri)2-Schicht anzu-
treffen. Die Ergebnisse der anderen Aminosa¨uren sind a¨quivalent und werden hier
nicht dargestellt. Zusammenfassend kann gesagt werden, dass eine erho¨hte Wech-
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selwirkung der Histidinmoleku¨le speziell des Imidazolfragmentes mit der Zn(Ri)2-
Oberfla¨che verglichen mit den anderen Aminosa¨uren vorliegt. Dies ist an der
ausschließlich an der Zn(Ri)2-Oberfla¨che auftretenden Wechselwirkung des Histi-
dinmoleku¨ls erkennbar. Eine explizite Bevorzugung der Absorption von Histidin
gegenu¨ber anderen Aminosa¨uren konnte jedoch nicht gezeigt werden.
Abbildung 7.23: Querschnitt der Simulationsbox mit 100 Histidinmoleku¨len und
100 Phenylalanin- bzw. Tryptophanmoleku¨len.
7.3.2 Polyhistidinpeptide interagieren sta¨rker mit einer
Zinkricinoleatschicht als mit einzelnen Histidinmoleku¨len
Methode
Um die sta¨rkere Wechselwirkung von Zn(Ri)2-Schichten mit Polyhistidinpeptiden
gegenu¨ber einzelnen Histidinmoleku¨len darzustellen, wird eine quadratische Simu-
lationsbox mit der Gro¨ße von 28·28·21 nm3 konstruiert. Die Ho¨he der Box ist
reduziert, um eine gro¨ßere Oberfla¨che der Zn(Ri)2-Schicht zu erreichen. Die Box
beinhaltet 105 Wassermoleku¨le und 1000 Zn(Ri)2-Moleku¨le, welche in einer xy-
Schicht am Boden der Box platziert werden. Drei Simulationen werden durchge-
fu¨hrt, wobei 100 Histidinpeptide mit unterschiedlicher Kettenla¨nge von 6, 8 und
10 Histidinmoleku¨len eingesetzt werden. Die Peptide werden in der Startgeome-
trie in einer Schicht 5 nm u¨ber der Zn(Ri)2-Schicht platziert. Die Simulationszeit
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betra¨gt 4.4 µs (50000 Iterationen). Abbildung 7.24 skizziert die Startgeometrien
der drei Simulationen.
Abbildung 7.24: Startgeometrien der Simulationen mit jeweils 100 His6-, His8-
und His10-Peptiden.
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Ergebnis
Abbildung 7.25 zeigt die jeweiligen Simulationsboxen der His6-, His8- und His10-
Peptide nach einer Simulationszeit von 4.4 µs. Nicht alle Histidinpeptide werden
in der Zn(Ri)2-Schicht absorbiert, sondern diffundieren frei in der Simulationsbox
umher.
Abbildung 7.25: Querschnitte der Simulationsboxen nach 4.4 µs Simulationszeit.
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Wie schon in den vorherigen Simulationen dargelegt, findet die Interaktion des
Histidins u¨ber die Imidazolgruppe mit der Zinkacetatgruppe des Zn(Ri)2 statt.
Um die Anzahl der Histidinpeptide im engen Kontakt zu der Zn(Ri)2-Schicht zu
bestimmen, wird die Anzahl der Imidazolfragmente im Bereich des Bodens der Box
bis knapp u¨ber die Zinkacetatfragmente bestimmt. Das Diagramm in Abbildung
7.26 zeigt die Anteile der absorbierten Histidinpeptide in der Zn(Ri)2-Schicht. Die
His6-Peptide stehen zu 58 % in Kontakt zu der Zn(Ri)2-Schicht. Dieser Anteil
ist gro¨ßer als derjenige in den Simulationen der einzelnen Histidinmoleku¨le. Das
gleiche Ergebnis ist fu¨r die His8-Peptide sichtbar. Die Ha¨lfte aller eingesetzten
Peptide ist in der Zn(Ri)2-Schicht an die Zinkacetatfragmente gebunden. Des
Weiteren ist ersichtlich, dass die Peptide aufgrund ihrer Hydrophobizita¨t aggre-
gieren. Der gebundene Anteil ist 8 % geringer als bei den His6-Peptiden, welches auf
die Aggregation der Peptide zuru¨ckzufu¨hren ist. 55 % aller His10-Peptide stehen in
Kontakt mit dem Zn(Ri)2. Insgesamt folgt hieraus, dass alle Histidinpeptide eine
ho¨here Affinita¨t zu der Zn(Ri)2-Schicht haben als die einzelnen Histidinmoleku¨le
selbst.
Abbildung 7.26: Anteil der Moleku¨le in der Zn(Ri)2-Schicht in Abha¨ngigkeit von
der Histidinkettenla¨nge.
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7.3.3 Interaktion von Insulin mit His-Tag und als Wildtyp mit
einer Zn(Ri)2-Schicht
Methode
Fu¨r die Untersuchung, ob Zinkricinoleat als neues Reagenz fu¨r die Aufreinigung
von Peptiden und Proteinen geeignet ist, soll die Interaktion von Insulin als
Wildtyp und in Konkurrenz mit einem His-Tag-Insulin an einer Zn(Ri)2-Schicht
untersucht werden. Dafu¨r wird eine Simulationsbox mit den Maßen 28·28·21 nm3
konstruiert. Die Box beinhaltet 105 Wassermoleku¨le und 1000 Zn(Ri)2 Moleku¨le,
welche am Boden der Box in einer xy-Schicht orientiert sind. In drei Simulations-
boxen werden je ein Insulin des Wildtyps (PDB ID: 4INS [200]) und je ein Insulin-
moleku¨l mit einem His6-Tag als auch mit einem His8-Tag 4 nm u¨ber einer Zn(Ri)2-
Schicht platziert. Abbildung 7.27 zeigt die Startgeometrie, wobei die Imidazolfrag-
mente des Histidins gelb, alle restlichen Fragmente des Insulins blau gefa¨rbt sind.
Die Stabilisierungskonstante der Proteinru¨ckgratpotentiale ist auf kBB = 2.0
gesetzt. Der pH-Wert der Simulation betra¨gt 7.4.
Abbildung 7.27: Startgeometrie der Simulationsbox mit je einem Insulinmoleku¨l.
Eine weitere Simulationsbox wird erstellt, welche jeweils fu¨nf Insulinmoleku¨le
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des Wildtyps und fu¨nf Moleku¨le mit His8-Tag beinhaltet. Die Insulinmoleku¨le
werden 4 nm u¨ber der Zn(Ri)2-Schicht platziert, um den Interaktionsprozess
von Zinkricinoleat mit dem Imidazolfragment in einer gemeinsamen Simulation
studieren zu ko¨nnen. Abbildung 7.28 zeigt die Startgeometrie des Versuches.
Abbildung 7.28: Startgeometrie der Simulationsbox mit je fu¨nf Insulinmoleku¨len
des Wildtyps und fu¨nf des His8-Tag Insulinmoleku¨ls.
Ergebnis
Die vorangegangenen MFD-Simulationen konnten beweisen, dass Histidin und
noch spezifischer Histidinpeptide eine erho¨hte Affinita¨t zu Zinkricinoleat
aufweisen. An dieser Stelle soll gezeigt werden, dass die Interaktion mit Zinkri-
cinoleat u¨ber die stickstoffhaltige Imidazolgruppe auch innerhalb von Proteinen
(hier Insulin, PDB ID: 4INS [200]) in Form eines His-Tags stattfindet. In Abbildung
7.29 ist das Ergebnis der Simulationen mit der einzelnen Moleku¨lspezies nach einer
Simulationsdauer von 4.4 µs abgebildet. Eine permanente Assoziation des Wildtyp-
insulins erfolgt nicht. Die Insulinmoleku¨le wechselwirken in beiden Fa¨llen (His6-
Tag und His8-Tag) sofort nach Simulationsbeginn mit der Zn(Ri)2-Oberfla¨che.
Der Kontakt besteht wa¨hrend der gesamten Simulation. Deutlich zu sehen ist in
Abbildung 7.29 im vergro¨ßertem Ausschnitt, dass die Interaktion u¨ber die gelb
eingefa¨rbten Imidazolfragmente vermittelt wird. Zu erkennen ist das Herauslo¨sen
eines Zinacetatfragments (rot) aus der Zn(Ri)2-Schicht, wobei es von zwei Imida-
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zolfragmenten umgeben ist. Des Weiteren war zu sehen, dass die Imidazolfrag-
mente ha¨ufig die Zn(Ri)2-Fragmente wechseln, sodass ein dynamischer Austausch
von Zn(Ri)2-Fragmenten stattfindet.
Abbildung 7.29: Querschnitte der Simulationsbox mit je einem Insulinmoleku¨l des
Wildtyps und mit His8-Tag.
Im zweiten Versuch werden Moleku¨le des Wildtyps mit His8-Tag-Moleku¨len
gleichzeitig in einer Box simuliert. Die Wildtypinsulinmoleku¨le sind hierbei cyan
gefa¨rbt. Nach einer Simulationszeit von 2.2 µs werden 3 Insulinmoleku¨le mit His-
Tag und 2 Moleku¨le des Wildtyps von der Zn(Ri)2-Oberfla¨che angezogen. Am Ende
der Simulation (4.4 µs) stehen alle His8-Tag Moleku¨le in engem Kontakt mit der
Zn(Ri)2-Schicht. Ein Wildtypinsulin wird noch nicht vollsta¨ndig an die Oberfla¨che
adsorbiert.
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Abbildung 7.30: Querschnitte der Simulationsbox mit je fu¨nf Insulinmoleku¨len des
Wildtyps und fu¨nf des His8-Tag Insulinmoleku¨ls.
Diese Ergebnisse zeigen, dass der vorgeschlagene Mechanismus der Interaktion
des Zinkricinoleat u¨ber die stickstoffhaltigen funktionellen Gruppen, besonders
derjenigen des Imidazolfragmentes der Aminosa¨ure Histidin, vermittelt wird. Es
konnte jedoch keine Bevorzugung der His-Tag Insulinmoleku¨le beim Absorptions-
verhalten dargestellt werden.
7.4 Untersuchung der Membraninteraktion des
Cyclotids Kalata B1
Der Prototyp aller Cyclotide, das Kalata B1, ist nur ein Mitglied einer großen
Familie von Proteinen, welche ungefa¨hr 50000 Proteine umfasst [89]. Die Zytoto-
xizita¨t der Cyclotide ist auf ihre membranzersto¨renden Eigenschaften zuru¨ckzu-
fu¨hren. Die hohe Affinita¨t zu Lipidmembranen entsteht durch den einzigartigen
Aufbau dieser Pflanzendefensine. Die Darstellung der Membranbindung sowie
Mechanismen, die zu einer Membranzersto¨rung fu¨hren, sollen nachfolgend mittels
MFD-Simulationen herausgearbeitet werden.
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Methode
Fu¨r die Untersuchung der Wechselwirkung von Kalata B1 (PDB ID: 1NB1 [201])
mit biologischen Membranen werden Simulationsboxen der Gro¨ße 32·32·32 nm3
erstellt. Die Boxen beinhalten 2·105 Wassermoleku¨le und 1600 Lipide einer Plasma-
membran. Die Lipide der Plasmamembran werden in einer xy-Schicht im unteren
Drittel der Simulationsbox platziert. Die Kalata B1 Moleku¨le werden ebenfalls
zufa¨llig in einer xy-Schicht angeordnet, welche 5 nm u¨ber der Membranschicht
positioniert ist. Fu¨r die Simulation wird die Einstellung Sequence loop aktiviert,
um das geschlossene ringfo¨rmige Proteinru¨ckgrat abzubilden. Folgende Kalata B1
Konzentrationen werden untersucht: 24, 48, 72, 96, 120, 144, 168, 192, 216, 240,
264, 288, 312, 336 und 350 Moleku¨le. Abbildung 7.31 skizziert die Startgeometrie
der Simulationsboxen.
Abbildung 7.31: Startgeometrie der Kalata B1 Simulationen.
Damit die Ausrichtung der Kalata B1 Moleku¨le bzw. die Orientierung der funk-
tionellen Gruppen des Proteins verfolgt werden ko¨nnen, sind die einzelnen Amino-
sa¨uren speziell eingefa¨rbt. Die Aminosa¨uren der hydrophilen Aminosa¨urekette
in Schlaufe 2 und 3 sind braun, die Aminosa¨uren des hydrophobic Patch (HP)
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gelb und die beiden geladenen Aminosa¨uren mit Kontakt zu den geladenen Kopf-
gruppen der Phospholipide sind schwarz gefa¨rbt. Fu¨r eine bessere U¨bersicht werden
nur die Fragmente des Proteinru¨ckgrates gezeichnet. Die Fragmente der Amino-
sa¨urenseitenketten sind ausgeblendet. Abbildung 7.32 stellt das Farbschema der
Kalata B1 Moleku¨le dar.
Abbildung 7.32: Farbschema der Kalata B1 Moleku¨le innerhalb der Simulation
(links: Ansicht von unten; Rechts: Ansicht von oben).
Vor dem Start der jeweiligen Simulation werden 300 Minimierungsschritte
durchgefu¨hrt. Der pH-Wert fu¨r die Ionisierung der Kalata B1 Moleku¨le betra¨gt 7.4.
Die Kraftkonstante der Stabilisierungspotentiale betra¨gt kBB = 0.1. Die Simula-
tionszeit umfasst 35.5 µs. Dies entspricht 4·105 Dynamikschritten. Die Parameter
der elektrostatischen Kraft sind in Tabelle 7.6 aufgefu¨hrt.
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Ergebnis
Betrachtet man die Seitenansicht einer Plasmamembran mit 120 Kalata B1 Mole-
ku¨len in Abbildung 7.33, so sieht man, dass die Fragmente des HP (gelb) in Rich-
tung der hydrophoben Schicht der Membran orientiert sind. Die hydrophile Kette
(braun) ist in Richtung der wa¨ssrigen Phase ausgerichtet. Die geladenen Frag-
mente (schwarz) halten sich u¨berwiegend auf Ho¨he der geladenen Kopfgruppen
der Phospholipide auf. Die Draufsicht sowie die Ansicht von unten geben das
selbe Bild wieder. In der Draufsicht ist zu erkennen, dass der u¨berwiegende Anteil
der hydrophilen Kette in Richtung der Wasserschicht zeigt. Die Ansicht von unten
veranschaulicht den Kontakt des HP mit der hydrophoben Schicht der Membran,
welche zur besseren Darstellung ausgeblendet ist. Dieses Bild entspricht dem theo-
retischem Bindungsmodell von Kalata B1 Moleku¨len an eine Membran, wie auch
in der Literatur beschrieben [89–94,162].
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Abbildung 7.33: Orientierung der Kalata B1 Moleku¨le bei Kontakt mit einer Plas-
mamembran. Die Membran ist in den unteren Abbildungen ausge-
blendet.
Um die Membrankru¨mmung in Abha¨ngigkeit von der Konzentration an Kalata
B1 zu bestimmen, wird der Abstand der geladenen Kopfgruppenfragmente mit
5% der niedrigsten (negative Membrankru¨mmung) bzw. der ho¨chsten (positive
Membrankru¨mmung) Position in z-Richtung mit der durchschnittlichen Position
aller geladenen Kopfgruppenfragmente in z-Richtung verglichen. In Abbildung 7.34
ist das Ergebnis dieser Untersuchung dargestellt. Die blaue Kurve ’Min’ bezieht
sich auf die minimalen Punkte der negativen Membrankru¨mmung, die schwarze
Kurve ’Max’ auf die positive Membrankru¨mmung in Abha¨ngigkeit der Kalata
B1 Konzentration. Der Nullpunkt der linken y-Achse ist der Schwerpunkt der
Membran. Auf der rechten Achse ist die Amplitude (rote Kurve) abgebildet, d.h.
die Differenz zwischen der negativen und positiven Membrankru¨mmung. Bei einer
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Konzentration von 24 Kalata B1 Moleku¨len betra¨gt die Amplitude 66.4 A˚. Diese
steigt langsam bis zu einer Konzentration von 192 Kalata B1 Moleku¨len auf einen
Wert von 72.6 A˚ an. Ab einer Konzentration von mehr als 200 Kalata B1 Moleku¨len
in der Simulationsbox vergro¨ßert sich die Amplitude sprunghaft von 81.0 A˚ fu¨r 216
Moleku¨le bis auf einen Wert von 100.0 A˚ fu¨r 350 Moleku¨le.
Abbildung 7.34: Darstellung der negativen Membrankru¨mmung ’Min’, der posi-
tiven Membrankru¨mmung ’Max’ und der Amplitude in Abha¨ngig-
keit der Kalata B1 Konzentration.
Der sprunghafte Anstieg der Membrankru¨mmmung ist ebenso anhand von Quer-
schnitten durch die Simulationsbox ersichtlich. In Abbildung 7.35 sind Quer-
schnitte der Simulationsboxen fu¨r 144, 264 und 350 Kalata B1 Moleku¨le darge-
stellt. Fu¨r jede Konzentration sind Aufnahmen zum Zeitpunkt 0.09 µs, 3.7 µs und
36.8 µs abgebildet. Nach 0.09 µs zeigt die Membran fu¨r jede Kalata B1 Konzen-
tration das gleiche Ergebnis. Die Membranen besitzen eine glatte Struktur, welche
keine Wellen oder andere geometrische Verzerrungen aufweist. Zum Zeitpunkt 3.7
µs stellt sich ein anderes Bild dar. Die Membran bei einer Konzentration von 144
Moleku¨len hat sich in ihrer Form nicht wesentlich vera¨ndert. Ab einer Konzentra-
tionen von 264 und 350 Moleku¨len ist deutlich eine ausgepra¨gte Membrankru¨m-
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mung zu erkennen. Außerdem treten bei einer Konzentration von 350 Moleku¨len
zu diesem Zeitpunkt extrahierte Lipide auf. Am Ende der Simulation nach 36.8 µs
ist eine leichte Kru¨mmung der Membran fu¨r 144 Kalata B1 Moleku¨le erkennbar.
Die Membran der Konzentration von 264 Moleku¨len zeigt einen deutlichen wellen-
artigen Charakter. Die Betrachtung der Dynamiksimulation verdeutlicht die Fluk-
tuationen in der Struktur der Membran. Dieser Eindruck versta¨rkt sich noch bei
einer Konzentration von 350 Kalata B1 Moleku¨len. Auch hier ist eine Wellen-
struktur in der Membran sichtbar. Zusa¨tzlich zur Membrankru¨mmung im Quer-
schnitt erkennt man eine Verdrehung der Membran in Richtung der Tiefe der Simu-
lationsbox. Die Zunahme der Amplitude bzw. die Versta¨rkung der wellenfo¨rmigen
Struktur der Membran ist von Nawae et al. [96] entsprechend mit coarse-grained
MD-Simulationen abgebildet worden.
173
Einfu¨hrung von Peptiden und Proteinen in MFD
Abbildung 7.35: Membranquerschnitte von verschiedenen Konzentrationen an
Kalata B1 Moleku¨len (144, 264 und 350). Die Querschnitte
werden zum Zeitpunkt 0.09 µs, 3.7 µs und 36.8 µs aufgenommen.
Neben der Belastung der Membran als Folge der erho¨hten Kru¨mmung durch
den Einfluss von Kalata B1 tritt ein weiteres Pha¨nomen in Erscheinung. Ab einer
Konzentration von mehr als 300 Kalata B1 Moleku¨len erfolgt die Extraktion von
Lipidmoleku¨len aus der Membran. Abbildung 7.36 zeigt zwei Querschnitte mit
Lipidextraktion nach einer Simulationszeit von 3.7 µs und 36.8 µs. Die linke Abbil-
dung stellt den Beginn der Extraktion dar. Erkennbar ist, wie Kalata B1 Moleku¨le
die Lipide in Form einer Sa¨ule aus der Membran heraus zieht. Auf der rechten Seite
der Abbildung sieht man das Ende der Simulation. Große globula¨re Einschlu¨sse an
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Lipidmoleku¨len innerhalb von Kalata B1 haben sich u¨ber der Membran gebildet.
Dies fu¨hrt zu einer deutlichen Verringerung an Substanz innerhalb der urspru¨ng-
lichen Membran.
Abbildung 7.36: Membranquerschnitte zur Betrachtung von Lipidextraktionen
durch Kalata B1. Links nach 3.7 µs und rechts nach 36.8 µs
Simulationszeit.
Um eine Betrachtung der von Kalata B1 verursachten Lo¨cher innerhalb der
Membran zu ermo¨glichen, muss die Lipidanzahl um ca. 10 % auf 1450 Lipide
verringert werden. Abbildung 7.37 stellt ein gebildetes Loch bei einer Konzentra-
tion von 216 Kalata B1 Moleku¨len dar. Das linke Bild zeigt die Membran mit
Kalata B1 und rechts den gleichen Ausschnitt ohne das Protein. Im oberen Bild
sieht man eine vergro¨ßerte Ansicht des Loches, wobei die fehlenden Kalata B1-
Moleku¨le als roter Kreis dargestellt sind. Die Bilder pra¨sentieren die Simulations-
boxen nach einer Zeit von 26.9 µs. Das Loch besitzt einen ungefa¨hren Durchmesser
von 8.0 nm, welches fast doppelt so groß ist, als die in der Literatur beschriebenen
4.1 - 4.7 nm [96]. Des Weiteren werden in der Literatur zwei Arten von Porenstruk-
turen postuliert: Die Fasslamellenpore sowie die Ringkernpore [89,92,95]. Betrachtet
man die Orientierung und Lage der Kalata B1 Moleku¨le sowie der Phospholi-
pide (hier speziell die Kopfgruppen), so erkennt man, dass hier eine Ringkernpore
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ausgebildet ist. Innerhalb der Pore zeigen die hydrophobic Patches der Kalata B1
Moleku¨le in Richtung der Membran wa¨hrend die hydrophile Kette in Richtung des
Poreninneren deutet. Die Kopfgruppen der Lipide sind zusa¨tzlich in Richtung des
Porenzentrums orientiert (siehe Abbildung 7.37 roter Kreis).
Abbildung 7.37: Darstellung einer durch Kalata B1 hervorgerufenen Pore in
einer Plasmamembran. Oben ist die Pore fu¨r beide Darstellungen
vergro¨ßert. Auf der rechten Seite ist das Protein ausgeblendet,
oben die Position der ausgeblendeten Kalata B1 Moleku¨le rot
hervorgehoben.
Die hier durchgefu¨hrten MFD-Simulationen bilden die in der Literatur beschrie-
benen Abla¨ufe der Membranbindung sowie Membranzersto¨rung exakt ab. Es
konnte gezeigt werden wie Kalata B1 den Kontakt mit der Membran durchfu¨hrt,
die Kru¨mmung der Membran bis hin zur Lipidextraktion beeinflusst, und Ring-
kernporen in der Membran ausbildet.
7.5 Diskussion
Die molekulare Fragmentdynamik approximiert anisotrope molekulare Wechsel-
wirkungen in Form eines isotropen Repulsionsparameters. Die Struktur von Prote-
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inen wird mittels anisotropen Wechselwirkungen wie den Wasserstoffbru¨ckenbin-
dungen stabilisiert. Aus diesem Grund werden im Rahmen dieser Arbeit harmo-
nische Stabilisierungspotentiale fu¨r das Proteinru¨ckgrat eingefu¨hrt. Anhand des
Beispiels Calmodulin kann verdeutlicht werden, dass eine erfolgreiche Stabili-
sierung der Proteinkonformation mit Hilfe der Stabilisierungspotentiale mo¨glich
ist. Zusa¨tzlich kann die Flexibilita¨t der Geometrie des Proteins u¨ber die Kraft-
konstante der harmonischen Potentiale fein abgestimmt werden. Somit ko¨nnen
Proteine mit vollsta¨ndiger Strukturkonservierung, aber auch mit einer hohen Flexi-
bilita¨t untersucht werden. Eine Restriktion der Reichweite der Potentiale ermo¨g-
licht die Konservierung der Sekunda¨rstruktur, ohne die gesamte Struktur in einen
Potentialka¨fig zu sperren. Dabei konnte bewiesen werden, dass die langreichwei-
tigen Potentiale die wichtigste Komponente fu¨r die Stabilisierung der Geometrie
darstellen.
Die Untersuchung der Stabilita¨t der Quarta¨rstruktur des Proteinkomplexes
Ha¨moglobin legt dar, dass die molekulare Fragmentdynamik die globula¨re Struktur
des Moleku¨ls aufrecht erha¨lt. Nur kurzzeitig bildet sich eine planare Konforma-
tion in Form eines metastabilen U¨bergangszustandes aus. Die exakte Quarta¨r-
struktur der kristallographischen Daten wird wa¨hrend der Simulation nicht einge-
halten. Dies veranschaulicht die Auswertungen der jeweiligen Sondenpaare bezu¨g-
lich der Distanz und Winkelvera¨nderungen untereinander. Die Untereinheiten sind
nicht starr verknu¨pft, sondern frei beweglich. Dennoch bleibt die ungefa¨hre Orien-
tierung der Hb α- und Hb β-Untereinheiten zueinander erhalten. Die einzelnen
Untereinheiten stehen in sta¨ndigem Kontakt miteinander. Zusammenfassend la¨sst
sich daraus schließen, dass das Fehlen von gerichteten Wechselwirkungen wie den
Wasserstoffbru¨ckenbindungen die exakte Struktur nur schwer aufrecht erhalten
la¨sst. Die molekulare Fragmentdynamik beschreibt die Wechselwirkungen gemit-
telt und in korrekter Weise, da die vorgegebene Orientierung der Untereinheiten
zueinander ersichtlich bleibt.
Die erste konkrete Anwendung der hier vorgestellten Methode zur Beschreibung
von Peptiden und Proteinen ist eine Studie des Moleku¨ls Zinkricinoleat (Zn(Ri)2).
Eine Eigenschaft des Zinkricinoleat ist es, mit Geruchsstoffen u¨ber deren schwefel-
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und stickstoffhaltige funktionelle Gruppen zu wechselwirken [145]. Interessant ist,
ob Zinkricinoleat die Fa¨higkeit besitzt, mit der Aminosa¨ure Histidin, welche eine
Imidazolgruppe entha¨lt, zu interagieren.
Als erste wird eine MFD-Simulation durchgefu¨hrt, in welcher ein Histidinmo-
leku¨l u¨ber einer Zn(Ri)2-Schicht platziert wird. Wa¨hrend der gesamten Simulation
findet keine Dissoziation des Histidins von der Zn(Ri)2-Oberfla¨che statt. Die Wech-
selwirkung entsteht u¨ber das Zinkacetatfragment und dem Imidazolfragment des
Histidins, wie in experimentellen und theoretischen Studien vorgeschlagen [145,202].
Um die Selektivita¨t von Zinkricinoleat fu¨r Histidin zu testen, werden verschiedene
Mischungen von Histidin und einer anderen Aminosa¨ure u¨ber einer Zn(Ri)2-Schicht
platziert. Das Ergebnis zeigt, dass die Imidazolfragmente in Kontakt mit den
Zinkacetatfragmenten der Zn(Ri)2-Oberfla¨che treten und dort festgehalten werden.
Im Gegensatz dazu treten die anderen Aminosa¨uren in Kontakt mit dem hydro-
phoben Anteil der Zn(Ri)2-Schicht. Dies zeigt, dass die Interaktion des Imida-
zolfragmentes mit den Zinkacetatfragmenten imstande ist, die Histidinmoleku¨le
an der Oberfla¨che des Zinkricinoleats zu halten. Dies belegt die dokumentierten
Experimente, dass nukleophile Substanzen wie Ammonium, Amine und Schwefel-
wasserstoffe selektiv von Zinkricinoleat absorbiert werden [145,202].
Im zweiten Versuch mit Zinkricinoleat wird die Affinita¨t von Polyhistidinpep-
tiden (kurz HisN , wobei N die Kettenla¨nge beschreibt) analysiert. Diese Untersu-
chung dient der Vorstudie zur Ermittlung der Mo¨glichkeiten zur Aufreinigung von
His-Tag Proteinen mittels Zn(Ri)2 wie in Patent DE102011101880 A1 beschrieben.
Der Boden der Box besteht aus einer Zn(Ri)2-Schicht. U¨ber die Zn(Ri)2-Schicht
werden 100 Polyhistidinmoleku¨le mit verschiedenen Kettenla¨ngen (His6, His8 und
His10) platziert. Nach einer Simulationszeit von 4.4 µs sind 58 % der His6-, 50 % der
His8- und 55 % der His10-Proteine gebunden. Die Affinita¨t der Polyhistidinpeptide
ist somit ho¨her als die der einzelnen Histidinmoleku¨le. Auffa¨llig ist die Aggregation
der Peptide untereinander, wodurch aufgrund der Gro¨ße der Aggregate die Diffu-
sion zur Zn(Ri)2-Schicht verlangsamt wird. Die Wechselwirkung wird u¨ber das
Imidazolfragment der Histidinmoleku¨le mit dem Zinkacetatfragment vermittelt,
wie experimentell belegt [145,202].
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Das Patent DE102011101880 A1 beschreibt, dass Zinkricinoleat selektiv His-
Tag-Proteine binden kann. Somit ko¨nnte Zinkricinoleat als neues Auftrennungs-
medium fungieren und als Alternative zur Metallchelatchromatographie (IMAC)
dienen. Um die Aufreinigungsfa¨higkeiten fu¨r Proteine zu demonstrieren, werden
Simulationen mit Insulin des Wildtyps und Insulin mit einem His-Tag durchge-
fu¨hrt, wobei der His-Tag aus sechs und acht Histidinmoleku¨len (His6 und His8)
besteht. Deutlich zu erkennen bei diesem Versuch ist die vermehrte Wechselwir-
kung der Imidazolfragmente mit den Zinkacetatkopfgruppen der Zn(Ri)2-Schicht.
Um zu untersuchen, ob der Aufreinigungsprozess selektiv ist, werden Insulinmole-
ku¨le des Wildtyps mit His8-Tag Moleku¨len gemeinsam in einer Box platziert. Bis
auf ein einzelnes Wildtypmoleku¨l werden alle Moleku¨le von der Zn(Ri)2-Schicht
absorbiert. Aus alledem folgt, dass Zinkricinoleat zwar eine deutlich erho¨hte Affi-
nita¨t zum Imidazolfragment des Histidins aufweist, jedoch keine besondere Bevor-
zugung gegenu¨ber anderen Aminosa¨uren vorliegt. Die eigentliche Absorption wird
u¨ber eine Komplexgleichgewichtsreaktion vermittelt, welche mit der molekularen
Fragmentdynamik nicht abgebildet werden kann. Jedoch zeigt sich tendenziell eine
erho¨hte Affinita¨t des Histidins zum Zinkricinoleat, speziell zur Zinkacetatkopf-
gruppe. Des Weiteren ermo¨glichen die weichen Fragmentpotentiale ein Durch-
dringen der einzelnen Moleku¨le, sodass Proteine ohne His-Tag mit der hydro-
phoben Schicht innerhalb der Zn(Ri)2-Schicht in Kontakt treten und so in diese
eindringen. Dies wird bei der Verwendung von harten Potentialen weitestgehend
ausgeschlossen.
Cyclotide sind aufgrund ihrer Vielfalt an biologischen Aktivita¨ten interessante
Vorschungsobjekte. Als Pflanzendefensine [92] entsteht ihre Zytotoxizita¨t durch ihre
membranzersto¨renden Eigenschaften. Eine genauere Untersuchung des Wirkungs-
mechanismus mittels hier durchgefu¨hrter MFD-Simulationen hat gezeigt, dass
der vorgeschlagene Ablauf des Membrankontaktes des Cyclotids Kalata B1 u¨ber
den hydrophobic Patch (HP) und den beiden geladenen Aminosa¨ureresten (G6 in
Schlaufe 1 und N29 in Schlaufe 6) vermittelt wird
[89–94]. Der HP steht in Kontakt
mit der hydrophoben Schicht der Membran, die beiden ionischen Aminosa¨urereste
halten sich exakt in der Schicht der geladenen Kopfgruppen auf.
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Der wichtigste Mechanismus, welcher zur Perforation der Zellmembran fu¨hrt, ist
die Ausu¨bung von Stress in Form von Membrankru¨mmung. Dies fu¨hrt zur erleich-
terten Bildung von Poren durch die Cyclotide oder zum Zerreißen der Lipiddoppel-
schicht [91]. Die Sta¨rke der Membrankru¨mmung ist abha¨ngig von der Konzentra-
tion der Cyclotide [96]. Fu¨r eine Konzentration von weniger als 200 Kalata B1-
Moleku¨len auf 1600 Phospholipide ergibt sich nur eine geringe Steigerung der
Amplitude (Differenz der negativen und positiven Kru¨mmung der Membran) der
Membrankru¨mmung. Die Erho¨hung der Amplitude zwischen 24 und 196 Kalata
B1 Moleku¨len liegt bei 8.5 %. Eine Konzentration von 216 zeigt einen Amplituden-
zuwachs von 18.0 %. 312 Kalata B1 Moleku¨le kennzeichnen sich durch einen 32.9
% gro¨ßeren Wert der Amplitude, welches einer ungefa¨hren Vervierfachung gegen-
u¨ber dem Wert von 196 Kalata B1 Moleku¨len entspricht. Die im Rahmen dieser
Arbeit durchgefu¨hrten MFD-Simulationen konnten zeigen, dass das Ausmaß der
Membrankru¨mmung direkt abha¨ngig von der Kalata B1 Konzentration ist.
Fu¨r ho¨here Konzentrationen ist in der Literatur vermerkt, dass Lipidmoleku¨le
direkt aus der Doppelschicht extrahiert werden [91,96]. Dieses Pha¨nomen kann fu¨r
Konzentrationen gro¨ßer als 300 Kalata B1 Moleku¨le beobachtet werden. Zu Beginn
der Simulation (3.7 µs) werden sa¨ulenartige Lipidanha¨ufungen durch die Kalata
B1 Schicht herausgezogen. Zum Ende hin (36.8 µs) sind diese Lipidanha¨ufungen
zu globula¨ren Einschlu¨ssen kleiner 150 A˚ herangewachsen. Dies hat eine deutliche
Verringerung der Membrandicke zur Folge.
In der Literatur sind zwei Arten von Poren, die Kalata B1 ausbildet, erwa¨hnt:
Die Fasslamellenpore sowie die Ringkernpore [89,92,95]. In einer hier durchgefu¨hrten
Simulation konnte bei einer um 10 % reduzierten Anzahl an Phospholipiden gezeigt
werden, dass die ausgebildete Pore einer Ringkernporenstruktur entspricht. Die
Gro¨ße der Pore ist mit 8 nm gro¨ßer als die in der Literatur beschriebenen 4.1 -
4.7 nm [96]. Fasst man die gesammelten Ergebnisse zusammen, so konnte bewiesen
werden, dass die molekulare Fragmentdynamik fa¨hig ist, die komplexen Mecha-




Die dissipative Partikeldynamik (DPD) ist eine etablierte mesoskopische Simula-
tionsmethode fu¨r komplexe Fluidsysteme, deren Partikel geeignete Fluidelemente
repra¨sentieren. Dabei werden die konservativen Kra¨fte zwischen Partikelpaaren
durch jeweilige isotrope Repulsionsparameter quantifiziert. Die molekulare Frag-
mentdynamik (MFD) ist eine DPD-Variante, die kleine Moleku¨le als DPD-Partikel
definiert. Gro¨ßere Moleku¨le werden dann aus Partikel-
”
Fragmenten“ zusammenge-
setzt, die u¨ber harmonische Federn verbunden sind. Die MFD-Methode wurde
bereits erfolgreich fu¨r die Untersuchung von amphiphilen Polymeren, Mikroemul-
sionen und nichtionischen Tensiden eingesetzt. Ziel der vorliegenden Arbeit ist es,
eine Erweiterung und Validierung des MFD-Ansatzes fu¨r die Simulation biomole-
kularer Systeme mit Membranen, Peptiden oder Proteinen zu realisieren.
Dazu wird zuna¨chst ein Satz von MFD-Fragmenten definiert, der eine geeignete
Fragmentierung der in den Biomembranen auftretenden Phospholipide sowie der
die Peptide/Proteine konstituierenden Aminosa¨uren ermo¨glicht. Fu¨r die Beschrei-
bung der jeweiligen fragmentbasierten Moleku¨ltopologie wird eine neue einzei-
lige Textnotation (fragment SMILES oder kurz f SMILES) eingefu¨hrt, die sich
an der bekannten SMILES-Kodierung orientiert. Die DPD-Repulsionsparameter
fu¨r alle auftretenden Fragmentpaare werden mit Molekulardynamiksimulationen
bestimmt und mit einer neu entwickelten Verwaltungsapplikation dokumentiert.
Ein Ad-hoc-Konzept fu¨r die Beru¨cksichtigung elektrostatischer Ladungen und
Kra¨fte in MFD-Simulationen wird vorgeschlagen, getestet und eingesetzt. Speziell
fu¨r Peptide und Proteine werden harmonische Federkra¨fte zwischen den Ru¨ckrad-
Fragmenten implementiert, die eine Stabilisierung ihrer ra¨umlichen 3D-Struktur
mit variablen Flexibilita¨tsgraden ermo¨glichen, da die isotropen DPD-Partikel-
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wechselwirkungen die tatsa¨chlichen ra¨umlich-gerichteten atomaren Wechselwir-
kungen prinzipiell nicht ada¨quat widerspiegeln. Fu¨r die praktische Durchfu¨hrung
der biomolekularen Simulationen wird die MFD-Simulationssoftware MFD-Formu-
laOne mit umfangreichen neu entwickelten Funktionsbibliotheken und (Peptid-
/Protein-)Editoren erweitert. Dabei wird nach Mo¨glichkeit auf bestehende Open-
Source-Bibliotheken (CDK, Jmol, BioJava) aufgesetzt. Das erweiterte Simulations-
system ermo¨glicht schließlich eine vollsta¨ndig automatisierte Verarbeitung der in
”
Protein-Data-Bank“-Eintra¨gen enthaltenen topologischen und ra¨umlichen Peptid-
/Protein-Information.
Zur ersten Validierung der erweiterten Software werden zuna¨chst die Polyoxyal-
kylethertenside C6E6, C10E6, C12E6 und C16E6 an einer Wasser-Luft-Grenzfla¨che
simuliert. Die erhaltenen nanoskaligen Strukturen im thermodynamischen Gleich-
gewicht, die berechneten Oberfla¨chenspannungen sowie die Ergebnisse fu¨r die
Mizellenbildung weisen eine gute U¨bereinstimmung mit experimentellen Ergeb-
nissen auf.
Fu¨r die Untersuchung von Biomembranen werden geeignete Fragmentierungs-
schemata fu¨r alle auftretenden Phospholipide erarbeitet. Die Simulation von
1,2-Dimyristoyl-sn-glycero-3-phosphatidylcholin-(DMPC)-, Endoplasmatischen-
Retikulum-(ER)-, Mitochondrium- und Plasma-Modellmembranen fu¨hrt zu
stabilen Doppelschichten mit Geometrien, die experimentellen Untersuchungen
gut entsprechen, wobei auch die bekannten Lipid-Fluktuationen zwischen
den beiden Schichten der Doppelmembranen auftreten. Mizellenbildung sowie
spontane Vesikelbildung ko¨nnen fu¨r alle untersuchten Membrantypen simuliert
werden. Die Fusion eines DMPC-Vesikels mit einer DMPC-Membran wird zudem
erfolgreich dargestellt.
Die flexible ra¨umliche Stabilisierung des Proteinru¨ckgrads mit harmonischen
Federkra¨ften wird fu¨r das hantelfo¨rmige Calmodulin eingehend untersucht: Dazu
werden Simulationsserien mit unterschiedlichen Federkra¨ften durchgefu¨hrt und die
dazu geho¨renden ra¨umlichen Proteingeometrien ausgewertet. Es zeigt sich, dass
die langreichweitigen Federkra¨fte in erster Linie fu¨r die Aufrechterhaltung der
3D-Struktur entscheidend sind. Die Stabilita¨t einer Protein-Quarta¨rstruktur wird
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mittels einer MFD-Langzeitsimulation fu¨r die Aggregation der Untereinheiten des
Ha¨moglobin-Tetramers gezeigt. Dies belegt, dass die MFD-Methode die gemittelte
Wechselwirkung zwischen Proteinoberfla¨chen ada¨quat beschreiben kann.
Fu¨r das Studium der Wechselwirkung von Peptiden/Proteinen und molekularen
Oberfla¨chen werden zwei Modellsysteme untersucht. Zum einen wird die bekannte
destruktive Wirkung des Pflanzendefensins Kalata B1 auf eine biologische Plas-
mamembran erfolgreich simuliert und die Struktur auftretender Membranporen
ermittelt. Zum anderen kann die Wechselwirkung von histidinhaltigen Peptiden
und Proteinen mit einer technisch relevanten Zinkrizinoleatschicht die postulierte
Affinita¨t des Zinkrizinoleats zu stickstoffhaltigen Moleku¨len aufzeigen.
Zusammenfassend kann die in dieser Arbeit erweiterte MFD-Methode als
neue Simulationstechnik fu¨r biomolekulare Systeme gewertet werden, die als
mesoskopisch-grobko¨rniges Verfahren fu¨r geeignete Fragestellungen einen um





Dissipative Particle Dynamics (DPD) is a well-established mesoscopic simulation
method for complex fluid systems whose particles are represented by adequate
fluid elements. The conservative forces between particle pairs are quantified by
particular isotropic repulsion parameters. Molecular Fragment Dynamics (MFD)
is a DPD variant that utilizes small molecules as its particles where larger mole-
cules are assembled with these particle ‘fragments’ connected by harmonic springs.
The MFD technique has already been successfully applied to study amphiphilic
polymers, microemulsions and non-ionic surfactants. This thesis aims at exten-
ding and validating the MFD approach for the simulation of biomolecular systems
containing membranes, peptides and proteins.
At first a set of MFD fragments is defined that allows an adequate fragmenta-
tion of all membrane relevant phospholipids as well as the amino acids that set up
peptides and proteins. For a description of a particular fragment-based molecule
topology a new single-line text notation (denoted fragment SMILES or f SMILES)
is introduced that is similar to the well-known SMILES code. The DPD repulsion
parameters for all fragment pairs are determined by molecular dynamics simula-
tions and documented by a newly developed management application. An ad-hoc
concept for the consideration of electrostatic charges and forces in MFD simula-
tions is proposed, tested and applied. For peptides and proteins specific harmonic
forces between backbone fragments are implemented that enable a stabilisation of
their spatial 3D structures with variable degrees of flexibility since the isotropic
DPD particle interactions cannot account for the true spatially directed atomic
interactions. In order to practically realize biomolecular simulations the MFD
simulation software MFD-FormulaOne is extended with new function libraries and
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peptide/protein editors where already existing open-source libraries (CDK, Jmol,
BioJava) are utilized according to possibility. The extended simulation system
allows a completely automated processing of the topological and spatial peptide/-
protein information contained in Protein Data Bank (PDB) files.
For an initial validation of the extended software the polyoxyalkylether surfac-
tants C6E6, C10E6, C12E6 and C16E6 are simulated at a water-air interface.
The resulting nanoscale structures at thermodynamic equilibrium, the calculated
surface tensions and the observed micelle formations are in good agreement with
experimental findings.
In order to study biomembranes adequate fragmentation schemata for all occur-
ring phospholipids are developed. The simulation of 1,2-Dimyristoyl-sn-glycero-
3-phosphatidylcholin (DMPC), Endoplasmic reticulum (ER), mitochondrion and
plasma model membranes lead to stable bilayers with geometries that correspond
to experimental results. The well-known lipid fluctuations between both membrane
layers do appear. Micelle formation as well as spontaneous vesicle formation can be
demonstrated for all studied membrane types. The fusion of a water-filled DMPC
vesicle with a DMPC bilayer membrane is successfully simulated.
The flexible spatial stabilization of the protein backbones with harmonic forces
is studied with the dumbbell-shaped Calmodulin: Simulation series with diffe-
rent forces are performed and the corresponding spatial protein geometries are
analysed. It is shown that the long-range forces are responsible for the preserva-
tion of the 3D structure in the first place. The stability of a protein quaternary
structure is demonstrated by a long-term MFD simulation of the aggregation of
the subunits of the Hemoglobin tetramer. This shows that the MFD method may
successfully describe the average interaction between protein surfaces.
To analyse the interaction between peptides/proteins and molecular surfaces
two model systems are investigated: First the well-known destructive behaviour
of Kalata B1 plant defensins with biological plasma membranes is successfully
simulated and the structure of the occurring membrane pores is characterized.
Secondly the interaction of Histidine containing peptides and proteins with a tech-
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nical relevant zinc ricinoleate layer shows the postulated affinity of zinc ricinoleate
to nitrogen containing molecules.
In summary it is shown that the extended MFD method may be regarded as
a new simulation technique for biomolecular systems. Where it applies the meso-
scopic coarse-grained MFD method may reduce the computational costs by orders
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Tabelle 11.1: Liste der verwendeten Abku¨rzungen.
Abku¨rzung Definition
} Planckkonstante dividiert durch 2 · pi
H Hamilton-Operator
∇ Nabla-Operator
α Sta¨rke der Adaption
γ Oberfla¨chenspannung
γCMC Oberfla¨chenspannung bei CMC
γDPD Reibungskoeffizient
γ0 Oberfla¨chenspannung der Wasser-Luft Grenzfla¨che
∆Eij Energiedifferenz der paarweisen Wechselwirkung
η Atomkern-Wellenfunktion
θ Bindungswinkel
θ Standardverteilte Zufallsvaribale mit Einheitsvarianz
ξ Elektrisches Feld
pi Kreiszahl









Ψ Wellenfunktion eines Teilchens
ωD Variable des Reibungskoeffizienten




AMBER Assisted Model Building with Energy Refinement




ceffective Korrekturfaktor der effektiven Ladung
BCIs (δij) Bond-Charge Increments
CCK Cyclic Cystine Knot
CDK Chemistry Development Kit
CG Conjugate-Gradient
CHARMM Chemistry at HARvard Macromolecular Mechanics
CMC Kritische Mizellenkonzentration























FEmax Maximale elektrostatische Kraft
FR Zufa¨llige Kraft







IMAC Immobilized Metal Ion Affinity Chromatography
kb Boltzmann-Konstante
kBB Kraftkonstante der Stabilisierungspotentiale
KLP Kombination von kurz- und langreichweitigen Potentialen
KP Kurzreichweitige Potentiale










Naa Anzahl der Aminosa¨uren





PCFF Polymer Consistent Force Field











QSAR Quantitative Structure-Activity Relationship
r Distanz- oder Ortsvektor
R Universelle Gaskonstante

















11.2 Kodierungsschema der Aminosa¨uren








































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































11.3 Regeln der f SMILES-Notation
Folgende Regeln sind fu¨r den Aufbau eines f SMILES definiert:
1. Fragmentnamen du¨rfen eine maximale La¨nge von 10 Buchstaben (a-z, A-Z,
0-9, erstes Zeichen keine Zahl) besitzen und mit einer optionalen vorange-
stellten Ha¨ufigkeitszahl versehen sein.
2. Das Zeichen fu¨r die chemische Bindung der Hauptkette ist ’-’.
3. Runde Klammern ’(’ und ’)’ bestimmen Verzweigungen. Diese ko¨nnen in
Abha¨ngigkeit von der Hierarchieebene verschachtelt werden.
4. Eckige Klammern ’[’ und ’]’ mit einer eingeschlossenen Nummer im Anschluss
eines Fragmentes zeigen einen Ringschluss.
5. Geschweifte Klammern ’{’ und ’}’ definieren ein Monomer. Monomere
bestehen aus mindestens einem Fragment mit einem [HEAD]- und [TAIL]-
Attribut: Strukturelement die dem Monomer vorangehen, werden mit
dem [HEAD]-Fragment, nachfolgende Elemente mit dem [TAIL]-Fragment
verknu¨pft. Verschachtlungen sind nicht erlaubt.
6. Monomerlabel beginnen mit einem ’#’-Zeichen, gefolgt von einer Zeichen-
kette (erstes Zeichen keine Zahl).
7. Monomerlabels ko¨nnen mit einer voranstehenden Ha¨ufigkeitszahl versehen
werden.
8. Ein Fragment einer Moleku¨lstruktur (nicht-Monomer) kann optional ein
[START]- oder ein [END]-Attribut fu¨r Ausrichtungszwecke beinhalten. Nur
ein [START]/[END]-Paar ist pro Struktur erlaubt.
9. Ein Moleku¨l kann aus mehreren distinkten Teilen bestehen. Jeder Teil muss
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