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SUPERCRITICAL EQUIVARIANT BIHARMONIC MAPS FROM R5
INTO S5
M.K. COOPER
Abstract. We study supercritical O(d)-equivariant biharmonic maps with a focus on
d = 5, where d is the dimension of the domain. We give a characterisation of non-trivial
equivariant biharmonic maps from R5 into S5 as heteroclinic orbits of an associated
dynamical system. Moreover, we prove the existence of such non-trivial equivariant
biharmonic maps. Finally, in stark contrast to the harmonic map analogue, we show the
existence of an equivariant biharmonic map from B5(0, 1) into S5 that winds around S5
infinitely many times.
1. Introduction
Our main purpose is to extend the analysis of the author in [3], which studies equivariant
(extrinsic) biharmonic maps in the (energy)-critical regime, to the (energy)-supercritical
regime. Due to technical obstacles, which we discuss below, we are only able to extend
our analysis to the cases d ∈ {5, 6, 7}, with a particular emphasis on the d = 5 case,
where d is the dimension of our domain.
Next, we will introduce (extrinsic) biharmonic maps from flat domains into spheres. Of
course, one can consider biharmonic maps from more general domains into more general
targets, but we do not need that generality. Let d, n ∈ N and Ω ⊂ Rd be a bounded
domain. We consider the target Sn to be isometrically embedded in Rn+1 as
Sn := {x ∈ Rn+1 : |x| = 1}.
Consider the bi-energy:
E2[u] :=
ˆ
Ω
|∆u|2 dx for u ∈ H2g (Ω;Sn),
where g is boundary data,
H2(Ω;Sn) := {u ∈ H2(Ω;Rn+1) : |u(x)| = 1 for a.e. x ∈ Ω},
andH2g (Ω;S
n) ⊂ H2(Ω;Sn) such that u ∈ H2g (Ω;Sn) whenDαu = Dαg on ∂Ω for |α| ≤ 1.
The biharmonic maps under consideration here are critical points of E2. The Euler-
Lagrange equation of E2 is
(1)
{
∆2u(x) ⊥ Tu(x)Sn in Ω and
Dαu = Dαg on ∂Ω for |α| ≤ 1,
where we interpret the above in a distributional sense for u ∈ H2(Ω;Sn).
One can view biharmonic maps as a higher-order analogue of harmonic maps which are
critical points of the first-order Dirichlet energy
E1[u] :=
ˆ
Ω
|Du|2 dx.
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We use the equivariant ansatz
(2) u(x) =
{(
x
|x|
sinψ(|x|), cosψ(|x|)
)
for x ∈ Bd(0, 1) \ {0},
eˆd+1 if x = 0
=: Υ(ψ)(x).
To ensure that u = Υ(ψ) is continuous at the origin, we set ψ(0) = 0. This isn’t the
only value of ψ(0) that achieves this, but due to the symmetry of the situation we may
assume, without loss of generality, that ψ(0) = 0. For a detailed discussion of this ansatz
and its equivalence to O(d)-equivariance, see [3, Section 1 and Section 2].
Assuming ψ ∈ C([0, 1];R) ∩ C4((0, 1];R), and substituting u = Υ(ψ) into (1) gives the
following ODE for ψ:
(3)


ψ(4) = 6(ψ′)2ψ′′ +
2(d− 1)
r
(
(ψ′)3 − ψ(3))− d− 1
r2
(
(d− cos(2ψ)− 4)ψ′′
+ sin(2ψ)(ψ′)2
)
+
(d− 3)(d− 1)
r3
(cos(2ψ) + 2)ψ′
− 3(d− 3)(d− 1)
2r4
sin(2ψ) for r ∈ (0, 1) and
ψ(0) = 0,
We carried out this calculation by making the obvious modifications to the Mathematica
code presented in [3, p. 2902]. Note that the boundary conditions on u in (1) turn into
conditions on ψ(1) and ψ′(1). Although the above definitions are only presented for the
domain Bd(0, 1), we can extend these definitions to balls of arbitrary radius centred at
the origin or Rd in the obvious way.
This ODE for ψ is dilation invariant. We make the change of variables ψ(r) = φ(s),
where s = log r, to arrive at an autonomous ODE for φ:
(4)
φ(4) = ((d− 1) cos(2φ)− (d− 11)d− 21)φ′′ − 3
2
(d− 3)(d− 1) sin(2φ)
+ (6φ′′ − (d− 1) sin(2φ)) (φ′)2 + (d− 4)((d− 1) cos(2φ) + 3d− 5)φ′
+ 2(d− 4)(φ′)3 − 2(d− 4)φ(3).
The ψ(0) = 0 condition translates to the condition φ(s)→ 0 as s → −∞. We will work
with (4), mostly forgetting about the ODE in (3).
Now let us focus on the coefficient of φ′′ in the first term on the RHS of (4), namely
(d− 1) cos(2φ)− (d− 11)d− 21.
The qualitative properties of (4) largely depend on the sign of this coefficient. We make
the following observations:
• for 3 ≤ d ≤ 7 this coefficient is strictly positive;
• for d ≤ 2 or d ≥ 10 this coefficient is strictly negative; and
• for d = 8 or d = 9 the coefficient changes sign.
From this, we would suppose that different techniques would be necessary for the analysis
in these different regimes. As we will remark below, this is in stark contrast to the
harmonic map analogue of our problem.
Next, we would like to explain why we focus our attention on the d = 5 case. Clearly,
many of the terms in (4) vanish when d = 4. The introduction of these terms when tran-
sitioning to the d = 5 case cause many difficulties. We don’t believe that the qualitative
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nature of these difficulties change when going from d = 5 to d ∈ {6, 7}. However, the
degree of these difficulties seem to increase, and some of our techniques fail. We will try
to remark when these failures occur. This is the reason we focus on the d = 5 case.
Some of our results hold for a larger range of d other than just d = 5. However, we only
present these more general results when it does not obscure the ideas and arguments in
the d = 5 case. For reference, if d = 5 then (4) becomes
(5)
φ(4) = (4 cos(2φ) + 9)φ′′ − 12 sin(2φ) + (6φ′′ − 4 sin(2φ)) (φ′)2 + (4 cos(2φ) + 10)φ′
+ 2(φ′)3 − 2φ(3).
One of the most interesting things regarding this work is the contrast it shows with the
harmonic map analogue. Therefore, before we state our main results we give a high-level
description of this analogue. The harmonic map analogue of (4) is
(6) φ′′H =
d− 1
2
sin(2φH)− (d− 2)φ′H.
Note that in the harmonic map case d = 2 is the critical dimension, and the equation
is supercritical for d ≥ 3. For the same reasons as in the setup for the biharmonic map
case, we have φH(s)→ 0 as s→ −∞. In the supercritical regime, there is only one orbit,
up to the symmetries of the problem, that satisfies (6), and this is the heteroclinic orbit
connecting (φH , φ
′
H) = 0 to (φH , φ
′
H) = (pi/2, 0).
Next we explain why a supercritical harmonic map must satisfy |φH | < pi, that is, such a
harmonic map can’t wrap around past the south-pole of its target. One can view (6) as
an equation modelling a pendulum with friction. The energy of this pendulum is
EH [φH ] := 1
2
(φ′H)
2 +
d− 1
2
cos2 φH .
The potential energy is d−1
2
cos2 φH . The friction means that this energy is monotone
decreasing:
∂sEH [φH ] = −(d− 2)(φ′H)2.
From this we see that the potential energy of φH must be below the maximum possible
potential energy which occurs at integer multiples of pi. Another interesting observation
is that in the supercritical regime for (6) the qualitative properties of the solutions does
not change with changing d like we saw for the biharmonic case.
We now move onto stating our main results. We show that if d ∈ {5, 6, 7} and ψ solves (3),
then u = Υ(ψ) is a smooth biharmonic map, that is, any potential problem with (3) at
the origin does not occur.
Theorem 1. Let d ∈ {5, 6, 7}, ψ ∈ C([0, 1];R) ∩ C∞((0, 1];R), with ψ(0) = 0, be a
solution to (3), and
u = Υ(ψ) ∈ C(Bd(0, 1);Sd) ∩ C∞(Bd(0, 1) \ {0};Sd).
Then u ∈ C∞(Bd(0, 1);Sd) and it is biharmonic.
The following theorem characterises equivariant biharmonic maps from R5 into S5.
Theorem 2. Let d = 5 and ψ ∈ C([0,∞);R) ∩ C∞((0,∞);R) be a non-trivial solution
to (3), with ψ(0) = 0. When we consider φ(s) = ψ(es) which solves (5), φ is a heteroclinic
orbit connecting the origin and either (−pi/2, 0, 0, 0) or (pi/2, 0, 0, 0). Moreover, such a ψ
exists.
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With [3, Theorem 3] the author proves an analogue of this result in the critical, that is,
d = 4 case. However, the result in [3] is stronger, because it proves that the heteroclinic
orbit is unique, up to symmetries of the problem. The proof of this uniqueness rests
on two main facts about (4) when d = 4. Firstly, we have an explicit expression for a
heteroclinic orbit. Secondly, this explicit expression makes some key terms in (4) vanish.
From this a comparison principle between this explicit orbit and other orbits in W u(0)
follow, where W u(0) is the unstable manifold of the origin of the associated first-order
system in (φ, φ′, φ′′, φ(3)). A consequence of the comparison principle is that this explicit
orbit repels every other orbit in W u(0) such that these other orbits eventually blow up
in finite s-time.
Unfortunately, in the d = 5 case we are unable prove the uniqueness, up to symmetry, of
the heteroclinic orbit. The two mains facts that our proof in the d = 4 case rest upon
are not true in the d = 5 case. However, numerical studies give a strong suggestion that
indeed the heteroclinic orbit is unique up to the symmetries of our problem.
Finally, we show that, in stark contrast to the harmonic case, there are equivariant
biharmonic maps from B5(0, 1) into S5 that wind around S5 infinitely many times.
Theorem 3. There exists a biharmonic map
u = Υ(ψ) ∈ C∞(B5(0, 1);S5),
such that ψ(0) = 0 and ψ(r)→∞ as r ր 1.
We believe that another strength of this work is its contribution to the theory of fourth-
order ODE. It extends the geometric approach of Hofer and Toland in [5] to an equation
having features far beyond what current general theory covers.
In addition to the work in [5], our approach is deeply inspired by the work of van den Berg
in [10]. More explicitly, we discover positive invariant cones on which we can write (5)
as a system of two second-order ordinary differential inequalities whose dynamics are
simpler to study. The crux in showing these simplified dynamics lies in showing the
non-negativity of certain functions. Parts of these proofs, and only these proofs, are
computer-assisted. More precisely, we use interval analysis, see, for example, [1], [6], [7],
or [8]. Although similar ideas appeared in the author’s earlier work [3], a reading of [10]
really sharpened the use of such ideas in this work.
We will now outline the structure of the rest of this paper. In Section 2, we go over some
preliminaries, including, a description of a monotone quantity for (4). We also describe
the critical points, and linearisations around these, of (4). In Section 3, we show that
when d ∈ {5, 6, 7} and φ is a solution to (4) such that φ(s) → 0 as s → −∞, then φ
is in W u(0). In Section 4, we show for d ∈ {5, 6, 7} and solutions φ to (4) that are in
W u(0) that if |φ′′| becomes sufficiently large then φ blows up in finite s-time, that is, there
exists a sf ∈ R such that |(φ(s), φ′(s), φ′′(s), φ(3)(s))| → ∞ as s ր sf . In Section 5, we
introduce a set which plays a similar role for us as the role played in [5] by the connected
components of the set of (φ, φ′′) that have positive potential energy. We show that if an
orbit in W u(0) of (5) exits this set then it must blowup in finite s-time. In Section 6, we
complete the proof of Theorem 2. In Section 7, we prove Theorem 1 and Theorem 3.
Notation. Throughout this paper C denotes a positive universal constant. Two different
occurrences of C are liable to be different. If our constant depends on some parameter,
say ε, then we may indicate this by writing C(ε).
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For Ω ⊆ Rd, we define −Ω := {x ∈ Rd : −x ∈ Ω}.
Acknowledgements. The author is grateful to Prof. Dr. Andreas Gastel for many
stimulating discussions during the initial stages of this project.
2. Preliminaries
Later in this work we will want to refer to certain sub-expressions of (4). Therefore, we
rewrite (4) as
(7) φ(4) = q(φ)φ′′ − f(φ) +
(
6φ′′ +
1
2
q′(φ)
)
(φ′)2 + 2(d− 4) (g(φ)φ′ + (φ′)3 − φ(3)) ,
where
(8)


q(φ) = (d− 1) cos(2φ)− (d− 11)d− 21,
f(φ) =
3
2
(d− 3)(d− 1) sin(2φ), and
g(φ) =
1
2
((d− 1) cos(2φ) + 3d− 5).
Next, we derive a monotone quantity for solutions of (4). This quantity plays a central
role in our analysis. We rearrange (7):
(9)
φ(4) − q(φ)φ′′ + f(φ)− 6(φ′)2φ′′ − 1
2
(φ′)2q′(φ) + 2(d− 4)φ(3)
= 2(d− 4)g(φ)φ′ + 2(d− 4)(φ′)3.
We multiply this through by φ′, and integrate the left hand side:
(10)
ˆ
φ′ LHS ds = φ′φ(3) − 1
2
(φ′′)2 + F (φ)− 3
2
(φ′)4 + 2(d− 4)φ′φ′′
−
ˆ
2(d− 4) (φ′′)2 ds− 1
2
q(φ)(φ′)2,
where F ′ = f .
We choose F so that F (0) = 0, and hence
(11) F (φ) =
3
2
(d− 3)(d− 1) sin2 φ.
We set
(12) E [φ] := φ′
(
φ(3) + 2(d− 4)φ′′ − 1
2
q(φ)φ′ − 3
2
(φ′)3
)
+ F (φ)− 1
2
(φ′′)2.
We call this the energy of φ, and we decompose this into the sum of T , the kinetic energy,
and U , the potential energy:
(13)


T [φ] := φ′
(
φ(3) + 2(d− 4)φ′′ − 1
2
q(φ)φ′ − 3
2
(φ′)3
)
and
U [φ] := F (φ)− 1
2
(φ′′)2.
Finishing the computation, we combine the definition of E with (9) and (10):
∂sE [φ] = 2(d− 4)
(
(φ′′)2 + g(φ)(φ′)2 + (φ′)4
)
.
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More explicitly, we have
(14) ∂sE [φ] = (d− 4)
(
2(φ′′)2 + ((d− 1) cos(2φ) + 3d− 5)(φ′)2 + 2(φ′)4) .
Hence for d = 4 the energy is a conserved quantity, and for d > 4 it is monotone non-
decreasing.
There are some basic symmetries of (4) and (12) that we exploit. If φ solves (4), then
for any k ∈ Z both s 7→ φ(s) + pik and s 7→ pik − φ(s) are also solutions. Furthermore
E [φ] = E [φ+ kpi] = E [kpi − φ].
Next, we consider the critical points, and linearisations around these, of (4). We substi-
tute φ(i) = 0, for i ∈ {1, 2, 3, 4}, into (4):
0 = (d− 3)(d− 1) sin(2φ(s)).
Ignoring the cases d = 1, 3, we see that critical points occur when φ = kpi/2, for k ∈ Z.
The linearizations depend on the parity of k. For k even the matrix associated to the
linearization of (4) written as a first-order system for (φ, φ′, φ′′, φ(3)) is

0 1 0 0
0 0 1 0
0 0 0 1
−3(d− 3)(d− 1) 2(d− 4)(2d− 3) −(d − 12)d− 22 8− 2d


This has the eigenvalues 3, 1, 1− d, 3− d. A corresponding eigenvector is (1, λ, λ2, λ3)T ,
where λ is the eigenvalue.
For k odd the matrix associated to the linearization of (4) written as a first-order system
for (φ, φ′, φ′′, φ(3)) is

0 1 0 0
0 0 1 0
0 0 0 1
3(d− 3)(d− 1) 2(d− 4)(d− 2) −(d− 10)d− 20 8− 2d


The eigensystem in this case is not as simple as when k is even. Since we do not need to
know more about this case for our analysis, we will not go into more detail.
3. Orbits are in W u(0)
In this section we show that we may restrict our attention to the unstable manifold of
the origin of (4) for d ∈ {5, 6, 7}.
Theorem 4. Let s0 ∈ R, φ ∈ C∞((−∞, s0);R), and d ∈ {5, 6, 7}. Suppose φ solves (4),
and φ(s) → 0 as s → −∞. Then φ′(s), φ′′(s), and φ(3)(s) also converge to zero as
s→ −∞.
In preparation for our proof of Theorem 4 we prove two abstract lemmas. The point
of these lemmas is not to be the sharpest nor as general as possible, but to clarify the
conceptual reasons for the truth of Theorem 4.
Lemma 5. Suppose that l, β, ε0 > 0, α ≥ µ > 0, and ξ ∈ C3([0,∞);R) such that
ξ′(0) ≤ −l, ξ′′(0) = 0, ξ(3)(0) ≥ 0, and sups∈[0,∞) ξ′(s) ≥ 0. Moreover, ξ solves the
differential equation
ξ(3)(s) = p(s, ξ(s), ξ′(s)) + αξ′′(s) for s ≥ 0,
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where p : [0,∞)×R2 → R. We suppose for each (s, q1) ∈ [0,∞)×R that the function
q2 7→ p(s, q1, q2) is continuously differentiable, and ∂q2p(s, q1, q2) ≥ β. This condition
implies for fixed (s, q1) ∈ [0,∞) × R that the function q2 7→ p(s, q1, q2) has exactly one
zero, which we denote by q⋆2(s, q1). We suppose that

|q⋆2(s, q1)| ≤ αε0 for s ≥ 0, |q1| < ε0,
q⋆2(s, q1)
q1
∈ [µ, α] for s ≥ 0, |q1| ≥ ε0.
Then, for sufficiently small ε0, ξ
′(s)→∞ as s→∞.
The following proof is much clearer if one draws a diagram in the (ξ, ξ′)-plane as they
follow along.
Proof. We set γ := µl
2α
. By ε0 sufficiently small, we precisely mean that ε0 > 0 satisfies
ε0 <
γβ1/2
2α2
, and(15)
0 >
4α2
γβ1/2
ε20 + ε0 −
l
α
.(16)
Note that (16) implies that ε0 <
l
α
.
The conditions ξ′′(0) = 0 and ξ(3)(0) ≥ 0 imply that p(0, ξ(0), ξ′(0)) ≥ 0, and hence
ξ(0) ≤ −l/α < −ε0. We set
s0 := sup {σ ∈ [0,∞) : ξ′(s) < −γ for all s ∈ [0, σ)} .
Since sups∈[0,∞) ξ
′(s) ≥ 0, s0 <∞. Note that ξ(s0) < ξ(0) and ξ′′(s0) ≥ 0.
Observe that for s ∈ [0,∞), q1 ≤ −l/α, q2 ≥ −γ, we have
p(s, q1, q2) ≥ γβ > 0.
We have ξ(3)(s0) ≥ γβ > 0, and hence there exists an ε > 0 such that for s ∈ (s0, s0 + ε)
we have ξ(s) < ξ(0), ξ′(s) ∈ (−γ, 0), and ξ′′(s) > 0.
We set
s1 := sup {σ ∈ (s0,∞) : ξ′(s) ∈ (−γ, 0) and ξ′′(s) > 0 for all s ∈ (s0, σ)} .
For s ∈ [s0, s1) we have ξ(s) < ξ(0) and ξ(3)(s) ≥ γβ > 0, and hence s1 ∈ (s0,∞),
ξ(s1) < ξ(0), ξ
′(s1) = 0, and ξ
′′(s1) > 0.
Next, we improve the lower bound on ξ′′(s1). Over s ∈ [s0, s1] we see that ξ′′ is non-
negative and strictly monotone increasing. Firstly, we have
(17) γ = ξ′(s1)− ξ′(s0) ≤ (s1 − s0)ξ′′(s1).
Secondly, we have
(18) ξ′′(s1) ≥ γβ(s1 − s0).
We combine (17) and (18) to obtain ξ′′(s1) ≥ γβ1/2.
Next, we set
s2 := sup {σ ∈ [s1,∞) : ξ(s) < −ε0, ξ′(s) < 2αε0, ξ′′(s) > 0 for all s ∈ [s1, σ)} .
For s ∈ [s1, s2) we see that p(s, ξ(s), ξ′(s)) ≥ 0, and hence ξ(3)(s) ≥ αξ′′(s). Therefore,
s2 ∈ (s1,∞).
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We wish to show that ξ(s2) < −ε0, and hence ξ′(s2) = 2αε0, since ξ′′(s) ≥ γβ1/2 > 0 for
s ∈ [s1, s2]. First, we obtain an upper bound on s2 − s1. We estimate
γβ1/2(s2 − s1) ≤ ξ′(s2)− ξ′(s1) ≤ 2αε0.
Therefore, using condition (16), we have
ξ(s2) ≤ − l
α
+ 2αε0(s2 − s1) ≤ − l
α
+
4α2ε20
γβ1/2
< −ε0.
We now have ξ(s2) < 0, ξ
′(s2) = 2αε0, and ξ
′′(s2) ≥ γβ1/2. We set w = ξ′ − αξ and
z = ξ′. We compute
(19)


z′ = w′ + αz,
w′′ = p(s, ξ, ξ′),
z(s2) = 2αε0, w(s2) > 0, w
′(s2) ≥ γβ1/2 − 2α2ε0.
Condition (15) implies that w′(s2) > 0.
From our assumptions on p, for z = ξ′ > αε0 and w > 0 we have p(s, ξ, ξ
′) > 0. We define
s3 := sup {σ ∈ [s2,∞) : z(s) > αε0, w(s) > 0, and w′(s) > 0 for all s ∈ [s2, σ)} .
For s ∈ [s2, s3), (19) implies that z′(s) > 0 and w′′(s) > 0. Therefore, s3 = ∞, and for
s ≥ s2, z = ξ′ satisfies z′(s) > αz(s) with z(s2) > 0, and hence ξ′(s) = z(s) → ∞ as
s→∞. 
Now we present the second abstract lemma.
Lemma 6. Let s0 ∈ R, α > 0, and u ∈ C4((s0,∞);R) which solves the differential
equation
u(4)(s) = ρ(u(s), u′(s), u′′(s)) + αu(3)(s) for s ≥ s0,
where ρ ∈ C1(R3;R). Suppose that:
(i) u(s)→ 0 as s→∞;
(ii) inf
u0,u1,u2∈R
∂u2ρ(u0, u1, u2) > 0. This condition implies for fixed (u0, u1) ∈ R2 that the
function u2 7→ ρ(u0, u1, u2) has exactly one zero, which we denote by u⋆2;u0(u1).
(iii) u⋆2;0(0) = 0, if u1 6= 0 then
u⋆2;0(u1)
u1
∈ [µ0, µ1], where 0 < µ0 ≤ µ1 < α; and
(iv) u⋆2;u0 → u⋆2;0 uniformly as u0 → 0.
Then u′′(s)→ 0 as s→∞.
Proof. We proceed via contradiction, and hence assume that u′′(s) 6→ 0 as s → ∞.
Observe that, since u(s) → 0 as s → ∞, there cannot exist a s1 > s0 and a m > 0 such
that |u′′(s)| ≥ m for all s ≥ s1. Therefore, there exists a l > 0 and a strictly monotone
increasing sequence (σi)i∈N ⊂ (s0,∞) which diverges to ∞ such that either:
(A) u′′(σi) ≤ −l, u(3)(σi) = 0, u(4)(σi) ≥ 0, and sups≥σi u′′(s) ≥ 0 for i ∈ N; or
(B) u′′(σi) ≥ l, u(3)(σi) = 0, u(4)(σi) ≤ 0, and infs≥σi u′′(s) ≤ 0 for i ∈ N.
Case A: Our aim is to apply Lemma 5 to ξ(s) = u′(s + σi) with a sufficiently large i.
Therefore, we proceed by setting ξ(s) := u′(s+σi), and we keep i ∈ N arbitrary for now.
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We set p(s, q1, q2) := ρ(u(s+ σi), q1, q2) for (s, q1, q2) ∈ [0,∞)×R2. Observe that
ξ(3) = p(s, ξ, ξ′) + αξ′′ for s ≥ 0.
Next, we want to confirm that p satisfies the conditions of Lemma 5. Firstly, we set
β := inf
u0,u1,u2∈R
∂u2ρ(u0, u1, u2) > 0.
We define
ri := max
s≥σi
|u(s)| and
υi := sup
|u0|≤ri,u1∈R
∣∣u⋆2;u0(u1)− u⋆2;0(u1)∣∣ .
Observe that ri → 0 and υi → 0 as i→∞.
For s ∈ [0,∞) and q1 ∈ R we set q⋆2(s, q1) to be the unique zero of q2 7→ p(s, q1, q2). We
observe that q⋆2(s, q1) = u
⋆
2;u(s+σi)
(q1), and hence |q⋆2(s, q1)− u⋆2;0(q1)| ≤ υi. From this and
Condition (iii) of this lemma, we have

q⋆2(s, q1)
q1
∈
[
µ0 − υ1/2i , µ1 + υ1/2i
]
for s ≥ 0, |q1| ≥ υ1/2i ,
|q⋆2(s, q1)| ≤ µ1υ1/2i + υi for s ≥ 0, |q1| < υ1/2i .
For the µ in Lemma 5 we use µ := µ0/2. Observe that for any ε0 > 0 there exists a
N ∈ N such that i ≥ N implies

q⋆2(s, q1)
q1
∈ [µ, α] for s ≥ 0, |q1| ≥ ε0,
|q⋆2(s, q1)| ≤ α ε0 for s ≥ 0, |q1| < ε0.
Therefore, we see that for sufficiently large i our ξ satisfies Lemma 5, and hence ξ′(s)→∞
as s → ∞. Therefore, u′′(s)→ ∞ as s → ∞. However, this contradicts our assumption
that u(s)→ 0 as s→∞, and hence u′′(s)→ 0 as s→∞.
Case B: We set v(s) = −u(s) for s > s0. It is straightforward to check that v satisfies
the conditions of this lemma and those of Case A. Therefore, v′′(s) → 0 as s →∞, and
hence u′′(s)→ 0 as s→∞. 
We are now ready to prove Theorem 4.
Proof of Theorem 4. We first consider the time-reversal u(s) = φ(−s). We have that
u(s)→ 0 as s→∞, and our aim is to show that u′(s), u′′(s), and u(3)(s) all converge to
zero as s→∞. We see that u solves
(20)
u(4) = ((d− 1) cos(2u)− (d− 11)d− 21)u′′ − 3
2
(d− 3)(d− 1) sin(2u)
+ (6u′′ − (d− 1) sin(2u)) (u′)2 − (d− 4)((d− 1) cos(2u) + 3d− 5)u′
− 2(d− 4)(u′)3 + 2(d− 4)u(3).
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Step 1: We apply Lemma 6 to show that u′′(s) → 0 as s → ∞. We set α := 2(d − 4).
The α > 0 condition in Lemma 6 is what leads to our d ≥ 5 restriction. We set
ρ(u0, u1, u2) := −3
2
(
d2 − 4d+ 3) sin(2u0)− (d− 4)((d− 1) cos(2u0) + 3d− 5)u1
− (d− 1) sin(2u0)u21 − 2(d− 4)u31
+
(−d2 + (d− 1) cos(2u0) + 11d− 21 + 6u21)u2.
We see that u(4) = ρ(u, u′, u′′) + αu(3).
We compute, for d ∈ {5, 6, 7},
∂u2ρ(u0, u1, u2) = (d− 1) cos(2u0)− (d− 11)d− 21 + 6u21 ≥ −d2 + 10d− 20 > 0
for u0, u1, u2 ∈ R. Observe that for d ≥ 8 the polynomial −d2 + 10d − 20 is negative.
This is what leads to our d ≤ 7 restriction.
We now move onto verifying Condition (iii) of Lemma 6. We rearrange ρ = 0 to obtain
u⋆2;0(u1) = 2(d− 4)
2d− 3 + u21
−d2 + 12d− 22 + 6u21
u1.
We see that u⋆2;0(0) = 0, and for u1 6= 0
u⋆2;0(u1)
2(d− 4)u1 ∈
[
1
6
,
2d− 3
−d2 + 12d− 22
]
.
Therefore, we set
µ0 :=
d− 4
3
and µ1 :=
2(d− 4)(2d− 3)
−d2 + 12d− 22 .
It is straightforward to verify that 0 < µ0 ≤ µ1 < α for d ∈ {5, 6, 7}.
Before we can apply Lemma 6, we need to check Condition (iv) of Lemma 6. We are
interested in u⋆2;u0(u1) as u0 → 0. We have
u⋆2;u0(u1) =
2(d− 4)(2d− 3)u1 + 2(d− 4)u31 + o(1) + o(u1) + o(u21)
−d2 + 12d− 22 + o(1) + 6u21
as u0 → 0.
It is straightforward to show from this that u⋆2;u0 → u⋆2;0 uniformly as u0 → 0.
Step 2: Since u(s) and u′′(s) both converge to zero as s → ∞, we have that u′(s) → 0
as s → ∞. All that is remaining to show is that u(3)(s) → 0 as s → ∞. We proceed
via contradiction, and hence assume that u(3)(s) 6→ 0 as s→∞. Therefore, there exists
an ε > 0 and a strictly monotone increasing sequence σi → ∞ such that |u(3)(σi)| ≥ ε.
From (20) we see that
∂su
(3) = 2(d− 4)u(3) + o(1) as s→∞.
Therefore, we can find a s⋆ > −s0 sufficiently large such that{
∂s|u(3)(s)| ≥ 2(d− 4)|u(3)(s)| − ε for s ≥ s⋆, and
|u(3)(s⋆)| ≥ ε.
Therefore, either u(3)(s) → −∞ or u(3)(s) → ∞ as s → ∞. However, this contradicts
with u′′(s)→ 0 as s→∞, and hence u(3)(s)→ 0 as s→∞. 
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4. Finite-time blowup once |φ′′| becomes large
Before we discuss the aim of this section we define, for d ∈ {5, 6, 7},
c⋆ := max
{
max
φ∈R
(
− 1
12
q′(φ)
)
, max
φ∈R
f(φ)
q(φ)
, max
φ∈R
(2F (φ))1/2
}
,
where f and q are as defined in (8), and F is from (11). For d = 5, 6, and 7 the values
of c⋆ are, respectively, 2
√
6, 3
√
5, and 36/
√
13.
The aim of this section is to prove the following theorem.
Theorem 7. Let d ∈ {5, 6, 7} and φ ∈ C∞((−∞, sf);R) be an orbit in W u(0) of (4),
where sf ∈ (−∞,∞] is the maximal time of existence of φ. If there exists a s0 ∈ (−∞, sf)
such that φ′′(s0) ≥ c⋆ (or, φ′′(s0) ≤ −c⋆), then sf < ∞, φ(3)(s) > 0 (resp., φ(3)(s) < 0)
for s ∈ (s0, sf), and φ(i)(s)→∞ (resp., φ(i)(s)→ −∞) as sր sf for i ∈ {0, 1, 2, 3}.
First we have two abstract preparatory lemmas that apply to fourth-order ODE that have
the same structure as (4) in the d ∈ {5, 6, 7} case. Next, we set up these two lemmas.
Let α, β > 0, and p ∈ C1(R3;R). Let C1 ≥ 1 and c0 ≥ 0 such that
(21) β(ξ2 − c0)ξ21 + C−11 ξ31 ≤ p(ξ0, ξ1, ξ2) ≤ βξ21ξ2 + C1
(
1 + ξ2 + ξ
3
1
)
for ξ0 ∈ R, ξ1 ≥ 0, and ξ2 ≥ c0. In the next two lemmas we will consider solutions u ∈ C4
to the ODE
(22) u(4) = p(u, u′, u′′)− αu(3).
Now we present the first preparatory lemma.
Lemma 8. Suppose u ∈ C4([0, sf);R) satisfies (22), and u′(0), u′′(0) − c0, and u(3)(0)
are all non-negative with at least one of them positive. Furthermore, suppose sf ∈
(0,∞] is the maximal time of existence of u, that is, either sf = ∞, or sf < ∞ and
|(u(s), u′(s), u′′(s), u(3)(s))| → ∞ as s ր sf . Then u(3)(s) > 0 for s ∈ (0, sf), and
u(3)(s)→∞ as sր sf .
Proof. Step 1. Observe that there exists an ε0 > 0 such that u
′(s) > 0, u′′(s) > c0, and
u(3)(s) > 0 for all s ∈ (0, ε0).
Step 2. We show that u(3)(s) > 0 for all s ∈ (0, sf). We define
s0 := sup{τ ∈ (0, sf) : u(3)(s) > 0 for all s ∈ (0, τ)}.
Note that s0 ∈ (0, sf ]. Observe that for all s ∈ [0, s0), u, u′, and u′′ are monotone
strictly-increasing, and hence
(23) u(4)(s) + αu(3)(s) ≥ C−11 (u′(q))3 > 0 for s ∈ [q, s0),
where q ∈ (0, s0). Therefore, after setting q = min{1, s0/2} we have
u(3)(s) ≥ min{u(3)(q), 1
αC1
(u′(q))
3} > 0 for s ∈ [q, s0),
and hence s0 = sf .
Step 3. We show that u(3)(s)→∞ as sր sf . First we assume that sf =∞. From (23)
we see that there exists a s1 > 1 such that u
(3)(s) ≥ 1
2
C−1 (u′(1))3 for all s ≥ s1.
Therefore, u′′(s)→∞ and u′(s)→∞, as s→ sf . Since
u(4)(s) + αu(3)(s) ≥ C−11 (u′(s))3 for s ∈ [0, sf),
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we have u(3)(s)→∞ as s→ sf .
Next, we suppose that sf <∞. Hoping for a contradiction, we assume that
l0 := lim inf
sրsf
u(3)(s) <∞.
Since |(u(s), u′(s), u′′(s), u(3)(s))| → ∞ as sր sf and u′′ is strictly monotone increasing,
we have u′′(s)→∞ as sր sf . Therefore,
lim sup
sրsf
u(3)(s) =∞.
We set
g(s) := u(4)(s) + αu(3)(s) for s ∈ [0, sf).
From (21) we have g(s) → ∞ as s ր sf . There exists a s2 ∈ [0, sf) such that g(s) >
α(l0 + 1) for all s ∈ [s2, sf) and u(3)(s2) > l0 + 1. Therefore, u(3)(s) ≥ l0 + 1 for all
s ∈ [s2, sf) which is our desired contradiction. 
Now we build upon this result with the following lemma.
Lemma 9. Suppose u ∈ C4([0, sf);R) satisfies (22), and u′(0), u′′(0) − c0, and u(3)(0)
are all non-negative with at least one of them positive. Furthermore, suppose sf ∈
(0,∞] is the maximal time of existence of u, that is, either sf = ∞, or sf < ∞ and
|(u(s), u′(s), u′′(s), u(3)(s))| → ∞ as s ր sf . Then sf < ∞, and u(i)(s) → ∞ as s ր sf
for i ∈ {0, 1, 2, 3}.
Proof. We set
(24) λ(s) = (u(3)(s))1/3, v1(s) =
u′(s)
λ(s)
, and v2(s) =
u′′(s)
(λ(s))2
for s ∈ (0, sf).
Note that λ(s), v1(s), v2(s) > 0 for s ∈ (0, sf). We fix an arbitrary s0 ∈ (0, sf).
We compute
λ′ =
1
3λ2
(
p(u, u′, u′′)− αλ3)
and
v′1 = λv2 +
αv1
3
− v1
3λ3
p(u, u′, u′′).
Next, we show for very small v1 and very large λ that v
′
1 > 0. More precisely, for δ > 0,
λ ≥ δ−1, and v1 ∈ (0, δ], we have
v′1 ≥ λv2 +
α
3
v1 + o(λv2) + o(v1) as δ ց 0.
Therefore, there exists a δ0 > 0 such that for λ ≥ δ−10 and v1 ∈ (0, δ0] we have v′1 > 0.
Next, we show for λ ≥ 1 and very large v1 that v′1 < 0. For δ > 0, λ ≥ 1, and v1 ≥ δ−1,
we have
v′1 ≤ −λv31v2
(
β
3
+ o(1)
)
− v41
(
1
3C1
+ o(1)
)
as δ ց 0.
Therefore, there exists a δ1 > 0 such that for λ ≥ 1 and v1 ≥ δ−11 , we have v′1 < 0.
If infs∈[s0,sf ) λ(s) ≥ max{1, δ−10 } then we set s1 := s0. Otherwise, we set
s1 := sup
{
s ∈ [s0, sf) : λ(s) < max{1, δ−10 }
}
.
Note that s1 ∈ [s0, sf), since Lemma 8 implies that λ(s)→∞ as sր sf .
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Putting this together, we have the following bounds on v1:
(25) 0 < a0 := min{v1(s1), δ0} ≤ v1(s) ≤ max{v1(s1), δ−11 } =: a1 for s ∈ [s1, sf).
We now consider v2. We compute
v′2 = λ +
2αv2
3
− 2v2
3λ3
p(u, u′, u′′).
Next, we show for λ ≥ 1 and very small v2 that v′2 > 0. For δ > 0, λ ≥ 1, and v2 ∈ (0, δ],
we have
v′2
λ
≥ 1 + o(1) as δ ց 0.
Therefore, there exists a δ2 > 0 such that for λ ≥ 1 and v2 ∈ (0, δ2] we have v′2 > 0.
Next, we show for λ ≥ 1 and very large v2 that v′2 < 0. More precisely, for λ ≥ 1, we
have
v′2
λ
≤ 1 + Cv2 − 2βa
2
0
3
v22 .
Therefore, there exists a Λ0 > 0 such that for v2 ≥ Λ0 we have v′2 < 0.
Putting this together, we have the following bounds on v2:
(26) 0 < b0 := min{v2(s1), δ2} ≤ v2(s) ≤ min{v2(s1),Λ0} =: b1 for s ∈ [s1, sf).
Next, we focus on λ. For δ > 0 and λ ≥ δ−1, we have
λ′ = λ2
(
o(1) +
β
3
v21v2
)
as δ ց 0.
Therefore, there exists a δ3 > 0 and 0 < l0 ≤ l1, such that for λ ≥ δ−13 we have
0 < l0 ≤ λ
′
λ2
≤ l1.
Since λ(s)→∞ as sր sf from Lemma 8, we have sf <∞. Using (24), (25), and (26),
we obtain u(i)(s)→∞ as sր sf for i ∈ {1, 2, 3}.
To finish up we show that u(s)→∞ as sր sf . We define ζ ∈ C((0, sf);R) via
ζ(s) :=
λ′(s)
(λ(s))2
.
We set λ0 := max{1, δ−10 , δ−13 }. If infs∈[s0,sf ) λ(s) ≥ λ0 then we set s2 := s0. Otherwise,
we set
s2 := sup {s ∈ [s0, sf) : λ(s) < λ0} .
Note that s2 ∈ [s1, sf), since Lemma 8 implies that λ(s)→∞ as sր sf , and ζ(s) ∈ [l0, l1]
for s ∈ [s2, sf).
We have
−∂s
(
1
λ(s)
)
= ζ(s) for s ∈ (0, sf),
and 1/λ(s)→ 0 as sր sf . For s ∈ [s2, sf), we have
λ(s) ≥ 1
l1(sf − s) ,
and hence
u′(s) ≥ a0
l1(sf − s) .
Therefore, u(s)→∞ as sր sf . 
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We now apply Lemma 8 and Lemma 9 to (4) in the d ∈ {5, 6, 7} case.
Lemma 10. Let d ∈ {5, 6, 7}, s0 ∈ R, and φ ∈ C∞([s0, sf);R) be a solution of (4),
where sf ∈ (−∞,∞] is the maximal time of existence of φ. Moreover, suppose that
φ′(s0) > 0, φ
′′(s0) ≥ c⋆, and φ(3)(s0) ≥ 0. Then sf <∞, φ(3)(s) > 0 for s ∈ (s0, sf), and
φ(i)(s)→∞ as sր sf for i ∈ {0, 1, 2, 3}.
Proof. For our range of d, (4) has the same structure of (22). Specifically, we take
α := 2(d− 4), β := 6, c0 := c⋆, and
p(ξ0, ξ1, ξ2) := q(ξ0)ξ2 − f(ξ0) + βξ2ξ21 +
1
2
q′(ξ0)ξ
2
1 + αg(ξ0)ξ1 + αξ
3
1 ,
where q, f , and g are from (8). Next, we verify the growth conditions (21), and hence we
restrict ξ1 ≥ 0 and ξ2 ≥ c0. First we consider the lower bound:
p(ξ0, ξ1, ξ2) ≥ q(ξ0)
(
ξ2 − f(ξ0)
q(ξ0)
)
+ β
(
ξ2 +
1
2β
q′(ξ0)
)
ξ21 + αξ
3
1
≥ q(ξ0) (ξ2 − c0) + β (ξ2 − c0) ξ21 + αξ31
≥ β (ξ2 − c0) ξ21 + αξ31 .
We now consider the upper bound. It is straightforward to show that
p(ξ0, ξ1, ξ2) ≤ βξ21ξ2 + C
(
1 + ξ2 + ξ
3
1
)
.
This finishes our verification of (21).
Since φ′(s0) > 0, φ
′′(s0) ≥ c0, and φ(3)(s0) ≥ 0, our conclusion follows from Lemma 8 and
Lemma 9. 
Theorem 7 is a simple corollary of this for orbits in W u(0). We prove it next.
Proof of Theorem 7. Due to invariance of (4) under φ 7→ −φ, it suffices to only prove this
theorem in the φ′′(s0) ≥ c⋆ case. Without loss of generality, we assume that s0 is the first
s such that φ′′(s) ≥ c⋆. Therefore, φ′′(s0) = c⋆ and φ(3)(s0) ≥ 0. Moreover, E [φ](s0) > 0
follows from E [φ](s)→ 0 as s→ −∞ and (14). Furthermore, U [φ](s0) ≤ 0, T [φ](s0) > 0,
and φ′′(s0) > 0, and hence φ
′(s0) > 0. Our conclusion now follows from Lemma 10. 
5. Exiting C
In this section we restrict our attention to d = 5. Before we explain the purpose of this
section, we have some definitions to present. First we define F : [0, pi]→ R via
F(φ0) :=
{
U0(φ0) for φ0 ∈ [0, pi/2],
2
√
6 for φ0 ∈ (pi/2, pi],
where U0(φ0) = 2
√
6 sin φ0. Now we use F to define the central object of study in this
section,
(27) C := {(x, y) ∈ R2 : 0 < x < pi and −F(pi − x) < y < F(x)}.
The main purpose of this section is two show that a solution to (5) in W u(0) that exits
C must blowup in finite s-time.
Before we start, we need some set up. For the following, we suppose that φ0 ∈ [0, pi/2].
We set y0 = U0(φ0). Note that U(φ0, y0) = 0.
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Consider the tangent line to U0 at φ0, that is, yφ0(φ) := U
′
0(φ0)(φ − φ0) + y0. We shift
the coordinate system by considering w(s) := φ′′(s)− yφ0(φ(s)), where φ solves (5). We
see that φ and w satisfy the second-order system
(28)
{
φ′′(s) = w(s) + U ′0(φ0)(φ− φ0) + y0,
w′′(s) = a(φ0, φ(s), φ
′(s))w(s)− 2w′(s) + P (φ0, φ(s), φ′(s)),
where
(29)


a = 4 cos(2φ)− 2
√
6 cos(φ0) + 9 + 6(φ
′)2, and
P = −12 sin(2φ0)− 12 (φ− φ0 + sin(2φ)) + 2
√
6 (φ− φ0) (4 cos(2φ) + 9) cosφ0
+ 12 (φ0 − φ) cos(2φ0) + 2
√
6(4 cos(2φ) + 9) sinφ0
+
(
4 cos(2φ)− 4
√
6 cosφ0 + 10
)
φ′
+
(
12
√
6 (sin φ0 + (φ− φ0) cosφ0)− 4 sin(2φ)
)
(φ′)2 + 2(φ′)3.
Observe that P (φ0, φ, v) is a cubic polynomial in v whose coefficients are functions of φ0
and φ. We define
φmax :=


2
√
6− y0
U ′0(φ0)
+ φ0 for φ0 ∈ [0, pi/2), and
pi
2
for φ0 =
pi
2
.
Note that φmax is defined so that yφ0(φmax) = 2
√
6. Next, we prove some bounds on a
and P .
Lemma 11. We have the following bounds on a and P as defined in (29):
(i) a(φ0, φ, v) ≥ 0.1 for all φ0, φ, v ∈ R; and
(ii) P (φ0, φ, v) ≥ 0 for 0 ≤ φ0 ≤ pi/2, φ0 ≤ φ ≤ φmax, and v ≥ 0, with equality only
when φ0, φ, and v are all zero.
The following proof is computer-assisted using interval arithmetic, see, for example, [1], [6], [7],
or [8]. We outline, at a high-level, the steps and intermediate results of the computations.
Proof. Part (i) easily follows from the expression for a in (29).
Now we focus on Part (ii). We first observe that P (0, 0, v) = (14 − 4√6)v + 2v3, and
hence P (0, 0, 0) = 0. In what follows, we view P (φ0, φ, v) as a cubic polynomial in v, and
analyse the coefficients separately.
Coefficient of v0. Using a standard branch-and-bound algorithm for interval arithmetic,
we show that this coefficient is bounded below by 0.01 for
0.4 ≤ φ0 ≤ pi
2
and 0 ≤ φ ≤ pi
2
.
Therefore, we now only need to consider the case where φ0 < 0.4. We introduce the new
variable
z :=
φ− φ0
φmax − φ0 .
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Note that the condition φ0 ≤ φ ≤ φmax is equivalent to 0 ≤ z ≤ 1. Working in (φ0, z)-
coordinates we show, separately, that this coefficient is bounded below by 0.01 for the
two regions
0.01 ≤ φ0 ≤ 0.4 and 0 ≤ z ≤ 1,
and
0 ≤ φ0 ≤ 0.4 and 0.01 ≤ z ≤ 1.
Now, we focus on the region
(30) 0 ≤ φ0 ≤ 0.01 and 0 ≤ z ≤ 0.01.
For this we switch back to (φ0, φ)-coordinates. The bounds (30) imply 0 ≤ φ ≤ 0.021. We
use Taylor expansion around zero of sin up to sixth-order and cos up to fifth-order, and
enclose the remainder terms in intervals. After this expansion, we compute the following
enclosure of this coefficient over the region 0 ≤ φ0 ≤ 0.01 and 0 ≤ φ ≤ 0.021,
[13.2121, 13.24]φ30 + [15.673, 15.6867]φ.
Therefore, this coefficient is strictly positive over the range of φ0 and φ supposed in this
lemma, except when φ0 and φ are both zero.
The coefficient of v2. We show that this coefficient is non-negative for 0 ≤ φ0 ≤ pi/2
and 0 ≤ φ ≤ pi/2, and is zero only when φ0 = φ = 0. Using the same standard branch-
and-bound algorithm for interval arithmetic, we show, separately, that this coefficient is
bounded below by 0.01 over the regions
0.11 ≤ φ0 ≤ pi
2
and 0 ≤ φ ≤ pi
2
,
and
0 ≤ φ0 ≤ pi
2
and 0.0006 ≤ φ ≤ pi
2
.
It now suffices to consider the region
0 ≤ φ0 ≤ 0.11 and 0 ≤ φ ≤ 0.0006.
In exactly the same way as for the v0 coefficient, we expand cos and sin into their sixth-
and fifth-order, respectively, Taylor series around zero, and enclose the remainder terms
in intervals. Using this expansion, we compute the following enclosure of this coefficient
over this region,
[9.76536, 9.83056]φ30 + [21.2159, 21.4586]φ.
Therefore, the polynomial v 7→ P (φ0, φ, v) is convex, and strictly convex when (φ0, φ) 6= 0.
The coefficient of v1. If φ0 and φ are such that this coefficient is non-negative then the
above computations yield the conclusion of this lemma. Using the same standard branch-
and-bound algorithm for interval arithmetic, we show that this coefficient is bounded
below by 0.01 in the region
1 ≤ φ0 ≤ pi
2
and 0 ≤ φ ≤ pi
2
.
Therefore, we may restrict our attention to φ0 < 1.
Now, similarly to when we were considering the coefficient of v0, we work in (φ0, z)-
coordinates. Using a standard divide-and-conquer algorithm, we compute the following
enclosure of the subset of [0, 1]× [0, 1] in (φ0, z)-coordinates in which the v1-coefficient is
bounded above by 0.01,
A := [0, 783/1024]× [779/1024, 1],
and hence we focus our attention here.
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Now we drop the 2v3 term from P (φ0, φ, v), and estimate the minimum of the remaining
quadratic in v, after fixing (φ0, φ) ∈ A, using the same standard branch-and-bound
algorithm for interval arithmetic used above. Note that this forms a lower bound of
P (φ0, φ, v) for the values of the parameters of interest to us. These computations show
that for (φ0, φ) ∈ A the minimum value of this quadratic in v is greater than or equal to
0.5. 
Next, we show that if an orbit in W u(0) exits C through the top-left or bottom-right,
then it must blowup in finite s-time.
Lemma 12. Let φ ∈ C∞((−∞, sf);R) be a solution to (5), where sf ∈ (−∞,∞] is
the maximal time of existence of φ. Suppose that E [φ](s) > 0 for all s ∈ (−∞, sf).
Moreover, suppose that there exists s0 < s1 < sf such that (φ(s), φ
′′(s)) ∈ C for all
s ∈ [s0, s1), (φ(s1), φ′′(s1)) ∈ ∂C, and either:
(i) φ(s1) ∈ [0, pi/2], and φ′′(s1) ≥ 0; or
(ii) φ(s1) ∈ [pi/2, pi], and φ′′(s1) ≤ 0.
Then there exists a s⋆ ∈ [s1, sf) such that φ′′(s⋆) = 2
√
6 in the case of (i), or φ′′(s⋆) =
−2√6 in the case of (ii). Therefore, sf <∞ by Theorem 7.
Proof. Due the symmetry of our situation under the transformation φ 7→ pi−φ, we assume
without loss of generality that we are in the situation described by (i).
We have φ′′(s1) = U0(φ(s1)). Using the set up from the beginning of this section, we set
φ0 = φ(s1) and y = U0(φ1). If φ1 = pi/2 then φ
′′(s1) = 2
√
6, and we are done. Therefore,
it suffices to focus on the case 0 ≤ φ0 < pi/2.
We work with the (φ, w)-system as defined in (28). Observe that w(s1) = 0, and w
′(s1) ≥
0, since w(s1) < 0 for all s ∈ [s0, s1). From (13), we see that, in our context,
T [φ] = φ′
(
φ(3) + 2φ′′ − 1
2
(4 cos(2φ) + 9)φ′ − 3
2
(φ′)3
)
.
Because φ cannot be trivial, we know that T [φ](s1) > 0, since E [φ](s1) > 0 and U [φ](s1) =
0. Moreover, w′(s1) ≥ 0 implies φ(3)(s1) ≥ U ′0(φ0)φ′(s1). We conclude from these two
inequalities that φ′(s1) > 0.
From (28) and Lemma 11, we can find a s2 ∈ (s1, sf) such that φ′(s2), w(s2), w′(s2) > 0
and φ(s2) ∈ (φ0, φmax). Hoping for a contradiction, we assume that φ′′(s) < 2
√
6 for all
s ∈ (s1, sf). Therefore, if w(s) ≥ 0 then φ(s) < φmax.
From (28) and Lemma 11, we see that if φ′, w, w′ > 0 and φ ∈ (φ0, φmax), then φ′′ > 0
and
(31) w′′ > c1w − 2w′,
where c1 > 0. Next, we see that w(s), w
′(s), φ′(s), φ′′(s) > 0 for s ∈ [s2, sf). Therefore,
|φ′′| is bounded, and hence sf =∞.
Next, observe that φ′(s) ≥ φ′(s2) > 0 for s ≥ s2. This is our desired contradiction, since
φ(s) < φmax cannot be true for all s ∈ [s1, sf). 
Next, we show that there is another useful positive invariant cone for (5). We consider
the convex cone
K := {(x, y) ∈ R2 : x ≥ 0 and y ≥ 3x} .
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We are interested in showing that the condition (φ, φ′′), (φ′, φ(3)) ∈ K is positive invariant
under the flow of (5). We set ξ := φ′′−3φ, and with this (φ, φ′′), (φ′, φ(3)) ∈ K is equivalent
to φ, φ′, ξ, ξ′ ≥ 0.
From (5) we compute
ξ′′ =
(
6 (φ′)
2
+ 4 cos(2φ) + 6
)
ξ − 2ξ′ +Q(φ, φ′),
where
Q(φ, v) := 2v3 + (18φ− 4 sin(2φ))v2 + 8 cos2(φ)v + 6(3φ− 2 sin(2φ) + 2φ cos(2φ)).
We now write the fourth-order ODE (5) as a system of two second-order ODE
(32)


φ′′ = 3φ+ ξ,
ξ′′ =
(
6 (φ′)
2
+ 4 cos(2φ) + 6
)
ξ − 2ξ′ +Q(φ, φ′).
Observe that if ξ ≥ 0 then ξ′′ ≥ 2ξ − 2ξ′ +Q(φ, φ′).
Lemma 13. Let s0 < s1, φ ∈ C∞([s0, s1];R) be a solution to (5), and ξ = φ′′ − 3φ.
Moreover, suppose that φ(s0), φ
′(s0), ξ(s0), and ξ
′(s0) are all non-negative. Then φ(s),
φ′(s), ξ(s), ξ′(s) are all non-negative for s ∈ [s0, s1]. Moreover, if one of φ(s0), φ′(s0),
ξ(s0), or ξ
′(s0) is positive, then φ(s), φ
′(s), ξ(s), ξ′(s) are all positive for s ∈ (s0, s1].
Proof. First we show that Q(φ, v) ≥ 0 for φ, v ≥ 0 with equality only when (φ, v) = 0.
We can consider Q(φ, v) as a cubic in v with coefficients being functions of φ. Clearly
Q(0, 0) = 0, and the coefficients of v1, v2, and v3 in Q(φ, v), are all non-negative for
φ ≥ 0.
Next, we show that the coefficient of v0 is positive for φ > 0. For φ ∈ [0, pi/8] we have
6(3φ− 2 sin(2φ) + 2φ cos(2φ)) ≥ 6(
√
2− 1)φ.
We also have the trivial lower bound, for φ ≥ 0,
6(3φ− 2 sin(2φ) + 2φ cos(2φ)) ≥ 6(φ− 2),
and hence we have this bounded uniformly above zero for, say, φ ≥ 3. Next, we use the
same branch-and-bound algorithm for interval arithmetic that we used multiple times in
the proof of Lemma 11 to verify that
min
φ∈[π/8,3]
6(3φ− 2 sin(2φ) + 2φ cos(2φ)) > 1.9,
and hence the coefficient of v0 is positive for φ > 0.
Observe that the condition φ, φ′, ξ, ξ′ > 0 is a positive invariant under the flow of (32).
Moreover, if φ(s0), φ
′(s0), ξ(s0), ξ
′(s0) ≥ 0 and one of these are positive, then it easy to see
from (32) that φ(s), φ′(s), ξ(s), ξ′(s) > 0 for s ∈ (s0, s1]. If φ, φ′, ξ, ξ′ = 0, then uniqueness
of solutions implies that φ, ξ ≡ 0. Putting this together yields our claim. 
Next, we use this lemma to prove that once a non-trivial orbit enters the (φ, φ′′), (φ′, φ(3)) ∈
K cone then it must blowup in finite s-time.
Lemma 14. Let s0 ∈ R, φ ∈ C∞([s0, sf );R) solves (5), where sf ∈ (s0,∞] is the
maximal time of existence of φ. Set ξ = φ′′ − 3φ, and suppose φ(s0), φ′(s0), ξ(s0), ξ′(s0)
are all non-negative with at least one of them positive. Then there exists a s1 ∈ [s0, sf)
such that φ′(s1) > 0, φ
′′(s1) ≥ 2
√
6 and φ(3)(s1) > 0, and hence sf <∞ by Lemma 10.
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Proof. From Lemma 13, we know that φ(s), φ′(s), ξ(s), ξ′(s) are all positive, and hence
φ′′(s) and φ(3)(s) are also positive, for s ∈ (s0, sf). If there exists a s ∈ (s0, sf) such that
φ′′(s) ≥ 2√6 then we are done.
Hoping for a contradiction, we assume that φ′′(s) < 2
√
6 for all s ∈ (s0, sf), and hence
sf = ∞, since |φ′′| is bounded. We have ξ′′(s) ≥ 2ξ(s) − 2ξ′(s) on [s0,∞), and hence
ξ(s) and ξ′(s) both diverge to infinity as s → ∞. From (32) we see that φ(s) and φ′(s)
both diverge to infinity as s → ∞. Putting all of this together, we see that there exists
a s1 > s0 such that φ
′′(s1) ≥ 2
√
6 which is our desired contradiction. 
Next, we show that if an orbit in W u(0) exits C through the left or right, then it must
blowup in finite s-time.
Lemma 15. Let φ ∈ C∞((−∞, sf);R) be a solution of (5), where sf ∈ (−∞,∞] is
the maximal time of existence of φ. Suppose that E [φ](s) > 0 for all s ∈ (−∞, sf).
Furthermore, suppose that there exists s0 < s1 < sf such that (φ(s), φ
′′(s)) ∈ C for
s ∈ [s0, s1), and φ(s1) = pi (or, φ(s1) = 0). Then there exists a s⋆ ∈ [s1, sf) such that
φ′′(s⋆) = 2
√
6 (resp., φ(s⋆) = −2
√
6), and hence sf <∞ by Theorem 7.
Proof. Due the symmetry of our situation under the transformation φ 7→ pi−φ, we assume
without loss of generality that we are in the situation where φ(s1) = pi.
We set ν = φ−pi and ξ = ν ′′−3ν. Observe that ν also solves (5), and (ν, ξ) satisfies (32).
Since (φ(s1), φ
′′(s1)) ∈ ∂C and φ(s1) = pi, we have φ′′(s1) ≥ 0, and hence ν ′′(s1) ≥ 0.
Now observe that ν(s1) = 0 and ξ(s1) ≥ 0. Next, we show that ν ′(s1) = φ′(s1) > 0 and
ξ′(s1) > 0. After this the conclusion follows from Lemma 14.
We know that E [φ](s1) > 0 and U [φ](s1) = −12(φ′′(s1))2. Therefore, T [φ](s1) > 12(φ′′(s1))2 ≥
0. We know that φ′(s1) > 0, since s1 is the exit time from C and T [φ](s1) > 0.
Now we turn our attention to showing that ξ′(s1) = φ
(3)(s1)− 3φ′(s1) > 0. After making
the substitutions φ′(s1) 7→ v and φ′′(s1) 7→ y, the inequalities φ′(s1) > 0 and T [φ](s1) > 0
give the following lower bound on φ(3)(s1),
φ(3)(s1) >
y2
2v
− 2y + 13
2
v +
3
2
v3.
Therefore, the task of showing that ξ′(s1) > 0 reduces to showing
y2 − 4yv + 7v2 + 3v4 ≥ 0 for all v > 0 and y ≥ 0.
This is easy to show, since we can write left hand side as a sum of squares
y2 − 4yv + 7v2 + 3v4 = 3v4 + 7
(
v − 2
7
y
)2
+
3
7
y2. 
Remark 16. Note that solutions of (5) in W u(0) cannot exit C with (φ, φ′′) = 0 or
(φ, φ′′) = (pi, 0). Indeed, Lemma 12 and Lemma 15 apply to both of these points, with
one of these lemmas giving a later s-time at which φ′′ = 2
√
6, and the other a later
s-time at which φ′′ = −2√6. Theorem 7 implies that only one of these is possible, and
this yields a contradiction.
We can show this previous statement more directly by noting that upon exiting through
one of these points T [φ] > 0. The restriction this puts on (φ′, φ(3)) is not compatible with
this being a s-time at which the orbit exits C. 
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Remark 17. One of the barriers to extending all of our results to d ∈ {6, 7} is that
Lemma 15 is not true when d ∈ {6, 7}. Indeed, for d ∈ {6, 7}, φ′ > 0 and T [φ] > 0
does not even imply that φ(3) ≥ 0. This makes it impossible to find a suitable positive
invariant cone analogous to K. 
Combining Theorem 7, Lemma 12, and Lemma 15, we have the following corollary.
Corollary 18. Let φ ∈ C∞((−∞, sf);R) be an orbit in W u(0) of (5), where sf ∈
(−∞,∞] is the maximal time of existence of φ. Suppose that there exists s0 < s1 < sf
such that (φ(s), φ′′(s)) ∈ C for all s ∈ [s0, s1), and (φ(s1), φ′′(s1)) ∈ ∂C. Then there exists
a s⋆ ∈ [s1, sf) such that φ′′(s⋆) = 2
√
6 (or, φ′′(s⋆) = −2
√
6), and hence sf < ∞ and
φ(i)(s)→∞ (resp., φ(i)(s)→ −∞) as sր sf for i ∈ {0, 1, 2, 3}.
6. Existence of heteroclinic orbits
Again, in this section we focus on the d = 5 case, except for some preparatory lemmas in
which we can relax this condition on d. In the last section we considered what happened
to orbits in W u(0) which exited C. In this section we prove that non-trivial orbits in
W u(0) either stay in C ∪ −C forever, or blowup in finite s-time. Furthermore, we show
that the orbits which stay in C forever are heteroclinic orbits connecting the origin and
(pi/2, 0, 0, 0), and we prove the existence of such an orbit. By combining these results we
end with a proof of Theorem 2. We begin with some preparatory lemmas.
Lemma 19. Let d ∈ N, R > 0, and φ ∈ C∞((−∞, s1];R) be a solution of (4), where
s1 ∈ R. Suppose that |(φ(s), φ′′(s))| ≤ R for all s ∈ (−∞, s1]. Then there exists C > 0,
depending only on d and R such that,
|(φ′(s), φ(3)(s))| ≤ C for s ≤ s1.
Proof. First we focus on showing the boundedness of φ′. Since |φ′′(s)| ≤ R for all s ≤ s1,
we must have |φ′(s)| ≤ C(R), or else |φ(s)| ≤ R will not be true for all s ≤ s1.
Next, we use this with (4) to obtain
|∂sφ(3) + 2(d− 4)φ(3)| ≤ C(d, R).
Since |φ′′(s)| ≤ R for all s ≤ s1, we have |φ(3)(s)| ≤ C(d, R) for all s ≤ s1. 
Next, we have another preparatory lemma.
Lemma 20. Let d ∈ N≥5 and φ ∈ C∞(R;R) be a non-trivial solution to (4) in W u(0).
Suppose
A := {(φ(s), φ′′(s)) : s ∈ R} ⊂ R2
is bounded. Then (φ(s), φ′(s), φ′′(s), φ(3)(s)) → (φ∞, 0, 0, 0), where φ∞ = (k + 12)pi for
some k ∈ Z.
Proof. From (14), we estimate
∂sE [φ] ≥ 2(d− 4)
(
(φ′′)2 + (d− 2)(φ′)2 + (φ′)4) .
Since φ is non-trivial, we have E [φ](s) > 0 for all s ∈ R.
Next, we show that E [φ] must be bounded. We know that U [φ] is bounded from above.
Therefore, if E [φ] was not bounded then for any T0 > 0 we would be able to find a s0 ∈ R
such that T [φ](s) ≥ T0 for all s ≥ s0. By taking T0 sufficiently large we can ensure that
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|(φ′, φ(3))| is as large as we like. Lemma 19 shows that this is not possible, and hence E [φ]
is monotone and bounded.
Lemma 19 implies that φ′ and φ(3) are bounded on R. We compute
∂2sE [φ] = 2(d− 4)(2φ′′φ(3) − (d− 1) sin(2φ)(φ′)3 + ((d− 1) cos(2φ) + 3d− 5)φ′φ′′
+ 4(φ′)3φ′′),
and hence |∂2sE [φ](s)| ≤ C for all s ∈ R. Therefore, ∂sE [φ](s)→ 0, and hence φ′(s)→ 0
and φ′′(s) → 0, as s → ∞. From (4), we see that φ(4) is bounded on R, and hence
φ(3)(s) → 0 as s → ∞. Differentiating (4) we see that φ(5) is also bounded, and hence
φ(4)(s)→ 0 for s→∞. Using these facts with (4), we see that sin(2φ(s))→ 0 as s→∞.
Therefore, we see that there is a l ∈ Z such that φ(s) → π
2
l as s → ∞. However, since
we know that E [φ](s) > 0 for s ∈ R, l must be odd. 
Before we continue we want to collect some facts about the structure of W u(0) locally
around the origin. For this little detour, we assume that d ∈ N≥4.
From the stable manifold theorem, we know that W u(0) ⊂ R4 is a two-dimensional
C∞-manifold, and that its tangent plane at the origin is spanned by (1, 1, 1, 1)T and
(1, 3, 9, 27)T . Since (4) is invariant under φ 7→ −φ, W u(0) is symmetric under reflection
through the origin. Locally around origin, we can parameterise W u(0) by
(33) Γ : z 7→ γ1(z)η1 + γ2(z)η2 + z1η3 + z2η4 for z := (z1, z2) ∈ U ,
where:
• U ⊂ R2 is an open ball centred at the origin;
• γ := (γ1, γ2) ∈ C∞(U ;R2), γ(0) = 0, Dγ(0) = 0, and γ(−z) = −γ(z) for z ∈ U ;
and
• ηi, for i ∈ {1, 2, 3, 4}, are the eigenvectors of the linearization of (4), with η1
and η2 corresponding to the negative eigenvalues, and η3 = (1, 1, 1, 1)
T and η4 =
(1, 3, 9, 27)T correspond to the positive eigenvalues one and three, respectively.
By choosing ε > 0 sufficiently small, if (φ(s), φ′(s), φ′′(s), φ(3)(s)) = Γ(z(s)), where
|z(s)| < ε and φ solves (4), then
(34) ∂sz =
(
1 0
0 3
)
z +O(|z|3) as z → 0.
We can see that, locally around the origin, W u(0) is a graph over the (φ, φ′′)-plane. More
precisely, from the inverse function theorem, there exists aW := (W1,W2) ∈ C1(U ′;R2),
where U ′ ⊂ R2 is an open ball centred at the origin, such that locally around the origin
we can parameterise W u(0) by
(35) z 7→ (z1,W1(z), z2,W2(z)) for z := (z1, z2) ∈ U ′.
Furthermore, W(0) = 0, W(−z) = −W(z) for z ∈ U ′, and
(36) DW(0) = 1
4
(
3 1
−9 13
)
.
We use these facts in our next lemma, and shift our focus back to d = 5.
Lemma 21. Suppose that φ ∈ C∞((−∞, sf);R) is a non-trivial solution to (5) inW u(0),
where sf ∈ (−∞,∞] is its maximal time of existence. Then there exists a s0 < sf such
that either:
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(i) (φ(s), φ′′(s)) ∈ C ∪ −C for all s < s0; or
(ii) (φ(s), φ′′(s)) ∈ R2 \ (C ∪ −C) for all s < s0.
Furthermore, if we are in the situation described by (ii), then there exists a s⋆ ∈ (−∞, sf)
such that |φ′′(s⋆)| = 2
√
6, and hence sf <∞ by Theorem 7.
Proof. Combining (35) and (36), we have, for sufficiently small |(φ, φ′′)|,
(37) ∂s
(
φ
φ′′
)
= DW(0)
(
φ
φ′′
)
+ o(|(φ, φ′′)|) as |(φ, φ′′)| → 0.
In what follows, we consider (φ′, φ(3)) when (φ, φ′′) ∈ ∂C \ {0} and |(φ, φ′′)| is sufficiently
small.
If φ = 0 and φ′′ < 0, then φ′ < 0. Now, if φ′′ = 2
√
6 sin φ = U0(φ), where φ > 0, we have
φ(3) − U ′0(φ)φ′ > 0.
We combine these observations with the invariance of (5) under φ 7→ −φ to observe for
a sufficiently small neighbourhood of W u(0) around the origin that (φ, φ′′) ∈ C ∪−C is a
negative invariant property, and if (φ, φ′′) ∈ ∂(C ∪ −C) \ {0} at some s-time then for all
earlier s-times we have (φ, φ′′) ∈ C ∪ −C.
Now we move onto proving the remainder of this lemma. For this we have a s0 < sf such
that (φ(s), φ′′(s)) ∈ R2 \ (C ∪ −C) for all s < s0. Note that φ(s) 6= 0 for all s < s0.
Due to the invariance of (5) under φ 7→ −φ, we assume without loss of generality that
φ(s) > 0 for all s < s0. We can find a s1 < s0 so that |(φ(s1), φ′′(s1))| is as small as we
wish, and φ′′(s1) ≥ U0(φ(s1)) ≥ 3φ(s1). From (37), we have φ′(s1) > 0 and
φ(3)(s1)− 3φ′(s1) > 0.
An application of Lemma 14 finishes the proof. 
Now the following theorem easily follows from combining Theorem 7, Corollary 18,
Lemma 21, and the invariance of (5) under φ 7→ −φ.
Theorem 22. Let φ ∈ C∞((−∞, sf);R) a non-trivial solution of (5) in W u(0), where
sf ∈ (−∞,∞] is the maximal time of existence of φ. Then one of the following statements
is true:
(i) sf =∞ and (φ(s), φ′′(s)) ∈ C ∪ −C for all s ∈ R; or
(ii) there exists a s⋆ ∈ (−∞, sf) such that φ′′(s⋆) = 2
√
6 (or, φ′′(s⋆) = −2
√
6), and
hence sf <∞ and φ(i)(s)→∞ (resp., φ(i)(s)→ −∞) as sր sf for i ∈ {0, 1, 2, 3}.
Next, we show the existence of a heteroclinic orbit, contained within C, connecting the
origin and (pi/2, 0, 0, 0).
Theorem 23. There exists φ ∈ C∞(R;R) which is a solution of (5) in W u(0) such that
(φ(s), φ′′(s)) ∈ C for all s ∈ R, and (φ(s), φ′(s), φ′′(s), φ(3)(s))→ (pi/2, 0, 0, 0) as s→∞.
Proof. By Lemma 20 it suffices to show that there exists a φ ∈ C∞(R;R) solving (5) in
W u(0) such that (φ(s), φ′′(s)) ∈ C for all s ∈ R. We will proceed via contradiction, and
hence we assume that there is no such φ.
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The proof of Lemma 21 describes the dynamics of (5) in W u(0) locally around zero.
Therefore, as s → −∞ and (φ(s), φ′(s), φ′′(s), φ(3)(s)) enters a sufficiently small neigh-
bourhood of W u(0) around the origin, (35) gives (φ′(s), φ(3)(s)) =W((φ(s), φ′′(s))).
We define ι : R→W u(0) via
ι(θ) := (ε0 cos θ,W1((ε0 cos θ, ε0 sin θ)), ε0 sin θ,W2((ε0 cos θ, ε0 sin θ))),
where ε0 ∈ (0, 0.1) is sufficiently small so that ι is well-defined. Let θ0 be the unique
value in [0, pi/2] such that (ε0 cos θ0, ε0 sin θ0) ∈ ∂C.
We consider φθ ∈ C∞((−∞, sf);R), for θ ∈ [−pi/2, θ0], where φθ is the solution to (5)
with (φθ(0), φ
′
θ(0), φ
′′
θ(0), φ
(3)
θ (0)) = ι(θ), and sf ∈ (0,∞) is the maximal time of existence
of φθ. From the proof of Lemma 21, we know for θ ∈ [−pi/2, θ0] that (φθ(s), φ′′θ(s)) ∈ C
for s < 0, as long as ε0 is sufficiently small, which we ensure.
For θ ∈ [−pi/2, θ0], we let τ(θ) be the first s ∈ [0, sf) such that |φ′′θ(s)| ≥ 2
√
6, if there is
no such s then we set τ(θ) =∞.
Note that for φ, a solution to (5), it cannot blowup while |φ′′| is bounded. From
this and Corollary 18, we know that τ(θ) < ∞ for all θ ∈ [−pi/2, θ0]. We define
g : [−pi/2, θ0] → {−1, 1} via g(θ) := sgn(φ′′θ(τ(θ))). For θ ∈ [−pi/2, θ0], Theorem 7
implies that |φ′′θ(s)| ≥ 2
√
6 for s ∈ [τ(θ), sf). Therefore, from continuous dependence on
initial conditions we have that g is continuous, and hence g must be constant. However,
Lemma 12 implies g(θ0) = 1, and Lemma 15 implies g(−pi/2) = −1, and hence we have
our desired contradiction. 
Finally, Theorem 2 is a simple consequence of combining Lemma 20, Theorem 22, and
Theorem 23.
7. Solutions to (3) yield smooth biharmonic maps
In this section we prove Theorem 1, that is, we show that solutions to (3) give rise to
smooth biharmonic maps. Our arguments follow [3, Lemma 13 and Lemma 15] very
closely. Using this result we finally prove Theorem 3.
The next lemma obtains estimates on the derivatives of u = Υ(ψ), where ψ is a so-
lution to (3). A consequence of this is that such u are indeed in the energy space
H2(Bd(0, 1);Sd), where d ∈ {5, 6, 7}.
Lemma 24. Let d ∈ {5, 6, 7}, ψ ∈ C([0, 1];R) ∩ C∞((0, 1];R), with ψ(0) = 0, be a
solution to (3), and
u = Υ(ψ) ∈ C(Bd(0, 1);Sd) ∩ C∞(Bd(0, 1) \ {0};Sd).
Then u ∈ W 2,p(Bd(0, 1);Sd) for all p ∈ (1,∞).
Proof. We fix an ε ∈ (0, 1/3), and set φ(s) = ψ(es). In this proof we allow all constants
to implicitly depend on ε and ψ.
Recall that φ solves (4) and is in W u(0) by Theorem 4. Using (33) and (34) we can find
a s0 < 0, depending on ε and ψ, such that we can write
(φ(s), φ′(s), φ′′(s), φ(3)(s)) = Γ(z(s)),
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where
∂sz =
(
1 0
0 3
)
z +O(|z|3) as z → 0.
From this we have
(38) |z(s)| ≤ Ce(1−ε)s and |z2(s)| ≤ Ce3(1−ε)s for s < s0.
For r ∈ (0, 1], we have
∂2rψ(r) =
φ′′(log r)− φ′(log r)
r2
.
Using (33) and (38), we have, for s < s0,
|∂2rψ(es)| = e−2s|φ′′(s)− φ′(s)| ≤ Ce(1−3ε)s.
From this we have that ψ ∈ C2([0, 1];R), and, for r ∈ [0, 1],
(39) ψ′′(r) = O(r1−3ε), ψ′(r) = ψ′(0) +O(r2−3ε), and ψ(r) = ψ′(0)r +O(r3−3ε).
For x 6= 0, we have
∆u(x) =
(
x
|x|L0f0(r), L1f1(r)
)
,
where f0(r) = sinψ(r), f1(r) = cosψ(r),
L0f := f
′′ +
d− 1
r
f ′ − d− 1
r2
f, and
L1f := f
′′ +
d− 1
r
f ′.
Using (39), for r ∈ (0, 1], we have |L0f0(r)| ≤ C and |L1f1(r)| ≤ C, and hence |∆u(x)| ≤
C for x 6= 0. Therefore, ∆u ∈ Lp(Bd(0, 1);Rd+1) for all p ∈ (1,∞). Standard elliptic
theory gives u ∈ W 2,p(Bd(0, 1);Sd) for all p ∈ (1,∞). 
We can now prove Theorem 1. See [4] for a similar approach in a slightly different
situation.
Proof of Theorem 1. First, we show that u is weakly biharmonic. We let η ∈ C∞c (Bd(0, 1);Rd+1)
be arbitrary. We wish to show that
∂t|t=0E2(Π(u+ tη)) = 0,
where we define Π : Rd+1 → Sd via Π(x) := x/|x|.
From [9, (2.1) and (2.2)], we have
∂t|t=0E2(Π(u+ tη)) = 2
ˆ
Bd(0,1)
(
∆u ·∆η −
d+1∑
γ=1
∆uγ∆(uγu · η)
)
dx.
We let ω ∈ C∞(Rd; [0, 1]) be such that ω(x) = 1 for |x| ≤ 1/2 and ω(x) = 0 for |x| ≥ 3/4.
For R > 0, we set ωR(x) = ω(x/R). We have
∂t|t=0E2(Π(u+ tη)) = ∂t|t=0E2(Π(u+ t(ωRη))) + ∂t|t=0E2(Π(u+ t((1− ωR)η))).
Lemma 24, gives us
∂t|t=0E2(Π(u+ t(ωRη))) = o(1) as Rց 0.
Next, we turn our attention towards ∂t|t=0E2(Π(u + t((1 − ωR)η))). Since the support
of (1 − ωR)η is bounded away from the origin, and u is smooth and satisfies the Euler-
Lagrange equation (1) away from the origin, we have ∂t|t=0E2(Π(u+ t((1− ωR)η))) = 0.
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Therefore, ∂t|t=0E2(Π(u+tη)) = o(1) as Rց 0 which gives the desired result after taking
the limit Rց 0.
Since u ∈ C(Bd(0, 1);Sd), higher interior regularity for weakly-biharmonic maps, for
example, see [2, Theorem 5.1], gives u ∈ C∞(Bd(0, 1);Sd). 
Finally, we prove Theorem 3.
Proof of Theorem 3. From (35) we know thatW u(0), locally around the origin, is a graph
over the (φ, φ′′)-plane. Therefore, there exists a φ ∈ C∞((−∞, sf);R) which solves (5) in
W u(0), where sf ∈ (−∞,∞] is the maximal time of existence of φ, and a s0 ∈ (−∞, sf)
such that (φ(s0), φ
′′(s0)) 6∈ C ∪ −C. Theorem 22 shows that sf < ∞, and that we can
assume φ(s)→∞ as sր sf . Since (5) is autonomous, we may assume that sf = 0.
We can define a ψ ∈ C([0, 1);R) ∩ C∞((0, 1);R) via ψ(r) := φ(er) which solves (3).
Finally, the dilation invariance of (3) combined with Theorem 1 shows that u = Υ(ψ) ∈
C∞(B5(0, 1);S5) is biharmonic. 
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