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1 Introduction
S.D. Berman [2] showed that the binary Reed-Muller codes may be described as the powers of
the radical of the modular group algebra F2[G], where G is an elementary abelian 2-group. F2[G]
is isomorphic to the quotient ring A = F2[X1, . . . , Xm]/(X
2
1 − 1, . . . , X
2
m − 1). The Jennings
basis of M l, where M is the radical of A, is a linear basis of M l over F2. We use the fact that
from the Jennings basis of M l, one can construct a basis for the ideal M l, and we utilize the
properties of the Groebner basis to establish a decoding algorithm for the binary Reed-Muller
codes.
2 A division algorithm
Let us start with some definitions about monomial orderings and division in a multivariate
polynomial ring. Details can be found in [5].
Let k be an arbitrary field. A monomial in the m variables X1, . . . , Xm is a product of the
form Xα11 X
α2
2 . . .X
αm
m , where all the exponents α1, . . . , αm are non negative integers. Let
α = (α1, . . . , αm) be an m-tuple of non negative integers. We set X
α = Xα11 X
α2
2 . . .X
αm
m .
When α = (0, . . . , 0), note that Xα = 1. We also let | α |= α1 + · · · + αm denote the total
1
degree of the monomial Xα.
A polynomial f in X1, . . . , Xm with coefficients in k is a finite linear combination with coeffi-
cients in k of monomials. A polynomial f will be written in the form f =
∑
α aαX
α, aα ∈ k,
where the sum is over a finite number of m-tuples α = (α1, . . . , αm).
k[X1, . . . , Xm] denotes the ring of all polynomials in X1, . . . , Xm with coefficients in k. A mono-
mial ordering on k[X1, . . . , Xm] is any relation > on N
m, or equivalently, any relation on the
set of monomials Xα, α ∈ Nm, satisfying :
(i) > is a total ordering on Nm,
(ii) if α > β and γ ∈ Nm, then α + γ > β + γ,
(iii) > is a well-ordering on Nm.
A first example is the lexicographic order. Let α = (α1, . . . , αm) and β = (β1, . . . , βm) ∈ N
m.
We say α >lex β if, in the vector difference α− β ∈ Z
m, the left-most nonzero entry is positive.
We will write Xα >lex X
β if α >lex β.
A second example is the graded lexicographic order. Let α, β ∈ Nm, we say α >grlex β if
| α |=
∑m
i=1 αi >| β |=
∑m
i=1 βi, or | α |=| β | and α >lex β.
Let f =
∑
α aαX
α be a nonzero polynomial in k[X1, . . . , Xm] and let > be a monomial order.
The multidegree of f is multideg(f) = max(α ∈ Nm/aα 6= 0), the maximum is taken with
respect to >. The leading coefficient of f is lc(f) = amultideg(f) ∈ k. The leading monomial of
f is lm(f) = Xmultideg(f). The leading term of f is lt(f) = lc(f). lm(f).
Theorem 2.1. Fix a monomial order > on Nm, and let F = (f1, . . . , fs) be an ordered s-
tuple of polynomials in k[X1, . . . , Xm]. Then every f ∈ k[X1, . . . , Xm] can be written as f =
a1f1+ · · ·+asfs+ r, where ai, r ∈ k[X1, . . . , Xm], and either r = 0 or r is a linear combination,
with coefficients in k, of monomials, none of which is divisible by any of lt(f1), . . . , lt(fs).
We will call r a remainder of f on division by F . Furthermore, if aifi 6= 0, then we have
multideg(f) ≥ multideg(aifi).
Remark 2.2. The operation of computing remainders on division by F = (f1, . . . , fs) is linear
over k. That is, if the remainder on division of gi by F is ri, i = 1, 2, then, for any c1, c2 ∈ k,
the remainder on division of c1g1 + c2g2 is c1r1 + c2r2.
3 Groebner bases
In this section, we recall some basic properties of Groebner bases. Details and proofs can be
found in [5].
Let I ⊆ k[X1, . . . , Xm] be an ideal other than {0}. We denote by lt(I) the set of leading terms
of elements of I. Thus, lt(I) = {cXα/there exists f ∈ I with lt(f) = cXα}. We denote by
〈lt(I)〉 the ideal of k[X1, . . . , Xm] generated by the elements of lt(I).
Theorem 3.1 (Hilbert Basis Theorem). Every ideal I ⊆ k[X1, . . . , Xm] has a finite generating
set. That is, I = 〈g1, . . . , gt〉 for some g1, . . . , gt ∈ I.
Fix a monomial order. A finite subset G = {g1, . . . , gt} of an ideal I ⊆ k[X1, . . . , Xm] is
said to be a Groebner basis if 〈lt(g1), . . . , lt(gt)〉 = 〈lt(I)〉.
Corollary 3.2. Fix a monomial order. Then every ideal I ⊆ k[X1, . . . , Xm] other than {0}
has a Groebner basis. Furthermore, any Groebner basis for an ideal I is a basis of I.
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Proposition 3.3. Let G = {g1, . . . , gt} be a Groebner basis for an ideal I ⊆ k[X1, . . . , Xm] and
let f ∈ k[X1, . . . , Xm]. Then there is a unique r ∈ k[X1, . . . , Xm] with the following properties :
(i) No term of r is divisible by any of lt(g1), . . . , lt(gt).
(ii) There is g ∈ I such that f = g + r.
In particular, r is the remainder on division of f by G no matter how the elements of G are
listed when using the division algorithm.
Corollary 3.4. Let G = {g1, . . . , gt} be a Groebner basis for an ideal I ⊆ k[X1, . . . , Xm] and
let f ∈ k[X1, . . . , Xm]. Then f ∈ I if and only if the remainder on division of f by G is zero.
We will write f
F
for the remainder on division of f by the ordered s-tuple F = (f1, . . . , fs).
If F is a Groebner basis for 〈f1, . . . , fs〉, then we can regard F as a set without any particular
order.
Let f, g ∈ k[X1, . . . , Xm] be nonzero polynomials. If multideg(f) = α and multideg(g) = β,
then let γ = (γ1, . . . , γm) where γi = max(αi, βi) for each i. We call X
γ the least common
multiple of lm(f) and lm(g), written Xγ = lcm(lm(f), lm(g)). The S-polynomial of f and g is
the combination
S(f, g) =
Xγ
lt(f)
.f −
Xγ
lt(g)
.g
Theorem 3.5. Let I be a polynomial ideal. Then a basis G = {g1, . . . , gt} for I is a Groebner
basis for I if and only if for all pairs i 6= j, the remainder on division of S(gi, gj) by G listed
in some order is zero.
Remark 3.6. Let I ⊆ k[X1, . . . , Xm] be an ideal, and let G be a Groebner basis of I. Then
(i) f
G
= gG if and only if f − g ∈ I
(ii) f + g
G
= f
G
+ gG
(iii) f.g
G
= f
G
.gG
G
A reduced Groebner basis for a polynomial ideal I is a Groebner basis G for I such that :
(i) lc(p) = 1 for all p ∈ G
(ii) For all p ∈ G, no monomial of p lies in 〈lt(G− {p})〉
Proposition 3.7. Let I 6= {0} be a polynomial ideal. Then, for a given nomomial ordering, I
has a unique reduced Groebner basis.
4 Binary Reed-Muller codes
In this section, we recall some basic properties of the Reed-Muller codes.
Consider the ideal I = 〈X21 − 1, . . . , X
2
m − 1〉 of the polynomial ring F2[X1, . . . , Xm]. We use
the quotient ring A = F2[X1, . . . , Xm]/I as the ambiant space for the codes of length 2
m over
F2. We set x1 = X1 + I, . . . , xm = Xm + I and we obtains x
2
1 = 1, . . . , x
2
m = 1. Then, we have
A =
{
a(x) =
1∑
i1=0
· · ·
1∑
im=0
ai1...imx
i1
1 . . . x
im
m /ai1...im ∈ F2
}
.
We write also a(x) =
∑
i∈Γ
aix
i where i = (i1, . . . , im) ∈ Γ ⊆ ({0, 1})
m and xi = xi11 . . . x
im
m . Let
us order the monomials in the set {xi11 . . . x
im
m /0 ≤ i1, . . . , im ≤ 1} with the graded lexicographic
order (grlex) such that x1 >lex x2 > · · · >lex xm. We have the following correspondance :
A ∋ a(x) =
1∑
i1=0
· · ·
1∑
im=0
ai1...imx
i1
1 . . . x
im
m ←→ a = (ai1...im)0≤i1,...,im≤1 ∈ (F2)
2m (1)
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Theorem 4.1. A is a local ring with maximal ideal M = rad(A) the radical of A. For each
integer l such that 0 ≤ l ≤ m, a linear basis of the radical power M l of M over F2 is given by
Bl :=
{
(x1 − 1)
i1 . . . (xm − 1)
im/0 ≤ i1, . . . , im ≤ 1, i1 + · · ·+ im ≥ l
}
(2)
Bl is called the Jennings basis of M
l, and we have the sequence of ideals
{0} = Mm+1 ⊂ Mm ⊂ · · · ⊂M2 ⊂M ⊂ A (3)
Corollary 4.2. We have dimF2(M
l) =
(
m
l
)
+
(
m
l + 1
)
+ · · ·+
(
m
m
)
.
Let P (m, 2) be the set of all reduced form polynomials in m variables Y1, . . . , Ym over F2 :
P (m, 2) :=
{
P (Y1, . . . , Ym) =
∑1
i1=0
· · ·
∑1
im=0
ui1...imY
i1
1 . . . Y
im
m /ui1...im ∈ F2
}
We set β0 = 0 and β1 = 1.
As vector spaces over F2, we have the following isomorphism :
φ : P (m, 2) −→ A
P (Y1, . . . , Ym) 7−→
1∑
i1=0
· · ·
1∑
im=0
P (βi1, . . . , βim)x
i1
1 . . . x
im
m
Let ν be an integer such that 0 ≤ ν ≤ m. Denote by Pν(m, 2) the subspace of P (m, 2) generated
by the monomials of total degree ν or less. The νth-order Reed-Muller code of lenght 2m over
F2 is defined by
Cν(m, 2) := {(P (βi1, . . . , βim))0≤i1,...,im≤1/P (Y1, . . . , Ym) ∈ Pν(m, 2)}
Cν(m, 2) is a subspace of (F2)
2m , and we have the following sequence
{0} ⊂ C0(m, 2) ⊂ C1(m, 2) · · · ⊂ Cm−1(m, 2) ⊂ Cm(m, 2) = (F2)
2m (4)
Theorem 4.3 (Berman).
We have M l = Cm−l(m, 2), for l such that 0 ≤ l ≤ m.
The weight of a word v = (v1, v2, . . . , v2m) ∈ (F)
2m is defined by ω(v) := card({i/vi 6= 0})
Theorem 4.4. The minimal weight of the Reed-Muller code M l is
d = 2l, 0 ≤ l ≤ m.
M l is a t-error correcting code where t is the maximal integer such that 2t+ 1 ≤ 2l.
5 Decoding
We now present our main results and the decoding algorithm.
From now on, we set
Gl := {(x1 − 1)
i1 . . . (xm − 1)
im/0 ≤ i1, . . . , im ≤ 1, i1 + · · ·+ im = l} (5)
Proposition 5.1.
Gl is a basis for the ideal M
l (0 ≤ l ≤ m).
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Proof. Since Gl ⊆ M
l and M l is an ideal of A, then A.g ⊆ M l for all g ∈ Gl. Thus∑
g∈Gl
A.g ⊆M l.
Conversely, since Bl is a linear basis ofM
l over F2, then each element ofM
l is a sum of elements
in Bl. Every element of Bl can be written as a product a.g, where a ∈ A and g ∈ Gl. Thus,
we have M l ⊆
∑
g∈Gl
A.g.
Let us fix an integer l such that 1 ≤ l ≤ m. We set
G =
{
(X1 − 1)
i1 . . . (Xm − 1)
im/ 0 ≤ i1, . . . , im ≤ 1, i1 + · · ·+ im = l
}
⊆ F2[X1, . . . , Xm] (6)
and
H = {X21 − 1, . . . , X
2
m − 1} ⊆ F2[X1, . . . , Xm]. (7)
Let f(X) ∈ F2[X1, . . . , Xm], then f(X) =
∑
α∈Λ
Xα where Λ ∈ Nm, Xα = Xα11 . . .X
αm
m and
card(Γ) < +∞.
Let E = {1, 2, . . . , m}. For each subset I ⊆ E, we define XI =
∏
i∈I
Xi with X∅ = 1, and
gI =
∏
i∈I
(Xi − 1) with g∅ = 1. The elements of G are ordered as follows :
gI > gJ ⇐⇒ XI > XJ .
Proposition 5.2.
G is a reduced Groebner basis for the ideal 〈G〉 ⊆ F2[X1, . . . , Xm] (0 ≤ l ≤ m).
Proof. Let I, J ⊆ E such that card(I) = card(J) = l. We have
S(gI , gJ) =
lcm(lm(gI), lm(gJ))
lt(gI)
.gI −
lcm(lm(gI), lm(gJ))
lt(gJ)
.gI
= X(I∪J)\I .gI −X(I∪J)\J .gJ
=
∏
i∈(I∪J)\I
[(Xi − 1) + 1].gI −
∏
i∈(I∪J)\J
[(Xi − 1) + 1].gJ
= (
∑
K∈P((I∪J)\I)
gK)gI − (
∑
K∈P((I∪J)\J)
gK)gJ
=
∑
K∈P((I∪J)\I)
gK .gI −
∑
K∈P((I∪J)\J)
gK .gJ
It is clear that gK .gI
G = 0 for all K ∈ P((I ∪ J)\I) and gK .gJ
G = 0 for all K ∈ P((I ∪ J)\J)
and by remark 2.2, we have S(gI , gJ)
G
= 0.
For each subset I ⊆ E, we define Î ⊆ P(I) by XI
G
=
∑
L∈Î
XL.
Remark 5.3. For f(X) ∈ F2[X1, . . . , Xm], if r(X) = f
H
, then r(X) =
∑
α∈Λ
Xα, Λ ⊆ ({0, 1})m,
Xα = Xα11 . . .X
αm
m and f(X) + I = r(X) + I. Since x1 = X1 + I, . . . , xm = Xm + I, then
r(X) + I = r(x) =
∑
α∈Λ
xα where xα = xα11 . . . x
αm
m .
5
Remark 5.4. If f(X) =
∑
α∈Γ
Xα ∈ F2[X1, . . . , Xm] with Γ ⊆ ({0, 1})
m, then f(X)
H
= f(X)
and f(X)
G∪H
= f(X)
G
. Thus, in this case f(X) ∈ 〈G〉 ⇐⇒ f(X) ∈ 〈G ∪H〉.
Consider the ideal 〈G ∪H〉/I of A = F2[X1, . . . , Xm]/I, we have M
l = 〈G ∪H〉/I.
For each f(x) =
∑
α∈Γ
aαx
α ∈ A where Γ ⊆ ({0, 1})m, we always take f(X) =
∑
α∈Γ
aαX
α ∈
F2[X1, . . . , Xm] as its representative modulo I = 〈H〉, and we denote by f
G
the remainder on
division of f(X) by G.
Proposition 5.5. Let f(x) ∈ A. Then,
f(x) ∈M l if and only if f
G
= 0.
Proof. We have f(x) ∈ M l if and only if f(X) ∈ 〈G ∪H〉. Thus, the Proposition follows from
Remark 5.4 and Corollary 3.4.
Proposition 5.6. The subset H = {X21 −1, . . . , X
2
m−1} ⊆ F2[X1, . . . , Xm] is a Groebner basis
for the ideal 〈H〉.
Proof. Let i and j ∈ {1, . . . , m} with i < j, we have
S(X2i − 1, X
2
j − 1) =
X2i X
2
j
X2i
(X2i − 1)−
X2iX
2
j
X2j
(X2j − 1)
= X2j (X
2
i − 1)−X
2
i (X
2
j − 1)
= (X2j − 1 + 1)(X
2
i − 1)− (X
2
i − 1 + 1)(X
2
j − 1)
= (X2j − 1)(X
2
i − 1) + (X
2
i − 1)− (X
2
i − 1)(X
2
j − 1) + (X
2
j − 1)
= (X2i − 1) + (X
2
j − 1) ∈ 〈H〉
Thus, S(X2i − 1, X
2
j − 1)
H
= 0.
Proposition 5.7. G ∪H is a Groebner basis for the ideal 〈G ∪H〉 ⊆ F2[X1, . . . , Xm].
Proof. Let I ⊆ E = {1, . . . , m} with card(I) = l. It’s enough to prove that the remainder on
division of S(gI , X
2
j − 1) by G ∪H is zero, where gI ∈ G and X
2
j − 1 ∈ H for all j = 1, . . . , m.
For j ∈ I, we have
S(gI , X
2
j − 1) =
XIX{j}
XI
.gI −
XIX{j}
X2j
(X2j − 1)
= Xj .gI −XI\{j}(X
2
j − 1)
= (Xj − 1 + 1)gI − (X
2
j − 1)
∏
k∈I\{j}
(Xk − 1 + 1)
= (Xj − 1)gI + gI − [(X
2
j − 1)(Xk1 − 1) + · · ·+ (X
2
j − 1)(Xkl−1 − 1)
+ (X2j − 1)(Xk1 − 1)(Xk2 − 1) + · · ·+ (X
2
j − 1)
∏
k∈I\{j}
(Xk − 1) + (X
2
j − 1)]
where {k1, k2, . . . , kl−1} = I\{j}
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For j ∈ E\I, we have
S(gI , X
2
j − 1) =
XIX{j}X{j}
XI
.gI −
XIX{j}X{j}
X{j}X{j}
(X2j − 1)
= X2j .gI −XI(X
2
j − 1)
= (X2j − 1 + 1)gI − (X
2
j − 1)
∏
k∈I
(Xk − 1 + 1)
= (X2j − 1)gI + gI − [(X
2
j − 1)(Xp1 − 1) + · · ·+ (X
2
j − 1)(Xpl − 1)
+ (X2j − 1)(Xp1 − 1)(Xp2 − 1) + · · ·+ (X
2
j − 1)
∏
k∈I
(Xk − 1) + (X
2
j − 1)]
where {p1, p2, . . . , pl} = I.
Then for all j and I, we have S(gI , X2j − 1)
G∪H
= 0.
Proposition 5.8. Let I, J ⊆ E = {1, . . . , m}, I 6= J . We have XI +XJ
G
=
∑
L∈Î∆Ĵ
XL in F2[X ]
where Î∆Ĵ = (Î\Ĵ) ∪ (Ĵ\Î).
Proof. By Remark 2.2, we have XI +XJ
G
= XI
G
+XJ
G
=
∑
L∈Î
XL+
∑
L∈Ĵ
XL =
∑
L∈(Î\Ĵ)∪(Î∩Ĵ)
XL+∑
L∈(Ĵ\Î)∪(Î∩Ĵ)
XL =
∑
L∈(Î\Ĵ)
XL +
∑
L∈(Ĵ\Î)
XL + 2
∑
L∈(Î∩Ĵ)
XL =
∑
L∈(Î\Ĵ)∪(Ĵ\Î)
XL =
∑
L∈(Î∆Ĵ)
XL.
Proposition 5.9. Let I ⊆ E,
− if card(I) < l, then Î = {I}.
− if card(I) = l, then Î = P(I)− {I} and ω(XI
G
) > t.
Proof. Suppose that card(I) < l. Since XI is not divisible by any of lt(g), g ∈ G, then
XI
G
= XI .
In the second case, we have gI =
∑
L∈P(I)
XL. Then we can write XI = gI+
∑
L∈P(I)\{I}
XL. It is clear
that no term of
∑
L∈P(I)\{I}
XL is divisible by any of lt(g), g ∈ G. Furthermore, we have gI ∈ 〈G〉.
Thus, by Proposition 3.3, XI
G
=
∑
L∈P(I)\{I}
XL. We have ω(
∑
L∈P(I)\{I}
XL) = card(P(I)\{I}) =
2card(I) − 1 = 2l − 1. Since t is the maximal integer such that 2t+ 1 ≤ 2l, i.e 2t ≤ 2l − 1, thus
t < 2l − 1. Then ω(XI
G
) > t.
Proposition 5.10. Let c(x) ∈ M l be a transmitted codeword and v(x) ∈ A the received vector.
Since our code is t-errors correcting, we write v(x) = c(x) + e(x) with ω(e) ≤ t. Thus, we have
vG = eG. And
− if vG = 0, then c = v
− if vG =
∑
L∈(...((Î1∆Î2)∆Î3)∆...∆Îk)
xL with k ≤ t and I1, I2, . . . , Ik ⊆ E are pairwise distincts, then
e(x) = xI1 + xI2 + · · ·+ xIk i.e v(x) contains k errors located at xI1, xI2 , . . . , xIk .
Proof. Since c ∈ M l and G is a Groebner basis of 〈G〉 then cG = 0. It follows that vG =
c + e
G
= cG + eG = eG.
− If vG = 0, then eG = 0. Thus e(x) ∈ M l. And since ω(e) ≤ t < 2l = dmin(M
l), then e = 0.
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So we have c = v.
− If vG =
∑
L∈(...((Î1∆Î2)∆Î3)∆...∆Îk)
XL, by Proposition 5.8, we have v
G = XI1 +XI2 + · · ·+XIk
G
.
Thus, v(X)− (XI1 +XI2 + · · ·+XIk) = c
′(X) ∈ 〈G〉, i.e c′(X)
G
= 0, then c′(x) ∈M l. We have
v(x) = c′(x) + e′(x) with e′ = xI1 + xI2 + · · ·+ xIk .
Since v(x) = c(x) + e(x), then c(x) + e(x) = c′(x) + e′(x), this implies that e′(x) − e(x) =
c(x)− c′(x) ∈M l. On the other hand, we have ω(e′(x)− e(x)) ≤ ω(e′(x)) + ω(e(x)) ≤ k + t ≤
2t < 2l = dmin(M
l). Thus, e′(x)− e(x) = 0, i.e e′(x) = e(x).
Proposition 5.11. Let v(x) = c(x) + e(x) with c(x) ∈ M l and ω(e) ≤ t , if ω(vG) = k ≤ t,
then e(X) = v(X)
G
, and e = xI1 + xI2 + · · ·+ xIk such that ∀τ = 1, . . . , k, card(Iτ ) < l.
If ω(v(X)
G
) > t, then there exists at least one index τ ∈ {1, . . . , k} with k ≤ t such that
card(Iτ ) ≥ l and e =
k∑
j=1
xIj where I1, . . . , Ik ⊆ E.
Proof. We have v(X) = c′(X) + v(X)
G
, with c′(x) ∈ M l, and v = c + e. So, c + e = c′ + vG.
And thus, vG−e = c−c′ ∈M l. Since ω(vG) ≤ t and ω(e) ≤ t, then ω(vG−e) ≤ ω(vG)+ω(e) ≤
2t < 2t+ 1 ≤ 2l = dmin(M
l). Thus, vG − e = 0, i.e e = vG. Since no term of vG is divisible by
any of lt(g), g ∈ G, then we have card(Iτ ) < l for all τ = 1, . . . , k.
For the second case, since vG = eG, then ω(eG) = ω(vG) > t. And since ω(e) ≤ t, then
e =
k∑
j=1
XIj with k ≤ t and I1, . . . , Ik ⊆ E. If card(Ij) < l for all j = 1, . . . , k, then XIj
G
= XIj
(1 ≤ j ≤ k), and eG =
k∑
j=1
XIj
G
=
k∑
j=1
XIj
G
=
k∑
j=1
XIj = e. Then, we have ω(e
G) = ω(e) = k ≤
t, a contradiction.
Proposition 5.12. Let v(x) = c(x) + e(x) with c(x) ∈M l and ω(e) ≤ t, if e = xi1 + · · ·+ xik
with k ≤ t and there exists τ ∈ {1, . . . , k} such that card(Iτ ) ≥ l, then v
G > t.
Proof. We have v = c + e. Then, vG = eG. On the other hand, we have v = c′ + vG
with c′ ∈ M l. Thus, c + e = c′ + vG. So vG − e = c − c′ ∈ M l. If ω(vG) ≤ t, then
ω(vG − e) ≤ ω(vG) + ω(eG) ≤ 2t < 2t+ 1 ≤ 2l = dmin(M
l). Thus, vG − e = 0, i.e eG = vG = e,
a contradiction because no term of eG is divisible by any of lt(g), g ∈ G.
Corollary 5.13. Let I ⊆ E such that card(I) > l, then ω(XI
G
) > t.
Proof. If e = XI , then ω(XI
G
) = ω(eG) = ω(vG) > t.
Theorem 5.14. Let v ∈ A be a received vector wich contains at most t errors where t is the
maximal integer such that 2t+ 1 ≤ 2l. Then v can be decoded by the following algorithm :
Input :
− v
− G, a reduced Groebner basis for 〈G〉
− Ω = {S ⊆ P({1, . . . , m})/ card(I) ≥ l for all I ∈ S}
Output : a codeword c
BEGIN
− Compute vG
− If ω(vG) ≤ t, then c = v + vG
− Otherwise, find the element S ∈ Ω such that ω(vG −
∑
I∈S
XI
G
) ≤ t− card(S),
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then c = v +
∑
I∈S
XI + v
G −
∑
I∈S
XI
G
.
END
In the case of the Reed-Muller code M2 which is a one error correcting code, we have a
simple decoding algorithm.
Corollary 5.15. Consider the Reed-Muller code M2. Let v ∈ (F2)
2m be a received vector which
contains at most one error. Denote v(x) the polynomial in A corresponding to v. We have
v(x) = c(x) + e(x) with c(x) ∈M2 and ω(e) ≤ 1.
− If vG = 0 then v = c.
− If vG =
∑
i∈I
Xi or v
G =
∑
i∈I
Xi + 1 with I ⊆ E, then e =
∏
i∈I
xi.
Example 5.16. Consider the Groebner basis G = {X1X2 +X1 +X2 + 1, X1X3 +X1 +X3 +
1, X2X3+X2+X3+1} for 〈G〉 ⊆ F2[X1, X2, X3]. Let v = (1, 0, 1, 0, 0, 0, 1, 0) is a received vector.
Since v(x) = x1x2x3 + x1x3 + x3, then v
G = X2 +X3 + 1. Thus e = x2x3 and we obtain the
codeword c = (1, 0, 1, 0, 0, 0, 1, 0) + (0, 0, 0, 0, 1, 0, 0, 0) = (1, 0, 1, 0, 1, 0, 1, 0) ∈M2 = C3−2(3, 2).
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