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Abstract 
This study presents an optimal design and a control shame for PMBLDC motor based on multi-objective non-
dominated sorting genetic algorithms NSGA-II which is able to optimum both volume and cost of constructing 
of dc motor and tune the PID controller parameters simultaneously in order of trade-off optimal solutions. 
Single objective population based method such as genetic algorithm or particle swarm optimization have only 
one solution in single run but multi-objective optimization can find various solutions in a single run. This paper 
deals with some objective functions. The cost function include of step response characteristic of motor speed, 
building cost and its volume that should be minimized simultaneously. To reach this goal in this application the 
NSGA-II and MOPSO are used for the first time. The results of simulations show the validation of this methods. 
Keywords:Optimal design, Speed control, DC motor, Non-dominated sorting genetic algorithms, Multi objective 
particle swarm optimization. 
1. Introduction  
Principally speed control of Permanent magnet brushless dc motor, is a multi-objective problem with many 
variables and constraints.  
------------------------------------------------------------------------ 
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The aim of this paper is finding of optimal design for motor in order to minimizing of volume and constructing 
cost and designing of an appropriate controller for speed control of motor.An appropriate speed controller 
system is a system that output speed response to reference speed is as fast as possible in the presence of load 
changes. So the problem of determining the optimal control parameters of DC motor can be considered to be 
multi-objective problem. This problem has two opposition objectives. The first objective is reducing 
constructing cost, total volume and another one is tuning of PID parameters that consist of minimizing the 
maximum overshoot, settling time and rise time.  
The main objective of the Multi-Objective (MO) problem is finding the set of acceptable trade-off Optimal 
solutions. This set of acceptable is called Pareto front. These acceptable trade-off multi level solutions give 
more ability to the user to make an informed decision by seeing a wide range of near optimal selected solutions 
that are feasible and acceptable from an ''overall'' standpoint. Single Objective (SO) optimization may ignore 
this trade-off viewpoint, which is crucial. Non-dominated sorting genetic algorithm (NSGA-II) was successfully 
applied to various multi-objective engineering optimization problems [1]. The initial strength of NSGA-II lies in 
its ease-of use because of its elitism, non-dominated ranking and crowding distance which lead to rapid 
convergence to very high quality solutions. 
Multi objective particle swarm optimization (MOPSO) is also used in this paper. Because MOPSO is much 
simpler than NSGA-II, and its operation is more convenient, without selection, copy and crossover. 
These methods preferred because they have better computational complexity, and has more even individual 
distribution over the Pareto front. Their advantages to single objective optimization is that they  are able to find 
more optimal solutions in single run and have a good ability in finding  global optimum point. 
In [2] an optimum design for minimizing of force ripple and maximization of thrust force in linear brushless 
permanent magnet motor without finite element analysis is represented. In [3] optimal design of brushless dc 
motor  by utilizing novel coefficient modeling for skewed PM and overhang structure is studied. In [4] for the 
first time, optimal design of these motors with goal of reducing losses, volume and building cost by using of 
genetic algorithm was presented. In [5,6] the fuzzy PI controller for controlling of BLDC motor was 
represented. In [7] speed control of  DC motor based on fuzzy PI controller was represented. In [8] for better 
performance of optimization adaptive factor is used in fuzzy PID controller. In [9] the PSO is used for 
improving in setting of PID controller parameters for speed control of DC motor. In [10], The PID-PSO and the 
PID-BF controller was compared in speed control of DC motor and the results show that the PSO method is 
better than BF in terms of settling time, overshoot, rise time and steady state error. In [11] the complete original 
binary coded GA program in matlab was provided, GA was applied to find optimal solution for the parameters 
of DC motor with PID controller and indicated that GA is powerful global searching method. In [12] an attempt 
had been made to review various literatures for the soft computing techniques introduced by the different 
researchers for tuning of PID controller for speed control of DC motor to optimize the best result.    
In [13] the multi-objective bees algorithm to optimal tuning of PID controller for speed control of a DC motor 
was studied .In [14] the speed control of DC motor is used with NSGA-II based multi objective PID controller 
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tuning. the effectiveness of this approach since it allows the operator to find a near optimal good compromise 
among its goals which is the best trade-off low cost PID controller design, was showed. 
As the above mention the problem of determining the optimal control parameters of PMBLDC motor can be 
considered to be multi-objective problem. Non-dominated sorting genetic algorithm (NSGA-II) was 
successfully applied to various multi-objective engineering optimization problems.  In [15] NSGA-II based 
control of switched reluctance motor (SRM) with torque ripple reduction was presented by minimizing the 
Integral Squared Error (ISE) of speed and torque ripple. The optimum values of proportional and integral gains 
for both speed and current controller along with the turn on and turn off angles were obtained. The results 
revealed that NSGA-II based controllers gave better performance in terms of lesser torque ripple and quick 
settling time.  
Adaptive tuning of a PID speed controller for DC motor drives was used by multi-objective particle swarm 
optimization in [16]. The primary strength of NSGA-II lies in its ease-of-use because of its elitism, non-
dominated ranking and crowding distance which lead to rapid convergence to very high quality solutions. The 
most striking difference between PSO and the other evolutionary algorithms is that PSO chooses the path of 
cooperation over competition [17]. The other optimization algorithms usually use some form of decimation, 
survival of the fittest. In contrast, the PSO population is stable and individuals are not destroyed or recreated. 
Individuals eventually converge on optimal points in the problem domain. So in PSO all the particles tend to 
converge to the best solution quickly, comparing with GA. 
In this paper, a control mechanism for speed control and optimal design of building cost and motor volume is 
proposed using Pareto-based multi-objective optimizations algorithms NSGA-II and MOPSO.  Hence in this 
work, NSGA-II and MOPSO are utilized to find optimal values for motor parameters and proportional (Kp) 
,integral (Ki) and differential (Kd) gains for speed controller.   In order to consider minimizing of building cost 
and total volume of motor as first objective  and finding the best  step response characterizations as second 
objective.  
The aim of this paper is presenting of appropriate method for optimal design and speed control of PMBLDC 
motor. In this paper first the motor characteristic in form of mathematical equation is expressed which is 
obtained from its geometrical structure. Then short definitions about NSGA-II and MOPSO will be expressed. 
Then the cost function will be explained. After performance  evaluation of NSGA-II in compare with MOPSO, 
the simulation results are finally given to demonstrate the effectiveness of proposed algorithms. The proposed 
methods have appropriate features in terms of stable convergence and good computational efficiency. 
2.  Materials and Method 
2.1 Problem formulation 
Figure 1, shows the structure of PMBLDC motor. The motor geometrical parameters are given in table 1. 
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Table 1: The geometric parameters of motor 
number of poles pairs P 
pole-arc per pole-pitch ratio β 
magnet thickness 𝑙𝑙m  
stator/rotor core thickness 𝑙𝑙𝑦𝑦  
winding thickness 𝑙𝑙𝑤𝑤 
mechanical air gap 𝑙𝑙𝑔𝑔 
rotor radius 𝑟𝑟𝑟𝑟 
current density 𝐽𝐽𝑐𝑐𝑢𝑢 
wire gauge and stator/rotor axial length 𝑙𝑙𝑠𝑠 
 
Fig 1: Illustration of the key parameters of the BLDC motor.  
2.1.1 Motor volume 
The motor total volume is obtained by equation (1). 
2)( ywgrst lllrlV +++= π      (1) 
2.1.2 Motor building cost 
The cost of building motor includes of consume materials cost used in geometrical parts of motor. Motor 
constructing cost can be written as follows: 
++= pcVcC mmmm 21ρ tyywwfcw VcVkAc ρρ +)(      (2) 
Where mρ , wρ and yρ are the mass density of magnet, winding and stator/rotor core, respectively; 1mc , wc  
and yc are the cost per unit mass of magnet, wire and core materials, respectively. mV , wV and tV  illustrate 
the volumes of the magnet, winding and stator/rotor core, respectively [4].   
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2.1.3 Speed control of DC motor 
At this section the output is speed of motor and reference rate is input. The transfer function of system is 
expressed in the presence of load torque. This system is controlled with a proportional-Integrator - derivative 
controller in front of the system's control structure. The speed control's parameter are PID parameters.  
Due to advantages of PID controller like simplicity, permanency , reliability and easy tuning of parameters, this 
controller is used widely in industrial . The standard PID controller computes the difference error between the 
reference value and real one. Then system of BLDC motor signal is controlled by u(t) and a linear combination 
of the PID parameters. 
The controller u(t) signal is written as follows:   
))()()(()(
0
dt
tdeKdtteKteKtu d
t
ip ++= ∫                                                                                      (3) 
dip KKK ,, is proportional , integrator and deferential gain respectively. 
The transfer function of DC motor in the presence of load torque TL(s) can be written as follows [8]: 
)()(2
)()(
)()(2
)(
)()()()()(
TKekVBarsvBaLJarJsaL
sLTsaLar
TKekVBarsvBaLJarJsaL
sdUTKsLTsLGsdUsuGs
++++
+
−
++++
=+=Ω
           (4) 
The diagram of BLDC motor speed controller system is displayed in figure 1. 
 
Figure 2: Speed control of DC motor using with PID controller 
In this Figure, )(sΩ  is response speed to reference speed. 
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2.2 Multi-objective optimizations 
The following definitions are used in the proposed Multi-Objective Optimization (MO) search algorithm [17]: 
Def. 1 The general MO problem requiring the optimization of N objectives may be formulated as follows:  
Minimize                 TN xfffxFy )](,...,,[)( 21

==                                (5) 
 (6)                                            j=1,2,...,Msubject 0)( ≤xgJ

 
)7  (                                  Ω ∈where ],,[ **2
*
1
*
Pxxxx

=                                                     
y is the objective vector, )(xgJ

 represent  the constraints and *x   is a P-dimensional vector representing the 
decision variables within a parameter space Ω. The space spanned by the objective vectors is called the 
objective space. The subspace of the objective vectors satisfying the constraints is called the feasible space. 
Def. 2 A decision vector 1x

∈ Ωis said to dominate the decision vector 2x

∈Ω(denoted by 1x

< 2x

), if the 
decision vector 1x

 is not worse than 2x

in all objectives and strictly better than 2x

in at least one objective. 
Def. 3 A decision vector 1x

∈ Ωis called Pareto optimal, if there does not exist another 2x

∈Ω that dominates 
it. An objective vector is called Pareto optimal, if the corresponding decision vector is Pareto optimal. 
Def. 4 The non-dominated set of the entire feasible search space Ω is the Pareto-optimal set. The Pareto optimal 
set in the objective space is called Pareto optimal front. 
2.2.1 Non-dominated Sorting Genetic Algorithm (NSGA): 
Non dominated sorting genetic algorithm (NSGA) is proposed by Srinivas and Deb [18] . The NSGA is based 
on several layers of classifications of the individuals as propsed by Goldberg [19]. Before selection is 
performed, the population is ranked on the basis of non-domination: all  non-dominated individuals are 
classified into one category (with a dummy fitness value, which is proportional to the population size, to provide 
an equal reproductive potential for these individuals). To maintain the diversity of the population, these 
classified individuals are shared with their dummy fitness values. Then this group of classified individuals is 
ignored and another layer of non-dominated individuals is considered. The process continues until all 
individuals in the first front have the maximum fitness value, they always get more copies than the rest of the 
population. The algorithm of the NSGA is not very efficient, because Pareto ranking has to be repeated over and 
over again.  
(NSGA-II): This algorithm is known as Non-dominated Sorting Genetic Algorithm II (NSGA-II) is introduced 
by Deb and Agarwal in [20] as an improved version of the NSGA [18]. In NSGA-II, for each solution one has to 
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determine how many solutions dominate it and the set of solutions to which it dominates. The NSGA-II 
estimates the density of solutions surrounding a particular solution in the population by computing the average 
distance of two points on either side of this point along each of the objectives of the problem. This value is the 
so-called crowding distance. During selection, the NSGA-II uses a crowded-comparison operator which takes 
into consideration both the non-domination rank of an individual in the population and its crowding distance 
(i.e., non-dominated solutions are preferred over dominated solutions, but between two solutions with the same 
non-domination rank, the one that resides in the less crowded region is preferred).  
The local crowding distance means between every point and another adjacent to it in the same objective space. 
For example, the crowding distance of point i in objective space is equal to the sum of two side lengths in a 
rectangular composed of adjacent points i-1 and i+1 as shown in Fig.3. This can be adjusted so that calculation 
results in the objective space are spread more evenly and with better robustness. The crowding distance of 
population member  for every class is calculated by equations (8,9,10)  
 
Fig 3. Crowding distance calculation 
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min
2
max
2
1
2
1
2
2 )( ZZ
ZZ
xcd
ii
−
−
=
−+
                                   (9)  
)()()( 21 xcdxcdxcd +=                      (10) 
The NSGA-II does not use an external memory. Instead, the elitist mechanism of the NSGA-II consists of 
combining the best parents with the best offspring obtained. Its mechanism is better. Fig 4 shows the flowchart 
of NSGA-II. 
2.2.2 Multi objective particle swarm optimization 
In MOPSO [22,23], a set  of particles are initialized in the decision space at random. For each particle i, a 
position xi in the decision space and a velocity vi are assigned. The particles change their positions and move 
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towards the so far best-found solutions. The non-dominated solutions from the last generations are kept in the 
archive. Moving towards the optima is done by calculation of velocities and positions of particles as follows: 
)()( 2211 idgdidididid XPrandCXPrandCVV −×+−×+×=ω         (11) 
ididid VXX +=                                                                                    (12) 
Where idP , gdP  are randomly chosen from a single global Pareto archive, ω  is the inertia factor influencing the 
local and global abilities of the algorithm, idV  is the velocity of the particle i in the d_th dimension, 1C  and 2C  
are weights affecting the cognitive and social factors, respectively. According to (12), each particle has to 
change its position idX  towards the position of the two guides idP , gdP  which must be chosen from the updated 
set of non-dominated solutions stored in the archive. The particles change their positions during iterations until a 
termination criterion is met. Finding a relatively large set of Pareto-optimal trade-off solutions is possible by 
running the MOPSO for many iterations [18]. Fig 5 shows the Flowchart of MOPSO. 
 
Fig 4. Flowchart of NSGA-II 
 
Fig 5. Flow chart of the MOPSO optimization algorithms 
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3. Results 
In this paper, the cost function is a combination of optimal design of motor properties and speed control system 
parameters. The constant parameters of this problem have shown in Table 2. 
First the variables of optimization problem are written as follows: 
               X=[P β lmlylwlgrrλ AC KP Ki Kd]                                                                    (13) 
Among which the first 9 parameters are related to the optimal BLDC motor design . While the last 3 ones are 
related to the PID controller parameters. So, in total, 12 different parameters are given to optimization 
algorithms. 
The cost function will be written as follows: 
CwXVwxf ctv += )()(1                                                                                            (14)
)()/1()()()()(2
knee
SYSYrtovst BBabsXRTwXOVwXSTwxf −+++= ε                    (15) 
Where, wv,wcare weighting factor of motor  total volume and building cost respectively. wst ,wov,wrt are  
weighting factor of settling time, maximum overshoot and rise time respectively. Also OV(X), RT(X) and 
ST(X) are the function related to the calculation of the maximum overshoot, rise time and the response settling 
time for the optimization parameters vector X. They can be obtained by stepinfo command in matlab software. ε 
is a small constant and is 0.0005. BSY is the stator core maximum flux density due to PM that can be written as 
follows: 
)ln(2
1
mr
wgr
y
mr
SY
lr
llr
Pl
lBkB
−
++
=
πβ
                                                                            (16) 
k1can be expressed using this equations: 
1))](/([9.0
11 21 ++
−=
wgr llPr
k
β                                                                (17) 
It should be mentioned that certain relationships related to the speed control system should be changed based on 
the optimal design values. Changes in the design specifications affects the speed response. So, we will have the 
equations (18),(19) and (20) . 
BV=BSY                                                                                                           (18) 
KT=Ke=4PNSBsy                                                                                             (19)  
228 
 
International Journal of Sciences: Basic and Applied Research (IJSBAR)(2014) Volume 14, No  2, pp 220-234 
sr lrS =                                                                       (20) 
Where P is the number of pairs of poles, N is the number of the winding and S is the multiply of rotor radius and 
effective length of the conductors. 
Table 2. The constant parameters and their value 
Value Parameters Value Parameters 
20 
1mc  1.5 )(TB kneeSY  
1 2mc  1.0 )(TBr  
3 yc  0.7 fk  
0.045 
1c  0.0005 ε 
5.42 
2c  7400 mρ  
7700 yρ  8900 wρ  
 
  Table (3) illustrates the weighting factor of multi objective cost function that is for reducing motor volume and 
increasing the rate of speed response. The reference speed and the load torque are 10 RPM and 1 Nm, 
respectively. 
Table 3. The weighting factor for cost function 
Value weighting factor 
10 
vtw  
20 cw  
1 stw  
70 ovw  
2 rtw  
  
The maximum and minimum and best parameters obtained by MOPSO and NSGA-II  for dc motor have shown 
in table 4. These are the best optimum parameters obtained by these algorithms in 20 implementations. In the 
part of implementation of NSGA-II, MOPSO for fairly comparison, the population size and number of iteration 
of algorithms are the same. In NSGA-II the crossover rate and mutation rate are 0.7 and 0.1 respectively. 
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Table 4. The maximum, minimum and optimum parameters  for DC motor  
Optimum 
MOPSO 
Optimum 
NSGA-II 
Max Min Variables 
1.5852 1.4856 6 1 P  
0.9593 0.6518 1 0.5 Β 
0.0047 0.0062 0.012 0.001 lm 
0.0057 0.0039 0.01 0.002 ly 
0.0026 0.0027 0.0055 0.001 lw 
0.0022 0.0033 0.001 0.001 lg 
0.0181 0.015 0.1 0.015 rr 
1.4947 1.4567 2 0.3 λ 
1.3781 0.7739 2 0.1 AC 
2.8316 2090 4000 0 pk  
886.5973 960.8 1500 0 
ik  
169.9246 119.36 500 0 dk  
 
In this work, 20 independent trails for both algorithms are carried out. The best of motor building cost and its 
volume that is in first objective are reported. Because in some application this terms are more important that to 
be minimized. The best and worst results of this terms in 20 trails are showed in Table 5 .Fig 6 and Fig 7 shows 
the Pareto front of this best solution for NSGA-II and MOSPSO respectively.   
Table 5. The best and worst of  optimal first objective function design obtained by NSGA-II,MOPSO 
 
Cost1 Cost2 
Total 
volume 
(m3) 
Constructing 
Cost (£) 
Rise time 
(sec) 
Max.O
V (%) 
Settling time 
(Sec) 
 
75.500
9 
1575.3 0.0000489 4.0512 
0.000015
2 
15.6 0.0000801 
best  
NSGA-II 
 
670.98
7 
3.579 0.0000632 33.549 
0.000039
5 
0 0.0000842 
worst 
95.613
5 
1310.5 0.0000699 4.7806 
0.000012
9 
14.08 0.0000645 
best  
MOPSO 642.51
51 
23.847 0.0000676 32.1135 
0.000029
2 
0 0.0000596 
worst 
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From table 5 it is observed that the total volume and constructing cost obtained by NSGA-II is better than 
MOPSO but in speed control of motor the step response characteristic obtained by MOPSO is better than 
NSGA-II. If there is an application  that motor should has minimum volume NSGA-II is recommended and if 
there is an application that motor  should has the best speed control MOPSO is better for it.Fig 8 shows the best 
step response of speed control obtained by MOPSO and NSGA-II. 
 
Fig 6. Pareto optimal front using NSGA-II 
The optimal solutions obtained by NSGA-II can be seen from Fig 6.  From Pareto-front plot can be seen that if 
the solutions of horizontal line of plot approach to zero then the  total volume and building cost of motor will be 
more minimum than those that have bigger value of 1st value. Similarly if the solutions of  vertical line of plot 
approaches near to zero the step response characteristic of speed control of motor  will be more appropriate than 
those have bigger value of 2st objective cost. Also from Fig 6 it can be observed that NSGA-II obtain good 
variety of solutions in Pareto optimal front.  
 
Fig 7. Pareto optimal front obtained by MOPSO 
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From Figure 7 it can be seen that MOPSO has good ability in finding appropriate solutions of constructing cost 
and total volume of motor because the most of horizontal solutions are near to optimum. But for NSGA-II the 
variety of solutions in both objective functions are more than MOPSO.   
 
Fig 8. The best response speed obtained by NSGA-II and MOPSO 
From Figure 8. it is clearly can seen that MOPSO has better step response than NSGA-II the rise time, settling 
time and maximum overshoot obtained by MOPSO is less than NSGA-II. We can also observe this results from 
Table 5 that the step response characteristics obtained by MOPSO is better than NSGA-II but the constructing 
cost and total volume of motor obtained by NSGA-II is less than MOPSO. 
4. Conclusions  
In, this paper  represents optimal design of volume, building cost and speed control of PMBLDC motor using 
with NSGA-II and MOPSO. Consequently NSGA-II and MOPSO   has more solutions in one run than PSO and 
GA methods. The optimization solution results are a set of near optimal trade-off values which are called the 
Pareto front or optimality surfaces. Pareto front enables the operator to choose the best compromise or near 
optimal solution that reflects a trade-off between key objectives. The simulation results show the effectiveness 
and validity of MOPSO and NSGA-II since it allow the operator to find a near optimal good compromise among 
the proposed targets, which is the best trade off low cost PID controller and optimal structure design of motor.  
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