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There are numerous rearrangement-function inequalities in the literature,
connecting the rearrangements of functions, the rearrangements of their sharp-
functions, and the rearrangements of their maximal functions. These inequalities
arise naturally as consequences of good-l inequalities, see for example [7], see
also [1, 2, 10, 11]. Let us recall one of the simplest such inequalities.
It is well known that for all t > 0 the Hardy–Littlewood maximal
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REARRANGEMENT-FUNCTION INEQUALITIES 215(Here and in the rest of the paper C stands for a generic constant). More
generally, one can show that if T is a quasi-linear operator satisfying
jjTf jj1;14Cjjf jj1 ð1:1Þ
and










s f nðsÞZKðt; f ;Lð1;1Þ;L1Þ
and Z t
0
f n ¼ Kðt; f ;L1;L1Þ
we see that (1.3) is equivalent to
Kðt;Tf ;Lð1;1Þ;L1Þ4CKðt; f ;L1;L1Þ: ð1:4Þ
In retrospect, it is clear from the deﬁnition of the K-functional that (1.1) and
(1.2) imply (1.4). Thus the rearrangement-function inequality, (1.3), follows
from calculations of K-functionals.
Let us consider a second example. For the Hilbert transform, H; it follows
from results to be presented in Section 5 that, for every g > 1;




where f # is the Fefferman–Stein sharp function.




which imply an inequality between Kðt;Hf ;Lð1;1Þ;BMOÞ and Kðt; f ;L1;
BMOÞ: This inequality together with calculations of K and E-functionals
SAGHER AND SHVARTSMAN216with respect to weak-type classes near the endpoints of interpolation scales
implies (1.5), and so proves the inequality for all operators with the same
continuity properties.
Weak-type classes were deﬁned in [14, 15]. In some cases the weak-type
classes contain well-known spaces, such as BMO; which are natural range
spaces for classical operators. We will see that calculations with the K and
the E-functionals for interpolation couples which include the weak-type
classes, when applied to the Lðp; qÞ scale, imply rearrangement-function
inequalities, such as (1.5), for important classes of operators. These
inequalities, which up to now were proved ad hoc, thus become part of
Real Interpolation Theory.
2. CALCULATION OF THE K-FUNCTIONAL
FOR SOME WEAK-TYPE CLASSES
Let ðA0;A1Þ be an interpolation couple. Here Aj are quasi-Banach groups,
that is to say, there exist functions jj  jjAj :Aj/Rþ so that jjajjAj ¼ 0,
a ¼ 0; jjajjAj ¼ jj  ajjAj and jj  jjAj satisfy the quasi-triangle inequality:
jja þ bjjAj4cjðjjajjAj þ jjbjjAj Þ:
Let
Krðt; a;A0;A1Þ ¼ inffðjja0jjrA0 þ trjja1jjrA1Þ
1
r : a0 þ a1 ¼ a; aj 2 Ajg:
We denote K1 ¼ K : In [15] we deﬁned weak-type classes and showed their
usefulness in Real Interpolation Theory. It turns out that a somewhat more
general deﬁnition of these classes is more useful.
Let f :Rþ/Rþ: We denote the least concave majorant of f by uf.
Definition 2.1. Let ðA0;A1Þ be an interpolation couple. Let
g :Rþ  ðA0 þ A1Þ/Rþ
be such that
ugZKð ;  ;A0;A1Þ: ð2:1Þ
For 04e51; 05r51; and 15g51; we denote
jjajjWK ½A0;A1;e;g;r;g ¼ sup
t>0




WK ½A0;A1; e; g; r; g ¼ fa 2 A0 þ A1 : jjajjWK ½A0;A1;e;g;r;g51g:
If a function, g; appears as a parameter in WK ½A0;A1; e; g; r; g we assume
implicitly that it satisﬁes (2.1).
In [15] there is a similar deﬁnition of classes WKðA0;A1; e; g; r; gÞ: The only
difference is that in classes WKðA0;A1; e; g; r; gÞ it is assumed that
gZKð ;  ;A0;A1Þ: ð2:3Þ
Of course, (2.3) implies (2.1) so that we will write WKðA0;A1; e; g; r; gÞ if
(2.3) holds. Also we denote WKðA0;A1; e; g; r;KÞ by WKðA0;A1; e; g; rÞ:
In [15] we showed that the choice of r and g does not affect the
interpolation result, and one might be tempted to eliminate these
parameters. However, since jj  jjWK ½A0;A1;e;g;r;g is deﬁned by a difference,
replacing g by a function, g1; satisfying
gZ g1
may change the class WK : In most cases K is known only up to equivalence
and we deﬁne g to be the expression calculated to be equivalent to the
K-functional.
The set WK :¼ WK ½A0;A1; e; g; r; g is, in general, not a group. However
there are cases where important spaces are embedded in WK ; see [15]. For
this reason we consider
Kðt; a;WK ;A1Þ :¼ inffjja0jjWK þ tjja1jjA1 : a0 þ a1 ¼ a; a0 2 WK ; a1 2 A1g:
Thus if S is a space and jj  jjWK4Cjj  jjS and a 2 A0 þ A1 we have
Kðt; a;WK ;A1Þ4CKðt; a;S;A1Þ:
The interpolation theorem proved in [15] allows one to derive in a systematic
way interpolation theorems for the embedded spaces.
In this paper we take the next step: we relate Kðt; a;WK ½A0;A1; 1; g; r; g;
A1Þ to the parameter function g and so, indirectly, to Kðt; a;A0;A1Þ: As will
become clear in the applications this will enable us, in the context of Lðp; qÞ
spaces, to get rearrangement-function inequalities as corollaries of
continuity properties of operators on the endpoints of the interpolation
scales. These inequalities imply, of course, the continuity properties on the
intermediate spaces.
For the rest of the paper we will consider only the case e ¼ 1 in (2.2).
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g^ðt; aÞ ¼ g^ðt; a; g; r;A0;A1Þ ¼ sup
s4t
½grðgs; a;A0;A1Þ  grðs; a;A0;A1Þ
1
rþ:
Observe that g^ is the least non-decreasing majorant of the function
which deﬁnes the class WK ½A0;A1; 1; g; r; g: Thus
lim
t!1 g
^ðt; aÞ ¼ sup
s>0




It will turn out that g^ is equivalent to a K-functional which is, of course, a
non-decreasing function. Thus it is natural to take a least non-decreasing
majorant.
If ðA0;A1Þ is an interpolation couple of Banach spaces then it is easy to
see that
Kðt; a þ a0;A0;A1Þ4Kðt; a;A0;A1Þ þ tjja0jjA1 :
Since we are considering functions, g; which satisfy only (2.1), and since we
are considering more general interpolation couples, we have to postulate a
similar condition in the following theorem.
Theorem 2.3. Assume that g satisfies (2.1) and that there exist an integer
m50; and a constant l50 so that for all a 2 A0 þ A1; a0 2 A1 and all s > 0;
we have
grðs; a þ a0Þ4grðgms; aÞ þ lsrjja0jjrA1 : ð2:4Þ
Then for every a 2 A0 þ A1 and t > 0 we have
g^ðt; aÞ4cKðt; a;WK ½A0;A1; 1; g; r; g;A1Þ; ð2:5Þ
where c ¼ 41r max ðm þ 1Þ1r ; l1rg
 
:
Proof. We denote *A0 ¼ WK ½A0;A1; 1; g; r; g: Since K is a non-decreasing
function, it sufﬁces to prove
½grðgt; aÞ  grðt; aÞ1r4cKðt; a; *A0;A1Þ:
Let Z > 0 be given and let b 2 *A0 be such that
jjbjjr*A0 þ trjja  bjj
r
A1
4Krr ðt; a; *A0;A1Þ þ Z:
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grðgt; aÞ  grðt; aÞ ¼ ½grðgt; aÞ  grðgt; bÞ þ ½grðgt; bÞ  grðt; bÞ
þ ½grðt; bÞ  grðt; aÞ
4 ½grðgt; aÞ  grðgt; bÞ þ jjbjjr*A0 þ ½grðt; bÞ  grðt; aÞ:
But, by (2.4),
grðgt; aÞ  grðgt; bÞ4grðgmþ1t; bÞ þ lgrtrjja  bjjrA1  grðgt; bÞ
¼ lgrtrjja  bjjrA1 þ
Xm1
j¼0
½grðgmþ1j t; bÞ  grðgmj t; bÞ
4lgrtrjja  bjjrA1 þ mjjbjjr*A0
and similarly
grðt; bÞ  grðt; aÞ ¼ ½grðt; bÞ  grðgmt; bÞ þ ½grðgmt; bÞ  grðt; aÞ





grðgt; aÞ  grðt; aÞ4ð2m þ 1Þjjbjjr*A0 þ lðgr þ gmrÞtrjja  bjj
r
A1




42 maxfm þ 1; lgrgðKrr ðt; a; *A0;A1Þ þ ZÞ
and so
ðgrðgt; aÞ  grðt; aÞÞ1r 421r maxfðm þ 1Þ1r ; l1rggKrðt; a; *A0;A1Þ
44
1
r maxfðm þ 1Þ1r ; l1rggKðt; a; *A0;A1Þ: ]
Remark 2.4. Given a function, g; the application of Theorem 2.3
requires veriﬁcation of ugZKð ;  ;A0;A1Þ: The calculation of ug is, in general,
not easy. The following result simpliﬁes the problem in some cases.
We have already mentioned the least non-decreasing majorant of a
function on Rþ; let us introduce an appropriate notation. Given g :Rþ/Rþ
we denote
s
gðtÞ ¼ sups4t gðsÞ:
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s
gZKð ;  ;A0;A1Þ then ugZKð ;  ;A0;A1Þ:
For the proof denote Kð ;  ;A0;A1Þ by K : Clearly uK ¼ K : Since g4sg and
s
gZK ; we have ug4ðsgÞ_4C uK ¼ CK : Conversely, since ug is a non-negative




The next theorem shows that Theorem 2.3 is, in a sense, best possible.
Taking g ¼ Krð ;  ;A0;A1Þ; inequality (2.5) becomes an equivalence.




r ðt; aÞ4Kðt; a;WKðA0;A1; 1; g; r;KrÞ;A1Þ
4Cðc1; r; gÞK^r ðt; aÞ;
where c1 is the constant in the quasi-triangle inequality for A1:
Proof. We denote *A0 ¼ WKðA0;A1; 1; g; r;KrÞ:
Let us show that (2.4) holds for Kr with l ¼ cr12ðr1Þþ and m so that
gmr5l; i.e., for all a 2 A0 þ A1; a0 2 A1 we have
Krr ðs; a þ a0;A0;A1Þ4Krr ðgms; a;A0;A1Þ þ lsrjja0jjrA1 : ð2:6Þ
Let Z > 0 be given. Let a ¼ a0 þ a1 where aj 2 Aj are such that
jja0jjrA0 þ gmrsrjja1jjrA14Krr ðgms; a;A0;A1Þ þ Z:
Then
Krr ðs; a þ a0;A0;A1Þ ¼Krr ðs; a0 þ ða1 þ a0Þ;A0;A1Þ
4 jja0jjrA0 þ srjja0 þ a1jjrA1
4 jja0jjrA0 þ ð2ðr1ÞþÞcr1srjja1jjrA1 þ ð2ðr1ÞþÞcr1srjja0jjrA1
4Krr ðgms; a;A0;A1Þ þ lsrjja0jjrA1 þ Z;
which proves (2.6). From Theorem 2.3 it follows
K^r ðt; aÞ4Cðc1; r; gÞKðt; a; *A0;A1Þ:
Let us show that
Krðt; a; *A0;A1Þ4Cðc1; r; gÞK^r ðt; aÞ:
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jjbjjrA0 þ grtrjja  bjj
r
A1
4Krr ðgt; a;A0;A1Þ þ Z: ð2:7Þ
We have





¼ ½Krr ðgt; a;A0;A1Þ  Krr ðt; a;A0;A1Þ þ Krr ðt; a;A0;A1Þ





ðgr  1Þtrjja  bjjrA14½K^r ðt; aÞr þ Z: ð2:8Þ
Let us estimate
jjbjj *A0 ¼ sup
s>0
ðKrr ðgs; b;A0;A1Þ  Krr ðs; b;A0;A1ÞÞ
1
r :
If 05s4t then, by (2.6),
Krr ðgs; b;A0;A1Þ  Krr ðs; b;A0;A1Þ
4Krr ðgmþ1s; a;A0;A1Þ þ lgrsrjja  bjjrA1  Krr ðs; b;A0;A1Þ
4Krr ðgmþ1s; a;A0;A1Þ  Krr ðgms; a;A0;A1Þ
þ Krr ðgms; a;A0;A1Þ  Krr ðs; b;A0;A1Þ þ lgrsrjja  bjjrA1 :
But








ðKrr ðgmþ1js; a;A0;A1Þ  Krr ðgmjs; a;A0;A1ÞÞ




½Krr ðgs; b;A0;A1Þ  Krr ðs; b;A0;A1Þ
4ð2m þ 1Þ½K^r ðgmt; aÞr þ ð1þ lgrÞtrjja  bjjrA1
so that by (2.8),
sup
05s4t
½Krr ðgs; b;A0;A1Þ  Krr ðs; b;A0;A1Þ
4ð2m þ 1Þ½K^r ðgmt; aÞr þ
ð1þ lgrÞ
gr  1 ð½K
^
r ðt; aÞr þ ZÞ:
We have shown that for 04s4t
sup
05s4t
½Krr ðgs; b;A0;A1Þ  Krr ðs; b;A0;A1Þ
1
r4Cðc1; r; gÞðK^r ðgmt; aÞ þ ZÞ:
Let us consider the case s > t:
Krr ðgs; b;A0;A1Þ  Krr ðs; b;A0;A1Þ
4jjbjjrA0  Krr ðt; b;A0;A1Þ
¼ jjbjjrA0  Krr ðgt; b;A0;A1Þ þ Krr ðgt; b;A0;A1Þ  Krr ðt; b;A0;A1Þ
4jjbjjrA0  Krr ðgt; b;A0;A1Þ
þ sup
05s4t
½Krr ðgs; b;A0;A1Þ  Krr ðs; b;A0;A1Þ
1
r
4jjbjjrA0  Krr ðgt; b;A0;A1Þ þ Cðc1; r; gÞ½K^r ðgmt; aÞ þ Z
r:
From (2.7) it follows that
jjbjjrA04Krr ðgt; a;A0;A1Þ þ Z
so that
Krr ðgs; b;A0;A1Þ  Krr ðs; b;A0;A1Þ
4Krr ðgt; a;A0;A1Þ  Krr ðgt; b;A0;A1Þ
þ Cðc1; r; gÞ½K^r ðgmt; aÞ þ Zr þ Z
¼ Krr ðgt; a;A0;A1Þ  Krr ðg1mt; a;A0;A1Þ
þ Krr ðg1mt; a;A0;A1Þ  Krr ðgt; b;A0;A1Þ
þ Cðc1; r; gÞ½K^r ðgmt; aÞ þ Zr þ Z:
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Krr ðgt; a;A0;A1Þ  Krr ðg1mt; a;A0;A1Þ4m½K^r ðt; aÞr:
Also, by (2.6),
Krr ðg1mt; a;A0;A1Þ  Krr ðgt; b;A0;A1Þ
4gmrðg1mtÞrjja  bjjrA1






r ðt; aÞr þ ZÞ
so that
Krr ðgt; a;A0;A1Þ  Krr ðgt; b;A0;A1Þ
4m½K^r ðt; aÞr þ
gr
gr  1 ð½K
^
r ðt; aÞr þ ZÞ
4Cðc1; r; gÞð½K^r ðt; aÞr þ ZÞ
4Cðc1; r; gÞð½K^r ðgmt; aÞr þ ZÞ:
Thus
Krr ðgs; b;A0;A1Þ  Krr ðs; b;A0;A1Þ
4Cðc1; r; gÞð½K^r ðgmt; a;A0;A1Þr þ ZÞ þ Z:
This proves
jjbjjr*A04Cðc1; r; gÞ½K^r ðgmt; a;A0;A1Þ
r þ Z:
By (2.8) we have
Krr ðt; a; *A0;A1Þ
4jjbjjr*A0 þ trjja  bjj
r
A1
4Cðc1; r; gÞ½K^r ðgmt; aÞr þ Zþ
1
gr  1 ð½K
^
r ðt; aÞr þ ZÞ
so that
Krðt; a; *A0;A1Þ4Cðc1; r; gÞK^r ðgmt; aÞ:
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Krðt; a; *A0;A1Þ4gmKrðtgm; a; *A0;A1Þ4Cðc1; r; gÞK^r ðt; aÞ: ]
Corollary 2.6. We denote
*A1 ¼ WKðA1;A0; 1; g; r;KrÞ:
Then










The following theorem connects Theorem 2.3 to concrete applications.
Definition 2.7. Let T be a mapping to measurable functions. We say
that T is subadditive if for all a; b in the domain of T both Tða þ bÞ4Ta þ
Tb and jTaj ¼ jTðaÞj hold.
Theorem 2.8. Let ðA0;A1Þ and ðB0;B1Þ be two interpolation couples.
Assume that B0 and B1 are spaces of measurable functions and that B1 is a




Assume also that g satisfies condition (2.4).
Then for all t > 0; g > 1; r > 0; and a 2 A0 þ A1





where C ¼ Cðg; rÞ:
Proof. Let us denote in this proof
WK ¼ WK ½B0;B1; 1; g; r; g:
Let a 2 A0 þ A1 and t; e > 0 be given. Let a0 2 A0 and a1 2 A1 be such that
a0 þ a1 ¼ a and
jja0jjA0 þ tjja1jjA14Kðt; a;A0;A1Þ þ e:
REARRANGEMENT-FUNCTION INEQUALITIES 225Then
Kðt;Ta;WK ;B1Þ ¼Kðt;Ta  Ta0 þ Ta0;WK ;B1Þ
4 jjTa0jjWK þ tjjTa  Ta0jjB1 :
But, since T is subadditive,
jTa  Ta0j4jTa1j
and since B1 is a Banach lattice, we have
jjTa  Ta0jjB14jjTa1jjB1
so that
























3. APPLICATIONS OF THE K-FUNCTIONAL
Let us consider ﬁrst an inequality of Bagby and Kurtz [2]. If T is the
maximal Calder !on–Zygmund singular integral operator and M is the
Hardy–Littlewood maximal function with respect to Lebesgue measure, and
if o is a weight function in the Muckenhoupt A1 class then
ðTf Þ* ;oðtÞ4CðMf Þ* ;o t
2
 
þ ðTf Þ* ;oð2tÞ; ð3:1Þ
SAGHER AND SHVARTSMAN226where the superscript o indicates rearrangement with respect to the measure
oðxÞ dx:
As an illustration of the applicability of the methods of Section 2, for
o ¼ 1 we will prove a somewhat more general inequality.
Maximal Calder !on–Zygmund operators map L1 to BMO and L1 to
Lð1;1Þ so that the following result generalizes (3.1).
Let T be a subadditive operator which satisﬁes:
T : L1/Lð1;1Þ;
T : L1/BMO:
Then for all g > 1
ðTf ÞnðtÞ4CðT ; gÞðMf ÞnðtÞ þ ðTf ÞnðgtÞ: ð3:2Þ
A related result was proved by Lerner [11].
With a stronger condition on the kernel of the Calder !on–Zygmund
operator the maximal operator maps BMO to BMO; this follows for





ðTf ÞnðtÞ4CðT ; gÞðf #ÞnðtÞ þ ðTf ÞnðgtÞ; ð3:3Þ
where f # is the Fefferman–Stein maximal function. Both (3.2) and (3.3)
can be proved directly using the results of [3], and the identiﬁcation
of the K-functionals for the pairs ðL1;L1Þ; ðL1;BMOÞ; and ðLð1;1Þ;
BMOÞ:
We proceed with generalizations of these results. For example, instead of
the space Lð1;1Þ in the range we can take Lðp;1Þ or Lp for any 05p51:
We recall some deﬁnitions and results.
In the sequel all cubes have sides parallel to the axes. The letter Q will
stand for a cube. We say that a Borel measures on Rd ; m; satisﬁes the
doubling condition if for all cubes, Q;
mð2QÞ4cmmðQÞ;
where we denote by 2Q the cube which has the same center as Q whose side
length is twice that of Q:We call cm the doubling constant. We denote by mQ




The Hardy–Littlewood maximal function with respect to the measure m is
deﬁned as




jf j dmQ: ð3:4Þ
We denote by f * ;m the non-increasing rearrangement of f with respect to the
measure m; if it exists. We will denote




f * ;mðsÞ ds:
When m is Lebesgue measure we write simply f n; f nn:
In the sequel we continue to omit mention of the measure when we are
referring to Lebesgue measure. Also when the underlying space is Rd we will













jf  fQ;mjp dmQ
 1
p






f #;mp ðxÞ ¼ sup
Z
Q
jf  fQjp dmQ
 1
p





If p ¼ 1 we write f #;m for f #;m1 :
It is well known that if m is a doubling measure then for all p > 0;
jjf jjBMOðmÞZjjf #;mp jj1:
Theorem 3.1 (Bennett et al. [3]). Let m satisfy the doubling condition with
doubling constant cm: Let 05y5 1c2m and f 2 L
1




ðfIQÞ* * ;mQðtÞ  ðfIQÞ* ;mQðtÞ4Cðm; dÞððfIQÞ#;mQÞ* ;mQðtÞ: ð3:6Þ
SAGHER AND SHVARTSMAN228The theorem is proved in [3] for m ¼ Lebesgue measure: The proof, with
easy modiﬁcations, works for doubling measures.
For functions in L1ðmÞ þ L1ðmÞ we get from (3.6) a similar inequality with
no restriction on t:
We apply (3.6) to fIQðrÞ where QðrÞ is the cube centered at 0 with side





ðfIQðrÞÞ* ;mðsÞ ds  ðfIQðrÞÞ* ;mðtÞ4Cðm; dÞðf #;mQðrÞÞ* ;mðtÞ
4Cðm; dÞðf #;mÞ* ;mðtÞ:











f * ;mðsÞ ds
so that we have for all t;




f * ;mðsÞ ds  f * ;mðtÞ4Cðm; dÞðf #;mÞ* ;mðtÞ ð3:7Þ
provided f 2 L1ðmÞ þ L1ðmÞ:







f * ;mðsÞ ds  f * ;mðtÞ
 
4Cðm; dÞjjf jjBMOðmÞ: ð3:8Þ








f * ;mðsÞ ds  f * ;mðtÞ
 
51
is the rearrangement-invariant hull of BMO; which they called weak-L1:
There is no established notation for weak-L1; we adopt Milman’s notation
[12] and write






f * ;mðsÞ ds  f * ;mðtÞ
 
:
We will derive several expressions for the norms in weak type classes,
depending on the interpolation scales. The following two lemmas will be
used to prove the equivalence of the different expressions.

















































































































































































































































































































































































with the constants of equivalence depending on g and r only.























































































the lemma is proved. ]
We interpret (3.8) in terms of WK ½L1ðmÞ;Lðp;1ÞðmÞ; 1; g; 1; g for gðt; f Þ
¼ f * ;mðtpÞ:
Lemma 3.4. If p > 0; g > 1; and
gðt; f Þ ¼ f * ;mðtpÞ;
then WK ½L1ðmÞ;Lðp;1ÞðmÞ; 1; g; 1; g is well defined and
jjf jjWK ½L1ðmÞ;Lðp;1ÞðmÞ;1;g;1;g Z jjf jjWL1ðmÞ: ð3:9Þ
Proof. We need to show that ugZKð ;  ;L1ðmÞ; Lðp;1ÞðmÞÞ: From
Holmstedt’s formula, see [5], follows
Kðt; f ;Lðp;1ÞðmÞ;L1ðmÞÞZ sup
05s5t





































gðt; f Þ4CKðt; f ;L1ðmÞ;Lðp;1ÞðmÞÞ
and since K is concave we have
ugðt; f Þ4CKðt; f ;L1ðmÞ;Lðp;1ÞðmÞÞ:
Conversely,










But since ug is concave, we have that u
gðs;f Þ
s





¼ ugðt; f Þ
REARRANGEMENT-FUNCTION INEQUALITIES 233and so (3.10) holds. This implies of course that ugZKð ;  ;L1ðmÞ;
Lðp;1ÞðmÞÞ: Let us show (3.9). Since g is non-decreasing, we have
jjf jjWK ½L1ðmÞ;Lðp;1ÞðmÞ;1;g;1;g ¼ sup
t>0














½f * ;mðtÞ  f * ;mðgptÞ
and by Lemma 3.3
jjf jjWK ½L1ðmÞ;Lðp;1ÞðmÞ;1;g;1;g Z jjf jjWL1ðmÞ: ]
Lemma 3.5. Let p51; g > 1; and gðt; f Þ ¼ tðR tp0 ðf * ;mÞpÞ1p: Then the class
WKðL1ðmÞ;LpðmÞ; 1; g; 1; gÞ is well defined and
jjf jjWK ðL1ðmÞ;LpðmÞ;1;g;1;gÞ Z jjf jjWL1ðmÞ: ð3:11Þ
Proof. From Holmstedt’s formula






¼ gðt; f Þ ð3:12Þ
so that WKðL1ðmÞ;LpðmÞ; 1; g; 1; gÞ is well deﬁned.
Moreover,
jjf jjWK ðL1ðmÞ;LpðmÞ;1;g;1;gÞ ¼ sup
t>0






































and from Lemma 3.3 we have (3.11). ]
Theorem 3.6. Let T :A0 þ A1 ! L1ðmÞ þ Lðp;1ÞðmÞ be a subadditive
operator so that for p > 0;
jjTajjWL1ðmÞ4M0jjajjA0 ;
jjTajjLðp;1ÞðmÞ4M1jjajjA1 :
SAGHER AND SHVARTSMAN234Then for all t > 0 and g > 1;







where C ¼ Cðg; pÞ:






To apply Theorem 2.8 we need to show ﬁrst that (2.4) holds.




gðt; f1 þ f2Þ ¼ ðf1 þ f2Þ* ;m 1
tp
 

























pt; f1Þ þ ltjjf2jjLðp;1ÞðmÞ
so that (2.4) holds.
By Theorem 2.8, and since the K-functional is a non-decreasing function,
gðg
1






















which proves (3.13). ]
REARRANGEMENT-FUNCTION INEQUALITIES 235Corollary 3.7. Let m and n be doubling measure and let
T : L1ðnÞ þ LqðnÞ ! L1ðmÞ þ Lðp;1ÞðmÞ











where C ¼ CðM0;M1; g; m; n; p; qÞ:
Proof. Since m is a doubling measure,
jjTf jjWL1ðmÞ4CjjTf jjBMOðmÞ ð3:15Þ
and we can apply the previous theorem. We do so with A0 ¼ L1ðnÞ and
A1 ¼ LqðnÞ: Using (3.12), we get


















Since the right-hand side is a K-functional, we have






















Since n satisﬁes a doubling condition,













This is Herz’s Theorem, see for example, [4, Theorem 3.8, p. 122] where this
is proved for n ¼ Lebesgue measure: The proof, with minor modiﬁcations,
holds for doubling measures.
Thus we have shown (3.14). ]
SAGHER AND SHVARTSMAN236Remark 3.8. Observe that if p ¼ q ¼ 1; m ¼ n ¼ Lebesgue measure; we
get (3.2).
Corollary 3.9. Let m and n be doubling measure and let
T : BMOðnÞ þ LqðnÞ ! BMOðmÞ þ Lðp;1ÞðmÞ











where C ¼ CðM0;M1; g; m; n; p; qÞ:
Proof. As in the previous corollary, since m is a doubling measure, we
have (3.15) and we can apply Theorem 3.6. We do so with A0 ¼ BMOðnÞ
and A1 ¼ LqðnÞ: From Corollary 3.5 and Remark 3.7 in [8]
Kðt; f ;BMOðnÞ;LqðnÞÞZ ðf #;nq Þ* ;nðtqÞ
so that we have (3.16). ]
Remark 3.10. Observe that if q ¼ p ¼ 1 and m ¼ n ¼ Lebesgue measure
then
ðTf ÞnðtÞ  ðTf ÞnðgtÞ4Cðf #ÞnðtÞ
and we have proved (3.3).
Theorem 3.11. Let T : A0 þ A1 ! L1ðmÞ þ LpðmÞ be a subadditive
operator so that for p51;
jjTajjWL1ðmÞ4M0jjajjA0 ;
jjTajjLpðmÞ4M1jjajjA1 :























where C ¼ Cðg; pÞ:
Proof. Let






so that by (3.11)
jjTajjWK ðL1ðmÞ;LpðmÞ;1;g;1;gÞ Z jjTajjWL1ðmÞ:
Let us see that condition (2.4) holds. We have, see [6],
Z t
0












ðf * ;m2 Þp
 1
p
so that if f1 2 L1ðmÞ þ LpðmÞ and f2 2 LpðmÞ
gðt; f1 þ f2Þ ¼ t
Z tp
0
























ðf * ;m2 Þp
 1
p






























which implies (3.17). ]















Remark 3.13. The hypotheses of Theorems 3.6 and 3.11 imply the same
interpolation result: for 05y51 we have
jjTajjLpy ðmÞ4Cðy; pÞjjajjðA0;A1Þy;py ;
where py ¼ p1y: The rearrangement-function inequalities are more sensitive
to the endpoint conditions. For p51; inequality (3.13) which we get from
the weaker condition,
jjTajjLðp;1ÞðmÞ4M1jjajjA1 ;
in Theorem 3.6, is strictly weaker than inequality (3.18) which we get in
Corollary 3.12.
To see that we take A0 ¼ Lp; A1 ¼ L1; both spaces taken on Rþ with
Lebesgue measure, and denote by CW and CS two constants for which the

























is strictly stronger than



















whereM is the Hardy–Littlewood maximal function. The operator maps Lp
to Lðp;1Þ and L1 to itself and so certainly to WL1: It follows that (3.20)
holds. Let us see that (3.19) does not hold:
For every e > 0 let








































































and so does not hold.
Let us consider a version of Theorem 3.11 for 05p51:
Theorem 3.14. Let T : A0 þ A1 ! L1ðmÞ þ LpðmÞ be a subadditive


































































and, from Lemma 3.3 with h ¼ ðf * ;mÞp and r ¼ 1; we have













Let us see that condition (2.4) with r ¼ p holds. If f1 2 L1ðmÞ þ LpðmÞ and
f2 2 LpðmÞ then
gpðt; f1 þ f2Þ ¼ tp
Z tp
0




ðf * ;m1 ðg1sÞ þ f *
;m




ðf * ;m1 ðg1sÞÞp ds þ tp
Z tp
0










ðf * ;m2 ðsÞÞp ds
¼ gpðg
1






























which implies (3.21). ]

















4. CALCULATION OF THE E-FUNCTIONAL FOR SOME
WEAK-TYPE CLASSES
Definition 4.1. Let ðA0;A1Þ be an interpolation couple of quasi-
Banach groups. We deﬁne
Eðt; a;A0;A1Þ ¼ inffjja  a0jjA1 : jja0jjA04tg:
This deﬁnition is consistent with that of [5]. To state the results in a form
which is consistent with the results of Section 2 we will work with Eðt; a;
A1;A0Þ and in the sequel we denote
Eðt; aÞ ¼ Eðt; a;A1;A0Þ:
Definition 4.2. Given h :Rþ/Rþ we deﬁne the greatest non-increas-






SAGHER AND SHVARTSMAN242Definition 4.3 (Sagher and Shvartsman [14]). Let h :Rþ  ðA0 þ A1Þ


























WEðA0;A1; e; g; r; hÞ ¼ fa 2 A0 þ A1 : jjajjWEðA0;A1;e;g;r;hÞ51g:
In this paper we consider only the case e ¼ 1:
We denote WEðA0;A1; 1; g; r;EÞ by WEðA0;A1; 1; g; rÞ:
We reserve the letter h in this section for functions which satisfy (4.1).
Definition 4.4.












The next theorem is the analog, for the E-functional, of Theorem 2.3.
Theorem 4.5. Assume that there exists an integer, m50; so that for all
a 2 A0 þ A1 and all a0 2 A1 such that jja0jjA14t
hðgmt; a þ a0Þ4hðt; aÞ: ð4:3Þ
Then
h[ðgmþ1t; aÞ4cEðt; a;A1;WEðA0;A1; 1; g; r; hÞÞ;
where c ¼ ð2m þ 1Þ1r :
Proof. We denote
*A0 ¼ WEðA0;A1; 1; g; r; hÞ:
Let Z > 0 and a1 2 A1 be such that jja1jjA14t; a  a1 2 *A0; and so that
jja  a1jj *A04Eðt; a;A1; *A0Þ þ Z:










 hrðgm1s; a  a1Þ
þ hrðgm1s; a  a1Þ  hrðgms; a  a1Þ
þ hrðgms; a  a1Þ  hrðs; aÞ:


















ðhrðgjm1s; a  a1Þ  hrðgjms; a  a1ÞÞ
4ð2m þ 1Þjja  a1jjr*A0
4ð2m þ 1ÞðEðt; a;A1; *A0Þ þ ZÞr:
Thus
h[ðgmþ1t; aÞ4ð2m þ 1Þ1rEðt; a;A1; *A0Þ: ]
The next theorem shows that Theorem 4.5 is, in a sense, best possible. If
we take h ¼ Eð ;  ;A1;A0Þ we have:
Theorem 4.6. Let c1 be the constant in the quasi-triangle inequality for
A1 and let m be such that 2c14gm: Then for all t > 0 and a 2 A0 þ A1 we have
1
c
E[ðgmþ1t; aÞ4Eðt; a;A1;WEðA0;A1; 1; g; rÞÞ4cE[ðgt; aÞ; ð4:4Þ
where c ¼ ð2m þ 1Þ1r :
Proof. We denote
*A0 ¼ WEðA0;A1; 1; g; rÞ:
Let us prove that (4.3) holds with m so that 2c14gm:
SAGHER AND SHVARTSMAN244Let a1 2 A1 be such that jja1jjA14t; a  a1 2 A0; and
jja  a1jjA04Eðt; aÞ þ Z:
Let a0 2 A1 be such that jja0jjA14t: Then jja1 þ a0jjA142c1t4gmt so that
Eðgmt; a þ a0Þ4jjða þ a0Þ  ða1 þ a0ÞjjA04Eðt; aÞ þ Z
and (4.3) holds.
From the previous theorem
1
ð2m þ 1Þ1r
E[ðgmþ1t; aÞ4Eðt; a;A1; *A0Þ:
Conversely, given Z > 0 we have a1 2 A1 so that jja1jjA14t; a  a1 2 A0
and so that jja  a1jjA04Eðt; aÞ þ Z: We will show that






; a  a1
 
 Erðs; a  a1Þ
 1
r
4ð2m þ 1Þ1rE[ðgt; aÞ þ Z: ð4:5Þ




; a  a1
 
 Erðs; a  a1Þ ¼Er sg; a  a1
 
 Erðgm1s; aÞ
þ Erðgm1s; aÞ  Erðgms; aÞ
þ Erðgms; aÞ  Erðs; a  a1Þ:
But by (4.3)





; a  a1
 
 Erðgm1s; aÞ40




; a  a1
 




ðErðgjm1s; aÞ  Erðgjms; aÞÞ





; a  a1
 
 Erðs; a  a1Þ4jja  a1jjrA0  Erðgmþ1t; a  a1Þ
4Erðt; aÞ þ Z Erðgmþ1t; a  a1Þ
¼ Erðt; aÞ þ Z Erðg2mþ1t; aÞ
þ Erðg2mþ1t; aÞ  Erðgmþ1t; a  a1Þ:
But by (4.3)
Erðg2mþ1t; aÞ  Erðgmþ1t; a  a1Þ40:
Also,
Erðt; aÞ  Erðg2mþ1t; aÞ ¼
X2m
j¼0
ðErðgj t; aÞ  Erðgjþ1t; aÞÞ
4 ð2m þ 1ÞðE[Þrðgt; aÞ:




; a  a1
 
 Erðs; a  a1Þ4ð2m þ 1ÞððE[Þrðgt; aÞ þ ZÞ
and so
Eðt; a;A1; *A0Þ4ð2m þ 1Þ
1
rððE[Þrðgt; aÞ þ ZÞ1r
proving (4.5). ]
Remark 4.7. If jj  jjA1 is a non-Archimedian metric, i.e.,
jja1 þ a2jjA14maxfjja1jjA1 ; jja2jjA1g
SAGHER AND SHVARTSMAN246then it is easy to see that m ¼ 0 and hence
E[ðgt; aÞ ¼ Eðt; a;A1;WEðA0;A1; 1; g; rÞÞ:
5. APPLICATIONS OF THE E-FUNCTIONAL
We recall:
Definition 5.1 (Peetre and Sparr [13]).
jjf jjL0ðmÞ ¼ mfjf j > 0g
and
L0ðmÞ ¼ ff : jjf jjL0ðmÞ51g:
Lemma 5.2. On any s-finite measure space ðO;S; mÞ;
jjf jjWEðL1ðmÞ;L0ðmÞ;1;g;1ÞZjjf jjWL1ðmÞ:
Proof. Since
Eðt; f ;L0ðmÞ;L1ðmÞÞ ¼ f * ;mðtÞ ð5:1Þ




ðEðt; f ;L0ðmÞ;L1ðmÞÞ  Eðgt; f ;L0ðmÞ;L1ðmÞÞÞ
¼ sup
t>0
ðf * ;mðtÞ  f * ;mðgtÞÞZ sup
t>0
ðf * * ;mðtÞ  f * ;mðtÞÞ ¼ jjf jjWL1ðmÞ: ]
For the rest of the paper, m stands for a Borel measure on Rd :
We deﬁne the John–Stromberg maximal function.
Definition 5.3 (John [9] and Str .omberg [16]). Given a measurable
function, f ; on Rd ; we deﬁne




ðf  cÞ* ;mQðsÞ:
Again if m ¼ Lebesgue measure we omit mention of the measure. If
we need to mention Lebesgue measure, we denote it by l: We recall, [9]:
jjf jjBMOZjjM#s f jjL1 for all s512: The constants of equivalence depend on





ðf  cÞ* ;lQ 1
2

      
     
     
     
L1
Zjjf jjBMO:
If m is a doubling measure then there exists s1 ¼ s1ðd; mÞ > 0 so that for all
05s5s1 we have, see [17]:
jjf jjBMOðmÞZjjM#;ms f jjL1ðmÞ:
A more precise result holds. Let 05p51: By Chebycheff’s inequality we
have for every cube, Q; constant, c; and any 05s41
Z





ðjf  cj* ;mQðtÞÞp dt
 1
p




















pf #;mp ðxÞ: ð5:2Þ
Recall the deﬁnition of Mm; see (3.4), and deﬁne
Mp;m ¼ ½Mmðjf jpÞ
1
p:
Let m be a doubling measure. Then there exists a constant, C ¼ Cðs; p; m; dÞ





s f ðxÞ4f #;mp ðxÞ4CMp;mM#;ms f ðxÞ; ð5:3Þ
where f #;mp is the Fefferman–Stein maximal operator, deﬁned in (3.5). The
proof of this inequality for Lebesgue measure in [8] holds in this context and
(5.3) shows that takingMp;m ofM
#;m
s f ðxÞ in (5.2) transforms the inequality
to an equivalence.
Theorem 5.4. If m is a doubling measure on Rd and f 2 L0ðmÞ þ L1ðmÞ
then for all 05s5s1ðm; dÞ we have





where C ¼ Cðm; d; g; sÞ:
SAGHER AND SHVARTSMAN248Proof. By (4.4) with r ¼ 1 we have for m so that gm52;
E[ðgmþ1t; f Þ4ð2m þ 1ÞEðt; f ;L0ðmÞ;WEðL1ðmÞ;L0ðmÞ; 1; g; 1ÞÞ:
By (5.1) and (4.2) it follows that
f * ;mðgmtÞ  f * ;mðgmþ1tÞ
4ð2m þ 1ÞEðt; f ;L0ðmÞ;WEðL1ðmÞ;L0ðmÞ; 1; g; 1ÞÞ:
From Lemma 5.2,
jjf jjWEðL1ðmÞ;L0ðmÞ;1;g;1ÞZjjf jjWL1ðmÞ
and since, see (3.8),
jjf jjWL1ðmÞ4Cðm; dÞjjf jjBMOðmÞ
we have
f * ;mðgmtÞ  f * ;mðgmþ1tÞ4Cðm; d; gÞEðt; f ;L0ðmÞ;BMOðmÞÞ:
The E-functional between L0ðmÞ and BMOðmÞ; where m is a doubling
measure, was calculated in [8]:
C1ðM#;ms f Þ* ;mðC2tÞ4Eðt; f ;L0ðmÞ;BMOðmÞÞ4C3ðM#;ms f Þ* ;mðC4tÞ
provided 05s5s1ðm; dÞ proving (5.4). ]
Lerner [10] proved a related inequality. To state Lerner’s inequality we
need to recall the deﬁnition of A1 weights.
Definition 5.5. A positive function, o 2 L1loc; is said to be an A1
weight if there exist constants co; d > 0 so that for all cubes Q and all










where l is Lebesgue measure.
We write o also for the measure oðxÞ dx: Thus we write oðEÞ for R
E
o;
and oQðEÞ ¼ oðE\QÞoðQÞ : The A1 condition is therefore
oQðEÞ4coldQðEÞ:
REARRANGEMENT-FUNCTION INEQUALITIES 249It is well known that if o 2 A1 then o is a doubling measure; also L1ðlÞ ¼
L1ðoÞ:
Lerner’s theorem states: if o 2 A1 then there exists s0 ¼ s0ðoÞ > 0 so that
for all s 2 ð0; s0Þ
f * ;oðtÞ  f * ;oð2tÞ42ðM#s f Þ* ;oð2tÞ: ð5:5Þ
With the added hypothesis on the measure, (5.5) has the sharp-function,
M#s f ; i.e., taken with respect to Lebesgue measure, instead of with respect to
the measure, m ¼ o dx as in (5.4).
Let us see how we can get (5.5) (with larger constants) from (5.4). From
the deﬁnition of A1 follows that if f is a measurable function then for every
cube, Q;

























f ðxÞ4CðoÞM#s f ðxÞ
see Remark 2.11 in [8]. From Theorem 5.4 it follows that for all s 2 ð0; sd1Þ





and we have proved (5.5).
Bagby and Kurtz [1] proved that if o 2 A1 then for every f 2 L1locðoÞ the
following inequality holds:
f * ;oðtÞ4Cðf #Þ* ;oð2tÞ þ f * ;oð2tÞ: ð5:7Þ
The term ðf #Þ* ;o is the non-increasing rearrangement of f # with respect to
the measure o: The function f # is however taken with respect to Lebesgue
measure. The conclusion is, by (5.2), weaker than (5.6), and so the question
is whether the hypotheses are the same. Indeed, in addition to the condition
f 2 L1locðoÞ there is an implicit assumption in [1], that f * ;o exists. This
together with f 2 L1locðoÞ is equivalent to f 2 L1ðoÞ þ L1 and so (5.6)
implies (5.7).
It was also observed in [10] that (5.6) implies (3.1) with different constants.
Using Lerner’s ideas we can show a somewhat stronger theorem. We have
SAGHER AND SHVARTSMAN250shown





By Theorem 4.6 in [8], if T is Calder !on–Zygmund operator which satisﬁes a
certain continuity condition, AF; then for all sufﬁciently small s;
M#s ðTf ÞðxÞ4CðMf ÞðxÞ
so that




which is (3.1) with different constants.
If T is Calder !on–Zygmund operator which satisﬁes a stronger continuity
condition, see Theorem 4.7 in [8], then
M#s ðTf ÞðxÞ4Cðf #ÞðxÞ;
which implies
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