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Abstract
We introduce a learning strategy for contrast-invariant image registration without
requiring imaging data. While classical registration methods accurately estimate
the spatial correspondence between images, they solve a costly optimization prob-
lem for every image pair. Learning-based techniques are fast at test time, but can
only register images with image contrast and geometric content that are similar to
those available during training. We focus on removing this image-data dependency
of learning methods. Our approach leverages a generative model for diverse label
maps and images that exposes networks to a wide range of variability during train-
ing, forcing them to learn features invariant to image type (contrast). This strategy
results in powerful networks trained to generalize to a broad array of real input
images. We present extensive experiments, with a focus on 3D neuroimaging, show-
ing that this strategy enables robust registration of arbitrary image contrasts without
the need to retrain for new modalities. We demonstrate registration accuracy that
most often surpasses the state of the art both within and across modalities, using
a single model. Critically, we show that input labels from which we synthesize
images need not be of actual anatomy: training on randomly generated geometric
shapes also results in competitive registration performance, albeit slightly less
accurate, while alleviating the dependency on real data of any kind. Our code is
available at http://voxelmorph.csail.mit.edu.
1 Introduction
Image registration estimates spatial correspondences between image pairs and is a fundamental
component of many medical image analysis pipelines involving data acquired across time, subjects,
and modalities. For example, neuroimaging segmentation packages [21, 23, 50] often perform
deformable registration to a probabilistic atlas before neuroanatomical structures are labeled. This
work focuses on frameworks that are agnostic to image modality, and excel both at uni-modal
registration (e.g. between two T1-weighted MRI scans), as well as multi-modal registration (e.g.
between MRI acquired with different contrasts). Both are important in neuroimaging, where different
contrasts are commonly acquired, such as T1w for visualizing anatomy or T2w for detecting abnormal
fluids [45]. These scans need to be aligned within subjects and to an external template, possibly of
another modality [62]. Throughout this paper, we use the terms modality and contrast interchangeably,
to designate a mode of acquisition such as MRI variants, which can yield images of very different
appearance for the same anatomy.
Classical registration approaches estimate a deformation field between two images by optimizing
an objective that balances image similarity with field regularity [3, 5, 43, 48, 56, 59, 67]. While these
methods provide strong theoretical background and can yield good results, the expensive optimization
needs to be repeated for each image pair, and the optimization objective and strategy typically need
to be adapted to suit the types of images being registered. Instead, learning-based registration uses
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datasets of images to learn a function that maps an image pair to a deformation field aligning the
images [6, 18, 24, 42, 55, 61, 72, 76]. These methods achieve sub-second GPU runtimes, and can
improve accuracy and robustness to local minima. Unfortunately, they are limited to the image
contrast available during training, and therefore do not perform well on unobserved (new) image
types. For example, a model trained on pairs of T1w and T2w MRI scans will not accurately register
T1w and proton-density weighted (PDw) pairs. With a focus on neuroimaging, we remove this
constraint of learning methods of registering only image types available during training, and design
an approach that generalizes to any unseen image contrast at test time.
Contribution. In this work we present SynthMorph, a general learning framework for modality-
agnostic registration that can handle a wide variety of unseen image contrasts at test time.
SynthMorph enables registration of image pairs both within and across contrasts, without the need
for any real imaging data during training. We first introduce a generative model for random label
maps of variable geometric shapes. Second, conditioned on these maps, or optionally given other
maps of interest, we build on recent methods to generate images of arbitrary contrasts, deformations,
and artifacts [10]. Third, we replace the typical image-based objective with a contrast-agnostic loss
that measures label overlap. The resulting network learns general features contained within the
synthesized image data, invariant to the contrast of a specific modality.
We focus on neuroimaging and demonstrate state-of-the-art performance and runtimes compared
to existing learning-based and classical baselines. The proposed framework outperforms existing
methods across MRI contrasts, even though the network has never been exposed to any real imaging
data. We also study various aspects of the proposed method, including feature invariance and the
effects of hyperparameters, architecture size, and simulation aspects. The code is available as part of
the VoxelMorph library at http://voxelmorph.csail.mit.edu.
2 Related work
Classical methods. Deformable registration has been widely studied [3, 5, 7, 59, 67]. Classical
strategies undergo an iterative procedure that estimates an optimal deformation field for each image
pair. This involves maximizing an image-similarity metric, which compares the warped moving
and fixed images, and a regularization term that encourages desirable deformation properties such
as preservation of topology [43, 48, 56, 59]. Cost function and optimization strategies are typically
chosen to suit a particular task. Simple similarity metrics such as mean squared difference (MSD)
or normalized cross-correlation (CC) [5] are widely used, and often provide excellent accuracy for
image pairs of the same contrast [37].
For registration across modalities, metrics such as mutual information (MI) [68] and correlation
ratio [54] are often employed, although the accuracy achieved with these cross-contrast measures is not
on par with the within-contrast accuracy of CC and MSD [34]. For some tasks, e.g. registering intra-
operative ultrasound to MRI, estimating even approximate correspondences can be challenging [64].
Although not often used in neuroimaging, metrics based on patch similarity [26, 28, 46, 69, 74] and
normalized gradient fields [38, 39, 60] outperform simpler metrics, e.g. on abdominal computer-
tomography (CT). Other methods convert images to a supervoxel representation, which is then
spatially matched instead of the images [29, 36]. Although our work also employs geometric shapes,
we do not generate supervoxels from input images, but synthesize arbitrary patterns (and images) from
scratch during training to encourage learning contrast-invariant features for spatial correspondence.
Unfortunately, classical registration methods solve an independent optimization problem for each
image pair, omitting advantages of learning across data. Neuroimaging scans typically have millions
of voxels, leading to runtimes of several minutes to hours, depending on computational resources and
packages used.
Learning approaches. Learning-based techniques mostly use convolutional neural networks (CNNs)
to learn a function that directly outputs the deformation field given an image pair. After training,
evaluating this function is efficient, enabling fast registration. Supervised models learn to reproduce
simulated warps or deformation fields estimated by classical methods [20, 41, 55, 61, 75, 76]. In
contrast, unsupervised models minimize a loss similar to classical cost functions [6, 16, 17, 40] such
as normalized MI (NMI) [25] for cross-contrast registration. In another multi-modal registration
paradigm, networks are used to synthesize one modality from the other, so that within-modality losses
can be used in subsequent nonlinear registration [9, 14, 34, 52, 58, 63].
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Figure 1: Generation of random input label maps. A set of smoothly varying 3D noise images pj
(j ∈ {1, 2, ..., J}) is sampled from a standard distribution, then warped by random deformation fields
φj to cover a range of spatial scales and shapes. A label map s is synthesized from the warped images
p˜j = pj ◦ φj : for each voxel k of s, we determine in which p˜j that voxel has the highest intensity,
and assign the corresponding label j, i.e. sk = argmaxj([p˜j ]k). The example uses J=26.
Recent approaches also use segmentation-driven losses for registering different imaging modalities
labeled during training, such as T2w MRI and 3D ultrasound, within the same subject [32, 33], or
aiding existing formulations with auxiliary segmentation data [6, 30, 44].
Unfortunately, all these netowrk-based approaches learn from image data seen during training and,
consequently, do not perform well on unobserved modalities. Data augmentation strategies expose a
model to a wider range of variability than the training data encompasses, for example by randomly
altering voxel intensities or applying deformations [13, 57, 73, 78]. However, even these methods still
need to sample data acquired with the target modality during training. Similarly, transfer learning
can be used to extend a trained network to new modalities, but does not remove the need for some
training data with the target contrast [35].
3 Method
3.1 Background
Let m and f be a moving and a fixed 3D image, respectively. We build on unsupervised learning-
based registration frameworks and focus on deformable (non-linear) registration. These use a CNN hθ
with parameters θ that outputs the deformation φθ = hθ(m, f) for image pair {m, f}.
In training, the network hθ is given a pair of images {m, f} at each iteration, and parameters
are updated by optimizing a loss function L(θ;m, f, φθ) similar to classical cost functions, using
stochastic gradient descent. Typically, the loss contains an image dissimilarity term Ldis(m ◦ φθ, f)
which penalizes the difference between the warped image and the fixed in terms of appearance, and a
regularization term Lreg(φ) that encourages smooth deformations:
L(θ;m, f, φθ) = Ldis(m ◦ φθ, f) + λLreg(φθ), (1)
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Figure 2: Data synthesis. Top: from random shapes. Bottom: if available, the synthesis can
be initialized with anatomical labels. From an input label map s, we generate a pair of label
maps {sm, sf} and from them images {m, f} with arbitrary contrast. The registration network takes
{m, f} as input to predict the displacement field um→f . In practice, if anatomical labels are available,
we generate {sm, sf} from two segmentations s from separate subjects.
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Figure 3: Proposed unsupervised learning framework for modality-agnostic diffeomorphic registration.
We synthesize a pair of 3D label maps {sm, sf} and then the corresponding 3D images {m, f} based
on a generative model that covers a wide range of shapes and contrasts. The images are used to train
a U-Net-style network and the label maps are used in the loss to measure alignment.
where φθ = hθ(m, f) is the network output, and λ controls the weighting of the terms. Unfortunately,
networks trained this way only predict reasonable deformations for images with contrasts and shapes
similar to the data observed during training. In our framework, we tackle this dependency.
3.2 Proposed method overview
We achieve contrast-invariance and robustness to anatomical variability by requiring no real training
data, but instead synthesizing arbitrary contrasts and shapes through a generative process (Figure 3).
We start from scratch, synthesizing two 3D paired label maps {sm, sf} using a function gs(z) =
{sm, sf} given random seed z. We then define the function gi(sm, sf , z) = {m, f} that synthesizes
two 3D intensity volumes {m, f} based on the maps {sm, sf} and seed z.
This generative process resolves the limitations of existing methods as follows. First, training a
registration network hθ(m, f) using the generated images exposes it to arbitrary contrasts and shapes
at each iteration, removing network dependency on specific modalities. Second, because we first
synthesize label maps, we can use a similarity loss that measures label overlap independent of image
contrast, thereby obviating the need for a cost function that depends on the contrasts being registered
at that iteration. In our experiments, we use the (soft) Dice metric [47]
L′dis(φ, sm, sf ) = −
2
J
J∑
j=1
|(sjm ◦ φ) sjf |
|(sjm ◦ φ)⊕ sjf |
, (2)
where sj represents the one-hot encoded label j ∈ {1, 2, ..., J} of label map s, and  and ⊕ denote
voxel-wise multiplication and addition, respectively.
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Figure 4: Convolutional U-Net architecture implementing φθ = hθ(m, f). Each block of the encoder
features a 3D convolution with n=256 filters and a LeakyReLU layer with parameter 0.2. The
encoding stride-2 convolutions each halve the resolution relative to the input. In the decoder, each
convolution is followed by an upsampling layer and a skip connection to the corresponding encoder
block (indicated by long arrows). The SVF vθ is obtained after three more convolutions at half
resolution, yielding the deformation field φθ through integration and upsampling. All convolutional
layers use 3×3×3 kernels, and the final convolution leverages n=3 filters to bring vθ to the desired
shape.
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Table 1: Hyperparameters. Spatial measures are given in voxels. In our experiments, images and label
maps have a volume size of 160×160×192. If fields are sampled at lower resolution r, the volume
size is obtained by multiplying each dimension by r and rounding up (e.g. 4×4×5 for r = 1:40).
Parameter rp bp aµ bµ aσ bσ rB bB bK σγ rv bv
Value 1:32 100 25 225 5 25 1:40 0.3 1 0.25 1:16 2
While the framework can be used with any parametrization of the deformation field φ, in this
work we use a stationary velocity field (SVF) v, which is integrated within the network to obtain a
diffeomorphism [2, 3, 16], which is invertible by design. We regularize φ using Lreg(φ) = 12‖∇u‖2,
where u is the displacement of deformation field φ = Id+ u.
3.3 Generative model details
Label maps. To generate input label maps with J labels of random geometric shapes, we first draw J
smoothly varying noise images pj (j ∈ {1, 2, ..., J}) by sampling voxels from a standard distribution
at reduced resolution rp and upsampling to full size (Figure 1). Second, each image pj is warped
with a random smooth deformation field φj (described below) to obtain images p˜j = pj ◦ φj . Third,
we create an input label map s by assigning, for each voxel k of s, the label j among the images p˜j
that has the highest intensity, i.e. sk = arg maxj([p˜j ]k) (Figure 1).
Given a selected label map s, we generate two new label maps. First, we deform s with a random
smooth diffeomorphic transformation φm (described below) using nearest-neighbor interpolation to
produce the moving segmentation map sm = s ◦ φm. An analogous process yields the fixed map sf .
Alternatively, anatomical segmentations for the anatomy of interest can be used, for example from a
public dataset. In this case, we select segmentation maps from two separate subjects at random and
further deform them as described above (Figure 2). We emphasize that no acquired images, such as
T1w or T2w MRI scans, are involved.
Synthetic images. From the pair of label maps {sm, sf}, we synthesize gray-scale images {m, f}
building on generative models of MR images used for Bayesian segmentation [4, 10, 65, 71, 77]
(Figure 2). Given a segmentation map s, we draw the intensities of all image voxels that are
associated with label j as independent samples from the normal distribution N (µj , σ2j ). We sample
the mean µj and standard deviation (SD) σj for each label from continuous distributions U(aµ, bµ)
and U(aσ, bσ), respectively, where aµ, bµ, aσ, and bσ are hyperparameters. To simulate partial
volume effects [66], we convolve the image using an anisotropic Gaussian kernel K(σi=1,2,3) where
σi=1,2,3 ∼ U(0, bK).
We further corrupt the image with a spatially varying intensity-bias field B [8, 31]. We independently
sample the voxels of B from a normal distribution N (0, σ2B) at reduced resolution rB relative to
the full image size (described below), where σB ∼ U(0, bB). We upsample B to full size, and take
the exponential of each voxel to yield non-negative values before we apply B using element-wise
multiplication. We obtain the final images m and f through min-max normalization and contrast
augmentation through exponentiation, using the normally distributed parameter γ ∼ N (0, σ2γ) such
that m = m˜exp(γ), where m˜ is the normalized moving image, and similarly for the fixed image
(Figure 2).
Random transforms. We obtain the transforms φj (j = 1, 2, ..., J) for noise image pj by integrating
random SVFs vj [2, 3, 16, 40]. We draw each voxel of vj as an independent sample of a normal
distribution N (0, σ2j ) at reduced resolution rp, where σj ∼ U(0, bp) is sampled uniformly, and
each SVF is upsampled to full size. Analogous processes yield the transforms φm and φf based on
hyperparameters rv and bv .
3.4 Implementation details
Hyperparameters. The generative process encompasses a number of parameters. During training,
we sample these based on the hyperparameters presented in Table 1. Their values are not chosen to
mimic realistic anatomy or a particular modality. Instead, we select hyperparameters visually to yield
shapes and contrasts that far exceed the range of realistic medical images, to force the networks to
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learn generalizable features that are independent of the characteristics of a specific modality [13]. We
thoroughly analyze the impact of varying hyperparameters in our experiments.
Architecture. The network implementations follow the VoxelMorph architecture [6, 16]: a convo-
lutional U-Net [57] predicts an SVF vθ from the input {m, f}. As shown in Figure 4, the encoder
has 4 blocks consisting of a stride-2 convolution and a LeakyReLU layer (parameter 0.2), that
each halve the resolution relative to the inputs. The decoder features 3 blocks that each include a
stride-1 convolution, an upsampling layer and a skip connection to the corresponding encoder block.
We obtain the SVF vθ after 3 further convolutions at half resolution, and the deformation φθ after
integration and upsampling. All convolutional layers in the network use n=256 filters of size 3×3×3,
except for the last one (n=3).
Implementation. Networks are implemented using Keras [15] with a TensorFlow backend [1]. We
use a GPU version [16, 40] of scaling and squaring with 5 steps to integrate SVFs [2, 3].
4 Experiments
We evaluate several variants of the proposed registration network and compare its performance to a
set of baselines. The datasets include a variety of image contrasts and levels of processing to assess
method robustness. Our main goal is for SynthMorph to generalize well to unseen real contrasts
during rapid test time registration, while matching or exceeding the accuracy of classical methods, or
learning methods tested on the same data type they were trained on.
4.1 Experimental setup
Data. We compile 3D brain-MRI datasets from the Human Connectome Aging Project (HCP-
A) [11, 27] and the Alzheimer’s Disease Neuroimaging Initiative (ADNI) [70]. HCP-A includes
T1w MPRAGE [49] and T2w T2SPACE scans of the same subjects without preprocessing. ADNI
includes T1w gradient-unwarped and bias-field corrected MPRAGE scans. We also use skullstripped
in-house PDw scans from 8 subjects. For image synthesis for one model variant, we use 40 label
maps from distinct-subject MPRAGE scans of the Buckner40 dataset [22]. Brain and non-brain labels
for skullstripping, image synthesis and evaluation are derived using SAMSEG [50], except for the PDw
data, which include manual maps. As we focus on deformable registration, all images are mapped to
a common affine space [21, 53] at 1 mm isotropic resolution.
Setup. For each contrast, we run experiments on 30 image pairs, where each image is from a different
subject, except for T1-PD pairs, of which we have only 8. To assess robustness to non-brain structures,
we evaluate registration within and across datasets, with and without skull-stripping, using additional
held-out datasets of the same size.
Baselines. We test classical registration with ANTs (SyN) [5] using default parameters [51] for the
NCC similarity metric within contrast, and MI across contrasts. We test NiftyReg [48] with default
cost function (NMI) and parameters and enable its diffeomorphic model with SVF integration as
in our approach. Both ANTs and NiftyReg focus on neuroimaging, leading to appropriate default
parameters for our tasks. We also run the deedsBCV patch-similarity method, which we tune for
neuroimaging. To match the spatial scales of brain structures, we reduce the default grid spacing,
search radius and quantization step to 6×5×4×3×2, 6×5×4×3×2 and 5×4×3×2×1, respectively,
which improves registration in our experiments.
As a learning baseline, we train VoxelMorph (vm), using the same architecture as SynthMorph
but with NCC, on 100 skull-stripped T1w HCP-A images that do not overlap with validation data,
and another model trained with NMI on random combinations of 100 T1w and 100 T2w images
(including e.g. T2w-T2w pairs).
SynthMorph variants. For imaging-data and shape-agnostic training, we sample {sm, sf} from
one of 100 random-shape segmentations s at each iteration (sm-shapes). Each s contains J=26
labels that we all include in the loss Ldis. Since brain segmentations are often available, even if not
for the target modality, we also test our framework when starting with a set of brain-anatomy label
maps (sm-brains). In this case, we sample {sm, sf} from two distinct maps at each iteration and
further deform these label maps using synthetic warps. The segmentations include non-brain labels,
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Figure 5: Registration accuracy. Each box shows overlap of anatomical structures for 30 test-image
pairs across distinct subjects (8 when using PD contrast). The letters b and x indicate skullstripped
data and registration across datasets (e.g. between ADNI and HCP-A), respectively.
and we optimize the J=26 largest brain labels in Ldis (see below). We emphasize that no real images
are used during SynthMorph training.
Assessment. We measure registration accuracy using the Dice metric D [19] across a representative
subset of brain structures: amygdala, brainstem, caudate, ventral DC, cerebellar white matter and
cortex, pallidum, cerebral white matter (WM) and cortex, hippocampus, lateral ventricle, putamen,
thalamus, 3rd and 4th ventricle, and choroid-plexus. Bilateral structure scores are averaged. We also
compute the proportion of voxels where the deformation φ folds, i.e. with det(Jφ) ≤ 0 for voxel
Jacobian Jφ.
Framework analysis. To evaluate network invariance to realistic MRI contrast, we perform the
following procedure for 10 subject pairs. We obtain 8 spoiled gradient-echo [12] images for the same
brain, progressing from T1w to PDw as shown in Figure 7, using Bloch equation simulations with
acquired parametric maps (T1, T2∗, PD). We run a separate registration between each contrast and the
most T1w-like of another subject, and analyze the variation of the features of the last network layer
(before the SVF is formed). Specifically, we compute the root-mean-square difference d (RMSD)
between the layer outputs of the first and each other contrast over space, averaged over contrasts,
features, and subjects. Original MRI sequence details are: spoiled gradient-echo, 2 ms echo time
(TE), 20 ms repetition time (TR), 2-40◦ flip angle (FA).
In a validation set, we explore the effect of various hyperparameters. First, we train with regularization
weights λ ∈ [0, 10] and evaluate accuracy across: (1) all brain labels, (2) only the largest 26 (bilateral)
structures optimized in Ldis. Second, we train variants of our model with varied deformation range bv ,
image smoothness bK , and number of features n per layer. Third, for the case that brain segmentations
are available, we analyze the effect of training with (1) full-head labels, (2) brain labels only or (3) a
mixture of both.
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Figure 6: Typical registration results for SynthMorph (sm-brains) and classical methods. Each row
shows a registration pair from the source datasets indicated on the left, where the letters b and x mark
skullstripped data and registration across datasets (e.g. between ADNI and HCP-A), respectively. For
each dataset, we show the best-performing classical baseline: NiftyReg on the 1st, ANTs on the 2nd,
and deedsBCV on all other rows.
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Figure 7: MRI contrasts used to assess network invariance. We obtain images with real MR contrasts
progressing from proton-density (PD, top left) to T1-weighted for the same brain using Bloch-
equation simulations with acquired parametric maps (T1, T2∗, PD). For each subject pair, we compile
and illustrate 8 contrasts.
8
1 2 3 4 5 6 7 8 9 10
Layer L
0.0
0.2
0.4
0.6
0.8
1.0
No
rm
al
ize
d 
RM
SD
 d
vm-ncc
vm-nmi
sm-shapes
sm-brains
Figure 8: Variability of network layers in response to 10 realistic MRI-contrast pairs from distinct
subjects as shown in Figure 7. We use normalized root-mean-square deviation (RMSD) d between
each contrast and the most T1w-like, averaged over contrasts, features, and subjects. For the analysis,
networks use the same architecture with n=64 filters per convolutional layer. Error bars indicate
standard deviation across features.
4.2 Results
Typical registration results are shown in Figure 6. Figure 5 compares mean Dice scores across
structures for all methods, while Figure 12 shows scores for individual structures. By exploiting
the anatomical information in a set of brain labels, sm-brains achieves the best accuracy across all
datasets, even though no real images are used during training. First, sm-brains outperforms classical
methods on all tasks by at least 2 Dice points, and often much more (p<0.04 for T1-PD, p<5×10−8
for all other tasks). Second, it matches the state-of-the art accuracy of vm-ncc for T1-T1 registration,
which was trained on real T1 images. Across contrasts, sm-brains outperforms all other methods
by 3 or more Dice points, demonstrating its ability to generalize to contrasts, compared especially to
the baseline learning methods which cannot generalize to contrast unseen during training.
The shape and contrast agnostic network sm-shapes matches the performance of the best classical
method for each dataset except T1-T1 registration, where it slightly underperforms, despite never
having been exposed to either imaging data or even brain anatomical shapes. Like sm-brains,
sm-shapes generalizes well to multi-contrast registration, matching or exceeding the accuracy of all
baselines.
The baseline learning methods vm-ncc and vm-nmi perform well and clearly outperform classical
methods when faced with contrasts similar to those used in training. However, as expected, these
approaches break down when tested on a pair of new contrasts.
In our experiments, learning-based models require less than 1 second per 3D registration on an Nvidia
Tesla V100 GPU. Using default settings, NiftyReg and ANTs typically take ∼0.5 h and ∼1.2 h on
a 3.3-GHz Intel Xeon CPU (single-threaded), respectively, whereas deedsBCV typically requires
∼3 min.
4.3 Analyses
Figure 8 illustrates the variability of the response of each network layer to varying MRI contrast of
the same anatomy shown in Figure 7. Figure 9 contains example feature maps. SynthMorph models
exhibit substantially less variability than baseline learning models for each feature, indicating that the
proposed strategy encourages contrast-invariance.
Figure 10 shows registration performance for various training settings. For sm-brains, best results
are obtained with low deformation strength bv, when label maps s from two different subjects are
used at each iteration (Figure 10A). A larger value of bv=2 is optimal for sm-shapes, for which
{sm, sf} are generated from a single s, thus lacking the inter-subject deformation.
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Figure 9: Representative features of the last network layer (before forming the SVF) in response
to the realistic MRI-contrast pairs shown in Figure 7. Left: VoxelMorph using normalized mutual
information (NMI), exhibiting variability among contrasts. Right: contrast-invariant SynthMorph
(sm-brains). For the analysis, both networks use the same architecture with n=64 filters per
convolutional layer.
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Figure 10: Framework analysis showing the effect of training settings on registration accuracy:
A. Maximum velocity-field SD bv. B. Maximum image-smoothing SD bK . C. Number of filters n
per convolutional layer.
Random blurring of the images {m, f} improves robustness to data with different smoothing levels,
with optimal accuracy at bK=1 (Figure 10B). Higher numbers of filters n per convolutional layer
boost the accuracy at the cost of increasing training times from days to weeks (Figure 10C), indicating
that richer networks are better able to capture and generalize from synthesized data. Finally, training
on full-head as compared to skull-stripped images had little impact on accuracy (not shown).
Figure 11A shows that with reducing regularization, accuracy increases for the large structures used
in Ldis. When we include smaller structures, the mean overlap D reduces for λ < 1, as the network
then focuses on optimizing the training structures. This does not apply to sm-shapes, which is
agnostic to anatomy and trained on all synthetic labels present in the random maps. Figure 11B shows
a small proportion of locations where the warp field folds, decreasing with increasing λ. For test
results, we use a value of λ = 1, where the proportion of folding voxels is ∼ 10−6 at our numerical
precision. Unless indicated, all hyperparameters are tested using n=64 convolutional filters per layer
to enable analysis.
5 Conclusion
We propose SynthMorph, an unsupervised learning framework for modality-invariant image registra-
tion, training networks with samples of a generative model with widely varying synthetic contrast and
shape. In our experiments, we find SynthMorph variants to achieve registration accuracy matching or
outperforming classical methods, and are significantly faster. If brain labels are available, they enable
even further improvement. While learning-based methods like VoxelMorph yield results comparable
to sm-brains for contrasts observed during training, they break down when presented with other
contrasts, whereas SynthMorph remains robust.
A significant challenge in deployment of neural networks is their generalizability. SynthMorph
performance is achieved although our network does not have access to the contrasts present in the
test set, nor indeed to any real MRI data, obviating the need for re-training for a new modality. We
empirically observe this invariance directly by examining network channel outputs. We therefore
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believe this strategy can be broadly applied to registration networks to limit the need for training data
while simultaneously improving applicability.
While the proposed technique addresses important drawbacks of classical and learning-based methods
for within and across contrast registration, it can be expanded in several ways. Since some data is
often available at training, we will investigate whether combining real images and synthetic data
might improve registration accuracy in popular use cases, while maintaining invariance to unseen
data. Combining our training loss with classical cost functions may also improve accuracy providing
better signal in label interiors. Finally, while we are focused on neuroimaging, this approach promises
to be extensible to images of other body parts, and may eventually lead to a single registration model
that can accurately align unprocessed images of any modality and body part, or even outside medical
imaging.
Broader impact
Any image registration algorithm that depends on a collection of images can be biased by the
demographic makeup of the available subjects. For example, concerns have been expressed in the
neuroimaging community that atlases used to instantiate a reference coordinate system are ripe for
bias due to the relatively homogeneous subject populations used to construct them.
In this work we focus on the development of a general-purpose tool for nonlinear contrast-agnostic
(e.g. T1w-to-PDw MRI) registration to fill an unmet need in medical imaging. We achieve this via
two approaches: first, using brain label maps (no images) that are then warped based on deformations
that are substantially more extreme than what is seen in the real world, and second, using no real data
but instead training a network with labels and images generated purely from noise. We believe that
these approaches have technical promise, and, from a societal perspective, can considerably reduce
bias by eliminating the need for any training population and hence a potentially biased demographic
sample.
For proper deployment, the framework needs to be evaluated thoroughly, including the range of
geometric and imaging features that are important in the safe generalizability of such networks.
Because the method presents a new training paradigm, it needs to be analyzed on a representative,
broad set of imaging data to ensure consistent results across patient demographic as well as anatomical
and pathological variability. Although more research is needed for safe deployment, we believe these
approaches hold promise in providing fair and impartial algorithms.
Finally, we also hope that the method will eliminate the need to acquire large datasets for registering
a particular modality, relieving environmental burdens, due to technologies involved in acquisition,
and scientific/societal burdens, as it has the potential to free researchers from both extra acquisitions
and manually labeling those data for evaluation or training.
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