The author comments on the potential of integrative data analysis (IDA) as a new methodological activity and on some of the topics that were discussed in the 5 articles in this special issue. One topic is the extent to which IDA will be used to provide conclusive summaries regarding the strength of evidence for well-specified questions versus to provide new information that goes beyond the simple sum of individual studies. Another is the meaning of variances of effects that are observed over studies and sample strata. A 3rd is the potential to enhance understanding of construct validity by fitting measurement models described in the special issue. The author concludes by recommending critical examination of modelbased inferences from IDA through sensitivity analyses and by noting that IDA can promote collaboration and networks that yield data that are more amenable to integrated analyses in the future.
The articles included in this special issue provide a map for a novel approach to making advances in psychological science. The authors call for a new age of cooperation, if not collaboration, in designing studies, sharing data, and carrying out analyses. The articles raise a number of important and interesting issues that are worth pondering. One is the nature of the information that is provided by the new analyses-to what extent will it be confirmatory and definitive and to what extent will it open new descriptive windows into the processes under study? Another issue is the meaning of the variances that are estimated to represent effect heterogeneity. A third issue is what researchers learn about measurement when they combine data across studies, and a fourth issue is how the new methods for analyzing data can change the data themselves.
Confirmatory Versus Exploratory Research Synthesis
Both Curran and Hussong (2009) and Cooper and Patall (2009) placed ideas about integrative data analysis (IDA) in the context of meta-analysis of aggregated data (AD). They noted that meta-analysis methods that were promoted by Glass in the 1970s (e.g., Glass, 1976; Glass & Smith, 1978) and developed by scores of others in recent decades (e.g., Cooper, in press; Hedges & Olkin, 1985; Hunter & Schmidt, 2004) have had a profound impact on the activity of summarizing research findings. At their best, meta-analyses can provide near closure about important research questions, such as the effectiveness of therapeutic treatments and the impact of policies. These analyses tend to be confirmatory in nature. Cooper and Patall (2009) provided a lucid discussion of the strengths and weaknesses of IDA versus AD approaches to research synthesis. 1 Among the important points they made is that synthesis can lead to inferences that have rigorous causal meaning, or it can lead to results that are best thought of as descriptive or correlational. The most rigorous inferences are based on summaries of randomized experiments when each experiment has strong internal validity. Strong inferences come from analyses that follow the clear guidelines described by Cooper (1999) for AD analyses: (a) specify a clear question, (b) collect information from all (experimental) studies with data relevant to that question, (c) code the studies for effect sizes and other relevant features of the study, and (d) carry out appropriate meta-analytic analyses. The outcome of this process is an estimate of the average experimental effect and measures of precision of that estimate.
In principle both IDA and AD approaches to a fixed set of experimental studies yield appropriate answers, although there are reasons to believe that the IDA approach provides more precision and power. However, Cooper and Patall (2009) raised the important question of whether it is possible to include as many studies for IDA analyses as for AD analyses. Simply put, if the sample of studies included in the synthesis is biased, then the estimate of the average effect will be biased. If the goal of the synthesis is to obtain a confirmatory causal claim, then bias must be taken very seriously.
Suppose that the literature related to a question does not contain experimental studies, but rather is comprised of cross-sectional and longitudinal surveys. Cooper and Patall (2009) described the results of any analysis of combined studies as synthesis-generated evidence, and they reminded readers that this evidence does not provide definitive causal information. Nonetheless, it is worth stating that synthesisgenerated evidence can be very illuminating about psychological processes, especially developmental processes that are difficult to manipulate directly. The example provided by McArdle, Grimm, Hamagami, Bowles, and Meredith (2009) in this issue provided synthesis-generated evidence about changes in cognitive ability over the life course that would not have been available without IDA. On the one hand, the IDA models add value to the data, and on the other hand, they may be susceptible to model specification effects. When IDA reveals novel insights into processes, absolute bias of parameter estimates is less of a concern than general robustness of patterns of results. Because some of the assumptions made by different models may be untestable, it is desirable for the analysts to report how stable the main results are across competing analytic models. These comparative analyses are sometimes called model sensitivity analyses. As I argue later, sensitivity analyses should be a standard phase of IDA when inferences depend on model specification.
Exploring Variation in Effect Magnitude
Researchers of basic psychological processes can often assume that experimental effects will always be replicated with the same effect size if the study conditions are held constant. Classical and operant conditioning, perceptual illusions, effects of exposure on memory, and effects of social stress have all been studied repeatedly in college samples, with essentially the same effect sizes. However, when investigators move beyond undergraduate participant populations or when complex social, developmental, or clinical phenomena are studied in different social contexts, the heterogeneity of effects that Curran and Hussong (2009) warned about becomes relevant.
A major promise of IDA is the opportunity to study effect heterogeneity thoroughly, and to literally estimate the expected variation of effects over a well-defined population. Curran and Hussong (2009) as well as Hofer and Piccinin (2009) provided excellent reviews of the kinds of reasons why target effects might vary across studies. In addition to usual sampling variation, some of the differences in effect size may be methodological (variation in designs, measures, and degree of control of confounding). Other components of the variation may have to do with features of the population itself (historical context, culture, geography). Eliminating the variation due to methodological heterogeneity is likely to be a key area of statistical and psychometric research, as illustrated by the articles of Bauer and Hussong (2009) and McArdle et al. (2009) . The variation that is due to subpopulation heterogeneity should not necessarily be eliminated, but rather should be examined, described, and explored.
In an ideal world, IDA analyses of effect variation would be done with studies that constitute representative samples of study populations and contexts, but setting such as standard may be premature in the current state of knowledge in psychology. For many questions, researchers are more interested in documenting whether there is effect variation than in estimating the amount of variation. Reports of how various social or population differences can moderate effect sizes are of interest even when the social contexts are samples of convenience (e.g., a Korean university compared with a U.S. university). Once it is recognized that there is effect variation, the next step is to understand the possible correlates of such variation, and for this step, IDA will already be helpful.
Eventually, it will be of interest to conduct formal studies of effect size heterogeneity in representative samples. To appreciate this ideal for IDA, let's consider a hypothetical example based on the tradition of experimental survey design. Suppose researchers are interested in the effect of negative political advertisements on attitudes toward U.S. presidential candidates. Suppose also that a researcher designed a protocol whereby participants are randomly assigned to a 2 ϫ 2 design to view advertisements that promote candidate R, denigrate candidate D, promote candidate D, or denigrate candidate R. Assume that the ads have been carefully constructed to be matched in tone and content. One scenario is to implement the design with groups of college students in several different universities, perhaps with researchers who have informal collaboration. A much more expensive scenario would be to engage an academic survey firm to (a) randomly sample C census tracts, (b) randomly recruit n likely voters in each tract, and (c) carry out the experiment in all C locations. C might even be large enough that it contains census tracts in each of the 50 states.
The first scenario would allow a fixed contrast between a few universities located in traditional conservative states and a few in traditional liberal states. Researchers could combine the data in IDA and estimate as random effects both the main effect of negative versus positive ads and the interaction of ad type with candidate types D and R. IDA would then allow the researchers to determine if the variation is related to age, religious involvement, income, and/or other individual characteristics. However, the variances that are explained would not necessarily describe variation in a population that is well defined by demographers. The variation of effects could be too large or too small relative to the second scenario, and little information would be available about the shape of the distribution of the effect sizes. The more formal design in the second scenario would give a more accurate picture of how the effects generalize across the population and could possibly reveal causal mechanisms that lead to moderation of effects.
The second scenario is already being used in some political psychology studies, but it is rare in most cognitive, social, or clinical intervention studies. However, the designs are more feasible than some might think; epidemiologists have often collected information from large representative samples, and sometimes these surveys contain experiments (e.g., Shrout et al., 2008) . If the science in an area is not advanced enough to justify carrying out a mega-design of studies, then researchers should certainly start with IDA analyses of available studies. If interesting patterns of variation of effects become evident, then it might motivate the development of a mega-study, such as has been done in medicine with the Women's Health Initiative (Anderson et al., 2003) . Such large scale studies can often be weighted to represent the U.S. population at a specific point in time.
Meanwhile, this special issue describes efforts to compile a wide range of studies and study contexts, even if these are not formally representative of a single population. The Integrative Analysis of Longitudinal Studies on Aging research network described by Hofer and Piccinin (2009) has made it possible to combine relevant data on age-related change in health and cognition across the world.
IDA and Measurement Quality
When individual-level data are combined for an IDA, the analyst faces important measurement equivalence issues that were cogently described by Bauer and Hussong (2009) and also by McArdle et al. (2009) . The challenges of defining constructs over the life course and across collections of similar (but not identical) questionnaires are serious, but these two articles provided researchers with examples of the steps that are needed to face the challenges. Key points are that IDA analysts need to be well trained in latent variable models that accommodate a variety of response formats and that there will be room for new software development that facilitates the estimation of linear and nonlinear measurement models in IDA projects.
Whereas the combination of measures with different item sets and different response formats might seem to be a new problem created by IDA, the issues of construct validity of measures have been around for a long time. They are often ignored in individual studies, which may label different measures with the same name. When data are limited, it may be acceptable to make assumptions about data quality and measurement validity, but when data are plentiful, those assumptions can be tested. The new methods presented by Bauer and Hussong (2009) have notable flexibility for examining the psychometric properties of measures that have very different response formats. Insofar as the relations among the variables are consistent with expectations, evidence for construct validity is provided. When problems are detected, it may be possible to use the latent variable models described by Bauer and Hussong to make adjustments. However, even beyond these adjustments, the psychometric exercise can add insights to the construct validity literature and aid in understanding how these measures work in singleton studies in the historical literature.
Sensitivity Analyses and Model Specification in IDA
Although they are elegant, comprehensive, and sophisticated, the methods proposed by Bauer and Hussong (2009) are not as likely to "resolve the problem of measurement in integrative data analysis" (p. 101) as they are to provide tools for advancing researchers' understanding of those problems. One IDA project may select a model for integrating measures across a set of studies, but the next project on the same topic may select a somewhat different model as a result of the inclusion of additional data and measures. Some of the new data may result from novel measurement procedures that are designed to test construct validity questions raised in the first analysis.
In their example of alcohol involvement from ages 10 to 22, Bauer and Hussong (2009) created a credible latent dimension that is applicable across the entire age range represented in two different studies. The structure of this dimension was derived in part from the moderated nonlinear factor analysis link functions chosen to connect the observed responses to the latent variable. Link functions, such as the cumulative logit, have parametric flexibility to reset the thresholds if the model is suddenly expanded to include some new variables with strong associations with the latent variable. Alternate link functions might also be considered. For example, the treatment of counts of very different consequences is not likely to be precisely distributed as Poisson with a common consequence event rate. What if overdispersion were taken into account-would it change results? The estimates may also be affected by the assumption that the latent distribution of alcohol involvement is normal, with symmetry on the noninvolvement tail and involvement risk tail. Further sensitivity studies can help say whether the approximation is good enough. My point here is simply to warn those who have a high need for closure not to plan to use moderated nonlinear factor analysis to estimate final measures that can be used for all related IDA projects. Whereas the ordering of persons by latent variable might be quite stable, the interval spacing may shift in subsequent analyses of the same data or augmented data. Whereas Bauer and Hussong's analysis is an excellent illustration of the steps that one can take to merge samples with different measures and to carry out initial checks on the validity of the constructed latent scale, the critical researcher would want more information about the impact of model specification issues on the final scale scores.
Similar points could be made after studying the example of McArdle et al. (2009) . They made it clear that their innovative analysis of cognitive abilities depends on a number of assumptions, the most important being the longitudinal measurement invariance of the construct. Their article also reported that they considered a number of approaches and that some reasonable models ended up being numerically unstable. How likely is it that 10 years from now this dual exponential model will be viewed as the definitive statement of how vocabulary and memory change over the life course? The answer would be clearer if more alternate models were formulated, estimated, and compared. Nonetheless, McArdle et al.'s systematic approach to measurement equivalence, adjustment for sample differences, and representations of overall growth as smoothed nonlinear functions provide an important starting point for a thorough understanding of cognitive development. These analyses are excellent examples of IDA that can be generative, but again the critical substantive researcher will want to understand how model assumptions influenced conclusions, such as no gender differences.
When planning budgets for production using IDA methods such as these, investigators should recognize from the beginning the cost of a thorough analysis, both in terms of time and resources. If IDA is to be a systematic approach to data analyses of multiple samples, it must include provisions for critical sensitivity analyses of assumptions that must be made in implementing the general models of Bauer and Hussong (2009) or McArdle et al. (2009) . Cooper and Patall (2009) commented that the IDA approach would typically cost more to carry out than the AD approach, and I would argue that budgeting for the activities involved in a sensitivity analysis is an example of that higher cost. However, results from a thorough and novel analysis of existing data are almost always a bargain relative to results from new empirical studies or surveys.
IDA in the Future: Extensions and Implications
The majority of the articles in this special issue focused on developmental questions that involved comparisons of different age groups. The issues of measurement across the life span provide an excellent vehicle for demonstrating the strengths of the methods presented here. However, the IDA approach described here is by no means limited to developmental questions. One obvious area where it is useful to combine data sets is studies of cross-cultural differences. An example of a collaborative group working on cross-cultural comparisons of mental health experiences is the National Institute of Mental Health Collaborative Psychiatric Epidemiology Surveys project (Heeringa & Berglund, 2007) , which contains coordinated surveys of mental health that focus on unselected English-speaking residents of the United States, Black residents (including African Americans and Afro-Caribbean Americans), Asian Americans, and Latino Americans. Each of these surveys was carried out separately, but the Collaborative Psychiatric Epidemiology Surveys group provides integrated sampling weights that can be used to combine the samples to represent the full U.S. population. IDA with sampling weights is a topic that was not covered in the current special issue but is one that deserves attention in the future. The opportunity to extend cultural studies beyond a few contrasts of fixed locations is an exciting new direction for both IDA methodologists and cultural researchers.
A notable benefit of putting these five articles together in a special journal issue is the impression it gives that IDA methodology is a legitimate avenue of discovery in psychology. Although researchers have certainly combined data sets to make inferences before, those efforts can seem idiosyncratic, if not ad hoc. The research framework provided by Curran and Hussong (2009) and by Cooper and Patall (2009) and the tools and examples of models included in the articles by Bauer and Hussong (2009) and by McArdle et al. (2009) make it clear that IDA is a methodological approach that has great potential as a systematic approach to the merging of data sets. Finally, the article by Hofer and Piccinin (2009) gives a preview of what is in store for psychology if researchers begin to make plans to share data before the data are collected. Collaborative arrangements, such as the Integrative Analysis of Longitudinal Studies on Aging, not only facilitate the collection of comparable data, but bring together persons with different perspectives who can make the whole enterprise much bigger than the sum of it parts. As this model takes root in other areas of psychology, there will evolve a culture of collaboration that will improve the very data that are available to IDA practitioners in the future.
Meta-analysis provides a model of the kind of paradigm shift that is possible. When Glass and his colleagues carried out their meta-analyses in the 1970s, they were hindered by study reports that often did not provide information needed for effect size calculation and by an underappreciation of the effort needed to carry out a thorough review of the literature. Although meta-analysis is still time consuming, most journals now require that effect size measures be explicitly reported. Because of these requirements, authors and new psychology graduates have made it their business to learn about effect size calculations. Moreover, several specialty software programs have been developed to facilitate the coding and calculation of summary results from meta-analysis.
In the future, we might find that IDA thinking will speed up the understanding of cross-cultural, cross-age, and crosscontext variation in effect sizes. Once variation in effects is well documented, psychological theory will be stimulated to account for the effects in a systematic manner. Funding agencies will recognize the need to issue requests for proposals for IDA networks and projects. The activity will become more refined and more efficient, just as has been the case with AD research synthesis. This special issue has made it clear to me that IDA is a methodology that can already provide new insights into old questions and that IDA is an area that can be developed further by methodologists with expertise in psychometrics and multilevel models.
