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Résumé 
Nous étudions les propriétés au second ordre de certains processus paramétriques de séries temporelles ayant des comportements
de type chaotique : l'étude de la fonction d'autocovariance et de la densité spectrale permet de classier ces séries en terme de
comportement de mémoire longue et de mémoire courte. Nous précisons, en fonction des valeurs des paramètres, les propriétés
d'ergodicité et de mélangeance pour ces séries. Nous comparons ces séries à certains processus de type longue mémoire pour
lesquels nous démontrons la propriété de non mélangeance.
Abstract 
We investigate second order properties for some parametric time series which present chaotic behaviors : the study of the
autocovariance function and of the spectral density permits to classify these series in term of long and short memory behavior.
We state precisely, according to the parameters' values, their ergodic and mixing properties. We compare these series to some
long memory processes for which we provide the proof of their non-mixing property.
1 Introduction
Soit une application mesurable ' : [0; 1]! [0; 1] représen-
tant un système dynamique telle que l'état du système au
temps t est décrit par l'équation suivante :
X
t
= '
t
(X
0
) ; (1)
où '
t
= 'o'    o' (t fois) et X
0
2 [0; 1] est l'état du sys-
tème au temps t = 0. Nous remarquons que (1) implique :
X
t
= '(X
t 1
); t  1 : (2)
L'étude des propriétés au second ordre, telles que la fonc-
tion d'autocovariance et la densité spectrale, de certains
processus chaotiques gouvernés par (2), nous permet de
caractériser leur mesure invariante en terme d'ergodicité
et de mélangeance dont les conditions sont dénies comme
dans Ibragimov et Rozanov (1974).
Précisément, nous nous intéressons à deux classes de fonc-
tions (voir, par exemple, Lawrance et Spencer (1998)) : la
classe des applications "tent" généralisées dénies par :
8
<
:
X
t+1
= 1  (1  2X
t
)

; 0  X
t
<
1
2
X
t+1
= 1  (2X
t
  1)

;
1
2
 X
t
 1
(3)
et la classe des applications binaires généralisées dénies
par :
8
<
:
X
t+1
= 1  (1  2X
t
)

; 0  X
t
<
1
2
X
t+1
= 1  (2  2X
t
)

;
1
2
 X
t
 1 :
(4)
Les mesures invariantes associées aux familles (3) et (4)
ne sont connues que pour certaines valeurs de . Pour les
applications "tent" et logistique ( = 1 et  = 2 dans
(3)), les mesures invariantes sont respectivement les lois
Uniforme U([0; 1]) et (
1
2
;
1
2
) ; les deux applications étant
reliées par une transformation inversible, la propriété de
mélangeance de l'application "tent" vaut aussi pour l'ap-
plication logistique (voir Lasota et Mackey (1994)). Sinon,
pour la famille (4), nous savons que la mesure invariante
de l'application "2-adic" ( = 1), qui est la loi Uniforme
U([0; 1]), est exacte (voir Lasota et Mackey (1994)).
Nous commençons par caractériser les mesures invariantes
associées à la forme générale de l'application logistique,
appelée fonction logistique et étudiée notamment par May
(1976), qui est dénie par l'équation :
8
<
:
X
t
= '(X
t 1
) = aX
t 1
(1 X
t 1
); t 2 N

' : [0; 1]! [0; 1]; a 2 A =]1; 4] :
(5)
Ensuite, nous étudions les systèmes (3), (4) et (5), pris
en certaines valeurs de leur paramètre, pour lesquels nous
avons mis en évidence un comportement de type longue
mémoire (voir Guégan (2000 a,b)), ce qui nous à notam-
ment conduit à regarder diérentes conditions de mélan-
geance pour ces processus à mémoire longue (voir Guégan
et Ladoucette (2001)). Enn, nous étudions les proprié-
tés en terme de mesure invariante du système (5), pris en
a = 4, bruité, que nous notons (Y
t
)
t2N
et qui est déni par
l'équation :

Y
t
= X
t
+ "
t
; t 2 N
X
t
= 4X
t 1
(1 X
t 1
); t 2 N

:
(6)
Le processus (Y
t
)
t2N
est un système dynamique avec er-
reurs, (X
t
)
t2N
est un processus chaotique de densité f la
loi (
1
2
;
1
2
) et ("
t
)
t2N
est une suite de variables aléatoires
i.i.d., indépendantes de (X
t
)
t2N
et de densité connue g ab-
solument continue par rapport à la mesure de Lebesgue.
2 Mesures invarantes du système (5)
Nous montrons qu'il existe une bijection entre l'espace A
des paramètres de bifurcation de la fonction logistique (5)
et un sous espace de l'espace des mesures invariantes, et
que, pour tout a 2 A, la mesure invariante associée à
la fonction logistique (5) est ergodique mais n'est mélan-
geante que si a 2 ]1; 3[ et si a = 4. Les démonstrations
de ces résultats reposent sur l'étude de la fonction d'auto-
covariance, de la densité spectrale, de l'exposant de Lya-
punov et de la mise en évidence des diérents cycles qui
caractérisent ce système.
Plus généralement, en étudiant les fonctions d'autocova-
riance et les densités spectrales des processus (3), (4) et
(5), nous avons mis en évidence un comportement de type
longue mémoire pour certaines valeurs de leur paramètre.
3 Comportement longue mémoire
des systèmes (3), (4) et (5)
Lorsque nous considérons les systèmes (3) et (4) quand
1
2
  < 1, et (5) quand a est un point d'accumula-
tion d'un m-cycle basique (i.e. a = lim
n!+1
m:2
n
pour
m 2 N

), nous observons une décroissance très lente de
la fonction d'autocovariance empirique ^ et l'explosion en
une ou plusieurs fréquence(s) non nulle(s) de la densité
spectrale empirique
^
f .
Nous savons que ce type de comportement peut aussi être
observé en considérant des processus stochastiques para-
métriques tels que les processus longue mémoire station-
naires de Gegenbauer à k-facteurs, notés GG
k
(d; ) et dé-
nis par l'équation suivante :
k
Y
i=1
(I   2
i
B +B
2
)
d
i
(X
t
 m) = "
t
; (7)
avec 0 < d
i
<
1
2
si j
i
j < 1 et 0 < d
i
<
1
4
si j
i
j = 1
pour i = 1;    ; k, où I et B sont respectivement l'opéra-
teur identité et l'opérateur retard, où m est la moyenne
du processus et où ("
t
)
t2N
est un processus bruit blanc
de variance 
2
"
. Ces processus, qui généralisent les proces-
sus FARIMA introduits par Granger et Joyeux (1980) et
Hosking (1981), ont été introduits dans l'article de Gray
et al. (1989) et étudiés statistiquement dans les articles de
Giraitis et Leipus (1995) et Wayne et al. (1998).
Ainsi, en vue de caractériser la mesure invariante des sys-
tèmes (3), (4) et (5) pris en ces valeurs particulières de
leur paramètre, nous ajustons à la trajectoire un proces-
sus GG
k
(d; ) (7).
Par exemple, dans le cas de la fonction logistique (5) prise
en chaque point d'accumulation d'unm-cycle basique, nous
pouvons ajuster un certain processus GG
k
(d; ) (7) à la
trajectoire. En gure 1, nous illustrons ce comportement
pour m = 3 et au regard de la décroissance lente de ^ cal-
culée avec 10 000 points et 500 retards, et l'explosion de
^
f
en les trois fréquences non nulles

3
,
2
3
et , nous ajustons
un processus longue mémoire stationnaire de Gegenbauer
à 3-facteurs à la trajectoire.
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Fig. 1  ^ et
^
f du système (5) pris au point d'accumula-
tion du 3-cycle basique
Cette étude nous a conduit à regarder diérentes condi-
tions de mélangeance pour les processus GG
k
(d; ) (7).
4 Propriété de non mélangeance des
processus GG
k
(d; ) (7)
Nous établissons le résultat suivant : si ("
t
)
t2Z
est un pro-
cessus bruit blanc faible de variance nie, le processus
longue mémoire stationnaire de Gegenbauer à k-facteurs
(7) n'est pas complètement linéairement régulier et si ("
t
)
t2Z
est un processus Gaussien, le processus longue mémoire
stationnaire de Gegenbauer à k-facteurs (7) n'est pas com-
plètement régulier et donc n'est pas fortement mélangeant.
La démonstration de ce résultat repose principalement sur
un théorème de Helson et Sarason (1967) : un processus
stationnaire au second ordre complètement linéairement
régulier possède une densité spectrale qui est intégrable
à tout ordre positif et nous montrons que cette condition
n'est pas remplie pour le processus GG
k
(d; ) (7).
Ainsi, la mesure invariante associée aux systèmes (3), (4)
et (5) pris aux valeurs particulières de leur paramètre pré-
cisées dans la section 3 et modélisés par des processus
GG
k
(d; ) (7), est ergodique mais n'est pas complètement
linéairement régulière.
Maintenant, nous regardons l'inuence d'un bruit sur la
mesure invariante du système (5) pris en a = 4.
5 Mesures invarantes du système (6)
Nous commençons par préciser la mesure invariante asso-
ciée au système (6) pour diérentes lois du bruit ("
t
)
t2N
en donnant l'expression exacte, soit de la densité h lorsque
g est une loi Uniforme ou (p; q) de paramètres p et q en-
tiers, soit de la fonction caratéristique associée à h lorsque
g est une loi Exponentielle ou (
1
2
;
1
2
).
5.1 Bruit Uniforme U([a; b])
Lorsque g  U([a; b]), avec a; b 2 R et a < b, la densité h
1
associée au système (6) est donnée par :
h
1
(x) =
8
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>
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>
>
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>
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>
:
0; x < a

arcsin(2(x  a)  1) +

2

=

(b  a)

;
a  x  min(1 + a; b)
1=(b  a); 1 + a  x  b
si min(1 + a; b) = 1 + a

arcsin(2(x  a)  1)  arcsin(2(x  b)  1)

=

(b  a)

; b  x  1 + a
si min(1 + a; b) = b


2
  arcsin(2(x  b)  1)

=

(b  a)

;
max(1 + a; b)  x  1 + b
0; x > 1 + b :
Nous illustrons ce résultat gure 2. Aprés avoir simulé
50000 fois le système (6) avec g  U([0; 1]), nous construi-
sons l'histogramme de ces points que nous normalisons
an de lui superposer la densité h
1
calculée précédem-
ment.
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Fig. 2  Loi empirique et théorique du système (6) avec
g  U([0; 1])
5.2 Bruit Beta (p; q); p; q 2 N

Nous donnons ici l'exemple d'un bruit suivant la loi (1; 3).
La densité h
2
associée au système (6) est alors donnée par :
h
2
(x) =
8
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>
>
>
>
>
>
>
>
>
>
>
>
>
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>
>
>
>
>
>
>
>
>
>
>
>
>
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(
3
2
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2
 
9
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
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9
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x 
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p
x(1  x)
+(3x
2
  9x+
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8
) arcsin(2x  1)

=; 0  x  1
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3
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2
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9
2
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9
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x 
27
4
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p
(x  1)(2  x)
+(3x
2
  9x+
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8
) arcsin(2x  3)

=; 1  x  2
0; x > 2
La gure 3 illustre ce résultat. Nous procédons comme
dans le cas précédent : après avoir construit un histo-
gramme associé à 50000 itérations du système (6) avec
g  (1; 3), nous le normalisons et nous lui superposons
la densité théorique h
2
.
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Fig. 3  Loi empirique et théorique du système (6) avec
g  (1; 3)
5.3 Bruit Beta (
1
2
;
1
2
)
Lorsque g  (
1
2
;
1
2
), le bruit peut être considéré comme
un chaos déterministe de même loi que le processus (X
t
)
t2N
.
Dans ce cas, nous donnons l'expression analytique de la
fonction caractéristique 
h
3
de la densité h
3
associée au
système (6) :

h
3
(t) = e
it
+1
X
n=0

n
X
k=0

n
k

2

( 1)
n
n!n!

t
4

2n
; t 2 R :
An de représenter la densité h
3
, dont nous n'avons pas
l'expression théorique, nous itérons 50000 fois le système
(6) avec g  (
1
2
;
1
2
) et nous construisons l'histogramme
de ces points simulés. La gure 4 montre cet histogramme
que nous avons normalisé et qui, ainsi, caractérise empiri-
quement la loi du système.
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Fig. 4  Loi empirique du système (6) avec g  (
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5.4 Bruit Exponentiel E()
Lorsque g  E(), nous donnons aussi l'expression ana-
lytique de la fonction caractéristique 
h
4
de la densité h
4
associée au système (6) :

h
4
(t) =
e
it=2
  it
+1
X
n=0
( 1)
n
n!n!

t
4

2n
; t 2 R :
Nous choisissons de considérer le système (6) avec un bruit
de paramètre  = 1. Comme dans le cas précédent, nous
représentons la densité associée au système (6) avec g 
E(1) via une approche empirique, en simulant 50000 fois
ce système et en représentant l'histogramme normalisé de
ces points en gure 5.
0 2 4 6 8 10 12 14
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
i
fi
Fig. 5  Loi empirique du système (6) avec g  E(1)
Maintenant, nous analysons les propriétés de mélangeance
du système (6).
5.5 Propriété de mélangeance
La mesure invariante associée au système (6) peut être
caractérisée en terme de mélangeance par le résultat sui-
vant : si les deux premiers moments du bruit ("
t
)
t2N
sont
nis, alors le processus (Y
t
)
t2N
déni par (6) est absolu-
ment régulier donc fortement mélangeant.
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