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Abstract
In this paper we shall give a global upper bound for Jensen’s inequality without restrictions on the target convex function f . We
also introduce a characteristic c(f ) i.e. an absolute constant depending only on f , by which the global bound is improved.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Throughout this paper, x˜ = {xi} is a finite sequence of real numbers belonging to a fixed closed interval I =
[a, b], a < b, and p˜ = {pi},∑pi = 1 is a sequence of positive weights associated with x˜.
If f is a convex function on I , then the well-known Jensen’s inequality [5] asserts that
0
∑
pif (xi) − f
(∑
pixi
)
.
One can see that the lower bound zero is of global nature since it does not depend on p˜ and x˜ but only on f and
the interval I , whereupon f is convex.
An upper global bound (i.e. depending on f and I only) for Jensen’s inequality is given by Dragomir [2],
Theorem A. If f is a differentiable convex mapping on I , then we have∑
pif (xi) − f
(∑
pixi
)
 1
4
(b − a)(f ′(b) − f ′(a)) := Tf (a, b).
Our task in this paper is to obtain an upper global bound without differentiability restriction on f . Pursuing this,
we shall prove that∑
pif (xi) − f
(∑
pixi
)
 f (a) + f (b) − 2f
(
a + b
2
)
:= Sf (a, b)
for any f that is convex over I := [a, b].
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For instance, for f (x) = −xs , 0 < s < 1; f (x) = xs , s > 1; I ⊂ R+, we have that
Sf (a, b) Tf (a, b),
for each s ∈ (0,1) ∪ (1,2] ∪ [3,+∞).
Further improvement of the global upper bound for Jensen’s inequality is possible by defining a characteristic c(f )
with respect to the bound Sf (a, b), i.e. an absolute constant depending only on f , such that∑
pif (xi) − f
(∑
pixi
)
 c(f )Sf (a, b).
Finally, we evaluate c(f ) for some classes of convex functions.
For example,
c
(
x2
)= 1/2; c(−√x ) = (√2 + 1)/4; c(x logx) = (e log 2)−1; c(ex)= 1.
2. Results
Our main result is contained in the following
Theorem 1. Let p˜, x˜, I be defined as above. Then, if f is convex on I := [a, b], we have that∑
pif (xi) − f
(∑
pixi
)
 f (a) + f (b) − 2f
(
a + b
2
)
:= Sf (a, b). (1)
Introducing the characteristic c(f ), i.e. an absolute constant depending only on a convex function f , a refinement
of the above inequality is possible.
Definition. Let Df ⊂ R be the domain of a continuous convex function f and I ⊂ D. Then
c(f ) := sup
∑
pif (xi) − f (∑pixi)
Sf (a, b)
,
where the supremum is taken over all p˜, x˜ ∈ [a, b] and a, b ∈ Df .
Hence∑
pif (xi) − f
(∑
pixi
)
 c(f )Sf (a, b), (2)
which is a considerable improvement of the inequality (1).
For example, a discrete variant of the pre-Grüss inequality [5] reads:
Lemma 1. If pi > 0,
∑
pi = 1, xi ∈ [a, b], i = 1,2, . . . , n, then
n∑
1
pix
2
i −
(
n∑
1
pixi
)2
 1
4
(b − a)2.
The constant 1/4 is best possible.
From this result, since Sx2(a, b) = 12 (b − a)2, we conclude that c(x2) = 1/2.
Theorem 2. For any convex function f ,
1
2
 c(f ) 1,
and both bounds are attainable.
416 S. Simic / J. Math. Anal. Appl. 343 (2008) 414–419To facilitate the determination of the characteristic for a particular convex function f , we give the following
Theorem 3. For 0 < p,q < 1, p + q = 1 and a convex f , we have that
c(f ) = sup
p,a,b
[
pf (a) + qf (b) − f (pa + qb)
f (a) + f (b) − 2f (a+b2 )
]
,
where a < b and a, b ∈ Df .
Finally, we evaluate the constant c(f ) for some classes of convex functions.
Theorem 4.
(a) If, for a convex function f , Df = (r,+∞), r ∈ R, and
(i) limx→∞ f (x) = d, |d| < ∞, or
(ii) f is a function of rapid growth ( for the definition see [1]),
then c(f ) = 1.
(b) If f (x) = −xs , 0 < s < 1, we have that
c(f ) = (1 − s)s
s
1−s
21−s − 1 .
(c) If f (x) = xs , s > 1, s 	= 4,6,8, . . . , we have that
c(f ) = (s − 1)2
ss
−s
s−1
2s − 2 .
3. Proofs
At the beginning we need the following simple assertion.
Lemma 2. For a convex function f , x, y ∈ Df , 0 p,q  1, p + q = 1, we have that
min(p, q)Sf (x, y) pf (x) + qf (y) − f (px + qy)max(p, q)Sf (x, y). (3)
Proof. Note that for p = q = 1/2 there is an equality in (3); it also holds for p = 0, q = 1 or p = 1, q = 0. Supposing
1 > q > p > 0, the right-hand side of (3) reduces to
(q − p)f (x) + f (px + qy) 2qf
(
x + y
2
)
,
i.e.
q − p
2q
f (x) + 1
2q
f (px + qy) f
(
x + y
2
)
,
which is true; indeed, since q−p2q + 12q = 1 we get
q − p
2q
f (x) + 1
2q
f (px + qy) f
(
q − p
2q
x + 1
2q
(px + qy)
)
= f
(
x + y
2
)
.
The assertion on the left-hand side of (3) can be proved similarly. 
Proof of Theorem 1. Since xi ∈ [a, b], we get xi = λia + (1 − λi)b for some λi ∈ [0,1].
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pif (xi) − f
(∑
pixi
)
=
∑
pif
(
λia + (1 − λi)b
)− f (∑pi(λia + (1 − λi)b))

∑
pi
(
λif (a) + (1 − λi)f (b)
)− f ( a∑piλi + b∑pi(1 − λi))
= f (a)
∑
piλi + f (b)
(
1 −
∑
piλi
)
− f
(
a
∑
piλi + b
(
1 −
∑
piλi
))
.
Denoting
∑
piλi := p; 1 −∑piλi := q , we have that 0 p,q  1, p + q = 1.
Therefore,∑
pif (xi) − f
(∑
pixi
)
 pf (a) + qf (b) − f (pa + qb) (4)
and by Lemma 2, we finally get∑
pif (xi) − f
(∑
pixi
)
max(p, q)Sf (a, b) Sf (a, b).  (5)
Proof of Theorem 2. By (5), we get
c(f ) sup
[
max(p, q)
]= 1.
Also, by Lemma 2 and for some 0 < p1,p2;p1 + p2 = 1,
c(f ) = sup
p˜,x˜
[∑
pif (xi) − f (∑pixi)
Sf (a, b)
]
 sup
[
p1f (a) + p2f (b) − f (p1a + p2b)
Sf (a, b)
]
 sup
[
min(p1,p2)
]= 1/2. 
Proof of Theorem 3. Applying the relation (4), we obtain∑
pif (xi) − f (∑pixi)
Sf (a, b)
 pf (a) + qf (b) − f (pa + qb)
Sf (a, b)
 sup
p,a,b
[
pf (a) + qf (b) − f (pa + qb)
Sf (a, b)
]
.
Hence,
c(f ) = sup
[∑
pif (xi) − f (∑pixi)
Sf (a, b)
]
= sup
p,a,b
[
pf (a) + qf (b) − f (pa + qb)
Sf (a, b)
]
. 
Proof of Theorem 4. For the proof of (a), part (i), note that
lim
b→∞
[
pf (a) + qf (b) − f (pa + qb)
Sf (a, b)
]
= pf (a) + (q − 1)d
f (a) − d = p.
Hence
c(f ) = max(p) = 1.
For instance, it follows that c(x−s) = 1, s > 0.
(a)(ii) By the definition of rapid growth [1, p. 83], we have that
lim
x→∞f (x) = ∞; limx→∞
f (tx)
f (x)
= 0, (6)
for each t , 0 < t < 1. Moreover, due to Heiberg [4], the relation (6) holds uniformly in t .
Therefore, for fixed a, we get
lim
b→∞
[
pf (a) + qf (b) − f (pa + qb)
Sf (a, b)
]
= lim
b→∞
[
p
f (a)
f (b)
+ q − f (pa+qb)
f (b)
f (a)
f (b)
+ 1 − 2f ((a+b)/2)
f (b)
]
= q.
Hence,
c(f ) = max(q) = 1.
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For an illustration of the above theorems, take f (x) = x3. In this case Df = [0,∞) and
Tf (a, b) = Sf (a, b) = 34 (b − a)
2(a + b).
But, c(x3) = 8√3/27 ≈ 0.5132 and we get
0
∑
pix
3
i −
(∑
pixi
)3
 2
√
3
9
(b − a)2(a + b),
for arbitrary p˜ and x˜ ∈ [a, b]; 0 a < b < ∞. 
Remark 1. In the case f (x) = x2m, m ∈ N , we have that Df = (−∞,+∞); hence the values of c(f ) (except for
m = 1), differ from those given in part (c) of Theorem 4.
For example, Maple calculated that
c
(
x4
)= 31
6
+ 16ρ + 659
36
ρ2 + 349
36
ρ3 + 70
27
ρ4 + 31
108
ρ5 ≈ 0.59512
where ρ is the lower negative root of the polynomial P(Z) = 1728 + 5184Z + 6480Z2 + 4320Z3 + 1638Z4 +
342Z5 + 31Z6.
Remark 2. As the referee notes, Lemma 2 is a particular case (n = 2) of Corollary 1 from [3], which stated that
n
(
min
1in
pi
)(1
n
n∑
1
f (xi) − f
(
1
n
n∑
1
xi
))

n∑
1
pif (xi) − f
(
n∑
1
pixi
)
 n
(
max
1in
pi
)(1
n
n∑
1
f (xi) − f
(
1
n
n∑
1
xi
))
:= Df . (7)
It is interesting to compare estimations (2) and (7). For example, if
x1 = · · · = xr = a, xr+1 = · · · = x2r = b, x2r+1 = · · · = xn = a + b2
for some r , 0 < 2r < n, then Df = r(max1in pi)Sf (a, b).
Therefore, in this case c(f )Sf (a, b) < Df if r(max1in pi) > c(f ) and vice versa if r(max1in pi) < c(f ).
In general, we can formulate the following
Theorem 5. Denote a := min1in xi , b := max1in xi . If f is convex on [a, b], c(f ) < 1 and max1in pi  c(f ),
then
c(f )Sf (a, b)Df
i.e., the estimation (2) is better than (7).
Proof. It is enough to prove that
1
n
n∑
1
f (xi) − f
(
1
n
n∑
1
xi
)
 1
n
Sf (a, b),
with the equality sign for r = 1 from the above example.
This can be done by the means of Jensen’s inequality itself.
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f
(
1
n
∑
xi∈x˜
xi
)
= f
(
1
n
( ∑
xi∈x˜/{a,b}
xi + a + b2 +
a + b
2
))
 1
n
( ∑
xi∈x˜/{a,b}
f (xi) + 2f
(
a + b
2
))
= 1
n
(∑
xi∈x˜
f (xi) + 2f
(
a + b
2
)
− f (a) − f (b)
)
.
Hence,
Df := n
(
max
1in
pi
)(1
n
n∑
1
f (xi) − f
(
1
n
n∑
1
xi
))

(
max
1in
pi
)
Sf (a, b) c(f )Sf (a, b). 
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