Abstract. It has been demonstrated that excitable media with a tree structure performed better than other network topologies, it is natural to consider neural networks defined on Cayley trees. The investigation of a symbolic space called tree-shift of finite type is important when it comes to the discussion of the equilibrium solutions of neural networks on Cayley trees. Entropy is a frequently used invariant for measuring the complexity of a system, and constant entropy for an open set of coupling weights between neurons means that the specific network is stable. This paper gives a complete characterization of entropy spectrum of neural networks on Cayley trees and reveals whether the entropy bifurcates when the coupling weights change.
Introduction
The human brain has recently been revealed as a system exhibiting traces of criticality; the corresponding spatiotemporal patterns are fractal-like.
Gollo et al. [21] infer that criticality may arise from balanced dynamics within individual neurons. Neural networks have been developed to mimic brain behavior for the past few decades; they are widely applied in many disciplines such as signal propagation between neurons, deep learning, image processing, and information technology [2, 12, 14, 18] . Chernihovskyi et al. [16] implement cellular neural networks on simulating nonlinear excitable media and develop a relevant device to predict epileptic seizures. The overwhelming majority of neural network models adopts an n-dimensional lattice as the network's topology. Gollo et al. [19, 20, 21] propose a neural network with a tree structure; excitable media with a tree structure performed better than other network topologies since it attains larger dynamic range (cf. [3, 25, 26] ). It is of interest to ask the following problem. Problem 1. How to measure the complexity of a tree structure neural network?
Alternatively, it is important to know how much information the neural network could store. On the other hand, it is of interest to know whether a neural network "avalanches", which means such a network is sensitive. More precisely, some small modification of parameters could lead to tremendously different dynamics such as the exponential decay of storage of information.
One of the most frequently studied neural networks is the Hopfield neural network consisting of locally coupled neurons, in which the behavior of each neuron is represented by a differential equation. Beyond being essential for understanding the dynamics of differential equations, the investigation of equilibrium solutions is related to elucidating the long-term memory of brain. Whenever there are only finitely many equilibrium solutions, the investigation of equilibrium solutions is then equivalent to studying shift spaces in symbolic dynamical systems.
A one-dimensional shift space is a set consisting of right-infinite or biinfinite words which avoid words in a so-called forbidden set F and is denoted by X F . A shift space X F is called a shift of finite type (SFT) if F is a finite set. A significant invariant of shift spaces is the topological entropy, which reflects how much information a network can store. While there is an explicit formula for the entropy of 1-d SFTs, there is no algorithm for the computation of the topological entropy of multidimensional SFTs so far (cf. [27, 28, 29, 22] ).
Aubrun and Béal [4, 5] introduce the notion of tree-shifts, which are shift spaces defined on Cayley trees, and then study the classification theory up to conjugacy, languages, and its application to automaton theory. It is noteworthy that such tree-shifts constitute an intermediate class in between one-sided and multidimensional shifts. Ban and Chang [7, 10] propose an algorithm for computing the entropy of a tree-shift of finite type (TSFT).
The computation of the rigorous value of entropy is tricky due to the double exponential growth rate of the patterns for a TSFT (see Section 2 for more details).
For the case where TSFTs come from the equilibrium solutions of neural networks (on Cayley trees), the forbidden sets are constrained by the socalled separation property; this makes the entropy spectrum discrete (Theorem 3.5). Elucidating the phenomenon of "neural avalanches" is related to the study of entropy bifurcation or entropy minimality problems. It is known that an irreducible Z 1 SFT is entropy minimal; that is, any proper subshift Y ⊂ X has smaller entropy than that of an irreducible SFT X. For r ≥ 2, every Z r SFT having the mixing property called uniform filling property is entropy minimal while there is a non-trivial block gluing Z r SFT which is not entropy minimal. Readers are referred to [13, 27, 31] for more details. The structure of this paper is as follows. Section 2 introduces the notion of tree-shifts and the algorithm for the computation of entropy of TSFTs.
Section 3, aside from demonstrating how the investigation of the equilibrium solutions of CTNNs relates to the discussion of TSFTs, studies the learning problem of CTNNs; the necessary and sufficient condition of the forbidden sets of TSFTs corresponding to CTNNs is revealed. After demonstrating the discreteness of entropy spectrum of CTNNs, the entropy minimality problem is affirmatively solved in Section 3. Conclusion and discussion are given in Section 4. Figure 1a ) can be seen as a directed graph such that the outdegree of each vertex is d while a bi-rooted d-ary tree (also known as Bethe lattice, see [32] for more details) is an undirected graph such that the degree of each vertex is d + 1. In this paper, we focus on the rooted Cayley tree for clarity, and the discussion can extend to the Bethe lattice. In the rest of this elaboration, we refer to rooted Cayley tree as Cayley tree unless otherwise stated.
Symbolic Dynamics on Cayley Trees
Alternatively, a Cayley tree of order d is a free semigroup Σ * generated by Σ = {g 1 , g 2 , . . . , g d }, where d ∈ N. A labeled tree t over a finite alphabet A is a function from Σ * to A; a node of a labeled tree is an element of Σ * , and the identity element relates to the root of the tree. Suppose x = x 1 x 2 . . . x i , y = y 1 y 2 . . . y j ∈ Σ * are nodes of a tree, we say that x is a prefix of y if and only if i ≤ j and x k = y k for 1 ≤ k ≤ i, and xy = x 1 ⋯x i y 1 ⋯y j means the concatenation of x and y.
with support L and is called an (n + 1)-block if its support L = x∆ n for some
x ∈ Σ * , where ∆ n = {y = y 1 y 2 ⋯y n ∶ y i ∈ Σ ⋃{e}}.
Suppose that u is a pattern and t is a labeled tree. Let s(u) denote the support of u. We say that u is accepted by t if there exists x ∈ Σ * such that u y = t xy for every node y ∈ s(u). In this case, we say that u is a pattern of t rooted at the node x. A tree t is said to avoid u if u is not accepted by t; otherwise, u is called an allowed pattern of t (see Figure 1b for instance). A (rooted) binary Cayley tree is seen as a directed graph without cycles such that the outdegree of every vertex is 2; herein we omit the arrow of the edge as seen in (A). A golden mean shift on binary Cayley tree is a treeshift X F such that no consecutive 1's is allowed. Allowed and forbidden patterns are presented in (B).
We denote by T (or A Σ * ) the set of all labeled trees on A. The shift
Given a collection of patterns F, let X F denote the set of trees avoiding any element of F. A subset X ⊆ T is called a tree-shift if X = X F for some F.
We say that F is a set of forbidden patterns (or a forbidden set) of X. A tree-shift X = X F is called a tree-shift of finite type (TSFT) if the forbidden set F is finite; we say that X F is a Markov tree-shift if F consists of twoblocks. Ban and Chang [9] demonstrate that every TSFT can be treated as a Markov tree-shift after recoding, which extends a classical result in symbolic dynamical systems. 2.2. Entropy of tree-shifts. An important invariant of shift spaces is topological entropy, which measures the growth rate of the number of the admissible patterns. Such an invariant reflects the complexity on its own right, we refer readers to [1] for more details. The entropy of tree-shifts is defined as
where B n (X) is the collection of n-blocks of X, B n (X) means the cardinality of B n (X), and ln Chang introduce the notion of system of nonlinear recursive equations.
Definition 2.2. Given k ∈ N, we say that a sequence {α 1;n , α 2;n , . . . , α k;n } n∈N forms a system of nonlinear recursive equations (SNRE) of degree (d, k) if
with initial condition α i;1 ∈ N for 1 ≤ i ≤ k, where
We also say that the sequence {α 1;n , α 2;n , . . . , α k;n } n≥N is defined by F . For simplicity, F is called the SNRE corresponding to X. Suppose that F is given. For 1 ≤ i ≤ k,
Note that the indicator vector v F i is unique up to permutation. For the convenience, we represent the indicator vector with respect to the lexicographic order. The
that the sequence {α 1;n , α 2;n } n≥N forms the SNRE
Then the corresponding indicator matrix is
Suppose X is a TSFT over A = {a 1 , a 2 , . . . , a k }. Let
It follows immediately that {γ 1;n , γ 2;n , . . . , γ k;n } n∈N forms an SNRE. Furthermore, every SNRE of degree (d, k) can be realized via a TSFT (cf.
[10]). Let F = {F 1 , . . . , F k } be the representation of the SNRE of X. A subsystem called a reduced system of nonlinear recursive equations of F is defined as follows.
Definition 2.3. Suppose X is a TSFT, and F is the SNRE corresponding to X with indicator matrix I F . We call E a reduced system of nonlinear recurive equations of F if E is an SNRE such that I E is a binary matrix satisfying the following conditions.
(ii) there is exactly one nonzero entry in each row of I E ;
(iii) the initial condition of the sequence defined by E is the same as the one defined by F .
Herein, two matrices A, B ∈ Z m×n with A ≤ B means that A(i, j) ≤ B(i, j)
Beyond defining the indicator matrix of an SNRE, a k × k nonnegative integral matrix M E , called the weighted adjacency matrix, of a reduced SNRE E, is defined as
defined in (2) with indicator matrix
Then a reduced SNRE E of F with indicator matrix
defines a sequence {β 1;n , β 2;n } n∈N as follows.
Furthermore, the weighted adjacency matrix M E of E is
A symbol a i ∈ A is called essential if γ i;n ≥ 2 for some n ∈ N; otherwise, we say that a i is inessential. Suppose that, for a TSFT X over A, each symbol in A is essential.
Theorem 2.4 (See [7]
). Let X be a TSFT and let F be the representation of the SNRE of X. If every symbol is essential, then
where M E is the weighted adjacency matrix of E and ρ M E is the spectral radius of M E .
Suppose that, for a TSFT X, there are some inessential symbols, say, 
It is easily seen that a 1 , a 2 , a 3 are essential symbols and a 4 is inessential.
The weighted adjacency matrix M E of the reduced SNRE E which reaches the maximum in (4) is
Since a 4 is inessential, we replace M E with
Theorem 2.4 shows that the entropy of X is h(X) = ln ρ M ′ E ≈ ln 1.839, where
Proposition 2.6. Suppose X is a tree-shift of finite type and let F be the representation of the SNRE of X. If every symbol is essential, then h(X) = ln d.
Proof. It suffices to show that there exists a reduced SNRE E of F such
Since every symbol is essential, Theorem 2.4 infers that h(X) ≥ ln ρ M E , where ρ M E is the spectral radius of M E . This completes the proof since ρ M E = d.
Proposition 2.6 infers the rigidity of entropy since it is a constant (ln d)
whenever there is no inessential symbol. Let
consist of nonnegative integral matrices whose dimension is less than or equal to k, and the summation of each row is less than or equal to d. Theorem 2.7 illustrates a complete characterization of the entropy of TSFTs.
Theorem 2.7. Let H = {h(X) ∶ X is a TSFT} be the entropy spectrum of TSFTs and D is defined as in (5). Then (6) H = {ln ρ ∶ ρ is the spectral radius of M ∈ D}.
More specifically,
Proof. We start with demonstrating the case where k = 2 to clarify our idea. If a 1 and a 2 are both essential symbols, Proposition 2.6 indicates that
On the other hand, it is easily seen that h(X) = 0 provided a 1 and a 2 are both inessential. It remains to consider the case where exactly one symbol is essential.
Without loss of generality, we assume that a 1 is the essential symbol. It follows immediately from a 2 being inessential that, if u ∈ F such that u = a 2 ,
Since a 1 is essential, there exists c < d such that c > 0. Let c = max{c ∶ c > 0}
and let E be the representation of the following reduced SNRE. 
Then h(X) = ln c. The proof of H = {ln λ ∶ 1 ≤ λ ≤ d} is thus complete.
Generally, the SNRE of X is seen as
It suffices to consider the case where there is inessential symbol. Without loss of generality, we may assume that a 1 , . . . , a are essential and a +1 , . . . , a k are inessential for some 1
It is seen that h(X) = ln ρ, where ρ is the spectral radius of M = (c i,j ) 1≤i,j≤ .
This elaborates
H ⊆ {ln ρ ∶ ρ is the spectral radius of M ∈ D}.
The demonstration of H ⊇ {ln ρ ∶ ρ is the spectral radius of M ∈ D} is similar to the discussion above, thus it is omitted. This completes the proof.
Suppose that X = X F is a TSFT over A = {a 1 , . . . , a k }. Recall that F consists of 2-blocks.
and let X A ′ denote the subshift generated by B A ′ . We say that A ′ is essential if every symbol a ∈ A ′ is essential. This section ends with Corollary 2.8, which comes immediately from the proof of Theorem 2.7 and is useful in the investigation of the entropy minimality problem of neural networks on Cayley trees.
Corollary 2.8. Suppose that X = X F is a TSFT over A = {a 1 , . . . , a k }. are inessential, then h(X) = 0, which is a contradiction. Without loss of generality, we may assume that a 1 is essential.
If a 2 is essential, Proposition 2.6 demonstrates that h(X) = ln 2. Other-
must be a reduced SNRE of the original system. This derives the desired result.
Neural Networks on Cayley Trees
The overwhelming majority of models of neural networks are defined on Z n lattice. While it is known that the characteristic shape of neurons is tree [19] , this section considers neural networks defined on Cayley trees. A neural network on Cayley tree (CTNN) is represented as
for some finite set N ⊂ Σ * known as the neighborhood, v ∈ N , and t ≥ 0.
Herein, x w (t) ∈ R represents the internal status of neuron at w; the map f (s) is called the output function or activation function, and z ∈ R is called the threshold. The weighted parameters A = (a v ) v∈N , a v ∈ R, is called the feedback template, and Figure 2 shows the connection of a binary CTNN with the nearest neighborhood. Equation (7) is derived by adopting Hopfield's neural network ( [23] ) on the Cayley tree. Normatov and Rozikov [30] show that harmonic functions on Cayley trees, which is a discrete time version of (7), are periodic with respect to normal subgroups of finite index. The present paper investigates the complexity of output solutions with respect Figure 2 . A neural network with the nearest neighborhood defined on binary trees. In this case, the neighborhood N = { , 0, 1} and a = a .
to the output function
which is proposed by Chua and Yang [17] and is widely applied to many disciplines such as signal propagation between neurons, pattern recognition, and self-organization.
A mosaic solution x = (x w ) w∈Σ * of (7) is an equilibrium solution which satisfies x w > 1 for all w ∈ Σ * ; its corresponding pattern y = (y w ) w∈Σ * = (f (x w )) w∈Σ * is called a mosaic output pattern. Since the output function (8) is piecewise linear with f (s) = 1 (resp. −1) if s ≥ 1 (resp. s ≤ −1), the output of a mosaic solution x = (x w ) w∈Σ * must be an element in {−1, +1}
which is why we call it a pattern. Given a CTNN, we refer to Y as the output solution space; namely, Y = {(y w ) w∈Σ * ∶ y w = f (x w ) and (x w ) w∈Σ * is a mosaic solution of (7)} . A CTNN with the nearest neighborhood is realized as
where a, a 1 , . . . , a d ∈ R and w ∈ Σ * . Considering the mosaic solution x = (x w ) w∈Σ * , the necessary and sufficient conditions for y w = f (x w ) = 1 is
Similarly, the necessary and sufficient conditions for y w = f (x w ) = −1 is
Let α = (a 1 , . . . , a d ) represent the feedback template without the self-feedback parameter a. The basic set of admissible local patterns with the "+" state in the parent neuron is denoted as
where "⋅" is the inner product in Euclidean space. Similarly, the basic set of admissible local patterns with the "−" state in the parent neuron is denoted 
Note that B(A, z) consists of two-blocks over A = {1, −1}. For simplicity, we omit the parameters (A, z) and refer to B as B(A, z).
Suppose U is a subset of V n , where n ≥ 2 ∈ N. Let U denote the parameter space. Theorem 3.2 demonstrates that R d+2 can be partitioned into finitely equivalent sub-regions such that two sets of parameters induce identical basic sets of admissible local patterns if and only if they belong to the same partition in the parameter space. We skip the proof of Theorem 3.2 for the compactness of this paper since the demonstration is similar to ths discussion in [24] . 
Herein, P indicates the closure of P in R d+2 .
Remark 3.3.
A straightforward examination asserts that, whenever a set of parameters (A, z) is given, the output solution space Y is a Markov treeshift since Y = X F , where
We consider the case where d = 2 as an example. Note that, whenever the parameters a 1 and a 2 are determined, (10) and (11) partition the a-z plane into 25 regions; the "order" (i.e., the relative position) of lines a−1+(−1) z = (−1) (a 1 y w1 + a 2 y w2 ), = 1, 2, can be uniquely determined by the following procedures:
1) The signs of a 1 , a 2 (i.e., the parameters are positive or negative).
2) The magnitude of a 1 , a 2 (i.e., a 1 > a 2 or a 1 < a 2 ). We start with the following lemma, for which the proof can be done via straightforward elucidation, thus it is omitted. The discussion in the previous subsection shows that, once the parameters a 1 , . . . , a d are fixed, (10) and (11) is critical if and only if (a, z) satisfies (16) .
for all i}, and let
be the largest and the second largest elements in C, respectively. A careful but straightforward verification asserts that (a, z) is critical if and only if
(See Figure 4 for more information.) The desired result follows from the fact that x w (t) = −x w (t) + z + af (x w (t)) + a 1 f (x w1 (t)) + a 2 f (x w2 (t)),
where w ∈ Σ * and Σ = {1, 2}. The necessary and sufficient conditions for y w = 1 and y w = −1 are a − 1 + z > −(a 1 y w1 + a 2 y w2 ) and a − 1 − z > a 1 y w1 + a 2 y w2 , Figure 5 . Entropy bifurcation diagram of neural networks on the binary Cayley tree. The a-z plane is partitioned into 25 sub-regions.
respectively. Suppose that a 1 , a 2 satisfy 0 < −a 1 < a 2 . It follows from a 1 −a 2 < −a 1 − a 2 < a 1 + a 2 < −a 1 + a 2 that, whenever a and z are fixed, the "ordered" 
Conclusion and Discussion
In this paper, motivated by Gollo et al.'s works (cf. [19, 20 , 21]), we study the dynamical behavior which tree structure neural networks are capable of. More specifically, we focus on equilibrium solutions known as mosaic solutions since they are related to the long-term memory of the brain and are applied in a wide range of disciplines. Entropy, a frequently used invariant, reveals the growth rate of the amount information stored in a (tree structure) neural network. Alternatively, positive entropy reflects that adding one more neuron stores exponential times of memory relative to the original system. A small modification of coupling weights resulting in different entropy means the neural network is sensitive or in some critical status. We elaborate the criticality of a neural network by whether or not the neural network is entropy minimal.
After demonstrating the entropy spectrum of tree structure neural networks is discrete, we illustrate the necessary and sufficient condition for determining if a neural network is sensitive. Furthermore, the formula for coupling weights of critical neural networks is indicated.
Since the activation function considered in this article is piecewise linear transformation f (s) = 1 2 ( s + 1 − s − 1 ), the output patterns of mosaic solutions are binary patterns. That is, the coloring set A consists of only two symbols. It is of interest that what conclusion we can derive when A consists of k symbols for some integer k ≥ 3. Furthermore, we focus on the rooted Cayley tree as the network's topology in the whole discussion; it is also of interest whether or not our results remain true for Bethe lattice.
Related work is in preparation.
