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Abstract
In orthogonal frequency division multiple access based mobile networks buffer aided non-
transparent in-band half duplex decode-and-forward relay nodes aim to improve coverage
and capacity under fairness considerations. The existing centralized radio resource man-
agement and inter-cell interference coordination schemes can achieve this goals, although
at the cost of a heavy signalling overhead. This cost is a critical issue, particularly for
the frequency division duplex downlink transmission. On the other hand, the fully decen-
tralized schemes often focus on different types of frequency reuse schemes with smaller
amount of necessary feedback. Here, it is often overseen that in a practical deployment,
the backhaul link quality is the bottleneck of the two-hop transmission, and the backhaul
link is often modelled way too optimistically. Moreover, it is necessary to allocate ra-
dio resources to single hop mobile stations as well, which further limits the possible data
rates of the relay-attached users. The research presented in this Thesis aims to improve the
backhaul link quality in relay-assisted cellular newtworks under full consideration of prac-
tical constraints. In order to minimize the required channel feedback overhead this work
proposes a hybrid radio resource management scheme consisting of three adapted proce-
dures. The hybrid radio resource management scheme includes an adapted decentralized
cell selection metric which improves the possibility to gain from the relays in the system
for each user. A macro cell-centralized synchronous procedure is proposed, which is re-
sponsible to allocate the radio resources in each transmission time interval. Furthermore,
an asynchronous network-centralized subband power allocation scheme with very limited
feedback is proposed to maximize the wireless backhaul link quality with no losses for
single-hop Mobile Station (MS)s. Comprehensive system level simulation results show
stable fairness and improved throughput of the proposed hybrid radio resource manage-
ment scheme. In addition possible energy savings for the shared channel are presented.
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Chapter 1
Introduction
1.1 Motivation and Overview
During the last decade the academia and the industry have paid a lot of attention on the im-
provement of the system capacity of mobile networks. One possibility to satisfy the ever
growing data demand and thus, the necessity to increase the capacity is to densify the
network, using different kind of small cells also known as heterogeneous networks [1].
Besides pico and femto cells, relay nodes (RN)s have been introduced to mobile net-
works, to improve coverage and capacity. The difference with the relay nodes is that they
are backhauled by a wireless link and therefore they might be an attractive alternative
to wired backhauled pico cells [2] for operators to deploy because of reasonable Capi-
tal Expenditure (CAPEX) and Operational Expenditures (OPEX). Different kinds of RNs
have been designed and standardized in recent years [3, 4] in the 3GPP and will be fur-
ther investigated in an upcoming study item defined as Integrated Access and Backhaul
(IAB) [5]. In general, such node types introduce a challenging research topic, primarily
how to handle and allocate the available radio resources in the most efficient way and
thus, how to gain the most from the additional nodes in the mobile network. Those relay
nodes (RN)s operating in the half duplex mode suffer from a loss in transmission time,
further explained in Section 2.2.1. Sophisticated means of resource allocation have to
be designed to overcome this problem and therefore, to maximize the spectral efficiency
of the two hop links. To this end, different targets for the radio resource management
(RRM) approaches have been identified, such as the maximization of the capacity, the
consideration of fairness, interference mitigation, energy awareness, queueing and Qual-
ity of Service (QoS). The main challenge in designing RRM algorithms for relay extended
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systems is that typically an optimal solution requires a prohibitively exhaustive solution
search. Furthermore, practical limitations have to be carefully taken into account. Various
RRM strategies related to the aforementioned targets for all kind of RN types have been
intensively studied in the past years.
However, the existing results in the literature are diverging in terms of the correct
modelling of the underlying network topology and the system assumptions. Often ideal
assumptions of the radio channel knowledge, the feedback delay and the wireless back-
haul conditions are assumed. A lot of proposed methods will only work under such ide-
alized conditions and will suffer in real large scale networks. These aspects are the main
motivation for the work presented in this Thesis.
1.1.1 Objectives statement
The Thesis therefore contributes an answer to the question if it is possible to improve the
overall user throughput of the system by designing a hybrid radio resource management
approach under practical limitations for relay-extended networks. To achieve this target a
very detailed modelled system level simulation is applied. More specifically the research
problem is decomposed in three parts for the hybrid RRM scheme as follows:
• A decentralized improved cell selection scheme.
• A cell-centralized improved short-term radio resource scheduler.
• A network centralized long-term transmission power adaptation algorithm, which
improves the quality of the non-ideal wireless relay backhaul link.
The simulation results show that the proposed hybrid RRM scheme achieve performance
gains in terms of data throughput of the mobile stations in the overall network under fair-
ness constraints. This is reached by the adapted cell selection scheme, which enables an
improved attachment strategy in combination with an increased degree of freedom for the
short-term scheduling decisions taking into account fairness between one-hop and two-
hop users. In addition, a network-centralized scheme derives an improved transmission
power pattern, which increases the wireless backhaul link quality for the relays without
decreasing the one-hop MSs performance. Moreover, energy savings can be reached with
the proposed solution of this Thesis. However, the performance gains are limited by the
realistic practical constraints.
2
1.2 Contribution of the Thesis
The contribution of the Thesis is related to radio resource management (RRM) and Inter
Cell Interference Coordination (ICIC) in relay enhanced Orthogonal Frequency Division
Multiple Access (OFDMA) heterogeneous networks for the downlink transmission. It
aims to improve the non-ideal wireless backhaul connection of relay nodes to the serv-
ing donor macro base stations without throughput losses for the users directly connected
to the macro base stations. This is a challenging task as the macro users and the relays
have to share the available radio resources. The theoretical multi objective optimization
problem cannot be solved optimally in practical systems. To this end, the problem is de-
composed in three sub-problems to reach an improved system performance. The major
contributions of the Thesis are described as follows:
1. The first contribution is a comprehensive system level simulation analysis on dif-
ferent cell selection schemes to improve the overall user throughput of a relay enhanced
large scale OFDMA heterogeneous network under practical constraints. Here, buffer en-
abled half duplex non-transparent decode relay nodes with non-ideal wireless backhauls
are considered. An adapted cell selection scheme as well as a macro cell-centralized im-
proved two-hop proportional fair scheduling scheme is proposed.
2. The second contribution is the design of a low complexity network-centralized
RRM scheme under neglected considerations of practical limitations. Here, a hybrid so-
lution is designed, which consists of a network-centralized and a macro cell-centralized
part to improve the overall user throughput. The network-centralized part adapts the
transmission power pattern for a subband of the system bandwidth, while the macro cell-
centralized part combines the adapted two-hop frequency selective scheduling decisions
with scheduling strategies of how to use the optimized subband. The scheme takes into
account fairness, relay and user buffer status’ and radio channel diversities. In addition it
reduces the energy consumption of the transmission without losses and works with a very
limited amount of additional channel feedback information.
3
1.3 Thesis structure and content
The Thesis is organized as follows: In Chapter 2 an introduction to the Radio Access
Network (RAN) architecture is presented, which has been agreed recently in 3GPP. Then
different kind of relay nodes are introduced and possible operating modes are described
in detail. A comprehensive summary on the existing literature of solutions for enhanced
radio resource management for relay-extended networks is provided. Based on that, rel-
evant existing radio resource management solutions are considered. Finally the research
problem is described and the requirements are derived for the novel low complexity hy-
brid radio resource management scheme proposed in this Thesis.
Chapter 3 explains at first, why a system level simulation is the necessary tool to in-
vestigate the defined research problem. It includes the detailed description of the method-
ology to be used, implying the description of used models, followed by the defined Key
Performance Indicator (KPI)s to analyse the results. Then, the System Level Simulation
(SLS) is calibrated to verify it as a comparable tool within the 3GPP simulation frame-
work. Afterwords, the extensions done throughout this Thesis are described and analyzed
to introduce layer 3 in-band Frequency Division Duplex (FDD) half-duplex RNs.
In Chapter 4 the novel hybrid radio resource management scheme is then proposed,
which consists of three decomposed sub-problems: a decentralized, a cell-centralized and
a network-centralized part. It is designed to be applied in large scale relay extended mo-
bile networks under practical constraints, such as a non-ideal wireless backhaul, limited
available radio channel feedback and additional channel feedback delays of the two-hop
connections. The principle flow chart of the conducted simulations with respect to de-
composed sub-problems of the hybrid RRM scheme is illustrated in Figure 1.1.
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Figure 1.1: Principle flow chart of the SLS with respect to the hybrid RRM scheme and
its decomposed sub-problems
Chapter 5 contains a performance analysis of different cell selection schemes and
cell-centralized functionalities, followed by the presentation of the final assumptions and
results of the carried out SLS analysis for the proposed hybrid radio resource management
(RRM) scheme.
In Chapter 6 the conclusions are drawn and an outlook to potential future work is
given.
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Chapter 2
Relay extended OFDMA Networks
In this Chapter an introduction to the RAN architecture is presented which has been
agreed recently in 3GPP. Then different kind of relay nodes are introduced and possible
operating modes are described in detail. Based on that, relevant existing radio resource
management solutions are considered. Finally the research problem is described and the
requirements are derived for the novel low complexity hybrid radio resource management
scheme proposed in this Thesis.
2.1 Network architecture in 3GPP
2.1.1 Core network
The 3GPP defines the global mobile radio telecommunication standard including the core
and access network as well as service capabilities of the system. The Long Term Evo-
lution (LTE) specific core network was first introduced in Release 8 of the specification
and defined as Evolved Paket Core (EPC) in [6, 7]. The agreed design principle was to
have a flat hierarchical architecture, which means to define only a few network nodes to
handle the data traffic performance in a more cost efficient manner, compared to previous
3G communication standards, defined in [8]. As a second principle requirement, the EPC
architecture depicted in Figure 2.1 handles the payload (user data) and signalling traffic
(further referred as control plane) in a separated way to make the scaling of both data
types independent to each other. Due to the introduced functional split, dimensioning and
adapting the network can be done in a more flexible way and is easier to adapt specific
operators’ needs.
Figure 2.1 shows the defined core network elements and their corresponding inter-
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faces between each other. The Home Subscriber Server (HSS) basically is a database
containing user and subscriber specific information, such as authentication and access au-
thorization information, besides others. The Serving Gateway (S-GW) and Packet Data
Network Gateway (P-GW) handle the users’ data traffic further referred as user plane.
Those network elements mainly transport the IP data traffic between the mobile stations
and the external networks behind the mobile core. The S-GW interconnects the user plane
between the core network and the Radio Access Network (RAN), defined as multiple eN-
odeB (eNB)s via the S1-u interface, while the P-GW interconnects the EPC with external
internet protocol (IP) networks via the SGi interface. The P-GW also supports function-
alities such as IP address allocation or policy control and charging. The Mobility Man-
agement Entity (MME) is responsible for handling the signalling traffic, further referred
to as the control plane. The MME is interconnected to the RAN via the S1-c interface.
Mainly, it is defined to support mobility and security for the radio access. Moreover, the
MME handles MS tracking and paging when subscribers are connected in idle-mode.
MME
HSS
S-GW
P-GW
Internet, 
Operator 
services
eNodeB
RAN
S11
Figure 2.1: EPC Core Architecture [6, 7]
2.1.2 Radio access network
In the following, the LTE and Next Generation (NG) RAN architectures are presented. As
already mentioned, the eNB is interconnected to the EPC via S1-c and S1-u interface for
control and user plane, respectively, as illustrated in Figure 2.2 and defined in [9]. Besides
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that, the radio sites are interconnected via the defined X2 interface to exchange different
types of control messages for e.g. possible Base Station (BS) interference cooperation
and load balancing schemes as well as the handover related information. Further detailed
information can be found in [10]. Since this Thesis focuses on relay node RN extended
RAN, an RN is depicted as well in Figure 2.2. Relay nodes are introduced to the 3GPP
architecture in Release 10 of the specification. The details on the definition of different
RN types introduced by 3GPP can be found in [11] and will be discussed in the upcoming
Section 2.2 as well. As can be already seen in Figure 2.2, an RN is a node type which
is interconnected to the network via a wireless backhaul connection to an eNB, further
referred as donor eNB (deNB).
MMES-GW
Core Network
deNB
RN UE
eNBUE
Figure 2.2: LTE-Advanced RAN Architecture with RN [9]
With 3GPP’s newest mobile communication standard Release 15 a new NG RAN ar-
chitecture has been introduced, recently. Based on [12,13] a novel architecture is defined
and a new type of BS is described, further referred as gNodeB (gNB). Besides evolved
ng-eNBs based on the Long Term Evolution Advanced (LTE-A) specification the gNB is
introduced to the NG RAN in [12]. Figure 2.3 shows the novel overall NG RAN archi-
tecture. Both node types are basically connected to the core network by the NG interface,
while the Xn interface provides interconnection between each other. In Figure 2.4 fur-
ther details on the design of the newly introduced gNB are presented. A gNB consists of
a Centralized Unit (CU) interconnected with a new interface, defined as F1, to multiple
Decentralized Unit (DU)s. The termination point for the NG interface which connects the
gNB with the core network is always the CU. Two important aspects can be seen within
the novel RAN architecture. First, the LTE eNB is still part of the next generation mobile
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network, which means that LTE is a part of the 5G system. Second, due to the newly in-
troduced CU in the NG RAN higher flexibility in data forwarding to transmission points
as well as better possibilities to coordinate resource allocation among DUs are introduced.
Figure 2.3: NG RAN Architecture [12]
Figure 2.4: NG RAN gNB Architecture [13]
2.1.3 New study item for 3GPP Release 15/16 revisiting relay nodes
The 3GPP has agreed recently on a new study item defined as Integrated Access and
Backhaul (IAB) in Release 15. It focuses on the investigation of the introduction of fixed
relay nodes (RN)s to the NG RAN in future releases, since RNs are not being considered
in the most recent Release 15 [12]. The study focuses on Layer 2 and 3 relays, enabling
enhanced functionalities at the RN, further described in Section 2.2 of this Thesis. The
3GPP have agreed to consider the future RN as a DU interconnected via F1 to a CU.
Among several agreements defined in [5], the study item on IAB will also focus on the
important impact of signalling load as an important KPI due to the wireless backhaul con-
nection for fair comparison of IAB node designs. Moreover, it has been agreed to study
the impact of the radio resource scheduler, which is the focus of this Thesis, as well. The
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outcome of the research presented in this Thesis could contribute to the defined study
item, providing deeper understanding of the RRM aspects in the RN-extended networks
and revealing detailed insights on possible affordable non-prohibitive signalling require-
ments on the wireless backhaul. Becauce of that, the hybrid RRM scheme that will be
presented in this Thesis has been designed to have low complexity and small signalling
overhead. The necessary low amount of additional signalling traffic for the proposed
hybrid scheme is described in detail in Section 4.5.
2.2 Relay types in 3GPP
In this section the focus lies on the outcome of 3GPPs work done for the specification
of RNs in LTE-A Release 10. As already mentioned, small cells in general are consid-
ered as one means to increase capacity and coverage. Besides the possibility to densify
the conventional homogeneous Macro Base Station (MBS) network, the introduction of
small cells aims to reuse the spectrum most efficiently. To further densify the macro cell
network, has critical drawbacks for an operator due to high OPEX and CAPEX as well
as practical implications due to very few possible additional accessible site locations [2].
There are different types of small cells introduced to the mobile network. Small cells -
pico cells, femto cells and Relay Nodes (RN) - are node types which typically transmit
with lower amount of power compared to an MBS [1, 14, 15]. The main target to use
such types of nodes is to overcome large path losses which imply low spectrum efficiency
usage. Thus, decreasing the path loss by shifting the serving node nearer to terminals
enables reusing the system bandwidth with high efficiency gains.
As a major difference compared to pico and femto cells, an RN is attached to the
network via a wireless backhaul link provided by the donor MBS (dMBS), while pico
or femto cells are wireline connected [3, 4, 16]. An overview of an enhanced cellular
network by different small cell node types, further defined as a Heterogeneous Network
(HetNet), is illustrated in Figure 2.5. The solid black lines mark the operator controlled
wireline backhaul connections of pico and macro cells. The solid blue line shows the user
controlled wireline connection of femto cells, while the yellow lightning sign represents
the operator controlled wireless connection of the RN.
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Figure 2.5: A heterogeneous network consists of wireline backhauled macro, pico, femto,
cells and wireless backhauled RN
To enable a communication between the dMBS and the corresponding RNs, Figure 2.6
shows the interfaces defined by the 3GPP to connect an RN as well as an User Equipment
(UE), further referred to as a Mobile Station (MS). The Uu interface connects the MS to
the RN via the Access Link (AL), while the Un interface is dedicated to the Backhaul
Link (Backhaul Link (BL)) interconnecting the RN with the dMBS.
EPC S1 Un Uu
eNB RN UE
Figure 2.6: Defined interfaces for RN extended mobile networks by the 3GPP
For further clarification, different RN types exist, with different supported function-
alities and operating modes. The 3GPP has defined three RN types for LTE-A, mainly
distinguished based on the transmitted sublayers of the radio protocol stack and thus the
supported signal processing of the considered RN type including different functionality.
The simplest RN realisation is a layer 1 RN type, which is also known as the Am-
plify and Forward (AF) repeater. It amplifies the total received signal by an analogue
Power Amplifier (PA) without any enhanced signal processing and thus amplifies also the
receiver’s noise level as well as the existing inter cell interference. The corresponding
protocol stack data flow is depicted in Figure 2.7. Such an RN type is mainly used as a
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means to extend the coverage at low cost, while accepting spectral efficiency losses due
to no additional signal processing.
PHY
MAC
RLC
PDCP
eNB Layer 1 repeater MS
PHY
MAC
RLC
PDCP
RRC
analog PA
RRC
Figure 2.7: Layer 1 RN Protocol Stack
In the contrast to the amplify and forward RN type, a Layer 2 RN is able to demodulate
and decode the received signal and then re-encode and modulate again with an adapted
Modulation and Coding Scheme (MCS) according to the MS’s Signal to Interference plus
Noise Ratio (SINR) and the desired target Block Error Rate (BLER). This prevents the
noise and interference amplification and reduces the possible error rates by supporting
retransmission schemes based on Hybrid Automatic Repeat Request (HARQ) functional-
ity and independent radio resource scheduling. The related protocol stack architecture is
shown in Figure 2.8.
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Figure 2.8: Layer 2 RN Protocol Stack
A Layer 3 RN, also known as self backhauling RN, can be considered as a separate
base station (BS). In addition to the independent Admission Control (AC) and the mobil-
ity management functionality, it also performs decentralized radio resource scheduling,
including re-encoding and modulation, HARQ, as well as choosing the MS specific trans-
mission mode, such as beamforming or spatial multiplexing, and other radio functions,
such as ciphering, MS data concatenation/segmentation, etc. It performs the complete
signal processing as a separate BS. The radio protocol stack is depicted in Figure 2.9 and
is in focus of the work presented in this Thesis. For additional detailed information about
the functionalities of the RAN protocol stack the reader is referred to [9, 12, 17].
PHY
MAC
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PHY
MAC
RLC
PDCP
RRC RRC
Figure 2.9: Layer 3 RN Protocol Stack
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The summary of the main advantages and disadvantages of the introduced RN types
is given in Table 2.1.
Table 2.1: Summary of further RN type attributes
RN node type Advantages Disadvantages
Layer 1 RN - Low additional processing delay
- Lower cost due to simple func-
tionality
- Low impact on standardization
- Noise and interference ampli-
fied with desired signal
- Decreased spectral efficiency
Layer 2 RN - No noise and interference ampli-
fication due to the decoding func-
tionality
- Error rate improvement due to
HARQ support
- Support of resource and network
cooperation
- Processing delay
- dMBS to RN consumes radio
resources
- Major standardization impact
(L2 radio protocols needed)
- High additional amount of
signalling
Layer 3 RN - No noise and interference ampli-
fication due to decoding
- Small standardization impact
(reuse of existing MBS protocols)
- Error rate improvement due to
HARQ support
- Support of resource and network
cooperation
- Highest processing delay
- dMBS to RN consumes radio
resources
Besides the existing RN types defined by the 3GPP, there is a need to further differ-
entiate between RNs regarding the mode of operation. In the following an introduction
to the most relevant functionalities is given. Further details on possible RRM schemes
and their practical implications, such as additional necessary signalling overhead and the
assumed level of centralization can be found in Section 2.3.
1. The wireless backhaul link operates either in-band or out-of-band: The wireless
backhaul link operates in the same frequency band as the access link or in a sepa-
rated band.
2. Half or full duplex mode: While in the Half Duplex (HD) mode the RN is not
able to transmit and receive at the same time, radio resources need to be allocated
with a Time Division Multiplexing (TDM) based scheme. In the Full Duplex (FD)
mode advanced interference cancellation techniques or sufficient receive and trans-
mit isolation have to be considered, due to the creation of self interference at the
RN
3. Transparent or non-transparent mode: The RN either appears as a separated cell or it
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is part of the dMBS. Therefore the 3GPP differentiates between type 1 RNs as non-
transparent and type 2 RNs as transparent RNs. Based on that, further clarification
is needed with respect to the level of centralization of the designed RRM scheme.
4. Network-centralized, macro cell-centralized or RN specific decentralized RRM ap-
proaches: One of the most critical challenges and often overseen is the assumed
available Channel State Information (CSI) feedback. A lot of the proposed RRM
schemes rely on impractical amount of CSI [18] which will be further discussed
in Section 2.3. For instance, sophisticated network-centralized Coordinated Multi
Point (CoMP) schemes, which typically require quantized explicit feedback with
tight delay requirements [19, 20], seem to be impractical in combination with RNs
due to additional necessary feedback of the RN access link, which needs to be for-
warded to the dMBS in a first step and then gathered at a central controller. On the
one hand scare radio resources need to be used carefully and cannot be allocated
with an exceeding amount of overhead, while on the other hand additional delays
due to the introduced two-hop connections need to be taken into account regarding
coherent channel states over time. Especially, this is already an critical issue in
conventional networks for FDD downlink transmissions.
Furthermore, in the existing literature it is often not obvious, which type of RN is consid-
ered. Moreover, It is often unclear which additional functionalities are supported at the
RN based on the proposed methods. Furthermore, necessary considerations of the feed-
back delays and the caused feedback overhead by the algorithm is often left open. The
existing solutions are further discussed in Section 2.3.
2.2.1 Enabling Time Division Multiplexing (TDM) for half duplex
RNs in 3GPP
The 3GPP defines the Multicast Broadcast Single Frequency Network (MBSFN) sub-
frame, which is used to enable the wireless backhaul reception at the RN [21] when in-
band operation mode is applied, as illustrated in Figure 2.10. While an MBSFN subframe
is used at the RN, it is able to receive control and user data served by the dMBS. Before
the RN can switch to reception mode it is necessary to transmit expected control informa-
tion to the MSs served by the RN, depicted as the dashed red arrows. In another subframe
next the RN switches back to sending mode by using a conventional subframe format in
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which control and user data is transmitted.
MBS RN MS
MBS RN MS
MBSFN subframe
Normal subframe
BL 
AL
AL
Figure 2.10: Downlink half duplex RN radio link operation
Further details of the applied TDM scheme in LTE Release 10 are illustrated in Fig-
ure 2.11. The MBSFN subframe gives the opportunity to transmit at first the Physical
Downlink Control Channel (PDCCH), presented as the brown control data region. This
information is expected by each MS within every subframe. After the system relevant
control channel transmission the RN switches to reception mode within one Orthogonal
Frequency Division Multiplexing (OFDM) symbol, shown as the grey area on the left.
The RN is now able to receive control (shown as the dark green area) as well as user data
from the dMBS (light green data region). During that time the MSs attached to the RNs
are not served with data. At the end of an MBSFN subframe the RN again switches back
to sending mode within one OFDM symbol, illustrated as the grey area on the right.
Figure 2.11: Use of MBSFN subframe structure to receive data at the RN
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Moreover, there exist some additional constraints which are summarized as follows.
In the LTE FDD downlink frame structure several subframes are not configurable as
MBSFN subframes since they transport system relevant information such as the Physical
Broadcast Channel (PBCH) (1st subframe) or the Primary and Secondary Synchronisa-
tion Signal (P/S-SS) (5th, 6th and 10th subframe). In addition, the MBSFN subframe
has a periodicity of 8 milliseconds (ms) while the LTE frame structure is defined with a
periodicity of 10ms. In principle, each RN could be configured in the sending or the re-
ceiving modes at different times. However, this might introduce critical unwanted RN to
RN interference. The used number of MBSFN subframes can be updated every 40ms via
the PBCH to react on, e.g. a changing traffic demand of the RN (see also [3]). This results
in a higher dynamic of interference than in a system without RN extension and introduces
additional challenges to cope with, such as the aforementioned faster outdated channel
feedback information in FDD downlink [22]. The limitations and additional overhead as-
sumptions are carefully taken into account in this Thesis and further described in Section
3.5.
2.2.2 Full duplex and Half duplex relay operation mode
Compared to half duplex (HD) RNs, which are in focus of the work presented in this
Thesis, another RN type is currently being considered by the academia and the industry.
The full duplex (FD) RNs, are RN types which have the ability to transmit and receive
simultaneously in the same band. Compared to the HD RN, the FD RN clearly should
improve the spectral efficiency by avoiding the utilization of two independent radio chan-
nels for the end-to-end transmission. The basic differences of HD and FD RN types are
illustrated in Figure 2.12. The major challenge when it comes to the practical implemen-
tation is to handle the extremely unbalanced power levels of transmit and receive signals
at the RN. Self interference cancellation techniques with extreme requirements regarding
the affordable processing time have to be considered. Current research results show that
it is for further study to which extend FD RN can be useful in real networks [23–26].
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Figure 2.12: Full Duplex vs. Half Duplex transmission
2.2.3 Radio channel feedback
Different channel adaptive techniques, such as Frequency Selective Scheduling (FSS),
dynamic Link Adaptation (LA) or transmission scheme selection are applied in mobile
networks today to support a better utilization of the radio resources. This implies the
requirement to have accurate channel knowledge at the serving cell in both transmission
directions, the uplink and the downlink. In the Time Division Duplex (TDD) systems,
where the same frequency band is used in downlink and uplink, the channel information
requirement can be met, since channel reciprocity is exploited and radio channel proper-
ties can be estimated based on the measurements performed directly at the serving cell,
based on the uplink transmissions. In the Frequency Division Duplex (FDD) systems,
where a dedicated frequency band for uplink and downlink is used, channel reciprocity
does not hold true, since the separation ends in uncorrelated radio channels. Therefore,
typically appropriate feedback signalling from the MS to its serving cell is necessary to
obtain downlink channel conditions. In the RN-extended systems not only the channel
information feedback of the access link (AL) needs to be provided the downlink trans-
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mission at the MBS, but also channel information about the backhaul link (BL) as well
as for the second hop is required. Therefore, additional signalling feedback needs to be
provided from RN to its dMBS to derive which radio resources the RN gets allocated
in an appropriate manner. Further details on the proposed two-hop frequency selective
scheduling approach in this Thesis and the implication on necessary feedback can be
found in Section 4.4 and 4.5. The considered scheme aims to minimize the necessary ad-
ditional feedback. On the one hand there is a need to reduce the necessary measurements
at the MSs and on the other hand it is necessary not to overload the wireless backhaul of
the considered non-transparent type 1 RNs with signalling traffic. Some further insights
on possible feedback types and the implication on the additional amount of overhead in-
troduced by those are discussed in the following.
There are two different feedback types possible. The first type, often referred as the
Channel Quality Information (CQI) feedback, and further referred as implicit feedback,
typically sends back indications of the channel conditions, e.g. as indicators of the recom-
mended MCSs to use in multiple subbands. Such type of feedback is introduced to LTE
in Release 8 and further enhanced until the latest Release 15 in [27]. The second type
is known as explicit CSI feedback. While the CQI feedback is a means to find a trade-
off between the information accuracy and the resource efficiency, the quantized explicit
CSI feedback introduces higher signalling overhead. The quantized impulse responses
provide greater detailed information about the radio links. To support advanced coordi-
nated multipoint CoMP schemes or precoder designs, explicit information is required for
instance to support downlink joint transmission in FDD systems [28].
In the research presented in this Thesis a solution with the constraint of limited addi-
tional feedback is considered, to prevent unwanted high signalling effort on the wireless
backhaul of the RN and additional complexity at the MS side, generating explicit CSI
feedback in the FDD system. Moreover, as stated before due to the introduced two-hop
connections additional feedback delay needs to be considered, which is critical in terms
of the coherence time of the radio channel. Since the necessary additional feedback in
RN extended mobile networks is required and cannot be fully prevented, the work in this
Thesis aims to improve the capacity of the system under constraints of limited implicit
feedback for downlink FDD half-duplex RN extended systems. As later described in
Chapter 4, the proposed scheme takes into account only CQI feedback as well as rarely
used feedback on the average received power based on Reference Signal Received Power
(RSRP) measurements. No explicit CSI feedback is used and the additional necessary
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feedback from RN to dMBS is carefully limited. The additional feedback delay is con-
sidered as well and described in Section 3.5.4.
2.2.4 Fixed relay deployment scenarios and commercial aspects
Potential deployment scenarios of fixed half duplex RNs have been widely discussed [1].
While scenarios to extend or expand the coverage of the RAN are quite obvious, poten-
tially useful scenarios to increase the capacity are less known. Due to the limitation of
the wireless backhaul link the loss in the transmission time and the introduction of ad-
ditional interference, especially when half duplex inband RNs are considered, it is quite
challenging to increase the RAN capacity. However, in a scenario where an MS hotspot
is detected and a relatively high amount of users are in the vicinity of an RN it might be
possible to improve the capacity, as well [29]. Figure 2.13 shows three RNs deployed in
different scenarios. While the upper relay provides coverage extension and the lower RN
fills a coverage hole (e.g. shadowed areas by buildings or a poor indoor coverage), an RN
might be deployed at an MS hotspot to improve the capacity of the network. In an MS
hotspot area, many users at once might profit from a high channel quality of the access
and backhaul links. Based on that the possible two-hop connection could outperform the
direct links to the MBS.
MBS
MS
RN
Figure 2.13: Fixed RN Deployment Scenarios
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Typically RN deployments bring certain practical advantages compared to the wireline
deployed small cells. The operator has to cope with a limited amount of locations where
wired backhaul connection can be provided. In addition, the wireline connection in the
case of pico cells generates rather high costs in terms of OPEX and CAPEX [16, 30,
31]. When considering femto cells an unwanted unplanned interference situations might
appear in the network due to the loss of the control of the appearance of femto cells, which
might influence the user experience in an unforeseen chaotic manner. Therefore, the relay
nodes can be seen as an alternative useful means in scenarios where fixed line backhauled
small cells are difficult to deploy [32]. Furthermore, additional potential cost savings are
identified, when the considered RN type and the potentially applied RRM scheme does
not necessarily need a Line of Sight (LoS) conditioned ideal wireless backhaul. This
reduces planning effort and moreover, potential cost savings appear if no additionally
deployed directed receive antenna would be deployed at the RN, which might not make
sense anyway in a urban or sub-urban environment to improve the backhaul link [33].
However, all these potential cost savers makes it even more challenging to increase the
capacity by means of introducing RNs.
Throughout this Thesis worst case assumptions for the wireless inband backhaul are
considered, which makes the solution attractive to save costs. The backhaul link does not
necessarily have LoS conditions which reduces planning effort and increases the amount
of available potential sites. No additional antenna gains are assumed in the sending and
the receiving direction, which makes it unnecessary to equip the RNs with additional
antennas. The considered scenario consists of RNs deployed in the vicinity of randomly
placed user hot spots within the umbrella macro base stations. Comparable reference
results are gathered and comprehensively described in [29].
2.3 Radio resource management in RN extended hetero-
geneous mobile networks
In the following section an overview of the solutions which has been found in the existing
literature for radio resource management schemes in RN-extended heterogeneous mobile
networks are summarized. It is necessary to keep in mind the importance to distinguish
between the different operating modes of RNs and the underlying network assumptions
identified in Section 2.2, to design an RRM algorithm. Before the existing solutions are
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discussed, an introduction how to calculate the capacity in a mobile network is given,
followed by the general problem formulation. Based on the defined theoretical problem
statement the solution of this Thesis decomposes the problem in three sub-problems with
different centralization levels later on in Chapter 4, as the work of this Thesis aims to
improve the overall network capacity by the design of an hybrid RRM scheme.
2.3.1 Capacity of mobile networks
As previously discussed in Section 2.2.4 RNs should either be deployed to improve the
coverage or the capacity. Coverage can be achieved by providing the smallest required
received power of the desired signal (in uplink at the BS and in downlink at the MS). In
principle, coverage can already be provided with a rather low amount of BS located at
high altitude on a low carrier frequency, as e.g. often deployed in rural areas.
The network capacity refers to the maximum amount of data the system is able to
transmit on the air interface in a fraction of time (Mbps). To estimate the overall reachable
capacity of a large scale system (e.g. by means of simulations used in this work), a full
load situation needs to be considered, where all BSs transmit on all resources as much
data as possible [34, 35]. Further information about the used simulator in this Thesis can
be found in Chapter 3. The possible supported rate R of a single wireless link n can be
estimated based on the Shannon-Hartley theorem, as defined in Equation 2.1, where B
is defined as the system bandwidth and S/N as the Signal to Noise Ratio (SNR) of the
considered wireless link. High SNR enables the possibility to transmit with higher MCS
to improve the capacity.
Rn = B · log2
(
1+
S
N
)
(2.1)
The theorem only holds true for additive white Gaussian noise (AWGN) channels.
When it comes to a multicell scenario, the introduced inter cell interference may be con-
sidered as additional added noise. This is only correct if the interference power is Gaus-
sian distributed as well. This is not necessarily the case in practically deployed systems.
Further to this the full channel capacity is also limited due to the practical implementation
issues, such as channel estimation errors or delayed channel feedback. Therefore, the the-
orem cannot be used to calculate the exact performance of the system from an information
theoretical perspective. However, it is widely used to estimate the upper bound capacity
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under the assumption that the appearing interference is Gaussian distributed. In Equation
2.2, the total capacity of a single base station CBS is defined as the sum of the rates of the
existing n wireless links.
CBS =
N
∑
n=1
Rn (2.2)
Equation 2.3 represents the total capacity of the network CNet in which the capacities of
the considered BSs are summed up.
CNet =
I
∑
i=1
CBSi (2.3)
Basically, four options are available to increase the network capacity. The first, the
easiest but probably the most expensive option is to linearly increase the system band-
width B by using larger amount of spectrum. The second option would be to increase the
number of sending and transmitting antennas to send multiple data streams using Space
Division Multiple Access (SDMA) [36], based on using Multiple Input Multiple Output
(MIMO) channels. As already discussed in Section 2.2, the third option to increase the ca-
pacity is to deploy additional BSs and therefore to reduce the path loss between the sender
and the receiver (further referred as network densification). This results in an improved
quality of the serving signal S, when shifting the sender nearer to the receiving node and
thus improving path loss gains. The major drawback of this option, is the additional in-
terference, which is introduced to neighbouring cells limiting the possible capacity gain.
Therefore, the forth option are possible interference mitigation techniques to again in-
crease the network capacity by reducing the interference. The work of this Thesis focuses
on the network densification and the interference mitigation option.
2.3.1.1 Capacity in half duplex non-transparent relay extended networks
The use of the Relay Nodes (RN)s introduces an additional problem when estimating the
possible overall capacity of the network. As already mentioned, when in-band half duplex
RNs are considered, the system bandwidth is also used to serve the RNs, while the RNs
cannot transmit and receive at the same time.
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Figure 2.14: Link types for an RN-extended Network
Throughout the Thesis, the direct access link (AL) is denoted as the wireless link
which serves the directly attached MSs at the MBSs. The wireless backhaul link of the
RNs is defined as backhaul link (BH), while the serving link between RNs and MSs
attached at the RNs is noted as two-hop access link 2HALs. For further clarification
Figure 2.14 shows the existing links in an RN-extended network.
Equation 2.4 gives the expression for the capacity for a single macro BS in an RN-
extended network when the RNs are in receiving mode. The capacity is the sum of the
rates of the ALs M and BLs J.
CBS =
M
∑
m=1
Rm+
J
∑
j=1
R j (2.4)
Equation 2.5 defines the possible capacity of a single RN limited by the rate of the wireless
BL j of the considered RN, when the RN is in sending mode.
CRN =
M
∑
m=1
Rm, (2.5)
with CRN ≤ R j
Finally, Equation 2.6 represents the total capacity of the RN extended network with J
considered RNs. It has to be mentioned that the backhaul data rates needs to be subtracted
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as the rates only forward the data to the RNs.
CNet =
I
∑
i=1
CBSi−
J
∑
j=1
R j +
J
∑
j=1
CRN j , (2.6)
with CRN j ≤ R j
A large network capacity is most relevant for the downlink transmission as this is the
dominant amount of traffic in large scale communication systems [37,38]. Based on that,
this work focuses on the downlink. In the following Section 2.3.2 the research problem is
defined under several constraints for the considered system in more detail.
2.3.2 Problem formulation
The theoretical optimization problem formulation to maximize the overall system capac-
ity is defined as Equation 2.7- 2.12. The considered sum-rate maximization depends
on the aforementioned possible rates of the different link types in the Equations 2.4 -
2.6 [22, 39, 40].
max(CNetwork) = max
k,p,t
M
∑
m=1
J
∑
j=1
N
∑
n=1
Rm, j,n (2.7)
subject to ∑
n∈N
∑
k∈K
tn,k,l · pn,k,l ≤ Pmaxm, j , (2.8)
j =
 0, l = 1j ∈ {1,2, . . . ,J}, l = 2 (2.9)
m = {m ∈ {1,2, ...,M}} l = 1|2 (2.10)
∑
n∈N
tn,k,l ≤ 1, n ∈ N (2.11)
Rn = R(t
0,i
n,k,l, p
0,i
n,k,l,β ) (2.12)
The rate of a single link is derived from the allocated radio subchannel which con-
sists of multiple radio resources. Typically, a single radio resource consists of an OFDM
frequency subcarrier k transmitted with a power p in a time fraction t, e.g. for the nth
user attached to the MBS m or the jth RN, as defined in Equation 2.7. Each possible data
rate is limited by a maximum allocated power to a specific subchannel as well as the time
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allocated for transmission, as defined in Equation 2.8. A specific subchannel consists of a
number of allocated subcarriers k to the considered radio link/channel. Dependent on the
supportable MCS, which is dependent on the corresponding effective SINR on the allo-
cated subcarriers and the total number of the allocated subcarriers the throughput of either
a AL, BH or a 2hAL can be determined. It is obvious that, the better the effective SINR a
higher MCS can be used and thus, an increased spectral efficiency can be expected on the
allocated subcarriers. Finally, this results in a higher capacity of the total system. It needs
to be further distinguished between time slots l for receiving (1) and sending (2) mode
for a relay node j, while the possible served MBS MS can receive data during both time
slots. The MS receives data exclusively on the allocated resources from the cell where it
is attached. Further, the serving link is denoted as 0 and interfering links i, respectively in
Equation 2.12. The possible RN transmission rate is limited by the half duplex mode of
the considered RN type. This means the MS attached to the RN cannot receive more data,
than buffered at the serving RN, denoted as buffered data β , considered in Equation 2.12
as well. In summary that means, the data rate of an MS n is dependent on the allocated
time, power, subcarriers as well as the existing interference in a multi cell environment.
While the sum-rate maximization will result in a maximized capacity but does not
consider a fair resource distribution among the individual MSs, fairness constraints need
to be taken into account in addition, which is explained in more detail in Section 2.3.7.
As is can be seen from Equation 2.12 the maximization of the system capacity will be
a multi objective optimization problem, which is typically unsolvable and declared as a
non-deterministic polynomial (NP)-hard problem. Such optimization problems are often
divided in sub-problems to find at least a solution which still improves the system capacity
rather then finding the theoretical optimal solution.
Already in conventional networks, it is a challenge to optimally allocate the available
resources, due to the dynamic channel variations, the channel estimation errors, the lim-
ited total transmit power, processing time and the channel feedback. Not every subcarrier
can be dynamically modulated and encoded in every OFDM symbol [41–45]. Due to
complexity reasons a grouping of the available resources is necessary [46].
For instance, Figure 2.15 shows a defined Physical Resource Block (PRB) in LTE.
The smallest schedulable entity is defined in [47] as two PRBs which consist of 14 OFDM
symbols (2 time lots) with 12 times 15 kHz subcarriers. This results in a Time Transmis-
sion Interval (Time Transmission Interval (TTI)) of 1ms with 180 kHz PRBs.
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Figure 2.15: Downlink resource grid in LTE [47]
Further, if multiple PRBs are scheduled to a specific MS, the Transport Block Size
(TBS) (bits per TTI per MS) needs to be modulated and encoded with a single MCS. Due
to that, a link adaptation (LA) algorithm needs to derive the used MCS for transmission
[48–52]. Moreover a limiting factor for optimal resource allocation of the PRBs is the
accuracy and granulation of the assumed channel feedback. For instance, if in an LTE
network frequency selective scheduling is applied, it would be of great advantage to have
knowledge of the channel states of each PRB in each TTI to perform an ideal LA to get
the best performance. However, this would increase the measurement requirements of
the MSs and increases the signalling overhead a lot. To this end, it is finally necessary
to find a good practical trade-off between, the signalling overhead, the maximum system
capacity and fairness among the MSs [53,54]. Detailed information on the system model
used in this work, which assumes such a trade off, can be found in Section 3.
In this Thesis the considered research problem is decomposed in three sub-problems
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to find a practical solution to improve the system capacity. In the upcoming section an
overview on existing designed RRM schemes for relay extended networks is summarized,
which try to improve the system capacity. Different important works from the industry
and academia are identified and evaluated in the context of the necessary feedback over-
head, the additional complexity and the assumed level of centralization.
2.3.3 Level of centralization and signalling overhead for RRM schemes
To fairly compare proposed RRM algorithms two aspects are mainly relevant here:
1. It is necessary to consider the introduced channel feedback overhead as input in-
formation for the RRM scheme and thus the type of feedback (implicit feedback or
explicit feedback, as described in Section 2.2.3).
2. It is important to distinguish among the levels of the centralization and wether the
required feedback information arrives with a delay. Typically, three levels of cen-
tralization are considered:
• A network-centralized RRM scheme, where it is required to gather global
knowledge about channel states to handle the resource allocation for the entire
network.
• A cell-centralized scheme considers the resource allocation of the dMBS and
of the RNs located in its coverage area.
• A completely decentralized scheme does the resource allocation only based
on local channel information of available information between the serving
cell and the MSs.
The Figures 2.16 and 2.17 shows the basic differentiation between network-centralized,
macro cell-centralized and decentralized schemes in combination with the required feed-
back in either FDD (Figure 2.16) or TDD (Figure 2.17) mode. While in the FDD RN
extended networks the required feedback needs to overcome three hops for a network
centralized approach (MS to RN to dMBS to CU), in the TDD mode the situation is a bit
more relaxed when only two hops have to be taken into account - RN to dMBS to central-
ized unit (CU) - illustrated in Figure 2.16 and 2.17. However, even in TDD systems and
the possibility of non-ideal wireline backhaul to attach the cells to the centralized unit, the
situation might be critical for the correct assessment and thus, the benefit of the designed
RRM approach.
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Figure 2.16: Level of RRM centralization and corresponding feedback requirement for
FDD downlink
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Figure 2.17: Level of RRM centralization and corresponding feedback requirement for
TDD
Upper bound calculations can be found in the literature for different types of simplified
RN extended systems with different levels of centralization. Typically, the perfect channel
knowledge on a subcarrier level is assumed and a pool of a total system transmission
power which can be distributed among the appearing links on a subcarrier level.
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For instance, Li et al. present in [55] a theoretical upper bound calculation with fair-
ness constraints for a cooperative transparent relay network with centralized RRM, con-
sidering multiple two hop connection to a single receiving node. They conclude, that in
practical RN systems, such a centralized approach will introduce prohibitive signalling
overhead and recommend to focus on distributed RRM schemes in the future.
In [39] two different cell-centralized RRM schemes for a single MBS aided with
a single non-transparent RN environment are considered and compared with a network
centralized approach. Perfect knowledge about the explicit CSI is assumed on each sub-
carrier and no inter cell interference is considered. A substitute information of the RN
to MS links is reported back to the dMBS. The information consists of a channel matrix
(number of MSs times the number of subcarriers), gathered and fed back by the RN. It is
assumed that for each time slot such information is available at the MBS to perform the
resource allocation. Even with the already relaxed feedback information, in a multicell
environment with inter cell interference a very short feedback periodicity would be nec-
essary, which is impractical due to the very high amount of overhead and the additional
measurements, which would still occur.
Moreover, for a single cell environment with a single transparent RN theoretical upper
bound capacity calculations are performed, assuming a MIMO channel in [56]. Under
the assumption of the perfect explicit channel knowledge, the authors derive an optimal
relay precoding matrix to separate the relay MIMO channel into multiple parallel Single
Input Single Output (SISO) sub-channels, to result in the maximum capacity of the RN
supported MIMO link.
In [57], the authors aim to maximize the sum of the MS data rates based on a macro
cell-centralized approach, for a TDD network which consists of a single MBS, six RNs
and multiple MSs. Perfect explicit channel knowledge of each subcarrier is assumed.
First, they describe the theoretical problem formulation for optimal resource allocation
taking into account a constraint of the overall limited transmission power. An additional
constraint imposes the restriction that each subcarrier can only be assigned to one link in
a specific time slot. Still the optimization problem is declared as an unsolvable NP-hard
combinatorial problem with non-linear constraints decomposed into two sub problems.
First, they assign subcarriers to the links with high channel gains to maximize the overall
capacity. Based on that, they reassign the resources in an iterative process, when the
channel quality is unbalanced between backhaul and acces link of a single two-hop link,
since no buffer at the RN is assumed (for further information the reader is referred to
30
Section 2.3.5). A heuristic algorithm is applied, adapting the assignment in such a way
that the system capacity is improved under consideration of the quality imbalance of the
two hops. Once the algorithm has found an improved resource assignment, the decision
is taken as granted and a power allocation algorithm is performed, which distributes the
total available power among multiple two hops, based on a water filling approach.
The authors in [58] propose a cell centralized algorithm to balance the resource al-
location between a single dMBS and six RNs placed in its coverage area. They aim to
maximize the system throughput under fairness consideration using a game theoretical
approach. It is not clearly stated if the authors consider an FDD or TDD system. How-
ever, the algorithm needs to be aware of the actual SINR values of MSs and RNs at a
central point to allocate the resources. Having in mind the necessary distinction depicted
in Figure 2.16 and 2.17 the cell centralized approach would need a lot of forwarded chan-
nel information of the MSs served by the RN, even in TDD mode, to gather the necessary
amount of SINR values to gain from the scheme.
Also RRM schemes for large scale networks have been considered under the assump-
tion of perfect explicit and implicit channel knowledge.
For instance, the authors in [40] consider a joint backhaul and access optimization
problem for a network-centralized radio access network (C-RAN) TDD system. They
assume to have network wide explicit channel knowledge at the central C-RAN control
entity and ideal backhaul conditions. Therefore, the MBSs need to send a very large
amount of collected CSI information to the C-RAN central entity. Besides that it is as-
sumed in that the MBS only serves RNs, while no MBS-MS connections are considered
in the network. The scheme cannot be applied to FDD systems due to the very challenging
feedback requirement.
In [59] the authors formulate a joint subband, power, rate allocation problem, decom-
posing the NP-hard optimization problem in three sub-problems. In the first sub-problem
they allocate the resources at the dMBS. Based on that, subproblem two is allocating re-
sources at the RNs. While no buffer at the RN is assumed the resources are reallocated to
reduce the difference between the scheduled data rate for a particular MS in sub-problem
3. The authors consider a TDD system, with imperfect explicit channel knowledge due
to estimation errors based on additional noise on the uplink pilots and duplexing delay,
which means the channel difference between uplink and downlink is varying over time.
However, the assumed feedback type is assumed as perfect channel knowledge (explicit
feedback with no delay), which still introduces a very large amount of overhead. Even for
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the TDD in downlink transmission, the overhead due to the feedback of CSI from MSs to
their central controllers grows linearly with the number of MSs. Therefore, they propose
to reduce the overhead, by introducing a feedback threshold broadcasted by the central
controller. Only if a certain user has the potential to gain based on exceeding the thresh-
old the channel information is updated. The central controller collects new data from the
MBSs and RNs which have measured the new CSI. However, in FDD the MSs and RNs
would need to report a lot of feedback at first with additional delay to the serving cells,
before it could be collected by the controller. Moreover, a rather optimistic assumption is
used when assuming an directional receive antenna at the RN with 20dBi antenna gain.
LoS conditions are assumed as well for the backhaul connection. These assumptions
makes it easy to outperform direct links and can be seen as too optimistic.
In [60], a cell-centralized scheme is proposed to maximize the data rate of an two
hop MS by adjusting the time ratio between backhaul and access links to counteract on
the different channel states of both as no buffers are assumed at the RNs. The scheme
is shown to improve fairness and system throughput. Perfect explicit channel knowledge
is assumed and no further information is given on the influence of additional feedback
delay of the second hops. They consider only one macro cell and thus they do not take
into account the inter MBS interference. The authors assume full flexibility of switching
between transmit and receive time slots which is impractical in large scale networks due
to the interference uncertainties when neighboring cells have relays which receive and
transmit in different time instances. The channel information would be outdated very fast
and result in a higher error rate probability.
Jeon et al. in [61] propose a cell centralized approach where the MBS tries to max-
imize the direct MSs while guaranteeing a minimum rate requirement for the two-hop
MSs. First they decompose the research problem in two sub-problems. In the first step
they allocate the resources under the assumption of the equal power distribution among
them. Once the scheduling decision is done the power allocation optimization based on a
water filling approach is only done at the RNs. The MBS uses only the resources which
are unallocated by the RNs in sending mode. This implies additional feedback in ev-
ery TTI about the scheduling decision at the RNs and reduces the available amount of
resources at the MBS. Based on a game theoretical algorithm and additional feedback
about SINR values of the two-hop users they try to transmit the second hop as efficient
as possible to fulfil a minimum data rate and to allocate as much resources as possible
to the users served by the MBSs. Based on that, fairness has not been considered. No
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information about feedback delays could be found and no further information about the
assumptions of the wireless backhaul are given. Based on the discussed schemes and the
underlying assumptions regarding the feedback and the level of the centralization the main
advantages and disadvantages for the different levels of centralization are summarized in
Table 2.2.
Table 2.2: Advantages and Disadvantages of the RRM centralization level
RRM Central-
ization Level
Advantages Disadvantages
Network central-
ized
- Global feedback knowledge
enables highest possible gains
- Dependent on the required
feedback type, possibly pro-
hibitive huge overhead
- Additional backhaul delay for
the second hop has to be con-
sidered
- Possible outdated feedback
in a real environment which
makes network centralized
schemes less attractable for
real networks especially for
FDD
Cell centralized - Macro cell wide channel
knowledge enables possi-
ble gains for RN extended
networks
- Additional feedback is re-
quired about the second hop at
the dMBS.
- Additional delay due to feed-
back forwarding from RN to
MBS
- The type of feedback needs
to be carefully considered. It
might be a prohibitive amount
of feedback due to the usage
of scarce wireless backhaul re-
sources
Decentralized - Lowest amount of possible
additional overhead
- The cell selection can be done
decentralized
- Only local channel knowledge
is considered
- Lowest or no gains can be ex-
pected due to the loss of the
knowledge about the quality of
the second link at MBSs
2.3.4 Inter Cell Interference Coordination
In a multi cell environment, the generated interference between the existing cells in the
system limits the possible system capacity. Introducing additional RNs in the network in-
creases this challenge by introducing more interfering nodes to neighbouring cells. When
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considering half duplex RNs an additional loss in transmission time has to be handled as
discussed in the previous sections. Based on that the interference situation appears with
higher dynamics over the time due to the half duplex mode. Based on that, inter cell
interference coordination (ICIC) schemes are of interest to handle critical interference
situations. The ICIC schemes mainly focus on either cancelling, suppressing or mitigat-
ing the interference in multi cell environments and thus, to improve the capacity and the
coverage. Depending on the assumed channel knowledge level, different schemes with
varying level of complexity are designed in the literature. Lee et al. give an overview on
RRM and ICIC schemes for HetNets in [18]. After an extensive literature search, they
conclude that to date it remains a challenging task to design resource allocation schemes
for LTE/LTE-A relay networks with low complexity, while simultaneously excelling in
aspects such as interference mitigation, resource utilization and fairness. Furthermore, a
comprehensive classification of RRM schemes for RN enhanced networks can be found.
The authors give an overview of research problems in heterogeneous networks. Most of
the considered schemes come with the burden of heavily increased explicit CSI feedback
exchange, which introduces increased control traffic exchange among MBSs and addi-
tional signalling on the RN wireless backhaul links for the RNs, as discussed in previous
sections. This is especially the case when FDD downlink transmission is considered.
Furthermore, the authors identify different kind of heuristics, such as evolutionary and
game theoretical approaches as promising techniques to overcome the NP-hard declared
optimization problem for practical RRM schemes.
Furthermore, an excellent overview and classification of possible means to handle
interference in carrier grade networks can be found in [62]. Boudreau et al. give a com-
prehensive overview on possible ICIC techniques in general for OFDMA networks. The
ICIC schemes with different levels of complexity and depth of understanding are sepa-
rately listed. As an example, minimal additional complexity comes with the introduction
of Fractional Frequency Reuse (FFR) patterns, illustrated in Figure 2.18.
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Figure 2.18: Example Fractional Frequency Reuse Patterns
Typically, when FFR strategies are applied the used pattern will be preconfigured on
the considered subbands in the network. In a defined subband the transmision power is
kept on the default level, to serve cell edge users and prevent a higher outage probability.
The shared bandwidth is transmitted with a lower amount of power to prevent a higher
overall transmission power. Such techniques are often used to mitigate negative SINR
regions and improve the cell edge performance. Traditional frequency reuse schemes
often reduce the available amount of resources to relax the interference situation in the
neighboring cells. That is why frequency reuse schemes are mainly used to improve the
cell edge performance and accept a loss of the overall system capacity [63]. However, in
relay extended networks they might also be useful to increase the overall capacity which
is proved in [64]. Accordingly to Figure 2.18 the FFR pattern can be organized in three
different ways, listed as follows:
• FFR: A part of the system bandwidth is used in all cells with equally reduced power,
while the second part is organised, with a reuse higher than one transmitted with full
power to create a subband with low inter cell interference. Two subbands remain
unused and decrease the avaiable bandwidth in the considered cell.
• Soft FFR: The shared subband is used with static reduced transmission power. Only
in a defined frequency band the cell is transmitting with full power. The shared
subband experience a lower amount of interference caused by the nearest neighbour
cells, while Full bandwidth is available in each cell.
• Partial FFR: A mix of the two previous schemes. A larger subband is used with
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full transmission power but only part of it exclusively. Again a defined subband is
transmitted with reduced power with a reuse of one, while at least one interfering
sector is suppressed by not using a subband, where the other cells are transmitting
with full power. One subband remains unused and decrease the available bandwidth
in the considered cell.
In principle the soft fractional frequency reuse pattern might result in higher gains in
average compared to the other FFR schemes due to the full availability of the system
bandwidth at each cell. The cell edge performance improvements will be limited due a
lower degree of freedom to improve negative SINR regions. This makes it a promising
solution which needs to be adapted for the purpose of this Thesis, further described in
Section 4.3.
An adaptive FFR algorithm for RN enhanced networks is proposed in [65]. Here,
a dynamic resource allocation algorithm is proposed by applying dynamically FFR and
Soft Frequency Reuse (SFR) patterns at MBSs and RNs for half duplex RNs in the FDD
downlink transmission. Due to the radio channel dynamics a CQI periodicity of 1ms is
assumed to receive accurate implicit channel knowledge to take decisions about the dy-
namic allocation in the applied reuse patterns. This introduces a very high amount of
signalling and seams to be impractical. No further information is given about the quan-
tification of the CQI reports and the additional delay of the forwarded second hop link
qualities which need to be gathered at the donor MBS. Further they assume a directed re-
ceive antenna at the RNs which requires LoS conditions. A planning gain for the wireless
backhaul connection is assumed. As already mentioned, this is an idealized assumption
which can be seen critical and will be further discussed in Section 3.5.1.
Adaptive FFR algorithms enhance the technique with higher dynamics and adapta-
tion to occurring interference situations in the system. However, therefore an additional
information exchange of implicit CQI information as well as a higher periodicity of the
channel feedback are required. The problem here is the dynamic variations of the radio
channel and the risk to loose diversity gains when the reconfiguration doesn’t follow the
channel dynamics. If the adaptation of the FFR shall follow the dynamics of the radio
channel again a large amount of CQI information exchange is required. Furthermore,
after a successful reconfiguration is done, current information which is available at the
radio resource scheduler is outdated and the MS needs to feedback updated channel feed-
back based on the new interference situation. This influences the link adaptation as only
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outdated feedback is available for several scheduling decisions which will result in higher
error rates. Furthermore possible ongoing retransmissions are affected negative as well.
Therefore an optimized semi-static fractional frequency reuse pattern based on limited
feedback is applied in this Thesis and frequency selective scheduling is applied for fast
switching channel conditions. It is able to make use of the channel dynamics and requires
only intra cell MS feedback and no additional exchange among MBSs. The scheduling
decisions gain from higher channel diversity. This is possible when the adpated transmis-
sion power over the subband is kept stable over a longer timer period.
Possible FFR schemes as well as other possible ICIC schemes in heterogeneous net-
works are also considered in [66]. The authors distinguish between global centralized and
fully distributed schemes and discuss the aforementioned challenges regarding practical
implications and available channel information, for conventional and pico cell extended
networks. The paper also recommends to investigate lower complexity heuristics to solve
the ICIC problem, since near optimal means can be economically and technically infeasi-
ble due to the aforementioned limitations in practical systems.
Moreover, the authors in [67] identified a promising trade-off between complexity
requirements and possible gains analysed for conventional macro BS networks. Here, the
authors propose a hybrid scheme, where fast time scale scheduling decisions are done in
a decentralized way, while FFR patterns are centralized dynamically adapted on a PRB
level with very high amount of implicit feedback. However, the general idea of such a
hybrid RRM scheme is focus of this work in combination with the introduction of the
RNs to the network.
2.3.5 Buffer aided RN
The use of the data buffer at RNs is an additional design criteria for resource management
algorithms. The RN is able to keep received data and transmit it over multiple TTIs which
introduces a higher degree of freedom scheduling data on the access link. If no buffer is
applied the total amount of data needs to be forwarded in the next TTI after switching from
the receiving to the sending mode. This implies less flexibility to react on an imbalanced
link quality between the backhaul and the access link. It is then necessary to consider
equal data rates on both links which limits the overall data rate of the two hop connection
and thus the overall capacity of the system [68]. For instance, in [69] a low complexity
resource partitioning scheme with two-hop proportional fairness is considered. The re-
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sults show improved RN MS cell edge performance as well as increased average MBS
MS performance with improvement in fairness. No additional buffers at the RNs are as-
sumed and the designed algorithm needs to consider equal data rates for the BL and the
AL at the RNs. Morever, only the average MBS user throughput is presented, without in-
formation about the Cumulative Distribution Function (CDF) of the macro MSs. It is not
clear if the overall macro MS throughput is influenced in a negative way. Furthermore, no
adapted power allocation pattern is applied to reduce the interference or further balance
the backhaul and access link data rate imbalance. In other words, if data buffers are not
used at the RNs traffic congestion can occur due to the imbalanced channel qualities of
the backhaul and access links.
Figure 2.19 shows the principle idea of a data buffer at the RN. The backhaul link
between the dMBS and the RN is used to transmit one large transport block (TB) with
data for all users attached to the RN. The RN needs to decompose the TB and fill MS
specific buffers at the RN. For more information of the buffer aided scheduling process in
this Thesis the reader is referred to Section 3.5.6.
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Figure 2.19: MS specific buffer structure at the RN
Wang et al. [70] study fairness and throughput downlink performance based on a de-
signed three step resource allocation scheme when the data buffer is used. In [71] a
two-step algorithm is used for the resource allocation considering the buffer status’ of the
two-hop MSs. Both contributions introduce buffers at the RNs to prevent performance
limitations because of the previously mentioned reasons. The authors clearly show an
improvement of the overall user throughput and the cell edge throughput. The assump-
tions regarding the used channel feedback and assumed delays are unclear, though. No
additional means to mitigate the interference have been considered in these works.
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Based on the existing literature and the previously mentioned reasons is has been
decided to use data buffers for the solution of this Thesis. Detailed information can be
found in the Sections 3.5.5 and 3.5.6.
2.3.6 MS cell selection in RN extended networks
Due to the introduced two hop transmissions in RN extended networks, it is important
to consider possible alternatives to existing MS cell selection methods in conventional
networks, such as RSRP or wideband SINR based assignment methods used in todays’
networks [72]. These methods consider only the signal strength or the link quality of the
access link while the backhaul quality is not considered here. Depending on the afore-
mentioned RRM schemes it makes sense to adapt the decentralized attachment procedure
based on the consideration of the possible two-hop transmissions. Therefore in [73] an
end-to-end optimal routing strategy is proposed, which considers the maximum end-to-
end data rate of a two-hop link compared to the possible direct links. Equation 2.13
defines the proposed strategy. Each MS n is attached to the serving node s, with the max-
imum data rate in which Rk,n represents the possible supportable rate between RN k and
MS n, R0,k denotes the backhaul rate, while R0,n stands for the possible rate of the direct
link between dMBS and MS.
s = max
(
R0,n,
R0,k ·Rk,n
R0,k+Rk,n
)
, (2.13)
where k ∈ KRN and n ∈ NMS
An extension to the existing assignment procedure often used in previous works was de-
veloped throughout this Thesis. A detailed description can be found in Section 4.2 and
the corresponding simulation analysis in Section 5.2.1.
2.3.7 Radio resource scheduler
As already mentioned before, the radio resource scheduler is in charge of allocating the
radio resources in a mobile communication system on a TTI level. It has to find a trade-off
between a fair resource distribution among MSs on the one hand and the most efficient
transmission on the other hand. In addition, if relay nodes (RN)s are used the scheduler
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needs to allocate the wireless backhaul resources to the RNs at the considered donor
macro base station (dMBS), which may need to serve multiple attached RNs, besides the
direct MSs. The reader has to keep in mind that in this Thesis the non-transparent layer 3
RN is considered which is able to perform the scheduling process for the access link in a
decentralized manner, while the resource allocation for the wireless backhaul is done in a
macro cell cetnralized fashion.
In the following, an introduction is given to the basic radio resource scheduling met-
rics which are used in existing works, while the necessary extensions to the common
schedulers in this Thesis for RN enhanced networks are afterwords described in Chap-
ter 4.4. In addition to that, the important co-scheduling functionality which increases
the flexibility of the resource allocation is described in Section 2.3.7.6. This feature was
decided to be used for the analysis in addition in this Thesis.
2.3.7.1 Round-Robin scheduling
The simplest scheduling strategy is Round Robin (RR), where the MSs are allocated to
the radio resources in a periodic manner, without considering the current radio channel
conditions. RR scheduling is seen as fair scheduling in terms of equal resource allocation
among MSs. A widely known extension would be to reorganize the fairly distributed
resources in each TTI based on the current channel state to improve the overall system
performance based on frequency selective scheduling. The outcome of the procedure is
depicted in Figure 2.20 and performed as follows:
• Each MS gets at first the same amount of resources subsequently (left time-frequency
grid in the Figure). As an example three MSs highlighted with blue, green and red
are illustrated. The resources are allocated iteratively to the attached MSs without
any additional intelligence. For instance each of the coloured MS gets two resource
blocks allocated in the first TTI. The MS five and six get their second PRB in the
next TTI because no enough resources were available in the first interval.
• After the amount of resources for each MS is defined the scheduler considers re-
ceived subband specific channel feedback. For that purpose the resources have to
be reorganized in each TTI based on better channel qualities.
The MSs will profit from channel diversity gains and thus the overall capacity of the sys-
tem will be increased. The major drawback of the scheme is, that the system performance
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will still suffer from the fair resource allocation. For instance MS1 might have better
channel conditions on the allocated resources of MS2 and MS3 in addition.
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Figure 2.20: Round Robin frequency selective scheduling
As an example, in [74] a simple resource allocation algorithm in relay extended net-
works is suggested to maximize the average cell throughput and the cell edge perfor-
mance. The authors propose only a time domain resource allocation split in 3 parts for
the backhaul link transmission, the direct link and the access link transmission. A sim-
ple RR scheduler is used to assign the resources in time domain within the derived time
fractions. No fast fading and therefore perfect channel knowledge has been considered in
this work. That is why time domain scheduling is sufficient here. In addition, no feed-
back delay is assumed. Furthermore, the relays are equipped with a receiving and sending
antenna with additional antenna gains for the two-hop transmission.
2.3.7.2 Time domain channel selective scheduling
In Figure 2.21 a time selective channel dependent scheduling strategy is presented. Pos-
sible channel gains are represented for three MSs marked in color over time on the left
side. The dashed black curve represents the hull curve of the MS specific radio channels
and illustrates the maximum possible channel gains over time. Due to the time selec-
tive scheduling strategy the radio resources are allocated to the MSs with the maximum
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channel gains. Since no frequency selective subband channel information is considered,
the decision relies on the wideband SINR knowledge. Based on that, the total amount
of available resources are allocated to a single MS in frequency domain which limits the
flexibility of the scheduler. In this example, all resources from TTI zero onwards to TTI
nine would be allocated to MS2 (green coloured in the left and right figure), because of
the highest channel gains during that time. In the next 7 TTIs, the MS3 (highlighted in
red) would be scheduled, while only 5 TTIs would be allocated to the blue coloured MS1
in the next step and so on. The result improves the overall system capacity due to the
most efficient usage of the resources without consideration of any fair resource allocation
among MSs. An individual user might suffer from the scheduling strategy, especially cell
edge users with worse channel conditions.
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Figure 2.21: Radio channel dependent scheduling
2.3.7.3 Time and frequency domain channel selective scheduling
In addition to the previous explained time domain specific scheduling, if subband chan-
nel information is available, frequency selective decisions can further improve the system
capacity making use of the channel diversity gains not only in time but also in frequency
domain. An example situation is shown in Figure 2.22. Here channel dependent schedul-
ing in time and frequency domain is applied, without any fairness consideration. This
approach is also known as Max-Min SINR scheduling. Due to that scheduling strategy,
a maximized system capacity can be reached because the highest channel gains can be
exploited. A single MS, e.g. MS3 marked with red colour in Figure 2.21 will suffer from
the approach and gets no resources at all, due to its worse channel conditions compared
to other MSs. The result of the scheduling strategy will be a unfair resource distribution
and increases the outage probability of the users.
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Figure 2.22: Max SINR scheduling
2.3.7.4 Proportional fair scheduling
To provide a trade-off between the RR and the Max-Min scheduling approach and thus a
trade-off between fairness and maximum system capacity, a Proportional Fair (PF) metric
is proposed in [75]. For conventional networks, the metric is widely used and described
as follows.
Equation 2.14 calculates the priority P for each MS k on every PRB n in TTI i. R
is defined as the frequency selective instantaneous supportable rate, depending on the
delayed MS CQI reports on the mth subband. As already mentioned the subband CQI
report on a PRB level would exceed the practical limitation. That is why typically a group
of n PRBs is defined per mth subband to reduce the feedback traffic. This is another trade-
off between channel knowledge and additional overhead. The average throughput T from
the past scheduling decisions is recursively updated. The parameter α is a MS specific
exponential scaling factor, which can be used for user specific prioritization purposes.
Pk,n(i) =
Rk,n(i)
Tαk
(2.14)
As defined in Equation 2.15, T of the non-scheduled MSs is multiplied with a forgetting
factor β . The scheduled MSs’ T is updated by multiplying with β and adding the instan-
taneous data rate of the current TTI with a weight of 1-β , defining a sliding time window.
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Based on the calculated priority matrix P the PRB allocation is done by taking the MS k
with the maximum priority U for each individual PRB n, defined in Equation 2.16.
Tk,i+1 =
 β ·Tk,i non-scheduled UEβ ·Tk,i+(1−β ) ·Rk,i scheduled UE (2.15)
Uk(n) = maxk(Pk,n(i)) (2.16)
Based on the conventional PF metric, Xiang et al. suggest the following for RN-
extended networks [76]. The authors propose to exclusively schedule RN backhaul links
(BH) without co-scheduling the direct linked MSs. They derive an access/backhaul par-
tition resource pattern which repeats with a certain period until it is changed by a higher
layer configuration. Perfect implicit channel knowledge is assumed for each MS on ev-
ery PRB and only flat fading for the BL is assumed under LoS conditions. Therefore
the SINR is constant over all PRBs. They also relax the research problem and suggest
a two step solution, which first partitions resources for the access and backhaul links in
time domain. This is kept stable for several seconds, while independent frequency se-
lective PF scheduling at dMBS and RN is applied. Although, ideal BL conditions are
assumed, the limited capacity at the RN is taken into account due to possible backhaul
date rate limitations. The influence here is unclear. Furthermore, the access link for RN to
MS transmission can only use part of a subset of the resources. This introduces possible
losses when a fading notch in this resource subset appears. It is also unclear if additional
feedback delays are assumed or not.
In [77] the influence on the network performance of the applied RR and PF schedul-
ing metrics is analysed. The authors clearly show that the PF metric outperforms the RR
approach in terms of capacity. They assume perfect channel knowledge and no informa-
tion about additional feedback delays are given. Further, they define a fraction of time
for BL transmission and separate the transmissions only in time domain. In addition, no
co-scheduling functionality is applied limiting the degree of freedom considering possible
frequency selective scheduling decisions at the MBSs.
Different approaches for the RR and the PF metrics for RN-extended networks have
been analysed in the course of this Thesis in [78]. It also turned out the better performance
of the PF metric with channel dependent scheduling. In the next step the common metric
needs to be extended to introduce co-scheduling and thus to further improve the system
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capacity by extending the flexibility of the scheduler.
2.3.7.5 Two-hop proportional fair metric
For half duplex RN extended networks the possible two-hop links need to be taken into
account in the dMBS scheduling metric. Based on [79], a Composite Rate (CR) is defined
in Equation 2.17, which is described as the harmonic mean of the instantaneous BL and
AL rate Rl , also defined more general in [80]. This considers the loss in time of the two-
hop transmission. For instance, if both BL and AL would have the same link quality the
maximum supportable rate of the end-to-end link would be decreased by half.
CRk,n(i) =
( L
∑
l=1
1
Rl,k,n(i)
)−1
(2.17)
Figure 2.23 shows the two-hop proportional fair scheduling principle for one resource
block. The depicted relay node is in receiving mode and the donor MBS has to decide
which of the attached MSs will be served in the considered time instance. Based on im-
plicit feedback of the RN backhaul link and the access link of the two-hop connection and
the feedback of the directly attached MS a decision is taken. For simplicity the history
information about previous resource allocations is not considered here. Based on the in-
stantaneous supportable rate of 2 bps/Hz of the direct MS2 and the composite rate based
on Equation 2.17 for the two-hop connection of MS1 (1.71 bps/Hz) the scheduler would
decide to allocate the considered resource block to MS2. This enables a fair resource
distribution between the one and two-hop connections. However, for the transmission
itself the BL feedback needs to be taken into account and the resources might be reallo-
cated considering the derived transport block sizes based on the proportional fair resource
distribution, further discussed in Section 4.4.
dMBS
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3bps/Hz 4bps/Hz
MS2
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MS1
MS2
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Figure 2.23: Two hop proportional fair scheduling
As an example, in [79] only two hop links are taken into account exclusively without
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considering resource allocation for direct linked MSs. The RNs are located at cell edge,
while an orthogonal subcarrier set based on reuse 3 for the MS communication in outer
macro cell regions is used. A sub-optimal solution is then presented which relaxes again
the NP-hard research problem. The resource allocation is done on a subcarrier level,
which is impractical as discussed before. Moreover, ideal channel conditions for the BL
transmission is assumed with LoS and a SINR of 30 dB.
Liu et al. propose a resource and power allocation optimization for the downlink
in [81]. The authors consider two-hop proportional fair scheduling. The optimization
problem is decomposed in two sub-problems. They assume, that there is no direct trans-
mission and therefore no co-scheduling is applied between MBS and MSs. For detailed
information of the co-scheduling technique the reader is referred to Section 2.3.7.6. Fur-
ther the authors assume no buffer at the RNs and forward the received data on the same
resources as received. Only a single MBS is considered with no inter macro cell interfer-
ence in the network. In addition they assume only slowly varying radio channels to feed
back accurate explicit channel information to be able to calculate a near optimal power
and resource allocation for each time slot, which would result in an impractical solution.
For further detailed information about the extended two-hop proportional fair metric
in this Thesis the reader is referred to Section 4.4.
2.3.7.6 Co-scheduling between MSs and RNs
The co-scheduling functionality has been found as an attractive solution improving ca-
pacity and the coverage in RN extended networks [82]. While a lot of works assume ex-
clusive time domain based BL scheduling to serve the RNs a higher flexibility especially
in real system is provided by that feature to react on channel variations and unbalanced
MS assignments among RNs and dMBS. The principle idea is presented in Figure 2.24.
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Figure 2.24: Two hop co-scheduling among directly attached UEs and RNs
As shown in Figure 2.24, co-scheduling introduces the possibility to allocate resources
for BLs and direct ALs in the same TTI, when RNs are in receiving mode. With this
feature it is possible to schedule RNs and MSs in the same TTI in a frequency selective
manner.
In [83,84] the authors analyse practical resource allocation strategies for non-transparent
inband relays in an FDD system. They use frequency selective scheduling at the MBSs
and the RNs. The backhaul links are served with higher priority than the directly served
MSs at the MBSs. The MBS is able to serve users and RNs in the same time slots,
which means the support of the co-scheduling feature. By varying the number of back-
haul subframes, they show the influence on fairness and downlink throughput. However,
no additional interference mitigation strategy is applied to further improve the throughput.
Also an additional simple planning gain of 5dB for the backhaul link is assumed, which is
in contradiction to the often identified bottleneck in realistic RN extended network [33].
Therefore, no further strategy is introduced to improve the backhaul capacity. Also the
assumptions for the used feedback type and the feedback delay is unclear. No information
is given how the authors derive the transport block size for the backhaul transmission. Fi-
nally they conclude to use ICIC schemes in addition in future research contributions as
the users directly served by the MBS suffer from the RN enhanced network because of
the increased level of interference.
In [85] a single relay link consisting of a source a relay and a destination is consid-
ered. Different relay schemes such as AF and DF are dynamically used dependent on
the instantaneous radio channel conditions. Two kind of suboptimal solutions for a joint
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power and bandwidth allocation are presented. They assume perfect channel knowledge
at all nodes and recommend to proof the performance improvement of the sub-optimal
solutions under worse accuracy of the channel knowledge. They state, that this work can
be used as a baseline for future research in combination with a suitable modelling of the
overhead ratio, the interference and channel estimation errors.
In [86] a mobile network consisting of a single donor BS with multiple relays is con-
sidered. Each user exclusively communicates over a second hop with the BS. The second
hop uses WiFi or Bluetooth for the communication. The assume static channel conditions.
Each RN can only serve one UE at most at anytime. The proposed scheme at first searches
an optimal relay and terminal matching according to the channel conditions. Then the op-
timal resource allocation problem is solved by a game theoretical approach. Very high
additional amount of overhead is required as the BS collects channel state information in
every time slot. Further, all RNs and UEs need to know in each time slot which nodes
belong together for the upcoming transmission as it can dynamically change. In addi-
tion, user and relay need to exchange additional signalling regarding the game theoretical
optimization considering the used resources and the rates, which can be achieved. Note,
that the solution would also require non-standardized cross radio protocol information
e.g. between IEEE and 3GPP. If a multi cell scenario would be considered the additional
overhead might be prohibitive and therefore it is unclear how the scheme would react in
a multi cell environment.
The authors in [87] present a cooperative joint power allocation and strategy selection
(PASS) for different RN modes. A single cooperative relay link is considered with source
destination and a relay. Half-duplex Decode and forward and Compress and forward
strategies are considered. The PASS scheme adjusts the power along the time over channel
states in an optimal manner, chooses the relay strategy dynamically based on possible
channel gains and sets the time division dynamically for the sending and receiving mode
at the relay. It is for further discussion how the scheme would react applied in a large-scale
network with non-ideal channel information and out of cooperation cluster interference.
In [88] a resource allocation scheme for self-backhauled half-duplex small cells is
proposed. The scheme uses only a limited amount of feedback based on a decentralized
approach. In a first step they consider a long term resource allocation decision based on
long term averaged SINR. No fairness among one and two hop UEs is considered. Fur-
thermore, no adapted power allocation is considered. During the second step the long
term allocation is adapted based on wideband SINR values in a time selective manner
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between the UEs. Here, no possible frequency selective diversity gains are considered.
Finally the results show significant gains in terms of the average UE throughput. How-
ever, the CDF shows a crossing point compared to the baseline for the approximately 77
percentile which means that 23 percent of the users might suffer from the scheme.
In [89] several state of the art scheduling approaches are considered with service dif-
ferentiation (QCI classes) considering adaptive weights based on several thresholds such
as delay budget, target data rate and channel conditions when relays are deployed in cell
edge areas. It can also be observed that UEs, which are located in the vicinity of the macro
BS suffer from the proposed scheme in terms of throughput when relays are deployed.
The authors in [90] analyse in-band self-backhauling relays for multiple virtual service
providers, which share a common physical infrastructure. Therefore, the radio resources
are abstracted as virtual resources and allocated to the terminals in an optimized way
based on channel state information and queue states. The available spectrum is segmented
for the number of considered service providers. No power optimization is considered for
the backhaul link as well as no detailed information about the considered type of channel
information is given. Furthermore, it is assumed that the proportion factor for backhaul
and access link transmission is dynamically adjusted which typically results in channel
uncertainties and increases the probability of outdated channel feedback. No fairness
criterion and no power adaptation for the improvement of the resource allocation decision
is considered.
He et al. focus on the combined use of the half-duplex and full-duplex scheme in a
coordinated way in [91]. They define three separated regions in the considered frequency
band into backhaul-only, access-only and shared resources. The regions are adapted in
every time slot and therefore a possible switch between HD and FD mode is assumed
in every time slot, which will be far too dynamic in practical systems. Based on perfect
channel knowledge and global knowledge of queue states they define the three aforemen-
tioned spectrum regions. They assume a joint resource scheduler at a central unit which
gathers all the necessary information in an ideal way. Further, they assume the carrier fre-
quency as 28GHz, which eases the interference situation due to high path loss gains and
better isolation between neighbouring BSs. In addition, no long-term power adaptation is
considered.
A hierarchical RRM scheme is proposed in [92] with a global long-term and a decen-
tralized short-term control part. A heterogeneous network is considered where a number
of pico cells are connected via a wired backhaul while another group of pico cells are
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connected through a wireless backhaul. All cells are connected via an additional low-cost
signalling backhaul to a centralized radio resource management controller, which coor-
dinates the resource allocation among all cells. Furthermore, also multi-hop connections
larger than 2 hops are considered. Dynamic muting pattern for pico and macro BS are
applied to ease the interference situations as a long term decision over multiple frames
summarized as a superframe. Due to the assumed wired signalling backhaul to the central
unit no additional feedback delays need to be considered in this work.
2.4 Summary
Based on the previously presented aspects for RN extended networks in the following
Table 2.3 the most relevant principles design principles are summarized and used for
the development of the hybrid RRM scheme for RN extended OFDMA networks in this
Thesis.
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Table 2.3: Summary RN RRM design principles
Design Principle Summary
RN type Types of RNs based on Table 2.1 in Section 2.2
Non-/ Transparent The RN is either part of the macro cell or acts as an own cell,
which mainly influences the cell selection scheme, adaptive rout-
ing and cooperative schemes
Buffer aided RN Distinguished whether the RN has a data buffer or not. If no
buffer is assumed rate match is necessary between backhaul and
access link, since the received data needs to be directly forwarded
and BL / AL imbalanced data rates are critical
Half-/ Full Duplex The RN does either receive and transmit at the same time slot or
not. Especially full duplex mode introduces higher complexity
to the relay due to required self interference cancellation tech-
niques, but does not loose time slots for reception compared to
half duplex relays.
In-/ Outband The wireless BL of the RN operates on the same frequency band
as the AL or not. Out of band assumption increases the available
system bandwidth and relaxes interference issues. However, it is
then assumed that additional highly expensive scarce spectrum is
used exclusively for wireless BL transmission.
Non-/ Cooperative The RN and MBS transmit combined signals based on exchanged
explicit channel state information for cooperative mode. Cooper-
ative schemes might benefit from the centralized design, while it
comes with the cost of higher CSI feedback overhead. Especially
in FDD critical.
TDD/ FDD RRM design depends on TDD or FDD mode of the system, due to
channel reciprocity in TDD systems or additional channel feed-
back required with less accuracy for FDD downlink. An addi-
tional challenge in TDD is the necessary UL / DL transmission
pattern among cells to prevent UL / DL interference.
Resource scheduling and
reuse schemes
How to schedule the resources for backhaul and access transmis-
sion is an important design criteria. In addition it is the ques-
tion how to reuse the resources within an MBS with several RNs
as well as in a multicell scenario. Typically reuse one provides
highest degree of freedom and supports higher frequency selec-
tive gains, while also a high interference level has to be handled.
Frequency selective two-hop proportional fair scheduling with the
co-scheduling feature increases the degree of freedom for best
scheduling decisions.
Network and Cell De-/
Centralized
The need to differentiate if the RRM is network centralized,
which assumes a level of global channel knowledge and usually
requires high amount of signalling. If the scheme is designed as
cell centralized, the RN needs to feedback a certain amount of
channel information to the serving cell, depending on the com-
plexity of the scheme and thus the required type of feedback. If
a decentralized approach is assumed no or only very low amount
of additional signalling feedback is required, from RN to dMBS
and no addition feedback is necessary to the CU (see Table 2.2).
To provide maximum flexibility and to make use of channel diversity gains, and thus
to improve the system capacity under fairness constraints throughout this Thesis, the
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adapted two-hop proportional fair frequency selective co-scheduling principle and reuse 1
resource partitioning pattern is applied and found as a promising solution for real networks
for the cell-centralized part of the proposed solution. For the network-centralized part an
optimized semi-static soft FFR pattern is used for the power adaptation on a subband of
the system bandwidth to further improve the capacity of the network described in Chap-
ter 4. To remind the reader, within this Thesis an in-band half duplex, non-cooperative,
non-transparent, buffer aided, layer 3 relay in FDD mode is considered.
Besides the presented derived principles in Table 2.3, the discussed designed RRM
scheme targets on specific KPIs, such as the maximization of the system capacity, fairness,
interference mitigation techniques, energy aware, queue aware and QoS aware schedul-
ing, which are classified in [18]. As discussed in this section, the main challenge de-
signing RRM algorithms for RN extended systems is that an optimal solution requires
prohibitively exhaustive solution search, with complexity of O((MK)N), where M, K and
N represent the number of RNs, BSs, and subchannels, respectively [55,93,94]. Therefore
the unsolvable NP-hard problem is often divided in subproblems.
The details of the design of the hybrid RRM scheme and its decomposed sub-problems
in this Thesis are described in Chapter 4.
2.5 Research problem
The goal of this work is to improve the overall performance of a half duplex relay ex-
tended OFDMA network, under consideration of the practical limitations of an downlink
FDD network, by improving the RN backhaul capacity while protecting the performance
of the MSs, directly served by MBSs. Omni-directional receive antenna at the RN for
wireless backhauling with no LoS requirement are taken into account, which makes the
relay even more attractive to deploy for an operator, as discussed in Section 2.2.4. The
considered relay type is a non-transparent relay in half duplex and non cooperative mode,
which makes the RN a separated small cell besides the existing MBS cells in the net-
work. The RN has its own scheduling functionality and appears at the donor MBS as an
MS. Furthermore, the RN has the ability to queue received data from its donor MBS. The
serving station has suboptimal frequency selective channel knowledge based on user CQI
feedback as defined in [95]. A user has exclusively orthogonal access to a subchannel
within a cell (MBS/RN), which results in no intra cell interference, while full reuse one
among cells is assumed. This introduces inter cell interference but provides full access to
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the radio resources for each cell. The target of this contribution is to design a practical low
complexity solution which aims to satisfy a combination of several research challenges
identified during the past years, revisited in the previous sections. On the one hand in
dense RN FDD networks the backhaul link is often identified as the bottleneck for the
downlink [96]. Therefore it is investigated if it is possible by an adapted transmission
power pattern to improve the backhaul link spectral efficiency without loosing macro user
performance and introducing additional non-practical high amount of periodic implicit
feedback. On the other hand fairness needs to be obtained as well as queue awareness and
energy efficiency needs to be considered. Therefore the proposed practical low complex-
ity solution with frequency selective co-scheduling functionality results in the design of
an hierarchical RRM scheme, which consists of a decentralized cell selection scheme, an
asynchronous network-centralized as well as a synchronous macro cell-centralized part.
It aims to reduce the interference and used energy for the transmission in the downlink
shared channel, while improving the wireless backhaul capacity under fairness and over-
head constraints, and therefore resulting in an improved overall user throughput.
To the best of our knowledge no solution could be found, which combines an improvement
of multiple objectives in terms of fairness, increased capacity, less energy consumption as
well as interference mitigation under affordable amount of CQI feedback in an efficient
manner. Furthermore, practical limitations such as feedback and processing delay, chan-
nel estimation errors, limited channel feedback, non-ideal wireless backhaul assumptions
are assumed. Therefore, a practical combined solution is investigated in this work based
on comprehensive calibrated SLS for large scale OFDMA networks, introduced to the
reader in the upcoming Chapter.
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Chapter 3
Methodology
To evaluate the behaviour and influence of a technology, such as the design of a hybrid
radio resource management (RRM) scheme, basically three options are available.
First, a field trial can be carried out, based on prototypical hardware implementation,
with predefined test cases to derive the difference between the system with and without the
enhanced technology. Second, an analytical model can be mathematically defined and the
influence of the novel algorithm can be identified. Third, computer based simulations can
be used to evaluate a large scale network. Specially when it comes to considering effects
such as inter cell interference system level simulations are an excellent choice to analyse
the considered technique in a large scale network with low cost compared to a field trial.
Compared to an analytical model, which would be very difficult to apply, considering the
total complexity of a full mobile network, system level simulations will be the method of
choice in this work due to the excellent trade off between complexity and costs, compared
to the other opportunities.
Based on Table 4.1 in [97], useful simulation tools to analyse a mobile communication
network are classified in four groups. Depending on the focus of the desired investiga-
tion, different models need to be used to find a reasonable trade off between accuracy and
computational complexity. Protocol level simulations (Class I) focus on larger time scales
(in the order of tens of seconds to minutes) and typically evaluate higher layer protocols
(e.g. IP or Transmission Control Protocol (TCP)). Therefore, lower layer aspects are sim-
plified to be able to reach the target result (e.g. frequency flat radio channels). Class II
simulation tools are defined as dynamic system level simulators (SLS) and typically focus
on mobility procedures, such as hand over techniques. Here, the required real time for
accurate evaluation is in the order of seconds. Thus, simplifications are needed on PHY
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and MAC layer to simulate the time frames necessary for the mobility procedures. Link
Level Simulation (LLS) focus on the precise modelling of the air interface and thus, on
one single link, e.g. between a BS and an MS. Here, typically the real time requirement
is in the order of several tens to hundreds of milliseconds. Due to the detailed modelling
of PHY layer procedures, such as modulation and coding, typically inter cell interference
or MAC scheduling aspects are simplified to lower the complexity. To simulate a large
scale mobile network with detailed assumptions on the radio channel and MAC schedul-
ing a Class III simulator is used throughout this work. Class III simulations typically use
simplifications on link level, e.g. modulation and coding are not simulated but link level
results are taken from look up tables. Class III SLS use detailed radio channel and re-
source allocation models and consider large scale networks with multiple BSs and MSs.
The real time requirement typically lies in the range of hundreds of milliseconds to end
up in statistically converged results. Further useful information about such types of simu-
lators can be found in [34]. In the following Sections, the computer simulation tool used
and extended in this Thesis are described in detail.
The Chapter is organized as follows: First, used models of the DT SLS are described,
followed by the defined KPIs to analyse the results. Then, the DT SLS is calibrated to
verify it as a comparable tool within the 3GPP simulation framework. Afterwords, the
extensions done throughout this Thesis are described and analyzed to introduce layer 3
in-band FDD half-duplex RNs. Based on that, the proposed RRM algorithm is defined
and evaluated in Chapters 4 and 5.
3.1 System level simulation processing chain
The simulation tool enhanced throughout this Thesis is a MATLAB based modular de-
signed Class III LTE-A system level simulator, developed at Deutsche Telekom (DT)
premises, further referred as Deutsche Telekom System Level Simulator (DT SLS). It
follows the agreed SLS assumptions in 3GPP and is therefore calibrated to provide com-
parable, trustworthy results, as presented in detail in Section 3.6. A block diagram of the
main functionalities is depicted in Figure 3.1. Each block can be configured separately
with different models, based on the defined objective. For instance, the scheduler update
block can be defined as a RR or a PF scheduler. The SINR calculation can be configured
based on a simplified wideband AWGN channel based approximation or as a detailed
multipath channel model considering subcarrier based calculations for various transmis-
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sion modes, such as beamforming or spatial multiplexing. The DT SLS was extended for
RN aided LTE-A networks in this work, to implement the RRM scheme. In the upcoming
sections, an overview on the program blocks is given, where the most relevant methods
are summarized and discussed.
In general, the DT SLS runs through an inner and an outer loop, defined as snapshot
and scenario loop, as illustrated in Figure 3.1. In the scenario loop a drop of multiple
MSs as well as the network layout is calculated. In principle any network layout can be
defined for that purpose. To provide comparable results, typically standardized scenarios
are used for e.g. urban, sub-urban or rural scenarios. Based on the chosen network lay-
out and environment, the so called large scale parameters, such as Shadow Fading (SF),
LoS probability or path loss are calculated. Once the total environment is determined, the
scenario is simulated for several hundreds of milliseconds within the snapshot loop. This
represents the real time the considered network is analysed. Within one snapshot loop,
e.g. the TTI based scheduling decisions, channel feedback and channel updates are cal-
culated. Due to multiple drops of MSs in the same network layout (scenario) and updated
statistically created physical layer properties, such as e.g. the SF of the mobile network,
a statistical validity is reached after a certain amount of scenarios and snapshots. The
results converge when statistical certainty is provided. Based on Figure 3.1 the modules
are described in greater detail in the following.
Input 
Parameter
Initialisation j
Scenario 
Initialisation
i
Event 
control
RRM update
Scheduler 
update
Snapshot Loop
M N
Scenario loop
Channel 
update
End
Analysis 
update
SINR 
calculation
Pre 
Processing
Figure 3.1: DT System Level Simulator Block Diagram
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3.1.1 Input parameter
Within the input parameter block a large set of necessary default parameters, constants
and flags are configured. At first the physical layer values are defined, such as the the
carrier frequency, the system bandwidth, subcarrier spacing or the number of subcarrier
per resource block, to name only a view of them. Then all the relevant parameters for the
BS and the MS are set, e.g. the used antenna pattern, the antenna height, the receiver type,
etc. In addition all functionalities of the considered modules are defined. As an example,
the used RRM method or the used transmission modes are determined.
3.1.2 Initialization
During the initialization phase, the defined input parameters, such as procedures, physical
parameters and system processes, the chosen network layout, used models and cell types,
e.g. MBS and RN are configured. A standardized network layout typically consists of
multiple hexagonal cells, usually of two rings, as depicted in Figure 3.2. Here, an urban
scenario with a standardized Inter Site Distance (ISD) of 500 m is shown. For instance, the
default macro cell configuration assumes three sectors operated per site. The bore-sight
angles of the macro cells are fix at 0◦, 120◦ and 240◦. Moreover, in order to simulate
realistic interference conditions over the whole network environment, a so called wrap
around technique is used to avoid border effects, at the outer ring. Therefore, the total
simulation area is mirrored six times around itself to have proper interference conditions
at the border, comparable to the centre area of the network layout. An illustration for that
is shown in Figure 3.3, where the yellow coloured inner 57 sectors represent the analysed
network, while the green cells are the wrapped around mirrored sites.
57
−1 −0.5 0 0.5 1
−1
−0.5
0
0.5
1
1
2 3
4
5 6
7
8 9
10
11 12
13
14 1516
17 18
19
20 21
22
23 24
25
26 27
28
29 30
31
32 33
34
35 36
37
38 39
40
41 4243
44 4546
47 48
49
50 51
52
53 54 55
56 57
x in km
y i
n 
km
Figure 3.2: Standard network layout with two rings of MBS sites with three sectors
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Figure 3.3: Wrap around technique to prevent border effects
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This technique gives the advantage to evaluate a larger number of BSs at the same
time with realistic interference conditions and thus a faster statistical convergence can be
reached due to the higher number of statistical probes within each scenario run.
3.2 Scenario loop
3.2.1 Pre-Processing
The pre-processing module calculates a grid related propagation data set which includes
all relevant large scale parameters to calculate the link budget for all link types between
the defined network elements. At first, all link types are determined, e.g. macro base
station to MS and/or macro base station to relay node and/or relay base station to MS.
Then, all distances and angular relationships among each pixel of the grid for the hori-
zontal and vertical dimension are calculated. After the calculation of the total geometrical
relationships in the system the Large Scale Parameter (LSP) (SF, Delay Spread (DS), An-
gle of Arrival’s Spread (ASA), Angle of Departure’s Spread (ASD), K-factor (K)) based
on the Table B.1.2.2.1-4 in [98] are determined. These parameters are then used by the
frequency selective channel model which calculates the Impulse Response (IR) for all
links, described in Section 3.2.2.5. As an example, the SF matrix is calculated based on
a log normal distribution with a standard deviation of 6dB for non Line of Sight (nLoS)
and 4dB for LoS, when the WINNER urban macro propagation model is applied. The SF
is cross-correlated with the other defined LSP. In addition, it has a correlation distance
of 30 meters for LoS and 40 meters for nLoS. Further detailed information can be found
in [98,99]. After the propagation data per LSP is calculated the Path Loss (PL) among all
pixels for all link types can be calculated.
3.2.2 Scenario initialization
The scenario initialization defines the simulation conditions for at least one user drop
(scenario). The initialization procedure takes care of the separated functionalities in the
following sub modules.
3.2.2.1 Locations of MSs and RNs
With this module, small cells, such as RNs and MSs are dropped into the simulation
area, based on the model which is used. There are different configurations, which can
59
be applied. The 3GPP defines typically four scenarios to evaluate small cell enhanced
networks [98]. Either a small cell is dropped randomly into an MBS sector or it is lo-
cated at the cell edges. MSs can either be dropped randomly with an average number
per MBS sector or a defined percentage of MSs are dropped into so called user hot zones
with a specified radius of 40m. For the latter case, small cells can be dropped either in
the vicinity of the hot zones or randomly. Figure 3.4 shows an example scenario where
two RNs are dropped randomly into each MBS sector. Figure 3.5 illustrates the MS dis-
tribution based on configuration 4b defined in [98]. While in average 30 MS per cell are
dropped, 2/3 of them are located in a user hot zone within a radius of 40 meters in an
urban environment (500m ISD) The hot zone is correlated to the location of the small
cells.
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Figure 3.4: Two randomly distributed relays per sector
3.2.2.2 MS movement
The MS movement can be defined either as quasi static (static MS position but a certain
velocity is assumed to calculate the radio channel variations) or as dynamic for different
flavoured e.g. mobility related research topics. Since the focus of this Thesis is to improve
the system capacity and thus, detailed modelling of the radio channel is necessary, in the
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Figure 3.5: 1/3 randomly dropped, 2/3 user hot zone distribution
following a quasi static simulation is assumed, to find a trade-off between complexity and
relevant aspects for the investigation.
3.2.2.3 Traffic model
The work presented in this Thesis aims to improve the system capacity and thus, the
supportable link data rates. This is best evaluated with a fully loaded system, which
represents a worst case scenario in a multi cell environment. The used full buffer model
assumes an infinite amount of data for MSs coming from the core network. Since all PRBs
of the system are always allocated at the MBSs, the total available system bandwidth is
always used on the one hand, on the other hand worst case interference situations are
considered. It has to be kept in mind, that throughout this work the considered RNs
support buffers for the two hop MSs to serve. Therefore, not all PRBs at the RNs might
be allocated at all times, dependent on the dMBSs scheduling decisions.
3.2.2.4 Radio propagation model
The propagation conditions, which are calculated on a grid raster as explained in Section
3.2.1, are assigned to the existing geometrical links, after the MS drop and the small cell
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drop has been done, as described in Section 3.2.2.1. For instance, a macro BS-MS link
can have an urban macro propagation condition, while a RN-MS link is influenced by
urban micro properties. Here, the distance-dependent pathloss models are used, with
a certain LoS probability. Based on the geometrical (distance, heights) relations and
the large scale parameters (LSP), such as shadow fading (SF) and path loss (PL), the
link budgets and thus, the received powers can be calculated based on Equation 3.1 for
different purposes. For instance, it is used for the MS attachment procedure or the amount
of power distributed over multiple rays in the radio channel model. The resulting average
received power depends on different parameters summarized in Equation 3.1.
PRX = PT X +GT X +GRX −LP−LFF −LSF +LT X +LRX , where (3.1)
PRX = received power [dBm]
PT X = transmit power [dBm]
GT X = transmitter antenna gain [dBi]
GRX = receiver antenna gain [dBi]
LP = path loss [dB]
LFF = f ast f ading margin [dB]
LSF = shadow f ading loss [dB]
LT X = transmitter f eeder loss [dB]
LT X = receiver f eeder loss [dB]
Based on the linear values of the link budgets of all existing links in the network a wide-
band SINR, also referred as User Geometry (UG), can be calculated for each MS n in
the considered scenario, based on Equation 3.2. The serving link s is divided by the sum
of the interfering received powers i plus a typical noise floor N with the thermal noise
density of -174 dBm/Hz.
UG(n) = 10log10
( PRX ,s
∑Ii=1 PRX ,i+N
)
(3.2)
Figure 3.6 shows an example of the UG of each pixel for an urban macro BS scenario. The
cell edge areas are depicted in green and yellow in a UG region between approximately
-5 and 5 dB. Below -5 dB regions turn into red colour, while the best UG conditions
around 20 dB can be observed in the main lobes of each sector in purple. This example
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also illustrates the possible UGs in a RN extended network, but only during the backhaul
transmission times, when the RNs are in receiving mode.
Figure 3.6: User Geometry for an MBS/RN Scenario during RN receiving mode
In Figure 3.7 an example of an access link TTI, where the RNs are in sending mode is
illustrated, with one randomly dropped RN per sector. An increased UG can be observed
within the vicinity of the RNs (above 20dB). However dependent on the location of the
RN, larger cell edge regions can be observed. The figure also explains the challenge
introducing inband RNs for capacity improvements. The regions in which the BL quality
is the best (blue to purple areas), also interfere the RN access link the most.
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Figure 3.7: User Geometry for a MBS/RN Scenario during RN sending mode
3.2.2.5 Radio channel model
The initial impulse responses (IR)s for the fast fading channel realization are calculated
based on the recommended statistical multipath frequency selective, time variant channel
model in [100] and further specified in [98] and [101]. Basically, the received signal of an
MS consists of a defined number of time delayed multipath components plus a possible
LoS path. Each path consists of a cluster of subpaths, defined with certain powers and
delays, based on a fraction of the average received power and the delay spread of the
signal. For this purpose the Small Scale Parameter (SSP) of the channel are determined
using the pre-processing outcome. After the initialization is done a parameter set with
the channel coefficients is calculated based on the agreed statistical assumptions, e.g. the
Angle of Arrival (AoA)s, and thus the delays of subpaths. The sum of all rays at the
destination builds the IR. After the IR is successfully calculated for all possible links
the channel transfer function is determined by an Fast Fourier Transformation (FFT) of
each link. To provide a good balance between accuracy and computational complexity,
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typically not all subcarriers are calculated within one PRB.
3.3 Snapshot loop
In the next step the snapshot loop is started after the scenario is finalized, as illustrated in
Figure 3.1. Typically, a snapshot represents one TTI. During a snapshot, the final outcome
of one iteration is the transmission of a transport block size of each scheduled MS or RN
based on the best useful transmission scheme derived from the received CQI feedback.
If the transmission is not successful the HARQ retransmission procedure gets active for
upcoming snapshots. A detailed description can be found in Section 3.5.4.
3.3.1 Event control
Within this block any event can be triggered in a specific time instant if necessary. In this
Thesis the event update block has been used to trigger the network-centralized subband
power allocation calculation, further described in detail in Section 4.3.
3.3.2 RRM update
This block is subdivided in two main functionalities of the RRM. The first part is respon-
sible for the control of the applied reuse scheme. In the default configuration all BSs in
the system have access to all PRBs which is known as a frequency reuse of one. In the
case of a network design where frequency reuse of e.g. three is used the neighbouring
BSs will only use a subset of the available PRBs.
The second part controls the admission of MSs which send a registration request to a
specific BS. Every MS has a prioritization list of BSs which is derived from e.g. the link
budget calculation, explained before. If there is no specific rule defined, all requests are
accepted by each BS. After the process is finalized the state information of each MS is
updated. The state can be either inactive, admission request or active. The implemented
alternative attachment procedures for RN extended networks as proposed in this Thesis
can be used here, further described in Section 4.2.
3.3.3 Scheduler update
The scheduler block handles the adaptive resource allocation for each MS, RN assigned
to a dMBS and RN, respectively.
65
HARQ feedback handling: In the beginning of the process it has to be determined
if any new HARQ feedback is available for any MS at the current BS. Therefore, the
current HARQ processes have to be checked (a maximum of eight parallel processes
for one MS) whether there is a feedback received or not. Based on the information of
the retransmission feedback (Acknowledgement (ACK) or Negative Acknowledgement
(NACK)), the scheduler is able to occupy the needed PRBs for all retransmissions which
have to be done in the current TTI.
CQI feedback handling: After updating the HARQ processes at the BS the next step is
to check, if new CQI feedback of any MS, RN is available. Basically, the report consists of
multiple subband reports, including three indices. An index for the recommended MCS, a
Precoding Matrix Indicator (PMI) (codebook based precoding index to either amplify the
serving signal or suppress the interference) and a Rank Indicator (RI) (number of useful
data streams) is given. The definition of the CSI and CQI feedback is described more
precisely in Section 3.3.4.2. In case of the CSI feedback information the BS receives
quantized channel transfer functions of the serving and the interfering links. Since, one
of the major targets of the Thesis is to design a low complexity RRM scheme, the CSI
feedback is out of scope in this work, which is typically used for more complex schemes
such as CoMP [19], as also explained in Section 2.2.3.
Resource Allocation: After updating the HARQ processes and the channel feedback
information the actual resource assignment process can be done based on the assumed
metric. Considering the newest available CQI feedback a supportable rate for all assigned
MSs on the left PRBs can be determined in a frequency selective manner. Once the sched-
uler has decided which PRBs belongs to the MSs, the transmission parameters need to be
determined. Therefore the Mutual Information Effective SINR Mapping (MIESM) link
adaptation interface is used to determine a single MCS for an MS specific transmission,
based on [99] and also explained in the Section 3.3.4.1.
A detailed description of the necessary enhancements for RN extended networks is
described in Section 3.5.
3.3.4 SINR calculation
In the beginning, a sample rate is defined for how many sub-carriers the SINR value per
scheduled PRB should be calculated. Based on these values an effective SINR is deter-
mined for the transmission. The samples are used to reduce the computation effort to
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derive the effective SINR for all users on each PRB but still to model frequency selec-
tivity within a single PRB. At first, the total received power is equally distributed among
the number of sub-carriers of a PRB. Then the channel transfer functions are calculated
by an FFT for the serving link and the interfering links. Based on the calculated channel
transfer functions and the percentage of the total power of the scheduled PRBs an effec-
tive channel data matrix is calculated where the normalized channel data is weighted with
the distributed powers. By using this effective channel data matrix, inter cell interference
covariance matrices are calculated including the channel coefficients for a defined num-
ber of dominant interfering BSs on all antenna ports for each and every link. To reduce
the computational effort, typically only for the most dominant interferers the multipath
fast fading is taken into account. The non-dominant interferers are assumed as spatially
white and only their average interfering power per PRB is considered. To complete the
calculation of the SINR the current pre-coder which is used based on the given feedback
information considered by the scheduler, has to be taken into account. Finally an addi-
tional degradation of the calculated SINR is done due to represent a channel estimation
error and the receiver noise floor. The degradation is derived out of LLS results.
Based on the calculated SINR values of the sampled subcarriers for the MS specific
PRBs it has to be determined whether the transmission has been successful or not. There-
fore an error probability is derived, with the MIESM interface explained in the following.
3.3.4.1 Link to system mapping
The MIESM interface is used to determine an effective SINR which is calculated based
on the multiple SINR values per scheduled PRB per user, as well as the Block Error
Rate (BLER) probability of the transmission. It is also used to define the used MCS for
transmission at the scheduler. In principle, it finds a trade-off between BLER probability
and transmission efficiency. At first based on the multiple SINR values the corresponding
mutual informations are determined weighted and averaged. With the weighted average
value and the known MCS which is used during the transmission, the BLER probability
can be obtained from LLS results used as look-up tables. After the BLER probability is
determined it can be calculated whether the transmission was successful or not. Therefore
a random value between 0 and 1 is set. If the random value is greater than the BLER
probability the transmission of the transport block size of the MS is declared as successful.
With this information, the HARQ status can be updated and the HARQ feedback can be
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either set to ACK or NACK.
3.3.4.2 CQI feedback generation
In the next step the CQI feedbacks for the configured sub bands are generated. Therefore,
a brute force calculation is performed where all the possible combinations regarding the
available transmission schemes are calculated based on maximum SINR per subband. If
this is done the MCS with the maximum reachable throughput for each MS is chosen to
generate the feedback. To determine the maximum available throughput an exhaustive
search is done which decides on the MCS to use. All available pre-coding matrices have
to be iteratively tested for each transmission scheme. In summary a comparison is done
between all available pre-coders for each transmission scheme, on each possible stream
for all BSs and the corresponding MSs. After this complex process the best possible CQI
report is created and a First Input First Output (FIFO) feedback buffer is updated. In
addition a feedback activation time is set including a defined offset, which represents the
feedback and processing delay. The default value is set to 5 ms. Out of that, the CQI
feedback update module, which is performed by the scheduler at the BSs, can use the
newly created feedback five ms later.
Again, for the RN-extended networks it is necessary to update the module to react on
the flavour of the half duplex transmission. Details are explained in Section 3.5.
3.3.5 Analysis update
This module records statistics of the KPIs and other interesting parameters during the
simulation run. This needs to be done for different user groups, e.g. the MSs attached to
the RNs.
3.3.6 Channel update
This module updates the radio channel transfer functions by considering the assumed
velocity of the MSs. Within the considered scenarios typically a speed of 3 kmph is
assumed, since pedestrian or nomadic user are considered.
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3.4 Definition of the key performance indicators
To evaluate the behaviour of the simulation procedure different KPIs are defined by the
3GPP, where each of them represent a part of the simulation chain. Since a large set of
parameters influence the simulation results, the described indicators show on the one hand
the influence of the configured modules, such as the used scheduler, the SINR calculation
or the link to system mapping, etc. On the other hand the influence of the applied models,
e.g. antenna diagrams, propagation properties, fast fading channel models, etc. can be
analyzed and compared for calibration purposes. Most of the results are presented as
CDFs. A CDF represents the cumulative occurrence probability of a value for a specific
KPI. In other words, it describes if a certain value of the abscissa has an occurrence
probability of the corresponding value on the ordinate or less. For instance, in Figure 3.8
an example MS throughput simulation result is illustrated. Typically, the 5 percentile, the
50 percentile, the 95 percentile and the average value, which is approxamtely in the region
of the 60 percentile, are used to evaluate the result. Usually, the 5 percentile represents the
cell edge user performance, while the 95 percentile shows users with excellent conditions.
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Figure 3.8: Exemplary CDF of the user throughput assigned to MBSs
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3.4.1 User Geometry (wideband SINR)
As already explained, the UG is defined as the average wideband SINR based on the av-
erage received power levels for every MS in the system, as already defined in Equation
3.2. This parameter helps to understand the relations in the scenario, based on the LSP
and without influence of the scheduler or the channel model. It represents the influence
of all parameters which are used to calculate the link budget as well as geometrical re-
lationships, such as transmission powers, propagation and antenna models, etc. The RN
and user distribution influences the result of the UG, since statistical probes are collected
based on the positions.
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Figure 3.9: Example CDF of the UG assigned to MBSs
3.4.2 SINR calculation
The SINR CDF is calculated based on the distribution function of all subcarrier based
SINR values that are calculated during the whole simulation run. It gives additional in-
formation about the interference behaviour including the influence of the scheduler, the
multipath channel model as well as the used transmission schemes and receivers.
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Figure 3.10: Example CDF of the SINR assigned to MBSs
3.4.3 Fairness (Normalized user throughput)
The fairness behaviour of schedulers can be monitored by plotting the user throughput
CDF as a function of the user throughput normalized to the average. According to the
fairness criteria in [102] the dashed blue line in Figure 3.11 defines the level of fairness
which has to be fulfilled. It sets the boundary line between the allowed and the not allowed
region of the fairness diagram. The boundary line can be read as the following. With a
probability of 100% a user in the system will get the average user throughput or less. At
least, with a probability of 50% is will get half of the average throughput or less, and
so on. In addition the result (black line) of the normalized users throughput is shown.
The CDF has to be on the right of the dashed blue line in every case in order to fulfil
the fairness criteria. In the example the scheduler works in a fair manner. The result can
be interpreted as the following. For instance, with approximately 62% probability a user
gets the average throughput of the system or less. In theory a step function would be the
fairest case since all appearing users would experience the same throughput. However, as
explained in Section 2.3.7 a feasible result should be always a trade-off between fairness
and maximum resource utilization.
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Figure 3.11: Example CDF for the normalized MS throughput representing fairness of
the network
3.4.4 User throughput
The user throughput CDF of all MSs located in the network is presented here. It includes
all processes in the simulation chain and thus, it is the major KPI giving the information
about the final performance of the system. For the RN extended networks it is interesting
to separate between different user groups, such as macro and relay users or a relay as
receiver for the presented KPIs. An example for the relevant user groups is given in
Figure 3.12. While the blue curve represents the overall user throughput, the green curve
illustrates the performance of the MSs attached to the RNs. The red curve shows the
throughput for the MSs attached to the MBSs, while the black curve shows the data rates
reached by the wireless backhaul transmission. In this example the MBS MSs experience
much higher throughputs than the two-hop MSs. The overall blue curve is basically the
weight sum of the green and red curves. For the further detailed analysis of the results
presented in this work, the reader is referred to Section 5.
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Figure 3.12: Example CDF for the MS / RN throughput separated in different user groups
3.5 Implementation of relay nodes
To enable the simulation of a relay extended network additional implementations were
necessary, which are summarized as follows. An excellent summary of related simulation
results and updated channel and propagation models which are implemented and used
throughout this work can be found in [29].
3.5.1 Site planning approach
Based on [98], a simplified abstraction is implemented to encourage the advantage of a
possible site planning of the RNs. There are two ways to consider a site planning gain
within the SLS. The first rather simple approach is just to add an additional gain of 5dB on
the link budget of each dropped RN to its serving dMBS. The second alternative makes
use of the possibility to define five randomly chosen additional virtual positions in the
surrounding area of the physical location. Then the possible locations are compared with
each other and the location with the best wideband SINR is chosen as the final position
during the simulation. This improves the link budget to the serving dMBS and decreases
the possibility of a nLoS connection. The virtual positioning approach can be seen in
Figure 3.13. The results of a comparison of both approaches are summarized in Table
3.1.
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Figure 3.13: Virtual Positioning of RNs
average wideband SINR [dB]
RN1 RN2 RN3 RN4 RN5 RN6
Alternative 1 14.34 14.70 14.92 14.92 14.70 14.34
Alternative 2 16.01 14.70 15.46 15.46 15.62 14.99
Table 3.1: Relay planning gain: A comparison of two alternatives
As can be observed the alternative 2 results in a more optimistic wideband SINR for
the backhaul than alternative 1.
However, it turned out to disable the proposed planning gain methods for this work
because of the reasons, discussed in Section 2.2.4. The reader has to keep in mind poten-
tial cost savings and a higher degree of freedom choosing the site of a single RN in a real
network, when worst case situations for the wireless backhaul are assumed. Finally, the
quality of the backhaul link is imporved based on the hybrid RRM scheme proposed in
this Thesis.
3.5.2 Different link types
According to [103], where the propagation and channel model parameters are defined
for different simulation environments, an extension was done to introduce multiple link
types within one simulation. As previously presented in Figure 2.14, in RN-extended
networks three different link types are considered. The first is the common MBS to MS
(AL) link which uses, e.g. the urban macro propagation model and the corresponding
channel model parameters. The second link type is the MBS to RN backhaul link (BL),
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which may use an adapted urban macro propagation model with a higher LoS probability
and adapted channel model parameters. The third link type is the one between the RN
and the MS (AL). This is defined as an urban micro characterized link.
3.5.3 MBSFN subframe configuration
As previously discussed in Section 2.2.1 the 3GPP has defined in [21] the usage of the
MBSFN subframe for RN reception in the downlink to avoid self interference problems
at the RN. As discussed, the principle design of such an MBSFN subframe is shown in
Figure 2.11. The MBSFN subframe cannot be used in subframe 0, 4, 5 and 9 of a trans-
mission frame, since system relevant information is broadcasted within these subframes.
The used MBSFN subframe pattern can be updated with a periodicity of 40ms defined by
the PBCH. In general, for each RN the defined number of used MBSFN subframes can be
different based on the actual data which have to be forwarded to the served MSs. Figure
3.2 gives an example of a pattern with the maximum usable MBSFN subframe config-
uration. In Table 3.3 an example use of possible MBSFN subframe patterns is shown.
In the example RN1 is switching into reception mode in two MBSFN patterns (a and b)
and a second RN2 is using the pattern (e and g). It has to be mentioned that the dynamic
of the interference scenario which will occur in the simulation is heavily dependent on
the number of used MBSFN subframes and whether they are used in asynchronous or in
synchronous mode within the system.
Frame/Subframe 0 1 2 3 4 5 6 7 8 9
1 X a b c X X d e f X
2 X c g h X X f a b X
3 X h d e X X b c g X
4 X e f a X X g h d X
5 X a b c X X d e f X
6 X g h X X X
Table 3.2: MBSFN subframe patterns (from a to h) and their periodicity
3.5.4 Channel feedback delay and HARQ timing
Typically, in a conventional macro BS network, periodic CQI feedback is assumed with
a widely used assumption of the 5ms periodicity. This is an acceptable trade-off between
feedback overhead and accurate channel information. In addition, it is necessary to con-
sider a certain feedback delay, which consists of the feedback transmission time d f as well
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Frame/Subframe 0 1 2 3 4 5 6 7 8 9
1 X R1 R1 X X R2 X
2 X R2 X X R1 R1 X
3 X R2 X X R1 R2 X
4 X R2 R1 X X R2 X
5 X R1 R1 X X R2 R2 X
6 X R2 X X R2 R1 R1 X
Table 3.3: An example of an MBSFN assignment for 2 RNs
as the processing time dp at the BS until the feedback information is ready to be used by
the scheduler. Typically, an overall feedback delay of 6ms is assumed. Figure 3.14 shows
both periodicities. While the red arrows indicate the periodic transmission of the report
itself, the black arrows show the assumed feedback delay. In general the feedback delay
consists of the delay to measure, transmit and process the information at the BS. Feed-
back delays are often assumed to be in the range of 5 - 10ms [20]. Here, a widely used
value is 6ms. Figure 3.14 shows the feedback transmission for the RN wireless backhaul
link. It can only be transmitted when the RN is in the sending mode. In this example the
maximum number of MBSFN subframes (6 per frame) is assumed. It can be concluded
that no changes have to be made to model the wireless backhaul feedback transmission.
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Figure 3.14: CQI Feedback for wireless backhaul
Figure 3.15 shows a necessary SLS extension to support frequency selective two hop
proportional fair scheduling at the dMBS.
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Figure 3.15: Additional Delay caused by CQI Feedback Forwarding for the RN Access
Link
As illustrated, the two hop MS reports the information during RN receiving TTIs,
again with a periodicity of 5ms and a delay of 6ms. When the feedback is ready to be
applied the RN is still in the receiving mode and is not able to forward the AL report to
the corresponding dMBS. It has to wait until it is again in sending mode, e.g. in TTI 9
within the first depicted frame. This means it has to wait M TTIs of upcoming MBSFN
subframes until the information can be forwarded. In the example, this effect causes an
additional delay dmbs f n,RN of 2ms. Furthermore, the feedback delay of the forwarding
process has to be taken into account as well. When the report is ready to be applied at
the dMBS, the RN is in sending mode and cannot be scheduled. Therefore, it needs to be
waited until the RN switches again to reception mode, which means the number of TTIs
N until the next MBSFN subframe occurs. Based on that an additional delay dmbs f n,dMBS
of 1ms has to be taken into account in the example. Equation 3.3 defines the new delay
budget model considering the necessary changes, which are applied in the simulations for
this work.
d2H,cqi = d f ,RN +dp,RN +M ·dmbs f n,RN +d f ,dMBS+dp,dMBS+N ·dmbs f n,dMBS in [ms]
(3.3)
Furthermore, Figure 3.16 shows the necessary extension for MSs served by the dMBS.
Since, the RNs in the network introduce additional interference in their sending TTIs, as
also considered in Figure 4.1 and 4.2 the MSs served by the MBSs need to double the
feedback generation (CQI1 and CQI2) to give the dMBS accurate information about the
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different interference levels and thus, about the higher variations of occurring SINR in the
network.
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Figure 3.16: Additional CQI Feedback for DL MSs
Considering the HARQ feedback delay it turned out that no adaptation of the com-
monly assumed feedback delay of 7ms is necessary, until the MBS and the RN can receive
the ACK / NACK information. Due to the structure of the MBSFN subframe, which is
used to set the RN to the reception mode, it is possible to send the HARQ feedback dur-
ing the first OFDM symbol. An example is given in Figure 3.17. In the first step data
is transmitted from the dMBS to the RN. 7ms later the RN is able to send the HARQ
feedback, although an MBSFN subframe is configured and the RN therefore switches to
the receiving mode. For the two hop MS, data is sent in subframe 4 and the feedback is
reported when the RN is in the receiving mode.
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Figure 3.17: No adaptation of HARQ feedback delay necessary
3.5.5 Buffer structure for the two-hop transmission
Up to now a simplified traffic model is used were all users have the same demand level
which is defined as infinite. This assumption leads to a full load situation at the BS
because all resources are used in every TTI. Now, the RN has user specific finite buffers
which keep the received data. The received data can then be distributed in different ways,
such as in a round robin, fair or in a proportional fair fashion. For the considered RN
type in this work, it is necessary to implement a user specific buffer structure at the RN,
as depicted in Figure 2.19 in Section 2.3.5. Keep in mind that the dMBS co-schedules
directly attachted MSs and RNs in the RN backhaul TTIs. When the RN receives data
from its dMBS, typically one large transport block will be used for transmission, since
the RN appears as a MS. After the transport block is received, the RN needs to fill the MS
specific buffers with the corresponding part of the received information.
As an example, Figure 3.18 gives an impression of the buffer extended RN system
level simulation, which is implemented in this Thesis. The Figure shows 3 two hop MSs
which have MS specific buffers at the RNs. If the data is received by the RN for the MS
data is buffered until the RN switches to sending mode. During the sending mode of the
relay nodes the buffer status is taken into account in the scheduling process. The RN
transmission is limited by the amount of data which is buffered for the two hop MSs.
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Figure 3.18: Principle two-hop MS specific buffer status
3.5.6 Scheduler for relay enhanced networks
Basically, the scheduler is extended to support the RN backhaul transmission and back-
haul link co-scheduling functionality. In a first step the scheduler has to check whether
the present TTI is an MBSFN subframe or not and has to proceed according to the current
situation. The principle steps, how the scheduler works is summarized in the following.
Further information can be found in Section 2.3.7 and 4.4.
1. Principle scheduling procedure at the MBS.
• Select the MBS which executes the scheduler
• Update HARQ information
• Update CQI information (CQI and forwarded second hop CQI)
• Identify the MSs and RNs which are assigned to the considered dMBS
• Check whether the current TTI is defined as an MBSFN subframe for the RNs.
– If yes, the RNs are in receiving mode and need to be considered as
schedulable nodes.
– If no, RNs are able to transmit data and the users attached to the MBS are
scheduled exclusively
• Allocate resources for retransmissions
• Calculation of the current subband specific supportable rates based on avail-
able CQI information of one and two-hop MSs
• Calculation of the metric for each user on every PRB based on the used sched-
uler (e.g. two-hop proportional fair)
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• Calculation of the TBS of each user, RN respectively
• Derive overall TBS for transmission to RNs
• Re-allocate available resources at the dMBS based on direct links and back-
haul links CQI information under consideration of derived TBSs in the previ-
ous step (for further information the reader is referred to Section 4.4)
• Iterate for all dMBS
2. Principle procedure to schedule the two-hop users at the RN
• Update HARQ information
• Update CQI information
• Update user specific buffer
• Select the users with buffered data
• Allocate resources for retransmissions
• Calculation of the supportable rate based on AL CQI reports
• Calculation of the scheduling metric for each user
• Calculation of the TBS of each user under consideration of transmittable data
limited by the buffer status
• Allocate resources
• Iterate for each RN
3.6 Calibration
The 3GPP provides a Simulation Framework for calibration purposes to make results
comparable and trustworthy. Based on the assumptions, which are agreed and defined
in [98] the Deutsche Telekom (DT) SLS has been calibrated as well. In the following,
a comparison between the outcome of the DT SLS and results of the partner simulators,
participated in the calibration activity is explained. The results of the 3GPP calibration
activity can be found in [104].
Before the partners were able to compare the results, a general agreement has been
taken on commonly used assumptions and settings. For instance, they agreed on prop-
agation and channel models, common network layouts, as well as principle scheduling
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strategies, physical layer parameters and so on. In Figure 3.19 the comparison of the user
geometry of the different partners is illustrated. The maximum deviation does not exceed
one dB which is a very good result.
Figure 3.19: 3GPP calibration results for the User Geometry
In Figure 3.20 the comparison of the user throughput normalized to the system band-
width is illustrated. This terminology of the 3GPP calibration activity should not be con-
fused with the considered KPI considering the fairness criterion, which is described in
Section 3.4. The depicted values can be interpreted as the following. For a network with
10 MHz system bandwidth 50% of the MSs achieve a throughput of more than 0.6 to 1
Mbps. To be comparable, a rather simple round robin scheduler was used here. It can
be observed that the results have a relatively high deviation, which shows the difficulty to
compare such a complex calculation process. The deviation might be derived by the fact,
that the scheduler’s design are heavily vendor dependent, which represents a unique sell-
ing point for them. They are not interested in being comparable in this point. However,
the different results at least follow the same trend.
Moreover, the results of the average SINR per user differ from each partner shown in
Figure 3.21. For instance, the average value (in the range of the 60 percentile) differs from
approximately 7 to 11.5 dB. This might come from the differences in implementation of
channel models, receiver models, link adaptation and link-to-system interfaces, since they
are not fully standardized in detail. However, the Deutsche Telekom simulation results
represent the same tendencies as the other results, depicted as the red curve.
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Figure 3.20: 3GPP calibration results for the DL normalized user throughput
Figure 3.21: 3GPP calibration results for the average SINR per UE
83
In Figure 3.22 the final performance results in terms of cell average and cell edge
spectral efficiency are depicted. The cell average spectral efficiency (SEcell) is defined as
the average user throughput (r) divided by the assumed system bandwidth (BW) as shown
in Equation 3.4.
SEcell =
r
BW
[bps/Hz] (3.4)
There are two y-axes presented. The left one is related to the average value (blue
bars), while the right one refers to the 5 percentile (red bars). The DTAG results seem to
be a bit more pessimistic in comparison to other partners. However, the conclusion of the
comparison among DT SLS results and 3GPP’s calibration activity is that the simulator
produces reliable results and lies in range of other simulation implementations. Therefore,
the simulation tool can be seen as calibrated.
Figure 3.22: 3GPP calibration results for the cell average and the cell edge SE
3.7 Summary
This Chapter has explained the potential methods suitable to investigate the research prob-
lem and derives why SLSs are a suitable methodology to explore it. The used software,
the DT SLS and necessary extensions to simulate RN-extended networks, were described
in detail. In addition, calibration results based on the 3GPP simulation framework are
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presented and compared with results from other partners. In the following Table 3.4 the
necessary requirements are summarized to be able to investigate the research problem.
Table 3.4: Requirements for investigations of RN extended large scale network perfor-
mance
Requirement Addressed by
An OFDMA multi-carrier system Part of the DT SLS.
A frequency selective radio channel Part of the DT SLS.
A large number of MS and MBS Part of the DT SLS.
Sending and receiving subframes for
RNs
Implemented based on [21] explained in 3.5.
CQI feedback Inherent part of the DT SLS. However, addi-
tional CQI feedback for Downlink (DL), BL
and AL subframes is required as well as in-
formation of the AL which needs to be for-
warded from RN to MBS. This requires an
adapted feedback structure with different de-
lays and timing patterns which has been im-
plemented throughput this Thesis, explained
in Section 3.5.
RN Buffer Structure The DT SLS was extended as explained in
Section 3.5.
Asynchronous Power Adaptation for
Inter Cell Interference Coordination
The required algorithm is a major contribu-
tion of the Thesis explained in Section 4.3.
Synchronous Frequency selective time
variant radio resource scheduling
Supported by the DT SLS. However the
scheduling process in case of RN extended
networks with possible two-hop connections
has to be extended (Section 4.4). Major con-
tribution of the Thesis.
Cell selection method Basic MBS and pico cells selection method
based on RSRP and Cell Range Expansion
(CRE) offset as described in [105] is sup-
ported. However, an adapted attachment
method for RN extended networks as de-
scribed in Section 4.2 is a major contribution
of this Thesis.
Based on the discussion in Chapter 2 and the necessary implementations summarized
in Table 3.4 the reader has to keep in mind that the results in this Thesis are carried out
with the following major features for RN-extended networks:
• Subband CQI based frequency selective scheduling.
• Adapted Two-hop proportional fair scheduling.
• Frequency selective correct decisions for the backhaul link transmissions based on
Figure 4.18 under fairness constraints.
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• Minimized feedback for the second hop forwarded from RN to MBS.
• Co-scheduling functionality for MBSs.
• MS specific buffer aided relays.
• Realistic feedback delay model.
• Adapted cell selection model.
• Adapted subband specific transmission power pattern.
In the following Chapter 4 the major contributions of this Thesis are explained in
detail and evaluated in Chapter 5 based on simulation results.
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Chapter 4
Design of the effective hybrid RRM
scheme
In this section the proposed hybrid RRM approach for the half duplex RN-extended net-
works is presented in which the theoretical problem formulation defined in Section 2.3.2
is decomposed into three sub-problems for large scale realistic networks, listed in the
following.
1. The decentralized MS cell selection procedure is adapted for RN extended networks
based on the proposed method in Section 4.2.
2. The proposed asynchronous network-centralized scheme is based on a meta-heuristic
to sub-optimally adapt the transmission power on a derived part of the system band-
width and thus to reduce inter-cell interference and power consumption with very
low amount of additional feedback overhead. In addition it shall increase the capac-
ity of the non-optimal wireless backhaul link, as discussed in Section 2.2.4 for RNs
with non-LoS conditions and unplanned positioning. The approach is described
in Section 4.3. Previous tests in the course of this Thesis have shown that an ap-
propriate adaptation of the transmission power is necessary while more aggressive
schemes result in performance losses as can be seen in [106].
3. The synchronous TTI based resource scheduling is done in a cell-centralized and
decentralized manner, as described in Section 3.5.6 and adapted in Section 4.4
based on defined rules. While the MBSs serve relays and users in a macro cell-
centralized manner the relays themself schedule their users in a decentralized way.
87
The proposed schemes are the major contributions of the Thesis and defined in Section
4.2 - 4.4. The simulation results for the proposed novelties are discussed in Chapter 5.
The following section 4.1 defineds the considered scenario and gives important insights
regarding the occurring interference situations.
4.1 Scenario description
Two different types of time transmission intervals (TTI)s occur in the considered half du-
plex relay extended networks. The first one, further defined as the Backhaul Subframe
(BHSF) serves the RNs, while they are in the receiving mode, and the MSs directly at-
tached to the donor macro basestation (dMBS). Within this TTI the interference is caused
only by the MBSs. The possible radio link types which occur in a BHSF are illustrated in
Figure4.1.
Mute
Transmission
MBS Interference
Figure 4.1: Possible serving and interfering links during backhaul transmission time
The second subframe, further declared as Access Link Subframe (ALSF), serves the
directly attached MBS MSs, as well as the two-hop MSs assigned to the RNs, while the
RNs are in the sending mode. Here, RN interference occurs in addition. Possible link
types within a ALSF are depicted in Figure 4.2.
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Figure 4.2: Possible serving and interfering links during RN access transmission time
The intended RRM approach aims to improve the RN backhaul links in the first and the
directly attached MSs in the second TTI. The possible throughput of the MSs connected
to the RNs will be limited by the backhaul transmission for each RN during the BHSF.
The RN MS throughput will only improve if the backhaul links in the first subframe will
have increased supportable data rates and more data per RN MS will be transmitted and
buffered at the RN. The major challenge is to improve the RN backhaul links without a
loss of the directly attached MSs, which share the capacity of the BHSF with the RNs.
The ALSF, which is exclusively used by the directly linked MSs at the MBS is addition-
ally interfered by the RN to MS transmissions, when RNs are in sending mode. Both
subframes are interdependent to each other. When the RNs get too much resources the
MBS MSs experience a loss in the BHSF in terms of instantaneous throughput. Thus,
the resulting loss, needs to be compensated within the BHSF and ALSF by increasing the
instantaneous throughput based on the improved spectral efficiency. An excellent result
of the proposed RRM scheme would be to keep the overall direct link MS performance
stable, while improving the backhaul link quality of the RNs and thus, improve the overall
throughput performance of the two hop MSs. To minimize the additional interference in
the ALSF, caused by the RN transmission, the quality of the RN access link should be
improved as well, to provide a stable MBS MSs link quality. Further, fairness needs still
to be guaranteed as well as possible energy savings need to be considered under limited
amount of additional signalling overhead, as previously discussed.
As described before, Figure 4.1 and 4.2 illustrate all possible link types which can
occur. The depicted links are formulated, as the following: Equation 4.1 describes the
link budget to calculate the average received power of the serving signal 0 for the nth MS.
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It is defined by the transmission power Ptx multiplied by the losses, caused by shadow
fading Ps f , penetration Ps f and Pcable cable losses. Further, antenna gains of sender Gbs,rn
and receiver Grn,ms are considered in addition. Equation 4.2 and 4.3 define the interfering
links i of a MBS m and a RN r, respectively. Furthermore, the influence of the varying
radio channel H needs to be taken into account. In principle, the powers of all paths of the
considered link type at the antenna port 0 are summed up and averaged. The calculation
of the RSRP values is defined in Equation 8.1 in [107].
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The proposed RRM scheme which aims to improve the system capacity is separated into
three parts: The initial step is an adapted cell selection procedure compared to end-to-end
optimal routing strategy proposed in Section 2.3.6.
The second step is based on a network centralized asynchronous approach, which
aims to adapt the transmission powers of all serving stations, MBS as well as RNs, in
the network. Both types of TTIs are taken into account, while interdependencies are
considered. The average received powers of serving and interfering links need to be
measured by the MSs and RNs and fed back to a central optimization entity. As an
additional required information, the optimizer needs to know in which subframe type
the measurement was carried out. Once the network-centralized unit has collected all
feedbacks, the optimization can be initiated. The final outcome of this asynchronous
procedure consists of a transmission power adaptation for each serving station as well as
the total number of PRBs, where the adapted transmission power patterns will be applied.
The process might be repeated in a larger time scale (e.g. hundreds of ms) to prevent
additional feedback overhead, caused by the necessary MS measurement reports for the
calculation. Once the improved power pattern is derived, no further action is needed by
the network-centralized entity. It is obvious that this might result in a suboptimal solution
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due to the nature of the channel variations. However, it can be easily applied in real
networks due to its low amount of feedback.
The third part of the process is based on the synchronous adapted scheduling proce-
dure, where in each TTI the available PRBs are allocated to MSs and RNs to serve. This
is done based on an adapted two-hop proportional fair metric, which takes into account
CQI reporting of RN and MSs, past decisions as well as resource allocation control rules,
how to use the optimized subbands. Besides subband CQI reporting which needs to be
forwarded by the RN to its donor MBS for all served MSs, also relaxed different type
of reports are considered to ease the amount of signalling overhead, further explained in
Section 4.4.
4.2 Adapted decentralized MS cell selection procedure
As found in Section 2.3.6 the cell selection in relay extended networks is often done with
the composite rate of the two hop links to consider the end-to-end supportable rate of the
link to choose the serving cell. There is no consideration regarding the possible unbal-
anced fraction of time used for transmission and reception of the RN. For the purpose
of this Thesis it needs to be considered how the unbalanced amount of time used for
backhaul and access link transmission influences the performance. In addition to that the
possible direct link rate needs further to be differentiated regarding the sending or receiv-
ing mode of the RNs, as they appear as additional interferers. Therefore, parameter TBH
is introduced in Equation 4.4 which represents the fraction of time the RN is in reception
mode and in sending mode (1−TBH). The differentiated rate RBH and RAL are weighted
with the corresponding time and summed up.
RMBS = TBH ·RBH +(1−TBH) ·RAL (4.4)
The composite rate for possible two-hop links needs to be extended as well for the purpose
of this Thesis. Since buffer extended relays are considered is is also necessary to consider
the amount of time a relay can receive and transmit to estimate which will be the best
serving cell to use. Therefore, the composite rate is extended as shown in Equation 4.5.
The time fraction is normalized to 0.5 which is the inherently considered fraction of time
in the original composite rate calculation.
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CR =
( 1
TBH
TN
· 1
RBH(i)
+ 1−TBHTN · 1RAL(i)
)−1
(4.5)
Finally the extended Equation 4.5 results in the following form:
CR =
TN ·RBH ·RAL
TBH ·RAL+(1−TBH) ·RBH
(4.6)
As previously explained in this Thesis the worst case scenario for the relay wireless back-
haul link is considered which introduces advantages in terms of deployment and cost
aspects for an operator (Section 2.2.4). Based on that an additional weight factor is intro-
duced to the cell selection scheme in Equation 4.7 and 4.8 to attach to possible connec-
tions with better backhaul conditions.
CR = w · TN ·RBH ·RAL
TBH ·RAL+(1−TBH) ·RBH
(4.7)
w =

TBH , i f TBH ·RBH < (1−TBH) ·RAL
1+TBH , i f TBH ·RBH > (1−TBH) ·RAL
1, i f TBH ·RBH = (1−TBH) ·RAL
(4.8)
A better backhaul connection counts more than the access link quality, as the data can
be buffered and the access link resources will be shared among a lower number of users
to be served by a single RN. Furthermore, it can be assumed that it is quite likely that
the access link has a better quality due to the user hot spot scenario and the backhaul is
the bottleneck of the possible two-hop connections. The results of the analysis for the
different cell selection schemes can be found in Section 5.2.1.
4.3 Network-centralized asynchronous RRM
For the asynchronous network-centralized scheme in this Thesis it is necessary to take
a decision which meta-heuristic scheme fits the best and is recommended from existing
literature for such type of optimization problems. Once the decision is taken a proper
adaptation of the heuristic to the optimization problem needs to be carried out to result
92
in attractable performance gains. In the following, the decision is motivated based on the
existing literature to apply and specifically adapt a Genetic Algorithm (GA) as a promising
example meta-heuristic, to reach the target of this Thesis.
4.3.1 Simplified numerical example for the centralized optimization
process
Before the centralized process is described which will be used for the final simulations the
principle idea of the intended optimization is explained. A numerical example is presented
with simplified assumptions regarding the optimization scheme and the considered mobile
network scenario. The following constellation is assumed:
A simple network illustrated in Figure 4.3 which consists of 2 MBSs, where only one
of those serves one directly attached MS and one RN. The second MBS only serves one
directly attached MS exclusively.
RNMS
RN
MS1
NeighMS
NeighMBS
dMBS
Figure 4.3: Simple network scenario for example optimization approach
Each MS / RN only allocate one PRB for the transmissions, with a MS / RN specific
supportable rate dependent on the corresponding PRB specific wideband SINR values.
Moreover, only the BHSF is considered when the RN is in receiving mode and the dMBS
needs to allocate resources for the backhaul transmission and the directly attached MS1.
As assumed in the meta-heuristic, explained in the following Section 4.3, the optimization
entity has gathered all RSRP values from MSs, RN, respectively. Once, the values are
available the optimization process will start and the process will only be repeated in a
longer time frame. Furthermore, a preselected number of possible power reduction values
are defined, which can be applied as offset values to artificially decrease the measured
93
RSRP values. Here for simplification the applied subset of power reduction values are
chosen just randomly in each optimization step, without considering the performance of
past configurations. The values are defined as a set of quantized dB values. No local
intensification and global diversification functions are applied in this simple example, as
it will be discussed in Section 4.3.2. Only the very best found configuration is saved from
previous calculations and compared. First the effective SINR values are calculated and
second the corresponding possible supportable rates are derived based on the Equations
4.13-14. Afterwords, the overall total sum rate is calculated. To prevent an increased
outage probability an additional constraint has to be considered. None of the individual
supportable rates are allowed to result in 0, which ensures a reasonable outage probability
but also fairness. This defines the quality of service criterion for the example. If the
outcome of the considered optimization step outperforms the previous best configuration
it is set as the new best found solution. For simplification in this example the optimization
procedure has a fixed number of iterations without considering the convergence of the
result. A flow chart for the described simplified approach is presented in Figure 4.4.
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Figure 4.4: Flow chart for simplified example optimization approach
Figure 4.5 shows the behaviour of the numerical example. In the upper subplot the
power reduction values are depicted for each of the serving nodes in the network (dMBS,
RN and neighbour MBS). In the middle subplot the MS specific data rates are presented,
where the two hop MS is black coloured and relies on the two hop supportable rate de-
pendent on the BL and AL quality, defined in Equation 2.17. Finally, in the lower subplot
the total sum rate which consists of the MS specific rates is illustrated as the black dashed
curve. It can be observed, that the optimization process increased the overall sum rate
from approximately 6.2 bps/Hz to 9.1 bps/Hz after the 26th optimization step, while no
individual MS is in outage (no MS specific data rate equals 0).
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Figure 4.5: Numerical example for simplified optimization approach
After the process the centralized optimizer would now send the power reduction val-
ues to the corresponding MBSs, RNs respectively. Based on the found configuration the
RN needs to reduce the transmission power by 5 dB, while the dMBS and neighbour
MBS needs to reduce by 1, 4 dB respectively (upper plot in step 26). For clarification
it has to be kept in mind, that the suggested network-centralized approach discussed in
this section follows the design principle to introduce a minimum amount of additional
overhead. Therefore, it relies on long term values such as the average received power
(RSRP), which does not prevent losses based on short term effects, such as fast fading.
The cell-centralized part of the proposed RRM scheme takes care of synchronous effects.
Furthermore, it is quite unlikely that in a large scale scenario with a lot of MSs a con-
figuration can be found where all MSs will profit from the optimization. To this end, the
optimization result will only be applied on a subset of resource blocks of the total system
bandwidth, further explained in the upcoming section. Moreover, is has to be considered
that the access link subframes (ALSF) need to be optimized as well, which is not consid-
ered in this example. Just to give an idea about the solution search space of the considered
problem. Already in the simplified scenario (7 · 2)3 which equals 2744 possible combi-
nations would be necessary to be evaluated by an exhaustive search approach finding the
optimal solution (7 power reduction values, 2 subframes, 3 serving nodes as explained in
Section 2.4). In the following section the final network-centralized part of the proposed
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hybrid RRM scheme of this Thesis is described in detail. The mainly relevant large scale
system level simulation assumptions can be found in the tables 5.1 and 5.2.
4.3.2 Heuristic approach
Various types of meta-heuristics are widely used in mobile communications for different
optimization cases. Applying meta-heuristics to complex optimization problems, which
are identified as NP-hard is a well known method to find a non-optimal but proper solution
with reasonable effort [108]. Basically, all designed approaches rely on two main concepts
to guide the search process for an acceptable solution. Figure 4.6 shows the principle idea.
Solution Space
O
bje
cti
ve
 Fu
nc
tio
n
local intensification
global diversification
Figure 4.6: Basic idea of a meta heuristic to find a near optimal solution
A defined objective function which consists of the optimization target and the possi-
ble constraints, evaluates promising solutions explored in the overall solution space. The
meta-heuristic needs to support two functionalities to result in an acceptable improved
solution. The first functionality needs to take care of the so called local intensification
process to find better solutions in the local search space, while the second functionality
needs to provide the so called global diversification, to not stuck in a local optimum. In
literature it is often differentiated between the population based methods (Genetic Algo-
rithms (GA), Partical Swarm Optimization (PSO)) and the trajectory based methods, such
as Simulated Annealing (SA) or Tabu Search (TS) to name only a view of them [108–110].
While the population based approaches start the evaluation process with multiple possi-
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ble solutions, the trajectory heuristics typically start the optimization process based on a
single solution. Therefore population based meta-heuristics are more attractive for huge
solution spaces because they typically converge in a shorter amount of time. Moreover,
they are inherently parallelizable and therefore more interesting for real implementations
due to faster computation times. A further classification of different approaches can be
found in [111]. A comparison between GA and PSO approaches are presented based
on different benchmark tests presented in [112]. The authors show high quality results
for both population based approaches and nearly the same computational effort for con-
strained non-linear optimization problems, as it is considered in this Thesis. In [113] a
comprehensive study on existing approaches using GAs in wireless networks for different
optimization problems is provided. The authors conclude, that GAs are identified as most
tractable meta-heuristics for wireless communication systems. Moreover, they state that
GAs are most attractive for centralized optimization purposes in mobile cellular networks
considering general capacity improvements or energy-efficient transmission schemes, as
for instance in [114, 115] and in this Thesis.
As already discussed, it would be quite challenging to find the theoretically optimal
power distribution pattern, due to the huge number of existing combinations in large scale
relay extended networks. The combinatorial problem cannot be optimally solved during
runtime of the system, even if only average received power values are considered, such as
the RSRP values. As already described in the numerical example in the previous section
it is necessary to reduce the number of combinations by a limited subset of transmission
power reduction values, which will be applied for the access link (AL) and backhaul link
(BH) subframes. If for instance a set of 10 possible power reduction values are assumed,
it already results in a large number of possible combinations. In a large scale network
consisting of 57 MBS and 228 RNs as it is considered in this Thesis it results in an im-
practical solution space which is NP hard to solve. An optimal result also cannot be found
by an exhaustive search (deterministic approach) in a proper amount of computation time.
Finally in the work of this Thesis, the principles of the GA based meta-heuristic are
used and specifically adjusted for the network-centralized asynchronous part of the hybrid
RRM approach. The target is to adapt the transmission power of MBSs and RNs in both
appearing subframes either if the RNs are in transmission or reception mode. This is done
for a subband of the available system bandwidth to be still able to serve users which do not
gain from the approach. Again, the intention is to improve the non-ideal wireless backhaul
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link of the RNs without decreasing the throughput of the MSs which are attached directly
to the MBSs. In Figure 4.7 the flow chart of the GA is shown.
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Figure 4.7: Flow Chart of the applied genetic algorithm
The procedure first starts with the initialization of the algorithm. Several functionali-
ties, such as the choice of the objective function further referred as the fitness function, the
mutation rate which is responsible for the global diversification, the crossover mechanism
which is responsible for the local intensification, the number of generations (optimiza-
tion steps), etc. are defined. As an example, a parameter set applied for the conducted
simulations can be found in Table 5.2 in Section 5.1. After the initialization is done, a
randomly chosen first generation is defined. This generation includes a number of indi-
viduals which consists of a set of possible transmission Power Adaptation Value (PAV)s
for each MBS in the BHSF and the ALSF. In addition a set of PAVs for each RN in the
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ALSF is chosen. In the next step the fitness values for all individuals are calculated, based
on the measurement reports received from RNs and MSs.
4.3.2.1 Calculation of serving and interfering links with power adaptation values
Equation 4.9 defines the adapted received average power of the serving signal Prx of the
MS n for the individual i in the subframe type s, based on the Equation 4.1. The θ is
defined as the MBS m or the RN r specific PAV, as a scalar of the vector Ppav, which
consists of the defined possible PAVs. Accordingly, Equation 4.10 and 4.11 define the
sum of the total number of interfering links, based on Equation 4.2 and 4.3 either for
interfering MBSs iMBS or RNs iRN , respectively, while iRN only needs to be defined for
the ALSF, due to reception mode of RNs in the BHSF.
Prx(n, i,s) =Θm,i,s · s0(n, i), (4.9)
where Θm,i,s ∈ Ppav
IMBS(n, i,s) =
MBS
∑
m=1
Θm,i,s · i¯MBS(n, i), (4.10)
where Θm,i,s ∈ Ppav
IRN,AL(n, i) =
RRN
∑
r=1
Θr,i · i¯r(n, i), (4.11)
where Θr,i ∈ Ppav
4.3.2.2 Calculation of adapted wideband SINR for access and backhaul subframe
The next step to be able to determine the fitness value of each individual i is to calculate
the adapted wideband SINRs for all users n. Equation 4.12 defines the wSINRs for all
MSs in the ALSF. Those are either users served by the MBS NMBS or RNs NRN . N is
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considered as the average white noise for each MS.
wSINRAL(n, i) = · · · (4.12)
10log10
( Prx(n, i,1)
IMBS(n, i,1)+ IRN(n, i)+N(n, i)
)
,
where n ∈ {NMBS,NRN}
Equation 4.13 defines the wSINR in BHSFs with RNs (NsRN) in the reception mode and
for MSs served by the MBS (NMBS). Here, no interference caused by the RNs is needed
to be considered.
wSINRBH(n, i) = 10log10
( Prx(n, i,2)
IMBS(n, i,2)+N(n, i)
)
, (4.13)
where n ∈ {NMBS,NsRN}
4.3.2.3 Calculation of the average supportable rates for direct and two hop connec-
tions
In the next step the average supportable data rates R for all adapted wSINR values are
calculated based on an adapted Shannon bound curve in Equation 4.14, where α is a
factor to consider the possible system overhead. Additionally, two boundaries are defined
in 4.15 and 4.16. The minimum supported wSINR of the system as well as a maximum
reachable supportable rate Rmax. The wSINRmin is dependent on the design and robustness
of the control channel of the system and the Rmax depends on the supported types of MCS
and spatial layers.
R = α ∗ log2(1+10
wSINR
10 ), (4.14)
subject to R(wSINR < wSINRmin) = 0, (4.15)
R(R > Rmax) = Rmax (4.16)
Equation 4.17 then, finally defines the delta ∆ compared to the supportable rate without
applying the current PAVs pattern (Rref) of the considered individual i for all users and
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relays n.
∆RBH,AL(n, i) = R(n, i)−Rref(n, i), n ∈ {MsRN,NRN,NMBS} (4.17)
4.3.2.4 Description of the fitness value calculation
In the previous Section 4.3.2.1 - 4.3.2.3 each calculation step is described to get the delta
values of the supportable rates for all MSs or RNs in all subframe types for every individ-
ual i in a generation g. Now, the actual fitness value for each individual i can be derived
out of the defined fitness function, which later represents each set of PAVs per individual
for the selection process to create the offspring.
Two optimization functions FFo1,2 are defined and explained in the following. Equa-
tion 4.18 defines the first possible fitness function FFo1 to use.
FFo1(g, i) =
XMBS
∑
x=1
(
· · · (4.18)
MsRN
∑
m=1
~ωx,m ·∆R¯BH(x,m)+ NMBSNRN ·
NMBS
∑
n=1
∆R¯BH(x,n) +
NRN
NMBS
·
(NMBS
∑
n=1
∆R¯AL(x,n)+
NRN
∑
n=1
∆R¯AL(x,n)
))
,
where
NMBS
NRN
= 1, if NRN = 0 and
NRN
NMBS
= 1, if NMBS = 0
The equation consists of a sum of sums over all MBSs. At first, the possible ∆s of the
supportable rates for the BHSFs are considered ∆RBH . As explained previously, the algo-
rithm aims to increase the supportable rates of the RNs, while protecting the supportable
rates of the MBS MSs.
First, the delta of the RN backhaul m is weighted by a scalar ωm, which represents
the number of two hop users to be served by an individual RN m. The higher ωm will be,
the more important the ∆ rate becomes for the considered RN backhaul, because the RN
needs to serve more two hop MSs.
Second, the sum of the ∆s for all MBS users during the BHSF is taken into account.
It is additionally weighted by the factor NMBSNRN which represents the importance of the sum.
The more MSs are attached to the MBS directly, the more important it will be to serve
these MSs and thus, the rates of them are more important. On the other hand if the
RNs (MsRN) attached to the MBSs, need to serve more MSs (NRN), the sum will be less
prioritized.
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Third, the next sum represents the value of the ∆ rates for the MSs attached directly
to the MBS and possibly served during the ALSF. Here an additional weight takes into
account the importance of the sum. If a high number of two hop MSs are needed to be
served by the RN attached to the donor MBS the more important the sum of the ∆ rates in
the ALSF becomes to counteract on losses for the directly attached users in the BHSF.
Forth, the sum of the RN ALSF is considered as well. This aims not to introduce
additional interference caused by the RNs when the access link rate is low and therefore,
more PRBs would be needed for transmissions. This becomes the more relevant, the more
two hop users need to be served by RNs. Because of that, the additional weight NRNNMBS gives
the sum more importance when more two hop MSs have to be served. Furthermore, the
term gets less important if a relatively higher number of MBS MSs are attached and need
better conditions to compensate possible losses in the BHSF.
The second fitness function FFo2 which is defined by Equation 4.19, is more aggres-
sive to find a good individual. It only focuses on the improvement of the RN backhaul link
and the improvement of the direct MSs during the ALSF to protect them against losses
in the BHSF. Basically the weighted sum for the ∆ rates of RN backhaul links is used,
as already explained for Equation 4.18. The second sum consists of the deltas for the
supportable rates of the users directly attached to MBSs for the ALSF, when the RNs are
in sending mode.
FFo2(g, i) =
XMBS
∑
x=1
(MsRN
∑
m=1
~ωx,m ·∆R¯BH(x,n) +
NMBS
∑
n=1
∆R¯AL(x,n)
)
(4.19)
In addition, the number of links which have a positive ∆ supportable rate are counted for
ALSF and BHSF separately. Based on that, a percentage can be derived how many sub-
bands the final individual should be applied in both subframe types to improve the system
performance.
Besides that, prohibitive possible outages of users which might be introduced by the
adapted power pattern is taken into account. Therefore, the algorithm controls whether
MBS users might end up in outage in both possible transmission subframe types. If this is
the case, the MS specific ∆ rate is set to -100, which represents the negative impact on the
single user. To this end, the total fitness value of the considered individual is decreased
and down prioritized in the parent selection process. The same procedure is applied for
RNs in the BHSF. Here, RNs which might result in outage will influence even more the
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fitness value of the individual, due to an additional weight, which represents the number
of two hop MSs attached to the RN.
4.3.2.5 Generation of the offspring
After the calculation of the total fitness values for the considered generation is done,
the offspring needs to be created for the next optimization step. Therefore, half of the
individuals with the highest fitness values are chosen as potential parents of an offspring.
The other half with lower fitness values is discarded. For the selection process a fitness
proportionate scheme based on Equation 4.20 is used, where a probability pi based on
each individuals fitness value is calculated to act as a parent. The exponential factor α
has influence on the probability distribution of the individuals. The higher α is set, the
higher the probability the best individuals are chosen as parents. Based on the outcome of
a sensitivity test, α was set to 4. The procedure increases the selection probability towards
individuals with higher fitness values. As an example, Figure 4.8 presents the procedure
as an illustration of a wheel of fortune.
Choose as parent
Best individual 
with n% probability to be a parent 
Worst individual with probabiity  
< 1% to be a parent 
Figure 4.8: Fitness proportionate selection to create couples of parents
Each parent is chosen in a single process to finally create the target number of parents
needed.
pi =
fvαi
∑Nn=1 fv
α
n
(4.20)
Therefore, a random uniformly distributed number x between zero and one is determined
and compared with the cumulated sum ~pcs of each individuals’ probability, as defined in
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Equation 4.21, for the total number of potentially survived individuals N.
~pcs(i) =
i
∑
n=1
pi(n), for i = 1, 2, ..., N (4.21)
Finally, a parent is chosen based on Equation 4.22, if:
~pcs(i)≤ x <~pcs(i+1), where x ∈ {R+ | x≤ 1} (4.22)
Once, the parents are determined an one point crossover mechanism is used to create
the offspring, as depicted in Figure 4.9. This is used as the local intensification process
as explained in the beginning of this Section. Here, two random integer values x,y are
chosen, if the number of MBS does not equal the number of RNs in the system. Otherwise
one integer would be sufficient. The first value x ∈ XMBS is taken out of the total number
of the MBS in the system, which equals the number of possible crossover points for the
individual part of the MBSs. Second value y ∈ NsRN is used to find crossover-points
for the PAVs of the RNs. The couple of individuals reproduce themselves as depicted in
Figure 4.9. For the next couples the process is repeated and different crossover points are
determined until the total set of offspring PAVs is created.
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Figure 4.9: One point crossover mechanism to create offspring
Finally the offspring needs to be slightly changed to not stuck in a local optimum of
the search space, when just reproducing the new set of PAVs based on the legacy. A small
number of values have to be randomly changed, which is defined as the mutation process.
This is used as the global diversification process, as explained before. The final outcome
of the genetic algorithm is very sensitive to the mutation rate. Therefore, a sensitivity
analysis has been carried out to adjust the mutation rate to result in the best possible
105
solution. Figure 4.10 gives the results of the performed sensitivity analysis.
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Figure 4.10: Sensitivity analysis with different mutation rates
The illustrated adjustment of the mutation rate was done based on Equation 4.19 with
different percentage of mutation rates. For each generation only the maximum fitness
value is depicted. It can be observed, that the best found mutation rate was 0.05 (doted
black curve), which means 5% of the total number of PAVs of the generation were mu-
tated. All other tested mutation rates between 1 and 10 % didn’t result in a higher maxi-
mum fitness value. In Figure 4.11 the maximum derived fitness values for different muta-
tion rates are summarized.
Figure 4.11: Maximum fitness values with different mutation rates
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Finally, the best occurring individual with the highest fitness value is determined based
on Equation 4.23 and saved. It will be only replaced if an offspring generation includes
an individual with a higher fitness value.
~pavmax = PAV(max [FF(g, i)]); (4.23)
4.3.2.6 Description of the final outcome of the optimization
Finally a promising optimized PAV pattern is found which improves for a certain percent-
age of MSs and RNs the total sum of the supportable rates of the MSs and RNs. Figure
4.12 gives an idea about the overall optimization process. As an example, the calculation
process is shown based on Equation 4.19. As can be observed the individual with the
maximum fitness value (marked in red) is found in generation 270 with a fitness value of
583.4.
Figure 4.12: Example of GA optimization process with Equation 4.19
The final pattern which is found as the configuration with the highest fitness value
can be seen as converged, if 100 optimization steps afterwards any pattern could not
outperform the applied settings. This has been concluded based on the sensitivity analysis
for different mutation rates, when the total length have been increased from 400 to 800
optimization steps in 4 steps with 100 additional calculations each. Figure 4.11 shows the
different maximum fitness values for a number of mutation rates. None of the trial runs
show an improved result after 100 additional optimization steps above 400 calculations.
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In addition, Figure 4.12 shows a converged result after 270 calculation steps.
As an additional numerical example of the optimization result, Figure 4.13 shows a
configuration found by the GA for two MBSs and two RNs, based on the final PAVs
(individual) with the maximum fitness value. RN1 transmits with no adapted power,
while RN2 has to decrease it by 3 dB in the ALSF. MBS1, MBS2 have an decreased
transmission power by 6, 10db respectively, in the ALSF, while decreased power of 1dB,
receptively 3dB, has to be applied during the BHSF.
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Figure 4.13: Numerical example of an optimized transmission power pattern
Furthermore, Figure 4.14 gives an impression how a configuration of the optimized
subbands could look like in time domain, corresponding to the previously described ex-
ample.
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Figure 4.14: Example of possible optimized transmission power configuration over time
Figure 4.15 illustrates how a configuration could look like in the frequency domain.
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As already explained in Sec. 4.3.2.4 the GA derives a percentage of subbands, based on
the number of MSs and RNs which gain from the configuration. Here, as an example,
half of the total system bandwidth is used with the derived optimized power pattern. The
other half is transmitted with the default power settings of each serving node, to schedule
MSs which have decreased supportable rates through the applied power pattern.
After the final configuration pattern is found, it is applied and the synchronous adapted
two-hop proportional fair scheduler takes the newly set power patterns into account de-
pending on the defined scheduling strategies as explained in the following section.
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Figure 4.15: Example of possible optimized transmission power subband configuration
over frequency in the ALSF
4.4 Cell-centralized synchronous adapted scheduling
While the optimization process in the previous section aims to improve the backhaul
link of the RNs and thus, the overall network performance by adjusting the transmission
power on a subset of subbands for each MBS and RN on a larger time scale, the TTI
based scheduling strategy, which will be described in this section, aims to react on short
term effects such as small scale fading as well as good performance of the link adaptation
to meet the systems target block error rate (BLER). In addition, to this a proportionally
fair distribution of the radio resources among users and RNs needs to be fulfilled. Due
to the introduced asynchronous optimization, the short term scheduling strategy needs
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to take into account the imbalanced power levels and thus, larger variations in terms of
SINR on the resources. The asynchronous optimization keeps the newly adjusted relation
of power levels stable over a period of time, so that the CQI reports from the MSs are
not outdated and the appropriate link adaptation can be performed. However, there are
different strategies possible, how to make use of the optimized subbands.
In the following the adapted short term scheduler is described and different strate-
gies are defined to allocate resources of the optimized subbands. Further, different types
of two-hop CQI feedback reports are compared which mainly increases the signalling
overhead, since the information needs to be collected and fed back from RN to MBS to
distribute the radio resources in a proportional fair manner, as discussed before. Finally
those are compared by means of SLS presented in Section 5.3. Figure 4.16 shows the
flow chart of the TTI based adapted two hop proportional fair scheduling process. In the
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Figure 4.16: Flow chart of the adapted two hop proportional fair scheduler
first step it is determined if either a BHSF or an ALSF is present. In the second step,
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either an RN or an MBS is considered in the following scheduling procedure. For sim-
plicity of the figure, the procedure to allocate resources for possible retransmissions is
not shown here. In the case of an ALSF and an MBS the Transport Block Size (TBS)
of each schedulable MS is determined based on a conventional PF metric, as defined in
Equation 2.14 and 2.15 in Section 2.3.7.4. Moreover, the MBS to MS/RN transmission
is done with infinite full buffer size, while in the case of an RN to MS transmission in an
ALSF only the data is transmitted which was delivered via the MBS-RN backhaul trans-
mission (most left case in Figure 4.16). Therefore, the resource allocation is done under
each MSs buffer limitation. The calculation of Equation 2.16 is only done if the buffer
size of the MS is larger than or equals the total TBS of the MS. Otherwise the considered
MS is excluded by setting the MS specific priorities on the remaining free PRBs to -∞ in
the considered TTI. If the buffers of the remaining schedulable MSs are smaller as well,
not all PRBs are used for transmission. This situation relaxes the interference situation
on several PRBs but introduces a higher probability of outdated feedback in neighbouring
cells which might influence the effectiveness of the link adaptation, when the RN appears
as a strong interferer. In case of a BHSF transmission the available PRBs at the MBS need
to be shared among one hop MSs and RNs at the MBSs. That is why the adapted two-hop
metric with the co-scheduling feature needs to be used as a promising solution. Therefore,
the following process which is depicted in Figure 4.17 is performed at the MBS scheduler
until the final scheduling decision is taken as granted.
1. Get the schedulable PRBs (after the resources for retransmissions are taken into
account).
2. Iterative consideration of each PRB.
3. Resource pre-allocation based all possible one hop and two hop rates.
4. Check if all PRBs are pre-allocated.
5. Calculate the MS specific transport block sizes (TBS)s.
6. Start again an iterative consideration of each PRB.
7. Final resource allocation based on all possible one hop rates.
8. Exclude MS/RN from process if TBS is fulfilled
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9. If all TBSs are reached check if any resources are left and allocate them by repeating
the process
10. If any TBS is not fulfilled by the process cut to the reached TBS and leave remaining
bits for the next TTI
The TBSs during the resource allocation are determined with the MIESM interface
which is the used link adaptation algorithm in the DT SLS. For further information the
reader is referred to Section 3.3.4.1 and [99, 116, 117].
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Figure 4.17: Flow chart for the resource allocation considering co-scheduling, two-hop
proportional fairness and frequency selectivity
To remind the reader of how the priorities for MBS MSs are calculated the Equation
2.14 of Section 2.3.7.4 is shown again, where k is the considered user on the nth PRB in
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TTI i.
Pk,n(i) =
Rk,n(i)
Tαk
The composite rate (CR) of the two-hop connections based on Equation 2.17 in Section
2.3.7.5 is extended in Equation 4.24. Due to the introduced buffers and the decode and
forward functionality of the RNs all possible combinations between backhaul link and
RN access link rates need to be taken into account to derive the most precise scheduling
decision. Based on that each RN access link rate of PRB m is considered in addition,
which results in a larger priority matrix Pj,n for the two hop users j.
CR j,n(i) =
( 1
Rn,BH(i)
+
1
Rm,AL(i)
)−1
(4.24)
Finally, two priorities are calculated with the summed throughput history T of the access
link TAL and the BH link TBH . The maximum is used as a priority of the two hop MSs.
In most of the cases the priority of the AL might be used, because the MS individual past
throughput might be equal or less then the total past throughput of the BH link.
P j,n(i) = max
(CR j,n(i)
Tαj,AL
,
CR j,n(i)
Tαk,BH
)
(4.25)
Finally, the calculated priorities for one and two-hop MSs are compared and the resources
are allocated to the MSs with the maximum priority on each PRB, as in Equation 4.26.
Pk,n(i) = max
(
Pk,n(i),Pj,n,m(i)
)
(4.26)
The principle of the adapted frequency selective, proportional fair co-scheduling process
is summarized in Figure 4.18. The coloured MS one to three represent two hop MSs while
the white coloured MSs are one hop MSs. The blue marked MS1 and the green marked
MS2 are attached to the light orange marked RN1. The red coloured MS3 is served by
the RN2. On the left side of the figure the pre-allocation decisions are depicted. Then the
re-allocation process is done as explained above. Finally the RNs share the resources in
one TTIs with the attached one hop MSs. As shown in the figure the final number of the
PRBs has not necessarily to be the same as in the pre-allocation process. For instance in
the third TTI RN2 has allocated one more PRB than during the pre-allocation process to
fulfil the calculated TBS for MS3.
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Figure 4.18: Two hop co-scheduling among directly attached UEs and RNs with correct
frequency selective decisions
4.4.1 Scheduling strategies for optimized subbands
As already mentioned different scheduling strategies are applied to handle the radio re-
source allocation to the users for the power adapted subband. Advantages and drawbacks
of the proposed strategies are discussed in the following.
Figure 4.19 illustrates the different scheduling strategies compared in this work. For
clarification the red and pink coloured MSs did not gain from the centralized power adap-
tation, while the light and dark green coloured MSs profit from it in this example.
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Figure 4.19: Illustration of the compared synchronous scheduling strategies after subband
power optimization
The scheduling strategies are defined as follows:
• Scheduling strategy 1:
Only users with previously calculated chance to gain from optimized subband are
allowed to use such resources, based on the MS specific individual positive ∆ sup-
portable rates. If no user with potential benefit is attached to MBS or RNs the
resources will be left unallocated. This results in a better SINR in neighbouring
cells on the one hand, but higher loss in terms of unallocated radio resources on the
other.
As an example, based on this strategy the constellation in Figure 4.19 can appear
as follows: MS1 and 2 are exclusively scheduled in the non-optimized subband and
MS3 and 4 are exclusively scheduled in the optimized part.
• Scheduling strategy 2:
Users which potentially loose from the optimization process can also make use of
the optimized subband if the channel conditions are still favourable for them. It is
possible to allocate the total amount of resources independent if transmitted with
optimized or default power. This results in a higher variation of SINR values for
a single user transmission and thus in potentially less efficient link adaptation. In
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contradiction to that the short-term scheduler can achieve higher channel diversity
gains.
As an example, based on this strategy the constellation in Figure 4.19 can appear
as follows: MS1 and 2 are exclusively scheduled in the non-optimized subband and
MS3 and 4 are not exclusively scheduled in the optimized part any more.
• Scheduling strategy 3:
No restriction regarding the radio resource allocation of both parts of the system
bandwidth. Users with less rates can also make use of the optimized subband and
users with better rates in the improved subbands can also use resources from the non
optimized area. On the one hand, possible high SINR variations are not prevented
within the user specific transmission. On the other hand, the users might experience
higher frequency selective diversity gains if the error rates are not increased due to
a worse performance of the link adaptation.
As an example, based on this strategy the constellation in Figure 4.19 can appear as
follows: MS1 to 4 are scheduled in the optimized and non-optimized subband.
The performance of the defined scheduling strategies are compared by means of SLS
results in Chapter 5.
4.4.2 Numerical examples for the two-Hop proportional fair metric
Before the two-hop proportional fair metric was adapted during the work of this Thesis
is was at first necessary to understand the behaviour of the conventional two-hop pro-
portional fair scheduling metric described in Section 2.3.7.5. Therefore some numerical
examples for a simplified network are described as follows.
A network consisting of a single donor MBS with 1 RN and 3 attached MSs is con-
sidered in Figure 4.20. MS1 and 2 (marked as blue and black in the following Figures)
are attached to the dMBS while MS3 is served by the RN (marked as green). For further
simplification only one PRB can be allocated per TTI and the supportable rate per MS is
set as a fixed value over time.
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Figure 4.20: Simple network scenario for numerical examples of the two-hop proportional
fair metric
In the first example, presented in Figure 4.21 it is assumed, that all MSs have the same
supportable rate on the considered PRB. While MS1 and 2 have a direct link supportable
rate of 2bps/Hz, two hop MS3 has a supportable rate of 4bps/Hz on both backhaul and
access link, to compensate the loss in time based on Equation 2.17, resulting in an end-to-
end two-hop supportable rate of 2 bps/Hz, as well. The upper subplot depicted in Figure
4.21 shows the variations of the PF metric over time based on Equation 2.14, 2.15 and 2.16
in combination with 2.17. As it can be observed, the metric compensates the loss over
time, under the assumption that the RN can receive only in 60% of the time, represented
as the gaps of the green curve for the scheduling metric. Within the sending TTIs only the
history information in Equation 2.15 is updated. In the lower subplot of Figure 4.21 it can
be observed, that the scheduler allocates equal amount of resources, which is proportional
fair in the case when the supportable rate equal to each other. Finally, each MS gets one
third of the available resources.
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Figure 4.21: Example with equal supportable rates among MSs
Within the next example illustrated in Figure 4.22 it is assumed, that the one hop
MS1 has an increased supportable rate of 5bps/Hz. This results in a proportional higher
amount of allocated PRBs for MS1. MS1 gets 40 PRBs in total within the considered
100 TTIs, while MS2 and 3 get 30 PRBs each. The metric compensates the loss in time
for the two hop MS, as well. Moreover, it could be observed that the proportion of the
allocated resources among MSs depends on the forgetting factor β , which is here set to
0.97. The higher β the higher the amount of resources MSs with higher supportable rates
get allocated. If β is equal to one no past decisions are taken into account and the metric
equals a Max-Min SINR scheduler without considering fairness any more, as described in
Section 2.3.7.3. If β would be set to 0 the metric would end in a round robin scheduler, as
described in Section 2.3.7.1. Further results for clarification can be found in the Appendix
A.
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Figure 4.22: Example with higher supportable rate for MS1 and equal supportable rates
of MS2 and two-hop MS3
The third numerical example presented in Figure 4.23 shows the outcome of the as-
sumption if the two hop link has the highest supportable rate set to 2.5 bps/Hz, while
MS1 and MS2 have only a rate of 2 and 1 bps/Hz, respectively. As it can be observed
independent of the loss in time the two hop MS3 gets the highest amount of resources,
while MS1 gets more than MS2 due to the higher rate.
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Figure 4.23: Example with higher supportable rate for two-hop MS3 and equal support-
able rates of MS1 and 2
In the last example shown in Figure 4.24, an extreme case is considered to show
possible limitations for two hop MSs. For instance, the two hop MS has an end-to-end
supportable rate of 3bps/Hz which means high supportable rate values on both links. A
further assumption is, that both MSs directly attached to the dMBS are cell edge users
and only support a supportable rate of 0.11bps/Hz which equals Quadrature Phase Shift
Keying (QPSK) with code rate 1/9, which is the lowest possible MCS of the system. It can
be seen the limitation of the two hop transmission, due to the maximum number of TTIs
for the backhaul transmission. While the two hop MS gets the maximum 60 available
PRBs over time during the RN receive TTIs, MS1 and 2 get the left resources in the
sending TTIs. In a conventional system typically MS3 as a single hop MS would get all
resources until the scheduling metric of one of the cell edge MSs 1 and 2 outperforms the
priority. This shows the general limitation for the two hop MSs in the overall maximum
achievable data rate in HD extended systems.
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Figure 4.24: Example with highest supportable rate for two-hop MS3 and equal lowest
supportable rates of MS1 and 2
4.5 Additional signalling and overhead consideration
When frequency selective scheduling is applied, typically subband CQI reports are used to
gain knowledge of the channel states and derive a resource allocation decision with better
resource utilization. Typically, in conventional networks the MSs takes measurements and
send back the reports to the MBSs where the radio scheduler uses the reports to derive a
decision. In RN extended networks, it is additionally necessary to feedback the reports
from RNs to the dMBS for all MSs attached to the RN. This can heavily increase the
additional signalling overhead in the uplink (UL) and influence the performance. Besides
that, the control signalling overhead is already increased, as different subframe types
occur and the MBS needs accurate information of the subframe (SF) types. For instance, if
periodic CQI reporting is assumed, the MS needs to generate at least two CQI reports per
frame, one for each occurring SF type, where different interference situations appear and
additionally different optimized power patterns are applied as described in the previous
Section 4.1. The MS/RN specific reports consist of a defined number of subband reports
including MCSs recommendations among other information as described in Section 2.2.3.
The reports of all two-hop MSs need to be collected and sent back to the MBS. To reduce
this potential large amount of overhead, different types of reports with reduced amount
of overhead are compared in this Thesis. The reference case assumes a full multiple
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subband report for frequency selective decisions as input for Equation 2.17. Alternative
RN to MBS feedbacks with a potential overhead reduction are used and compared in
terms of throughput, SINR and fairness in Section 5.3.1. Instead of frequency selective
subband CQI reports either the recommended maximum or average supportable rate for
the RN access links is forwarded to the corresponding dMBS. This reduces the amount of
signalling by 1N , where N is the defined number of subband reports per MS. For further
clarification it should be kept in mind, that the actual scheduling decision at the RN is
still done in a frequency selective manner based on RN MSs’ CQI feedback to the RNs as
explained in Section 4.4.
In the following Table 4.1 a summary of the necessary additional feedback for the
proposed hybrid RRM scheme is listed. It is distinguished between the defined three sub-
problems. Figure 4.25 illustrates the required feedback for the hybrid RRM scheme of
this Thesis.
Table 4.1: Summary of the required additional feedback information for the hybrid RRM
scheme
Sub-problem Parameter description Value
1. Decentralized
cell-selection
RSRP of the backhaul link
needs to be broadcasted by
the attached RNs to the MSs
7 bits for one dBm step wise
resolution. In total 128 values
possible (e.g. in LTE-A typi-
cally broadcasted every 40ms)
1. Decentralized
cell-selection
Time ratio between backhaul
and access link needs to be
broadcasted by the attached
RNs to the MSs
3 bits to define the ratio (e.g. in
LTE-A the maximum BH trans-
mission time per frame is 60%.
See Section 3.5.3)
2. Cell-centralized
synchronous RRM
Recommended second hop
maximum MCS indices need
to be forwarded from RN to
dMBS
5 bits per two-hop MS with a
periodicity like the CQI feed-
back (e.g MCS index 0 - 32 ev-
ery 5ms)
3. Network cell-
centralized asyn-
chronous RRM
RSRP of the backhaul and
access links to be fed back to
the central unit (CU)
7 bits per link with a one dBm
step wise resolution (e.g 128
values possible (e.g -30 to -
158dBm) with a periodicity of
300ms)
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Figure 4.25: Required signalling for the proposed hybrid RRM scheme
4.6 Summary
In this Chapter the major contributions of this Thesis have been described. The general
problem formulation defined in Section 2.3.2 is decomposed in three sub-problems to
be able to improve the system capacity in a realistic large scale RN-extended OFDMA
network.
• The first sub-problem is defined as a adapted cell selection procedure discussed
in Section 4.2. The cell selection is done under the consideration of the available
backhaul and access link TTIs. In addition to that the cell selection scheme consid-
ers the link qualities of all links and takes into account the higher importance of the
non-ideal backhaul link quality for the two hop transmissions by the introduction of
an additional weighting factor. This is the decentralized functionality of the hybrid
RRM scheme.
• The second sub-problem is defined in Section 4.3 as a heuristic which adapts the
transmission power of MBS and RNs based on RSRP values, to improve the back-
haul link quality for RNs while keeping link qualities for the users attached to the
MBSs stable. This is the network centralized part of the proposed hybrid RRM
scheme.
• Finally the third sub-problem is defined as the adapted two-hop proportional fair
scheduling metric and the cell-centralized part of the hybrid RRM scheme. The
scheduler allocates resources in a proportional fair manner under consideration of
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frequency selective correct decisions and buffer limitations with a very high degree
of freedom using the co-scheduling functionality, as defined in Section 4.4.
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Chapter 5
Performance analysis
In this section, the assumptions and results of the carried out SLS analysis for the pro-
posed hybrid radio resource management (RRM) scheme are presented. A flow chart of
the applied system level simulations is illustrated in Figure 5.1 with respect to the decom-
posed sub-problems of the hybrid RRM scheme defined in Chapter 4 in this Thesis. It
has to be mentioned that the schemes for the sub-problem one and three is recalculated
only once per MS drop, as the adapted cell selection scheme and the adapted transmission
power pattern is set for the whole snapshot loop. In contradiction to that, the sub-problem
two is re-calculated in each snapshot, TTI, respectively.
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Figure 5.1: Principle flow chart of the DT SLS with respect to the hybrid RRM scheme
For the analysis the used example network scenario consists of the following.
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5.1 Assumptions of the network scenario
In each sector 4 RNs are placed randomly with a minimum distance of 40m to each
other. Each cell sector is equipped with a 3D directional antenna with a 3dB horizontal
beamwidth of 70◦ and a vertical 3dB HPBW of 10◦. The transmitting antennas of the
RNs and the receiving antennas of the RNs/MSs are omni directional. A hotspot MS
distribution with 30 MSs in average per cell is considered. 2/3 of the users within a
macro cell sector are dropped into the defined hotspots. The remaining MSs are dropped
randomly across the cell area. A hotspot occurs in the vicinity of the RNs. As an example,
Figure 5.2 shows one MSs/RNs drop of the simulated RN extended LTE-A network with
19 hexagonal cell sites and 3 sectors per site. The RNs are marked as blue in the macro
sector areas while the MSs are marked as red.
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Figure 5.2: Network Layout, 19 MBSs, 3 Sectors/Site, e.g. 4 RNs per Sector
The cell selection scheme of the MSs is based on the comparison of one and two-hop
adapted supportable rates based on Equation 4.4, 4.7 and 4.8, which enhances the end-
to-end optimal routing strategy proposed in [73] as explained in Section 4.2. To prevent
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border effects, the wrap arround technique is applied. The WINNER+ sub urban macro
(SUMa) channel model is used for the MBS-MS direct links (DL) and the MBS-RN
backhaul links (BH). For the RN-MS access link (AL) the urban micro (UMi) channel
model is used. The LoS probability of the MBS-RN BH link is slightly increased as a
higher antenna height is assumed for the deployed relays compared to the MSs, according
to [29, 98].
It has to be kept in mind, that the chosen scenario is a very challenging, but one of the
most realistic scenario for RN deployments. On the one hand RNs deployed at user
hotspots give a very high probability to provide excellent AL channel quality. On the
other hand, due to the random placement of the user hotspots and the RNs in its vicinity
it can happen that the hotspot occurs in the main beam direction of the MBS antenna. In
such scenarios it is quite unlikely that RNs might outperform the direct link performance,
even if in such scenarios the backhaul link quality will be excellent as well. In a nutshell
the chosen scenario is one of the most realistic but also one of the most challenging ones
to outperform the conventional MBS network. Within the applied 2x2 MIMO system
a brute force algorithm is used to create the CQI report of each MS. Based on the best
derived SINRs of all possible transmission modes and codebook based precoding matrices
the MCS, RI and PMI indices are chosen and the subband CQI report is created. A
CQI feedback delay of 5ms is assumed until the report can be taken into account at the
serving node (MBS or RN). In addition the derived feedback delay model for the two-hop
information throughout this Thesis is applied, which is defined in Section 3.5.4. The MSs
attached to MBSs are instructed to generate two CQI feedback reports, during the RN
reception and transmission times.
For the link adaptation (LA) the mutual information effective SINR mapping (MIESM)
interface is used according to [99]. Based on the subband CQI indices which are fed back
by the MSs the scheduler of each serving node estimates the corresponding SINR values
and calculates an effective SINR for the allocated PRBs of each specific MS. Based on
that a preferred MCS is chosen for the transmission. A full buffer at the MBS and a re-
sulting limited buffer traffic model at the RNs is used. MS individual buffers are used at
each RN. For all link types the LTE-A corresponding HARQ retransmission procedure is
applied based on the chase combining model. In Tab. 5.1 the most important simulation
assumptions are summarized which follow [98].
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Table 5.1: System Level Simulation Parameters
Parameter Value
Cellular Layout Hexagonal grid, 19 sites, 3 sectors per site
Inter Site Distance 1732m (3GPP sub urban case)
Carrier Frequency 2 GHz
System Bandwidth 10MHz, Downlink FDD
MBS TxPower 46dBm
MBS antenna pattern 3GPP 3D Ant. Model with 16dBi max. gain
RN, MS height 5, 1.5m
RN Tx Power 30dBm
RN Tx antenna pattern Omni directional with 0dBi gain
RN Rx antenna pattern Omni directional with 0dBi gain
No. of RN backhaul sf 6 out of 10
(Non-exclusive BS-RN transmission)
Propagation Model Distance dependent model according to [98]
Channel Model WINNER+
No. of RN per cell 4
RN location Random without planning gain
MS distribution 2/3 hotspot at RN, 1/3 randomly distributed
MS velocity 3km/h
Avg. number of MSs per cell 30
Scheduler Adapted 2 Hop Proportional Fair
Transmission schemes 2x2 MIMO (Closed Loop SU-Beamforming,
Spatial Multiplexing)
Supported MCS LTE Rel.12 (QPSK - 256 QAM) [95]
Traffic Model Full buffer @ MBS, limited buffer @ RN
CQI feedback periodic subband CQI (5PRBs per group)
(MCS, RI, PMI index) for ALSF and BHSF
Link Adaptation MIESM based on [99]
Control Channel Overhead MBS: 3 symbols (DL PDCCHs per SF)
RN: 3 symbols (1 DL R-PDCCH, 1Tx-Rx, 1Rx-
Tx switching per SF)
plus demodulation of reference symbols
Regarding the proposed network-centralized GA defined in Section 4.3, the number
of generations and individuals, the applied crossover type, the derived mutation rate and
the defined fitness functions are used, as listed in Table 5.2.
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Table 5.2: Summary of the parameters applied for the network-centralized scheme
Parameter Value
Fitness Function type Eq. 4.18 and 4.19
Number of generations 400
Number of individuals 160
Parental selection Fitness proportionate, exp. factor equals
4
Crossover inheritance type Random one point
Mutation rate 0.05
TX power adaptation values (PAV) -46, -40, -30, -20, -10, -6, -3, -2, -1, 0dB
5.2 Studies of important aspects in RN extended networks
In this Section two studies are presented considering the comparison of different cell se-
lection schemes and the co-scheduling functionality to show the potential benefit of both
as discussed in Section 4.2 and 4.4. For the final results the best cell selection scheme
and the co-scheduling functionality has been applied to result in the highest possible im-
provement of the MS throughput under fairness constraints.
5.2.1 Comparison of different cell selection metrics
As discussed in Section 4.2 a novel cell selection scheme is proposed in this Thesis. In
addition to the varying interference situations of the possible one-hop connections to the
MBSs it takes into account possible link quality imbalances between the backhaul links
and the access links of the possible two-hop connections to the RNs.
Figure 5.3 shows the assignment rates for the three considered cell selection schemes.
The RSRP based selection is done as in a conventional MBS network, illustrated as the
black coloured bar. The cell with the highest received serving link power is used to attach
the MSs without considering the backhaul link quality of the RNs. Based on that, 50.91%
are attached to one of the deployed RNs in the applied scenario.
The blue bar represents the MS assignment rate in the case of the end-to-end optimal
routing scheme based on the composite rate (CR) which has been described in Section
2.3.6. The scheme takes into account the quality of the backhaul links but not the possible
imbalance of transmission intervals for each possible two-hop link. Further it does not
take into account the different interference situations of the possible one-hop connections
and the higher importance of the backhaul link quality, which is considered as the bottle-
neck of the possible two-hop connections. 41.02% of the users in the network have been
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attached to the relay nodes with this cell selection procedure.
Finally, the light blue bar shows the MS assignment rate when the proposed scheme of
this Thesis is applied. The MSs which have selected an RN as the serving cell have been
reduced to 31.73%. As already explained in the considered scenario an unplanned RN
deployment is assumed with no planning gains and no backhaul improvements without
applying the proposed network-centralized scheme. Therefore, the possible two-hop con-
nections provide a lower probability to outperform the possible direct links. In addition to
that it is quite likely that the possible two-hop connections provide an excellent channel
quality on the access link but lower quality on the backhaul connection. This is now taken
into account in the proposed cell selection scheme which has been described in Section
4.2.
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Figure 5.3: MS Cell Selection Rates for the RSRP, the CR and the adapted CR metric
The Figure 5.4 shows the comparison of the MSs throughput and the fairness for
the three considered cell selection schemes. It turns out that in the considered RN de-
ployment scenario the proposed cell selection scheme outperforms the RSRP and the CR
based schemes. Especially below the 65 percentile in the CDF of the overall MS through-
put the proposed scheme provides a better performance. The lower amount of MSs which
are served by the RNs profit from the proposed scheme below the 55 percentile due to
the aforementioned reasons. Furthermore, the RN backhaul connection needs to transport
more data to the higher number of attached MSs in the case when the RSRP based selec-
tion is applied. Due to that a higher number of resources is used to serve the relays. On
the one hand the users attached directly to the MBS suffer from less available resources
but on the other hand a lower amount of users need to be served directly by the MBSs.
This compensates the potential loss specially in the TTIs when relays are in the sending
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mode and the MSs at the MBSs can be served exclusively. In the right figure it can be
observed that the proposed cell selection scheme provides a better fairness, as the CDF is
shifted to the right below the 65 percentile and shifted to the left above the 90 percentile.
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Figure 5.4: Throughput and fairness of all MSs and RN BH for the different cell selection
metrics
It is also interesting to see, that the CR based scheme does not outperform the conven-
tional RSRP based cell selection. This can be explained by the imbalanced link qualities
of the backhaul and access links. There are still too many MSs attached to RNs due to
the high access link qualities while the backhaul link cannot transport enough data to the
RNs to gain from it.
Based on the improved fairness and throughput below the 65 percentile the proposed
adapted cell selection scheme is used for the following analyses.
5.2.2 Comparison of exclusive backhaul scheduling and co-scheduling
In Section 2.3.7.6 the co-scheduling functionality has been identified as an important
feature to increase the flexibility of the possible radio resource scheduling decisions at the
MBS. The scheduler is able to schedule the attached RNs and MS in a fequency selective
manner in the same TTIs. A comparison of the simulation results when the co-scheduling
functionality is either disabled or enabled is presented in Figure 5.5. It is assumed, that
60% of the TTIs are used for the backhaul subframes, which is the maximum possible
value in LTE-A, as explained in the Section 3.5.3. In the left figure the MS throughput is
shown. It can be observed that in the case of exclusively scheduling the RNs at the MBSs
(dashed lines) the transmitted data over the backhaul link is much higher than for the co-
scheduling case (solid lines). The two-hop MSs profit from that very much (green dashed
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line). The users served by the MBSs (red lines) suffer from it as not enough resources are
available to serve them in a fair manner. The overall MS throughput performance (blue
lines) shows that approximately below the 60 percentile the users suffer from the exclusive
backhaul scheduling, while above the 60 percentile the users gain from it. The users below
the 60 percentile are mainly the macro cell users. An increased outage probability can be
observed for the macro users considering the intersection with the y-axis of the dashed
red curve. Overall, this results in a worse fairness situation of the network, which can be
seen in the right Figure. The co-scheduling feature provides a much better fairness (solid
blue line).
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Figure 5.5: Throughput and fairness of all MSs and RN BH for with and without co-
scheduling functionality
For the final results the co-scheduling functionality is enabled to improve the fairness
of the network.
5.3 Final results of the hybrid radio resource manage-
ment scheme
In the following the final results of the Thesis are presented. A comparison of the resulting
MS throughput, SINR, fairness and potential energy savings on the DL physical shared
channel is described in the following. In the reference simulation a conventional MBS
network is considered and compared to the results of the proposed hybrid RRM scheme
in this Thesis.
In the first step, the scheduling strategy based on the decentralized adapted two-hop
proportional fair metric, defined in Section 4.4 is enabled, while the centralized heuristic
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algorithm is disabled. To reduce RN signalling to the MBS a comparison is carried out
for the different aforementioned signalling information. Finally the network-centralized
algorithm is additionally enabled based on the defined fitness functions in Equation 4.18
and 4.19, as described in Section 4.3 and further defined as o1 and o2.
5.3.1 Throughput comparison of different two-hop MS feedbacks for-
warded from RN to MBS
The Figures 5.6 and 5.7 show the comparison of the CDFs for the MS specific through-
put. For further clarification it is distinguished between three user groups and the RN
backhaul performance within each simulation run. The light grey coloured curve is set as
the reference MBS network performance results. The blue coloured CDFs are dedicated
to the total amount of MSs served during the simulation run in the heterogeneous deploy-
ment. Obviously the wireless RN backhaul throughput is excluded here. Therefore, the
black coloured CDFs show the RN wireless backhaul link performance. The red coloured
curves refer to the users attached to the MBSs, while the green CDFs represent the user
performance served by the RNs. Further it is distinguished between different RN to MBS
forwarded feedback information. As described in Section 4.4 the additional signalling
traffic is defined as the full CQI report which includes frequency selective subband in-
formation (FSS), while the reduced signalling is either the maximum (MAX) or average
(AVG) recommended MCS of the individual two hop user. A further explanation can be
found in the legend of the corresponding results.
The Figure 5.6 shows clearly the higher performance for the heterogeneous network com-
pared to the reference. An average gain of approximately 18% can be observed at the 60
percentile of the CDF. The performance is kept stable, when the lower signalling over-
head is used. Additionally it can be observed, that in the case of the results with AVG
feedback slightly improves the performance below 60 percentile, while decreasing a bit
above it. This may come from the fact that RN MSs are slightly higher prioritized, when
the MBS allocates the resources to either direct users or RNs. This is also confirmed due
to the higher RN backhaul throughput in the case of the reduced overhead illustrated as
the black curves. In addition it can be observed in Figure 5.7 that the RN MSs experience
a higher throughput in case of AVG or MAX feedback while the MBS MSs’ throughput is
slightly decreased. Furthermore, the RN MSs throughput is well below then for the MBS
MSs since only the worst MSs are served by the RNs, keeping the applied adapted cell
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selection scheme in mind.
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Figure 5.6: Throughput of all MSs and RN BH with different RN AL CQI feedbacks
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Figure 5.7: Throughput of MBS and RN MSs with different RN AL CQI feedbacks
5.3.2 Throughput comparison with different fitness functions and
scheduling policies
In the next step the network-centralized heuristic is enabled. In the first part fitness func-
tion o1 is used and the results are shown in the Figures 5.8 and 5.9. Unfortunately, the
optimization approach doesn’t clearly outperform the previous explained results. Due to
the design of fitness function o1, there are too many counteraction terms in the equation,
which wipe out possible gains. In this case, the different scheduling strategies based on
Section 4.4.1 does not show significant influence in the performance with the defined fit-
ness function o1. It can be concluded that, the network-centralized heuristic did not derive
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a proper power reduction pattern. However, the performance is kept stable and at least no
decreased throughput is observed.
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Figure 5.8: Throughput of all MSs and RN BH with fitness function o1 and scheduling
policy 1,2 and 3
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Figure 5.9: Throughput of all MBS and RN MSs with fitness function o2 and scheduling
policy 1,2 and 3
As an alternative, fitness function o2 is now enabled and presented. As already de-
scribed in Section 4.3 the design of the fitness function is much more aggressive to find a
promising subband power reduction pattern. Only the possible improvement of the RNs
in the backhaul subframes and the MBS MS improvements in the access link subframes
are in focus without the consideration of possible losses of MBS MSs during backhaul
subframes and RN MSs in the AL subframes. Figure 5.10 shows the performance com-
parison when fitness function o2 is applied in combination with the proposed scheduling
136
strategies. It can be observed the best performance when scheduling strategy 2 is used.
To remind the reader strategy one leaves the radio resources free, when no MS individ-
ual ∆ supportable rate promises possible gains in the considered cell. On the one hand,
this might improve the SINR in the surrounding cells but decreases the number of avail-
able resources to be scheduled to MS/RNs. Scheduling strategy 2 provides access to all
available resources for the non-optimized users. In contrast to this scheduling strategy 3
gives the opportunity to allocate resource to every single MS from both resource regions.
As can be observed scheduling strategy 2 outperforms 1 and 3. A closer look discloses,
that scheduling strategy 3 slightly outperforms one. The difference between 2 and 3 is
explained by the higher SINR variance in case of strategy 3 for a single MS. The link
adaptation targets a BLER of 10 percent to provide best performance of the network. In
case of strategy 3 the target BLER was narrowly missed due to higher SINR variations on
the transport blocks. In Figure 5.11 it can be observed, that especially in case of the MBS
MS throughput the performance strategy 2 outperforms 1 and 3. For the RN MSs the
difference between strategy 2 and 3 can be neglected, as the RN MSs are buffer limited
and rarely use both bandwidth parts simultaneously due to the smaller Transport Block
Sizes (TBS)s.
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Figure 5.10: Throughput of all MSs and RN BH with fitness function o2 and scheduling
policy 1,2 and 3
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Figure 5.11: Throughput of all MBS and RN MSs with fitness function o2 and scheduling
policy 1,2 and 3
5.3.3 Final comparison for best feedback, power reduction pattern
and scheduling settings
Figure 5.12 shows the final result of the comparison in this Thesis. The user throughput
for all distinguished user groups is shown. It can be observed, that much more data is
transmitted to the RNs when the GA was applied (black solid vs. dashed curves). This
comes from a higher prioritization of the RN backhaul transmission after the optimized
power adaptation. A clear throughput gain can be observed for all users when the hy-
brid RRM approach with fitness function o2 and scheduling strategy 2 is applied. At
60 percentile which represents the average throughput, approximately 10 percent gain is
reached, without any loss in other regions. From 0 to 100 percentile the CDF runs on the
right side compared to the cell-centralized approach. This result gives a clear impression
that the genetic algorithm optimized the backhaul link quality (improved throughput of
RN MSs) and additionally compensated possible losses for the macro users in the sec-
ond subframe type when RNs are receiving. Even for the MBS MSs the performance is
increased, when the interference situation is adapted by the network-centralized scheme.
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Figure 5.12: Final Comparison of the UE and RN throughput for reduced feedback based
on max value and fitness function o2 with scheduling policy 2
5.3.4 SINR comparison for best settings
To give some more insights how the system behaves the SINR values for the best derived
hybrid settings (MAX feedback, fitness function o2 with scheduling strategy 2) are anal-
ysed. The SINR values are calculated on 3 subcarriers per PRB depending on the applied
power per PRB, used transmission mode (spatial multiplexing or single user beamform-
ing), channel variations in time and frequency, and codebook based precoding vectors
(PMI) used for each individual transmission. Here, the CDF shows the individual sub-
carrier related SINR per link type. In Figure 5.13 the comparison of the SINR values for
the RN backhaul (BH) links (black curves) are presented when the centralized scheme is
enabled compared to the best found cell-centralized result. A clear gain of approximately
2.2dB in average (60 percentile) can be observed for the BH due to the applied optimized
transmission power pattern. Furthermore in Figure 5.14 the CDFs of SINR for the total
amount of MSs (blue curves) is illustrated. The dashed dark blue CDF (fitness function
o2, scheduling strategy 2) clearly shows a higher improvement than the solid blue curve
representing the cell-centralized approach compared to the reference simulation result.
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Figure 5.13: Comparison of the RN BH SINR values for reduced feedback based on max
value and fitness function o2 with scheduling policy 2
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Figure 5.14: Comparison of the MBS and RN UE SINR values for reduced feedback
based on max value and fitness function o2 with scheduling policy 2
In Figure 5.15 the SINR values for the two user groups are depicted. The red curves
represent the MSs attached to the MBSs, while the green curves show the behaviour for
the MSs at the RNs. As required no degradation for the MBS MSs can be seen. Even a
slight SINR improvement of roughly 0.5dB is observed as mean value (approximately 60
percentile) for the GA with scheduling strategy 2. For the RN MSs decreased SINR values
are observed below 80 percentile. This comes from the defined fitness function, which
tries to compensate the potential loss in the backhaul subframe for MBS MSs by reducing
the interference. Above 80 percentile, the SINR it is slightly improved. However, the loss
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in the RN access link did not result in a performance degradation, due to the applied reuse
one scheme, which means that all RNs have access to the total system bandwidth to serve
their MSs. Thus, the lower SINR will be compensated with higher amount of resources
in use at the RNs. This is also confirmed considering the results in Figure 5.12. Due to
the improved SINR on the backhaul link, the RNs are higher prioritized to be scheduled
and thus, the RN MSs profit from that in terms of increased throughput. In the overall
SINR consideration depicted in Figure 5.14 only below 5 percentile the SINR is decreased
due to the aforementioned effect on the RN-MS links, without any loss in the throughput
performance.
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Figure 5.15: Comparison of the MBS and RN UE SINR values for reduced feedback
based on max value and fitness function o2 with scheduling policy 2
5.3.5 Fairness comparison for best settings
The fairness index is defined according to the 3GPP criteria in [102]. As previously ex-
plained in Section 3.4.3 it is defined as the normalized user throughput CDF with respect
to the average. If it proceeds on the right side of the identity function the system perfor-
mance fulfils a fair throughput distribution among users. The limit defines a linear relation
between the user throughput and the probability to experience a certain throughput. In
Figure 5.16 the fairness evaluation of the investigated system is presented. Compared to
the reference network (light grey) the RN extended network has a slightly higher variance
of throughput values, since it is a bit flatter. However, all example RN network settings
shown here fulfil the fairness requirement of the 3GPP. The fairness of the network is kept
stable by the applied hybrid RRM scheme.
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Figure 5.16: Final Comparison of the Fairness Criterion
5.3.6 Energy consumption
Due to the network-centralized asynchronous optimization as defined in Section 4.3 a
smaller amount of energy is used for transmission on a number of PRBs in the downlink
data channel. Dependent on the MBS or RN specific power adaptation possible energy
savings can be reached. Figure 5.17 shows the CDF with the probability of potential
power savings for MBS, RNs respectively. Here, the best found setting (fitness function
o2 with scheduling policy 2) provides also the highest power savings. Approximately up
to 2.7 dB for MBS as well as 3.2 dB for RN transmissions could be saved.
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Figure 5.17: Final Comparison of potential MBS and RN transmission power savings on
the DL data channel
142
Chapter 6
Conclusions and outlook
6.1 Conclusions
In order to fulfil the growing data demand in mobile networks the work in this Thesis
shows that the proposed hybrid radio resource management scheme is able to increase the
system capacity in relay-extended networks.
It contributed an answer to the question, if it is possible to improve the overall user
throughput of the system by designing an hybrid radio resource management approach
under full practical limitations. That is why, the wireless backhaul link is considered
as the bottleneck of the possible two-hop connections. Moreover, an realistic additional
feedback delay model is defined and applied during the system level simulations to evalu-
ate the hybrid RRM scheme. The analysis of this work shows performance improvements
in terms of the overall user throughput by adapting:
1. The decentralized cell selection scheme, by taking into account the imbalances of
the sending and receiving time and the link type qualities for the MS attachment.
2. The synchronous cell-centralized radio resource scheduler to derive a two-hop pro-
portional fair and frequency selective accurate resource allocation decision in each
transmission time interval.
3. The asynchronous network-centralized transmission power, which finds an improved
transmission power setting for each serving node on a part of the system bandwidth
in time intervals when the RNs are in the sending or the receiving mode.
The possible improvements based on the proposed hybrid radio resource management
have been verified by detailed system level simulations.
143
In addition to this the Thesis shows the possibility to introduce relays to a mobile net-
work without additional costs related to planning effort or additional hardware, such as
an receiving antenna for the relay wireless backhaul link. It also takes into account the
limited possible sites to deploy relays in realistic networks. Moreover, possible energy
savings are shown by reducing the applied transmission power in the network. The The-
sis also discusses the necessary additional signalling effort which is needed to apply the
proposed hybrid RRM scheme.
For further standardization it is recommended to take the necessary signalling into
account in the 3GPP study item on RNs for 5G NR [5]. Furthermore, the Thesis gives
valuable information about the co-scheduling functionality among RN and MSs, which is
not solved yet.
6.2 Future work
In the future, the work of this Thesis can be extended in different directions:
• Further increase the flexibility of the radio resource scheduler by introducing a
higher amount of antennas and thus a higher amount of spatial layers. In combi-
nation with a multi user MIMO scheduler it might be further improve the qualities
of the wireless backhaul links. However, the additional necessary signalling traffic
would be increased.
• The time ratio between the backhaul and the access transmission can be adapted in
addition. Here, still an asynchronous scheme might make sense due to the increased
probability of outdated feedback when switching the time ratio dynamically. Fur-
thermore, the time ratio needs to be network centralized to prevent unwanted relay
to relay interference. The applied heuristic could be extended by considering the
target time ratio in the defined fitness functions.
The gained knowledge of this Thesis can also be used to develop a sophisticated RRM
scheme for full duplex relay nodes in the future. It will be necessary to adapt the proposed
scheme in such a way, that the large imbalances of the received and sent power at the
relays are taken into account and compensated to prevent prohibitive self-interference as
one of the most problematic research challenges for full duplex relays. Furthermore, the
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proposed hybrid scheme could be adapted for a network infrastructure supported device-
to-device network to improve the coverage of the system. Especially, as the worst case
assumptions for the wireless backhaul links are taken into account, the proposed scheme
could be used for a device-to-device extended network.
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Appendix A
Numerical Examples for different
scheduling metrics
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Figure A.1: Numerical example for a round robin scheduler
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Figure A.2: Numerical example for a Max-Min scheduler
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