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Let F, f be the continuous solutions of the following system of difference-differen- 
tial equations: F(u) = F,(u), 0 < u 5 a; f(u) =fo(u), 0 < us B; (u”F(u))’ = 
mK-'f(u- 1), u>a; (u"F(u))'=Kd'-'F(u- I), u>B; where K, a, p are constants 
and F,,,fO are “initial” functions. Many important functions in number theory can 
be represented by F andf, if a special choice of a, /?, K, Fo,fo is made, for example, 
Selberg’s function CJ, Buchstab’s function w, Dickman’s function p (for definitions 
see Halberstam and Richert (“Sieve Methods,” Academic Press, London, 1974)) 
the functions F, fof the k-dimensional Rosser-sieve (Iwaniec, Acta Arith. 36 (1980) 
171-202) the functions F, f of the K-dimensional iterated Selberg-sieve (Iwaniec, 
van de Lune, and de Riele, Indag. Math. 42 (1980) 409417). In this paper a new 
representation of F, f is given which allows, for example, an easy calculation of 
these functions. The case K = 1, a = 3, p = 2, F,(u) = 2eY/u, fs(u) = 0 was treated in a 
paper of Richert and the author (J. Number Theory, in press). 0 1986 Academic press. 
Inc. 
1. INTRODUCTION 
Some important functions in the theory of sieves are solutions of certain 
difference-differential equations. Most of them can be viewed as continuous 
solutions of 
F(u) = F,(u), O<u~a, 
f(u) =fo(u), 0 < u 5 /?,’ 
(UKF(U))‘=tcUK-lf(U- l), 
(1.1) 
24 > a, 
(UKj-(U))‘=K#K-lF(U- l), u > B, 
where K, a, B are constants (to be specified later) and F,,, f, are given con- 
tinuous functions. For 
K>O,a=fi+l, F,(u) = Au-“, A = const., fO(u)= BupK, B=const. 
’ Sometimes it is convenient to have 0 5 u 5 a, 0 5 u 4 /?. 
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the functions F, f play a central role in Rosser’s sieve of dimension K (cf. 
[S]). Moreover, in the l-dimensional sieve we have additionally 
Ic= 1, P=Z A = 2eY, B = 0, (l-2) 
where y denotes Euler’s constant. The functions F, f already appear in [7] 
(cf. also [4, Chap. 83). Put (in the l-dimensional case) 
W(U)=& W+f(u)), 
i’(u) = & (F(u) -f(u)). 
The functions w and p are associated with Buchstab’s functions 4(x, y) and 
Y(x, u) (cf. [4, Chap. 81). 
For K < 0 take u = /3 = 1, F,(u) = A*u-~, fo(u) = 0 and define 
L(u) = F(u) +f (u), u > 0. 
Then, by (l.l), 
(UKj~K(U))‘=lcUK-tj~K(U- l), u> 1. (1.3) 
jjK(U) appears in [l] with A* = l/-K (in the notation J,(U)). Finally let 
A* = eYK/(r( 1 - K)) and put 
o-,P) =j-Ju), 24 > 0. (1.4) 
Then g--K is Selberg’s function 0 --K which satisfies (writing now K for --IC 
as usual, cf. [4, Chap. 63) 
a,(u) = 2-” 
e-YK 
K 
q1+f/ ’ 
o<u52, 
(u-%,(u))‘= -icU-K-‘a,(u-2), u > 2. 
In the next section representations of F, f are given, satisfying (1.1). In 
Section 3 we shall specialize these results to the most important cases in the 
theory of sieves, namely 
where A, B are certain constants (cf. [S] ), and to 
F,(u) = a,‘(u), fo(u)=O (1.6) 
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(cf. [6, 81). Note however, that up to now there is no complete proof, 
which ensures that F,f (satisfying (1 .l ) with initial conditions (1.6) and cer- 
tain LX, B) are indeed functions of a sieve. But it seems very likely that they 
are sifting functions. 
It is known from all special functions mentioned above that they tend 
(rapidly) to a limit when the argument tends to infinity. But if one wants to 
determine F(u), f(u) for values u not too big but beyond the trivial range 
for U, one has to calculate iterated integrals. In order to avoid this difficulty 
we shall give (using the results of Section 3) a method (“Chain of 
Circles”)*, which allows us to determine F(u), f(u) without calculating 
iterated integrals. It turns out that this calculation of F(u), f(u) reduces to 
that of the functions M,(u, A). We shall deal with M,(u, A) in Section 4. In 
Section 5 the “chain of circles,” introduced in [3], will be explained and 
applied to M,(u, 1). Finally in Section 6 we shall give upper bounds for 
IF(u) - &)I, I f(u) -fw 
where F(U), f( ) u are approximative values given by the “chain of circles” 
(for numerical purposes). This will be done for simplicity only for the 
functions F, f of the l-dimensional sieve. 
In the case of the l-dimensional sieve, the representations of F, f (cf. 
Corollary 1) are already known [2, 3,9]. 
2. THE FUNCTIONS I,(u), J,(U) 
We are searching for continuous functions F(u), f (u) (U > 0), satisfying 
(1.1). Hence the third and fourth line of (1.1) require 
Avoiding trivial cases, we assume 
K #O. 
Furthermore, it turns out that we should distinguish the 3 cases 
asp--1, b-l<a<p+l, B+lla (2.1) 
for our purposes. 
In the theory of sieves one always seems to have azb (cf. C61). 
Nevertheless we shall present our results also for a < /I for the sake of com- 
pleteness. 
z German: Kreiskettenverfahren. 
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We continue the functions F0 andf, as follows: 
h(u) = B”f0(B)/~“~ u > P, 
F,(u) = aKFO(a)/UK) u > a. 
Define for u > 0, 
(2.2) 
(2.3) 
#“G(U) = 
i 
(B- l)“F(B- 1) if as.P-1 
UKFo(U) if a>/?-1, 
#“g(u) = 
i 
(a - l)“f(a - 1) if azb+l 
u”fo(u) if a<qb+l. 
(2.4) 
(2.5) 
Note that, by (l.l), 
(/I?- l)“F(p- l)=aKFO(a)+K~~~12 (t+ l)“plfo(t)dt if asp- 1, 
(2.6) 
Furthermore, let 
u”Fo(u) 
#“Z,(U) = 
aKFo(a) 
SF(u) 
1 (P-l)“W-1) 
1 u%(u) 
#“J,(U) = I 
PYo(P) - 
u"f(u) 
\ (a- l)“f(a- 1) 
(2.7) 
u 5 a, 
p-lSa<u, 
acusp-1, 
a<fl--lgu; 
us P, 
a-lsfi<u, 
j<uSa-1, 
/?<a-lgu. 
(2.8) 
(2.9) 
Define for AZ 1, u>O, rZ2, 
UKI,(4 1) 
if u>A+r-2, 
if usA+r-2; (2.10) 
641/24/Z-3 
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! if u>l+r-2, 0 if 24 5 3, + I - 2.3 (2.11) 
Finally put for r 2 2, 
Z,(u) = 
i 
Zr(u, B) if ccSB+l, 
ZA4 a - 1) if cc>/?+ 1; 
J,(u) = J,(u, S - 1) 
if GL~P- 1, 
J,(u, a) if a>B-1. 
Then we have 
(2.12) 
(2.13) 
THEOREM 1. Let a 2 1, flz 1. Then 
F(u) = f Z,(u)+ f J,(u), u > 0, (2.14) 
r=1,2+r r=l,Z/r 
f(u)= f Z,(u)+ f J,(u), u > 0. (2.15) 
r= 1,2/r r=l,Z+r 
Note that the sums in (2.14) and (2.15) indeed are finite, by (2.1Ok(2.13). 
For the cases (1.5), (1.6), respectively, Theorem 1 reads as follows: 
COROLLARY 1. Let ti>O, a=p+ 1, 
zPF,(u) = aKFo(a) for u>O, 
u”fo(u) = P%(B) for u>O. 
3 For I = 1, G and g are assumed to be defined in such a way that all integrals exist (cf. also 
Sect. 3 1. 
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Then for r 2 2, 
u-1 aKF(J(a) I?- l j (L2y dt,p2...j 
‘1-l (to+ 1y-1 
&?+rv3 r-2 8-l tK 
dto 
0 
UKZ,( u) = if u > /? + r - 2,4 
0 if uSb+r-2; (2.16) 
B”fo(B) ic l s u-’ fl+re2 (f’-2t;1’K-’ dlre2... j 
t1r-L (to+ 1y--1 
r-2 B tK dto 0 
zPJ,( u) = 
i 
if u>b+r-1, 
0 if usj+r-1; (2.17) 
u”Z,(u) = aKFo(a), 
u”J,(u) = P”fo(Ph 
F(u) = f I,(u)+ f J,(u), u > 0, 
r=1,2+r ,=1.2/r 
f(u)= f Z,(u)+ f J,(U)? u > 0. 
r= 1.2/r r=1,2+r 
In Rosser’s sieve of dimension K 2 t, fo(j?) = 0 holds true (cf. [S]). Hence, 
in this case even 
uKJr( u) = 0 for u>O, rz 1. 
COROLLARY 2. Let K<O, a~l,j?~l, 
fo(u) =o, 
or;(u), 
f',(u) = a%::(a) 
UK ’ 
where c.., is defined in (1.4). Then for 
4 If fl= 1, then K < 1, as is the case in Rosser’s sieve. 
usa 
u > a, 
(2.18) 
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(i) p-l<r<P+l: 
LPI,( 24) = 
X 
i 
I 
1, ~ I 
(to+ l)“-‘F&J d&J if rz2,u>/?+r-2 
8-l 
0 if rz2,uSp+r-2 
u”‘F,(u) if r= 1, 
(2.19) 
J,(u) = 0 for rzl, u > 0. (2.20) 
(ii) tx2fi-t 1: 
I u-1 12-1 
I 
K r-1 
s 
(t,+,+ 1y-’ dt 
a+rp4 tK r-2”’ I 
(tl + l)“-1 dt 
r-2 x-1 t ; 
1 
1, - I 
u”l,(u) = ,; 
X 
5 (to+ W’~o(to)dto 
if rz2,u>cc+r-3 or-2 
[ 
0 if r~2,u~a+r-3 
u”F()( 24) if r= 1, 
(2.21) 
X 
s 
l-1 (to+ l)“-’ dt 
0 if’ rzZu>a+r-2 
a-l t” 0 
u”J,(u) = ( 0 
0 
(a- l)“f(a- 1) 
u"f(u) 
if rz2,uscr+r-2, 
if r=l,usfl, 
if r= 1, u>cx-- 1,’ 
if r= 1, B<usa- 1.’ 
(2.22) 
‘f(u),f(a- 1) are given by simple integrals over FO (cf. (2.7)). 
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(iii) asp- 1: 
‘--l (be l)“~(j- 1) Kr-l 
I B+r-3 
‘t,): ‘)‘-’ dt,-,... 
r-2 
X 
dt 
0 if rz2,u>a+r-2, 
u”Z,(u) = 0 
U”fJ~~(U) 
uKF(u) 
(B- l)“F(P- 1) 
J,(u)=Ofor rz 1, u>O, 
if r~2,u~fl+r-2, 
if r=l,u<cc, 
if r=l,cr5~~~---1,~ 
if r= 1, u>fi- 1,6 
(2.23) 
F(u)= f Z,(u)+ f J,(u),u>O, (2.24) 
r=l,2+r r= 1,2/r 
f(u)= f Z,(u)+ f J,(u),u>O. (2.25) 
r= 1,2/r r=1,2+r 
Proof of Theorem 1. By (2.10) and (2.11), we have 
{uKZ,(u, E,)}‘=Ku~-‘Z~-~(U- 1, A), rz3, u>O, (2.26) 
(uV,(u, IZ)}‘=KUK-‘.z~I(U- 1 2) 9 9 r 2 3, u > 0. (2.27) 
Now we distinguish the three cases mentioned in (2.1): 
(i) fi - 1 < tx < fl+ 1. By (2.2)-(2.5), (2.8)-(2.13), we obtain 
(u”Z2(u))’ = till- lZ,(u - l), u 2 P, (2.28) 
(u”J2(u))‘= Ku”-‘J,(u- l), u 2 a. (2.29) 
Equations (2.26t(2.29) together with (2.8), (2.9), (2.12), (2.13) yield 
=KU+l c I,-,+l)+~J,_k+l) , uZcxG1, (2.30) 
2+r 2/r > 
6 See (2.6). 
162 F. GRUPP 
i i 
’ uh g ZAZO + 2 J,(u) 
r 2+r 
= /& ’ 
i 
;L,W+ c J, W)), ~28. (2.31) 
r 2+r 
Obviously, by (1.1) (2.4), (2.5), and the definitions of I,, J,, 
u”F(u)=rKF&)+KjU ’ (t + l)“P’“Z&) dt 
a-l 
=Zf K 
( 
*; M4+~JrW > 
> 
asusp+ 1, (2.32) 
r 2jr 
u- I 
u”f(U) = k%(b) + K s 
(t + l)“-‘F,(t) dt 
B-1 
=zfK 
( 
~w4+ c J,(u) 
2/r 2+r > 
3 /?suscr+ 1. (2.33) 
Equations (2.32), (2.33), respectively, prove (2.14) for c( 5 usb+ 1 and 
(2.15) for ps;uscr+ 1. Equation (2.14) for u>B+ 1, (2.15) for u>cl+ 1, 
respectively, follow from ( 1.1) and (2.30~(2.33). The remaining part of 
(2.14) and (2.15) is obvious, by the definitions of Z,, J,. 
(ii) crzB+ 1. Again, by (2.3)-(2.5), (2.8)-(2.13), we obtain 
(u~12(u))‘=KUX-‘zl(U- I), UZN-1, 
(ux.z2(u))‘=tizf- lJ,(u- l), z4 2 ci. 
This together with (2.8), (2.9), (2.12), (2.13), (2.26), and (2.27) gives 
i ( UK c Z,(u)+ c Jr(u) 2/r 2+r >I’ 
=&-l ;L,(u- l)+ c Jr-,(u- l)), uzcr- 1, (2.34) 
r 2+r 
’ 
=&-I u 2 ct. (2.35) 
BY (1.11, 
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This together with (2.7) gives 
s 
u-l 
uKf(u)=(a- l)+j-(a- 1)+x (t + I)“- ‘F,(t) dr 
x-2 
1 I,(u)+ 1 J,(u) > a-l~u~a+l, (2.36) 
2/r 2+r 
using (2.9)-(2.13). Equations (2.36) and (1.1) then give 
1 Z,(u)+CJ,(u) , a5uga+2. 
> 
(2.37) 
Z+r 2/r 
Equations (2.14) for u 2 a, (2.15) for ZJ 2 a - 1, respectively, now follow 
from (2.34)-(2.37) and (1.1). Equation (2.14) for u<a is obvious by (2.8), 
and so is (2.15) for u < a - 1 by (2.9). 
(iii) a 5 p - 1. This case can be reduced to case (ii) using the sym- 
metry in F and f, a and p of the problem (cf. (1.1)). 
3. THE FUNCTIONS I, AND J, IN SPECIAL CASES 
Here we shall restrict ourselves to the important cases in the theory of 
sieves, i.e., to the cases treated in Corollaries 1 and 2. The calculation of F, 
f in Corollary 1 reduces to that of the iterated integrals in (2.16), (2.17). 
The calculation of F, f in Corollary 2 is a little bit more complicated, 
since c :A( t) is usually not elementary for t > 2. 
We shall see in this section that all functions I,, J, of Corollaries 1 and 2 
can be expressed by the functions M,(u, A), defined as follows: For 12 0, 
rz2 put 
‘I’-;: llK-l dtrp2 1 ‘r-2-1 (tr-3+ l)K--1 ti r- 1 
I 
u-1 dt 
tK 
r-3”’ 
Air-2 r-2 i+r-3 r-3 
= x 
5 
rl-1 (to+ 1)K-l 
P 
dto if u>l+r-1, A 0 
0 if u$A+r-1, 
UKM1(U, A) = 1 if u>O.’ 
’ K < 1. if I = 0. 
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COROLI,ARY 1 I. Let K > 0, a = fi + 1, and F,, Jo as in Corollary 1. Then 
u”Z,(u) = cr”F*( cc) M,( u, p - I ), r21 _ 
u”J,(u) = P”f*(P) M,(% P,, F-2 I. 
Pro@ Obvious. 
The calculation of (F-~, which appears in Corollary 2, reduces by ( 1.4) to 
that of j _ h:, We have 
LEMMA I. Let K < 0. Then 
where 
KK(2U)=j-JU)=A* 1 M,(u,O), u>O,8 (3.2) 
?-=I 
A * = eyK/T( 1 - K). 
Proof. For 0 < u 5 1, (3.2) follows from (3.1) and the definition of 
j-^-(u). For r >= 2 we have 
{UKM,(U,O)~‘=KUK-‘Mr_,(U--l,O), u> 1, 
{UXMt(U, O)‘=O, u > 0. 
This together with (1.3) proves (3.2) for u > 1. 
COROLLARY 2’. Let K, cx, /I, 012 &9 Fo,fo us in C~r~~lar~ 2. Put 
Then for r 2 2 
p= p-4 
i 
psa<p+ 1, 
a-2 if /?+l~i;. 
I,(u) = 0, us5;p+r-1, (3.3) 
Z,(U)==K j”-‘” ~t+l)X-‘F*(t)M,_,(u,r+l)dt, u>p+r- 1, 
P 
(3.4) 
z&+h.je- ?+l (t+ 1)“‘ ‘~~~(r)~~-,(u, r+ l)dt, 
P 
p+r-ltusa+r-1, (3.5) 
s The sum indeed is iinite (cf. (3.2)). 
9 For the restriction a 2 /I see [6]. The case LX < jl can be treated similarly. 
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z,(u)=Kja(t+l)*.-16_~(t)M,-,(U,I+1)df 
P 
+ a”a:L(a) M,(u, a), u>a+r-1, (3.6) 
u”Jr(u)= i 
0 if /?ZaSB+l, 
(a- l)“f(a- 1) M,(u, a- 1) if a>fi+ 1. (3.7) 
Remark. In order to determine F, f we use (2.24), (2.25), (3.3), (3.5), 
(3.6), and (3.7). Since aP,(2u) can be expressed by M,(u, 0) ((cf. (3.2)), it 
remains (besides a simple integration of length 12) the determination of 
certain M,(u, A). 
Proof: Equation (3.3) is obvious. The proof of (3.4) starts with (2.19), 
(2.21), respectively. Now change the order of integration from 
tr-2, fr-3r.7 t,, to 
to, tr-2, tr-3,..., t,. 
This yields (3.4). The upper bound of the integral in (3.4) is sa, if 
usa+r-1 and, by (2.18), 
F,(t) = o::(t), t 5 a. 
Hence (3.5) is proved. For u > a + r - 1 we split up the integral in (3.4) into 
two integrals. For the first part (integration from p to a) we use (3.5) and 
for the second part (integration from p to u - r + 1) we put in the definition 
(3.1) of M,- ,(u, t + l)-note that now 
F,(t) = a”ck(a)/t”, 
by (2.18tand cancel the inversion of integrals made in the proof for (3.4). 
This yields (3.6). Equation (3.7) is obvious, by (2.20), (2.22), respectively. 
4. THE FUNCTION M,(u, A) 
We have, by (3.1), 
(u’Mr(u,A)}‘=KUK- ‘M,-,(u- 1, A), u>A+r- 1, rh2. (4.1) 
Consequently, 
UKhf,( U, 2) = K I” ~ ’ (t+l)Kp’M,pI(t,A)dt, uLA+r-l,rZ2, 
lfr-2 
(4.2) 
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For s E C now define (A 2 0) 
u>i,+r- l,rz2. (4.3 1 
fl@,(S, I) = 1 
Obviously 
. (to+ 1)” ’ dt 
P 03 0 
Res>i+r-- 1, rz2,” 
Res>O. 
The functions PI@,(s, A) can be continued as follows: 
LEMMA 2. We have 
ff,(s, A) is analytic for Re s > r - 1, rfzN,ifA>O, (4.5) 
(s - r + 1)” L@,(s, A) is analytic for Re s > r - 2, rE N, ifA=O. (4.6) 
Proof: Equation (4.5) is obvious, as well as (4.6) for r = 1. Now assume 
that (4.6) holds true for some rE N. Then on using the analog of (4.2) for 
&,(s, A) we obtain 
Pfi,+ ,(s, 0) = K /I,’ ((tt’:T,: (t-r + l)“fi,(t, 0) dt, Re s > r. (4.7) 
Now by assumption 
(t-r+ l)“fG,(t,O)= f yv(t-r+ I)“, It-r+l(<l 
r=O 
holds true with certain coefficients yy. Inserting this in (4.7) yields by 
analytic continuation 
(s - r)KKir+ ,(s, 0) = f fy(s - r)“, Is-r1 < 1 
V=O 
lo Again K < 1, if I = 0. 
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with certain coefficients y^, and using the assumption again, by analytic 
continuation, 
(S - r)rfiii,+ ,(s, 0) is analytical for Re s > r - 1. 
The following two theorems provide the way for computing M,(u, 1). We 
have to distinguish two cases. 
THEOREM 2. Let ~20, c+A>O andput d=A+r-1. Then we have 
M,(u, 1) = f a,(r, c)(u- (d+ cl)", d<u<d+l+2c 
II=0 
with coefficients a,(r, c) satisfying 
a,(r. c) = M,(d+ c, A) 
a,(r, 0) = M,(d, A) = 0, rz2, 
a,( 1, c) = ,” (A+ c)-n-K, 
( ) 
nENo 
1 
an+‘(r’C)=(d+c)(n+l) {rca,(r-l,c)-((n+K)a,(r,c)}, 
nEN,,r>=2 
(4.8) 
(4.9) 
(4.10) 
(4.11) 
(4.12) 
(4.13 
(4.14 
(4.15) 
where M,,.=max,~v~rM,(d+c,~). 
Proof: The power series for R,(s, I) with center d+ c has at least 
radius of convergence 1+ c (cf. Lemma 2). This together with (4.4) proves 
(4.8). Equation (4.9) is obvious. Equation (4.10) follows from (3.1). 
Equation (4.11) again is obvious, by (3.1). Now put (4.8) in (4.3). The 
comparison of coefficients yields (4.12). Equation (4.13) follows 
immediately from (4.12) by induction on n. Again, by induction on n, 
(4.14) follows using (4.11), (4.12). Finally, (4.15) follows from (4.14). 
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THEOREM 3. Let i=O, tic I andput d=r- 1. Then 
(zi-d)h M,(u, 0)= f h,,(r)(u-d)“, d<u<d+l (4.16) 
with coefficients b,,(r) satisfying 
y Ur - 1) 
v! 
Proof: The proof runs along the lines of the proof of Theorem 2. 
Remark. It would be possible to introduce (4.16) more generally (with 
a ~20, cf. (4.8)), but then the corresponding recursion formula becomes - 
more complicated. For our later purposes we only need the case described 
above. 
5. THE “CHAIN OF CIRCLES" 
Here we want to describe how one can compute the M,(u, A). Since 
M,(u, A) is elementary and M,(u, A) = 0 for u s A + r - 1, r 2 2, we confine 
ourselves to 
r 2 2, u>A+r-l=d. 
We have to distinguish the cases A= 0 and A > 0. We start with A> 0. 
Every M,(u, A) is given by a certain power series (cf. (4.8)). The coef- 
ficients of these power series can be computed recursively by (4.12). The 
only missing information is a,(r, c) given by (4.9) and a,( 1, c) given by 
(4.11). Equation (4.9) will be given by the “chain of circles.” 
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We start with c=co=O in (4.9). Since a,(r, 0)=0 for rL2 (cf. (4.10)) 
and a,( 1,0) = (;“) A--‘-‘, n E No, all coefficients a,, r(r, 0), n E N,, r 2 2 
can be determined by (4.12) such that the power series in (4.8) with c = 0 
are well known. These power series then give 
MA% J”) for d<u<d+A. 
Now choose 0 < c = c, < 1. Then ao(r, c,) = M,(d+ cr, A) is well known 
and so is a,( 1, c,). Hence, a,, ,(r, c,), r 2 2, can be determined and the 
power series in (4.9) is given for c = cr. Hence, by (4.8), 
MA% A) for d<u<d+A.+2c, 
is known. 
Suppose now that M,(d+ cN, A) is given for some c,zO. Then 
a,, I(r, c,), r 2 2 is known by (4.12) and by means of the power series in 
(4.8) 
MAW A) for d<u<d+A+2c, 
is known. 
For the sequence cO, cr, c~,... of our “chain of circies” we have 
c,-1 <c,</z+2c,-1, vEN,c,=O. 
This implies especially 
c, < (2” + 1) A, VEN; (5-l 1 
a sequence c,, just fitting (5.1) would give the fastest procedure of our 
“chain of circles,” but then the rate of convergence of the corresponding 
power series is very bad. If we choose 
c,s (($- 1) A, 
then the rate of convergence of every power series is at least as good as the 
convergence of a series with coefftcients 
If now 1= 0, then we proceed as follows: Theorem 3 allows us to deter- 
mine 
MS% 0) for d<u<d+l 
by using the power seires for (u - d)” M,( u, 0). Now choose 0 < c, < 1. 
170 F.GRUPP 
Then the power series for M,(u, 0) with center (d-t c, ) and radius c, is 
known by Theorem 2. Again this can be taken as the starting point of the 
“chain of circles.” 
In order to obtain numerical values for M,(u, jU) we modify the “chain of 
circles” in such a way that we only take a finite part of the power series. 
This gives only an approximative value for M,(u, 1). Also in the recursion 
(4.12) we use these approximative values for initial values to obtain (new) 
approximative values for a,,(~, c). Hence in every step (besides the first one) 
of our “chain of circles” (for numerical purposes) we make two ‘errors”: 
(1) only a finite part of the power series is taken, 
(2) the recursion (4.12) starts with approximative values for a,(r, c). 
In the next section we shall see how these “errors” can be controlled. 
6. THE “CHAIN OF CIRCLES" (FOR NUMERICAL PURPOSES) 
Here we will deal with the problem of controlling the two “errors” in the 
“chain of circles” (for numerical purposes-cf. Sect. 5, last segment). We 
restrict ourselves for simplicity to the functions arising in the l-dimensional 
sieve (cf. (1.2)); however, a generalization is possible. 
For the functions of the l-dimensional sieve only the iterated integrals in 
(2.16) with b = 2, K = 1 arise in the “chain of circles,” i.e., the functions 
must be considered only. By (4.11) 
(-1)” %(Lc)=(l+c)“+,’ HENO 
Obviously, by (6.1) and (4.9) 
ao(2, cl = 
log( 1 + c) 
2+c . 
u>rz2 
usr,rz2 (6.1) 
u>O,r= 1 
(6.2) 
(6.3) 
Since the functions F( u),f(u) tend rapidly to 1 (cf. [3]), we are interested 
only in those M,(u, 1) with usR+ 1, say (REOX). M,(u, 1) and M,(u, 1) 
are elementary (cf. (6.1)). Hence it is sufficient to deal with 
MA4 1) for 35r5R. 
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Now suppose that &(r, c) is an approximative value for a,(r, c) = 
M,(r + c, I), such that for a 8 > 0 
I ao(r, c) - Go(r, c)l 5 a for 35rsR (6.4) 
holds true. By applying our “chain of circles” (for numerical purposes) we 
shall first determine approximative values ii,(r, c) for a,(r, c) by the 
recurrence formula (cf. (4.12)): 
or, equivalently (cf. (4.13)), 
(6.5) 
(-1)” 
‘n(rr ‘)=(r+c)” 1 “c’ (-lY+l -~=. p+ 1 u,(r - 1, c)(r + c)” + d,(r, c)}, 
where for the initial values we take d,(r, c), 3 5 r 5 R, and 
C-1)” 
i 
n-1 
~,cz cl = %A?, cl = (2 + c)” -.~~(,+lt(l+c)(~)“+‘o”:::c)}~ 
PIENO (6.6) 
(cf. (4.13), (6.2), (6.3)). By induction on n one easily proves (using (4.12), 
(6.5), (6.6)) 
a 
Idry cl - k(r, c)l S (2 + c,2)n, neNo,3~r~R. (6.7) 
Now let 
o<c, 5;. 
Then, by Theorem 2, 
u,(r,c+c,(l+c))= f u,(r,c)(c,(l+c))“. 
fl=O 
In the “chain of circles” (for numerical purposes) we put 
(6.8) 
iio(r,c+c,(l+c))= f Z,(r,c)(c,(l+c))“, 
n=O 
(6.9) 
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where the condition for N is given below in (6.10). Equations (6.8) and 
(6.9) yield, using (6.7) and (4.15), 
Put 
M, = max M,,..l’ 
15rsR 
Choose now N such that 
Then 
eM, (6.10) 
7+c 
b,(r, c + c,(l + c)) - b,(r, c + Cl(l + c))l 5 a 3 ) 35rsR. (6.11) 
Starting now with c = 0 and 
iT,(r, c) = a,(r, c) = 0, r22 _
in (6.4) yields (if (6.10) is satisfied) via (6.11) 
la,(r, c) - L&Jr, c)l 5 3 d. 
By iterating this procedure with c, = + we obtain 
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