Abstract. We disprove a conjecture of Foschi, regarding extremizers for the Strichartz inequality with data in the Sobolev space 9 H
Introduction
Consider solutions u to the wave equation u tt " ∆u, on R 1`d with d ě 2. Consider initial data up0q " pup0q, u t p0qq in the Sobolev space of pairs f " pf 0 , f 1 q with norm defined by
.
In 1977, Strichartz [41] proved that there is a positive constant C such that
Letting S denote the optimal constant with d " 3, Foschi [25] proved that equality is attained when up0q " pup0q, u t p0qq "´p1`|¨| 2 q´d´1 2 , 0¯,
yielding S "`3 16π˘1 4 . He conjectured that (1) should extremize the Strichartz inequality in any dimension d ě 2. We will provide evidence to support his conjecture in odd dimensions, however we will disprove it in even dimensions; see the forthcoming Theorem 1.2.
Foschi also characterized the initial data that extremize the Strichartz inequality with d " 3. The full set M is obtained by acting a group of symmetries of the inequality on the data (1). Writing dpf , Mq " inf φPM f´φ 9 H 1{2ˆ9 H´1 {2 pR d q ,
we will mainly be concerned with the following refinement of Foschi's inequality.
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The upper bound, proved in a more general setting in the following section, is sharp in the sense that it admits nontrivial saturating sequences. The lower bound will follow from a local version in which we also obtain the optimal constant.
Brezis and Lieb asked if the sharp Sobolev inequality due to Aubin [3] and Talenti [42] could be sharpened in this way; see [13, question (c) ]. This was solved by Bianchi and Egnell [12] ; see also [17, 18, 19, 23] for work in a similar spirit.
Sharp space-time estimates for dispersive equations have been studied extensively; see for example [5, 6, 7, 8, 9, 10, 11, 14, 15, 16, 24, 29, 30, 31, 37, 38] . Most relevantly, a sharpening of the Strichartz inequality for the Schrödinger equation with d " 1 or 2 is implicit in the work of Duyckaerts, Merle and Roudenko [20] , who applied their result to the mass-critical nonlinear Schrödinger equation in the small data regime (see also [26, 27] ). Theorem 1.1 will be applied to the cubic nonlinear wave equation in [36] .
In the fourth section we consider the deficit functional ψ given by ψpup0qq :" S p up0q
p 9
d´1 , where we take S " Spdq so that ψ is zero at the supposed extremizers (1) . Now for (1) to be extremizing for the Strichartz inequality, it must be critical for ψ in the sense that the first derivative of ψ must also vanish there. We will prove the following result disproving Foschi's conjecture in even dimensions. In the fifth section, we prove the lower bound of Theorem 1.1. For this we must show that a spectral gap, associated with the second derivative of ψ, is positive. This is achieved using the Penrose transform, introduced in the third section. Under this transformation, the maximizing pair (1) is mapped to the constant initial data pair p1{2, 0q, enabling explicit computations. Compactness arguments will also be required to extend a local version of Theorem 1.1 to the whole space 9 H 1{2ˆ9 H´1 {2 . For this we will require a profile decomposition due to Ramos [40] , also presented in the third section.
In the sixth and final section, we obtain a five-dimensional version of Theorem 1.1 for the sharp energy-Strichartz inequality due to Bez and Rogers [9] . The proof presents the significant additional difficulty that the quadratic term in the relevant Taylor expansion is not diagonal in its expansion in spherical harmonics.
Abstract upper bounds
Consider a bounded linear operator S : H Ñ L p pXq, where H is a real or complex Hilbert space and X is a measure space. Then, writing
where M " tf ‹ P H : Sf ‹ L p pXq " S f ‹ H u, the following upper bound holds generally.
Proposition 2.1. Let 1 ă p ă 8. Then, for all f P H,
We let g n " f´f n ‹ and we define H n : R Ñ R by
The function H n is convex and, since p P p1, 8q, it is differentiable; see [32, Theorem 2.6] . Given that f n ‹ P M , the function
has a global minimum and so a critical point at λ " 0, from which we infer that
Convexity gives H n p1q ě H 1 n p0q; that is Spf
Recalling that
Since f n ‹ P M , the term in brackets vanishes. Letting n Ñ 8, we find (2), and so the proof is complete.
Remark 2.2. Specializing Proposition 2.1 to the fractional Sobolev inequality on R d gives an alternative proof of the upper bound of [17] . If p ‰ 2, then the bound in Proposition 2.1 is sharp, in the sense that it admits nontrivial saturating sequences.
and lim nÑ8 dpf n , M q " 1.
In particular, this sequence saturates (2).
Proof. If a sequence f n verifying (4) did not exist, then the operator S would be a linear homeomorphism, which would be a contradiction as L p pXq with p ‰ 2 cannot be linearly homeomorphic to any Hilbert space; see [1, Theorem 6.2.14]. Since 0 P M , we have dpf n , M q ď f n H .
Combining this with (2) we obtain
which gives (5) and so we see that (2) 
Notation and preliminaries
We use the following notation for the space of initial data:
Elements of 9 H 1{2 pR d q, denoted with boldface, are considered as row or column vectors indifferently:
The space 9 H 1{2 pR d q is a real Hilbert space, obtained by taking the completion of the Schwartz space with the scalar product
The symbol K will reflect orthogonality with respect to this scalar product. We denote by f ‹ the following element of 9 H 1{2 pR d q:
which is a maximizer of the Strichartz inequality when d " 3. As we mentioned in the introduction, the Strichartz inequality is invariant under the action of a symmetry group, which we now represent as the direct product of the dilation group and a group of unitary operators on 9 H 1{2 . The following definitions and computations will be needed only in the case d " 3 (d " 5, in the sixth section), but there is no added difficulty in considering the general case. For t P R, the symbols S t and S t will denote the wave propagators, defined by
and
For θ P S 1 , the symbol Ph θ will denote phase shifts:
For ζ j P R and j " 1, . . . , d, the symbol L j ζ j will denote the Lorentz boost along the x j axis, given by
Here upt, xq " S t f and
We introduce the collective parameter α:
Then for f P 9 H 1 2 we define the linear operator
which preserves both sides of the Strichartz inequality; that is
We will prove this after introducing some more notation.
Remark 3.1. The action of the symmetry group on the Strichartz inequality is the transformation f Þ Ñ cΓ α f . This notation has been chosen to highlight the difference between the multiplicative transformation f Þ Ñ cf , which is a symmetry of the inequality but does not satisfy (12) , and the transformation Γ α , which preserves both sides of the inequality. The second identity in (12) is specific of the dimension d " 3. The reason for this is that the operator Ph θ does not seem to preserve the L p pR 1`d q norm unless p " 4.
As shown by Foschi [25] , the set M of extremizers of the sharp threedimensional Strichartz inequality coincides with the orbit of f ‹ :
In [25] , complex solutions are considered, so (9) is replaced by two independent symmetries and the set of maximizers M is larger. With such an M the lower bound in Theorem 1.1would be weaker for real solutions. Unless otherwise stated, the functions of this article will be real-valued. The set Mz t 0 u has the structure of a finite-dimensional differentiable manifold. This observation allows us to define the tangent space to M at 0 ‰ f P M to be
where ∇ α is the list of derivatives with respect to the parameters (10) . We refer to such derivatives as the generators of the symmetry group. Here we give the explicit expression of the generators:
Proof of (12) . By the group property
the proof of the first identity in (12) reduces to a check that the operators in the right column of entries 2-6 of (15) are skew-adjoint on 9 H 1 2 pR d q. We remark that this is true for any dimension d. The second identity in (12), concerning invariance of the L 4 pR 1`3 q norm, is obvious for all symmetries except for Ph θ (defined in (9) ). This invariance is proved in [9, equation (2.5) ].
By (16) , we have that ∇ α Γ α p Γ β f q " Γ β p∇ α Γ α f q and so
At the end of this section we will give an explicit representation of T f‹ M. As a consequence of (17) , this is enough to obtain a representation of T f M for all 0 ‰ f P M. We now cast in our notation the profile decomposition result of Ramos [40] which extends the profile decomposition of Bahouri and Gérard [4] (see also Merle and Vega [33] for the Schrödinger equation) to the regularity 9 H 1{2 and includes the Lorentz symmetry. These kind of results are useful for proving the existence of extremizers; see also [21, 22] . Theorem 3.2. Let f n be a bounded sequence in 9 H 1{2 pR 3 q. Then there exists an at most countable set f j : j " 1, 2 . . . ( Ă 9 H 1{2 and corresponding sequences of transformations Γ α j n (defined in (11)) such that, up to passing to a subsequence,
where the remainder term r J n satisfies lim
We introduce now the Penrose transformation; see [39] . We do this for general spatial dimension d ě 2. The Penrose transformation is a map P of 
by the polar coordinates
The Penrose transformation is the map
where r " |x|, ω "
The image PpR 1`d q is the region
, .
-
The map P is conformal in the sense that, applying the change of coordinates (21), one has dT
where the conformal factor Ω is given by
The restriction of the Penrose transformation to the initial time slice t t " 0 u is the stereographic projection from the south pole of S d :
This is also a conformal map, whose conformal factor we denote
We now introduce spherical harmonics. We use the notation Y d ℓ,m for normalized real-valued spherical harmonics on S d , omitting the superscript d when no confusion can arise. Here ℓ P N ě0 denotes the degree and m the degeneracy. We havé
and ż
where dS is the surface measure on S d . We recall that Y d ℓ,m pXq is the restriction to S d of a homogeneous harmonic polynomial of degree ℓ in the variables X P R d`1 . In particular,
The spherical harmonics of degree 0 and 1 are
In the fourth and sixth section we will need the following more precise description of spherical harmonics. Following [35, pp . 54], we introduce the normalized associated Legendre functions of degree ℓ P N ě0 , order m P N ě0 with m ď ℓ, and dimension n P N ě3 to be the functions
where P ℓ pn;¨q is the Legendre polynomial of degree ℓ in dimension n. The normalization constant
is a normalized spherical harmonic of degree ℓ on S d ; see [35, Section 11] . Applying (25) iteratively, one constructs an explicit complete system of spherical harmonics on S d , labeled by the degree ℓ P N ě0 and by the multi-index m P Mpℓq, where
With this notation, the spherical harmonics Y d ℓ,m with m " 0 are exactly the zonal ones; that is, the ones that depend on X 0 only.
We use the hat notation to denote the coefficients of expansions in spherical harmonics: if F P L 2 pS d q, we write either
We will use the fractional operators A 1 and A´1 on S d , defined by their action on spherical harmonics:
These operators are the lifting to S d of the euclidean fractional Laplacians p´∆q˘1 2 via the stereographic projection P 0 , in the sense that, for any scalar field F on S d :
see [34, equation (2)]. The conformality of the Penrose transformation P implies that the substitutions Ω
The expansion of U in spherical harmonics reads
Actually, this formula defines a function on RˆS d . The restriction of this function to PpR 1`d q corresponds to the solution u of the wave equation on
because of the sign property (23) 
The Strichartz maximizer (6) can be written as follows:
Therefore, if u ‹ " S t f ‹ and U ‹ are related by (29) , with corresponding initial data f ‹ and pF ‹ 0 , F ‹ 1 q, then we have the particularly simple expressions
To facilitate forthcoming computations, we remark thatF
We now discuss integration. Letting dS denote the surface measure on S d , if F : S d Ñ R and V : PpR 1`d q Ñ R one has the following change of variable formulas: ż
It is a consequence of the first formula and of equation (28) that, if f , g are related to pF 0 , F 1 q and pG 0 , G 1 q via (29), then xf | gy 9
and so xf | gy 9
In particular, from (33) it follows that
Remark 3.3. The expression on the right hand side of (34) coincides with the scalar product of the space H Using the symmetry (31) we can considerably simplify spacetime integrals.
then ĳ
Proof. We use the polar coordinates (20) , so that
where dS d´1 denotes the volume element on S d´1 ; see [35, §1.42] . Setting
V pT, cos R, sin R ωq dS d´1 pωq˙dT, the integral to evaluate can be rewritten as ĳ
Using the changes of variable ω Þ Ñ´ω and T Þ Ñ T˘π,
Inserting (39) into (38) and using the assumption (31), we obtain (37). 
and ĳ
for all a, b P R. Here ΩpT, Xq " cos T`X 0 , where X " pX 0 , Xq P S d .
Proof. To prove (40), we need to check that
satisfies the property (36), which is an immediate consequence of the symmetry property (31) of U and W . We remark that these symmetry properties need not hold for even d. The proof of (41) is analogous.
We end the section with the computation of the tangent space T f‹ M, defined in (14) , where f ‹ is the maximizer given in (32) . We systematically use the following identification of x P R d with X P S d via the stereographic projection P 0 :
In the following equations, the first computation is performed by applying (42), the second by applying (28) once, and the last by applying (28) twice:
From (43) and (42), using
We apply the generators of the symmetry group, listed in the table (15) , to the Strichartz maximizer f ‹ given in (32) . Using the computations (43), we obtain the following table (we recall that we are identifying x P R d with X " pX 0 , Xq P S d via the stereographic projection (42)).
0 , 01
(44) Since Ω 0 " 1`X 0 , when d " 3 the fourth line simplifies:
So, specializing the previous table to the case d " 3, we conclude that
Since the restrictions of these polynomials to the sphere are spherical harmonics of degree 0 and 1, after applying the Penrose transformation (29) we see that
In light of the identity (34), expressing the 9 H 1{2 pR 3 q scalar product in terms of F 0 , F 1 , we characterize the orthogonal complement of T f‹ M as follows:
4. Proof of Theorem 1.2
Here we consider the functional
where
and f ‹ is the initial data pair defined in (6). Theorem 1.2 can be recast as follows:
if and only if d is odd.
Proof. This follows from the computation
which holds for any f P 9 H 1{2 pR d q, and then taking f " cf ‹`fK and recalling the definition of S.
When d is odd, using Corollary 3.5 and (33) we can rewrite the integral on the right-hand side of (48) as follows:
where u K " S t f K and U K are related by the Penrose transformation (29) . From the formula (34) we infer that the condition xf ‹ | f K y 9 H 1{2 " 0 is equivalent toF K 0 p0, 0q " 0. Therefore, expanding U K in spherical harmonics as in (30) , we see that U K pT,¨q satisfies ż
for some constant C. This implies that 1 2
as the last integrand is odd. This completes the proof of Theorem 4.1 in the odd dimensional case. The reason why this argument fails in even dimension is that Corollary 3.5 is not applicable in that case. In order to prove that, in fact, f ‹ is not a critical point in even dimension, we need only prove that the derivative is nonzero in a single direction. A bad choice would be to take the direction f " pf 0 , 0q, where f 0 corresponds to a spherical harmonic of degree 1 under the Penrose transform (29), as then we would be moving in the direction of the symmetries of the inequality; see entries 5 and 6 in (44). Instead we consider the zonal spherical harmonic of degree 2; see (26) . Proof. Applying the Penrose transform to (48) we obtain
where U pT, X 0 , Xq " cos`p2`d´1 2 qT˘Y 2,0 pX 0 q; see (30) . Here we have written the generic point X P S d as X " pX 0 , Xq, where X 0 P r´1, 1s, to exploit the fact that Y 2,0 is a function of X 0 only. Taking into account the definition (22) of PpR 1`d q, the right-hand side of the previous identity readś
We have used the formula dS " psin Rq d´1 dRdS d´1 for the volume element of S d in the polar coordinates (20) . The zonal spherical harmonic Y 2,0 can be expressed by the Rodrigues formula:
see [35, Lemma 4, pg. 22] , where R 2,d ą 0 is a constant whose exact value is not important here. We compute the last integral in (49) using the change of variable X 0 " cos R:
where C d ą 0. Inserting this into (49) shows that it remains to prove the following:
where h d pT q :" cos d´1 2 T p´2 and
We first consider the case d " 2. In this case we have that p " 6, so we can evaluate Ip2q explicitly:
In the case d ě 4 we will use the Parseval identity:
wheref pkq :" 1 π ş π π f pT q cospkT q dT . We remark that, with this choice of notation,
Lemma 4.4. If k ‰ mpd´1q where m P N ě0 thenĥ d pkq " 0.
Proof of Lemma 4.4. Consider u P r´?2, ? 2s. We set |u| p´2 " p1`vq p´2 2 , with v " u 2´1 , and we expand it using the binomial series. This yields
and the series converges uniformly by Raabe's criterion (here we use that p ą 2). Taking u " cos d´1 2 T , we obtain
For each j P N ě0 we can develop
This shows that each summand in (53) is a linear combination of the terms cospmpd´1qT q, with m P N ě0 , which in light of (52) completes the proof.
We now turn to the term P d introduced in (51). Using the addition formula for the cosine, and developing psin T q d like we did in the previous proof, we can express P d as a trigonometric polynomial of degree 2pd`1q:
so, in particular,P d pkq " 0 if k ą 2pd`1q. Since d ě 4, we infer from this and from Lemma 4.4 that Ipdq reduces to the sum of four terms:
Actually, we have thatP d p3pd´1qq " 0. This is obvious for d ě 6, because in that case 3pd´1q exceeds 2pd`1q, and can be established for d " 4 by inspection of the formula P 4 pT q "2´6 pcos T`cos 3T`cos 4T`cos 6T q p6´8 cos 2T`2 cos 4T q , again using (52).
To compute the remaining coefficients, we use the addition formula for the cosine to rewrite (54) as
where each summand is given by
To computeP d p0q, we observe that the only contributing term is obtained for 2k´h " 0, and that can only happen for h " d and k " d{2. By (52) we have
To computeP d pd´1q we observe that, as d´1 is odd, the only contributing terms are obtained for h " 1, 3:
With analogous reasoning we obtain
Inserting the preceding computations into Parseval's identity (55), we obtain the formula
To conclude the proof of (50)it will suffice to prove that
The first inequality follows immediately from the definition (51) of h d :
p1´cos 2pd´1qT q dT ą 0.
To prove the second inequality we note that the change of variable T Þ Ñ 2 d´1 T produceŝ
The integrand function in the right-hand side is π-periodic and even. Therefore, the integral is an integer multiple of the integral over r0, π{2s. Moreover, cos 2T`cos 4T " 2 cos T cos 3T . We get
To conclude the proof, we notice that
cos T cos 3T dT ą 0, and |cos T | p´2 is strictly decreasing on r0, π{2s, so
|cos T | p´2 cos T cos 3T dT, which proves that the right-hand side in (57) is strictly positive. This shows that the second inequality in (56) holds, and the proof of Theorem 4.1 is complete.
5.
Proof of the lower bound in Theorem 1.1
In this section the spatial dimension d will be 3, so that p " 4 in the definition (47) of the deficit functional ψ. We will use Corollary 3.5 to compute integrals on R 1`3 using the Penrose transform, taking advantage of the simple expression (33) of S t f ‹ under such transform. In particular, Foschi's constant S " p3{16πq 1 4 has the representation
Here we have used the fact that f ‹ 2 9 H 1{2 pR 3 q " S 3 ; see (35) .
Lemma 5.1. There exists a quadratic functional Q : 9 H 1{2 pR 3 q Ñ r0, 8q such that
for all f P 9 H 1{2 pR 3 q. It holds that Qpf q " 0 if and only if f P T f‹ M, and moreover Qpf q ě . Expanding we see that
We record that, for all f " pf 0 , f 1 q P 9 H 1{2 pR 3 q, it holds that
To prove this, we start by recalling that f 2 9
, so the first summand in the right-hand side of (60)splits into the sum of a term depending on f 0 only and a term depending on f 1 only. The other summand splits in the same way; indeed, by the definition (7) of the wave propagator,
where the last integral vanishes, as can be seen with the change of variable t Þ Ñ´t. This proves (61).
We now bound Qpf q from below, starting with the term Qpf 0 , 0q. We assume that f and pF 0 , F 1 q are related via the Penrose transformation (29) . By the formula (34) , that expresses the 9 H 1{2 scalar product in terms of pF 0 , F 1 q, we rewrite the first summand in the right-hand side of (60) as
where we have used the property thatF ‹ 0 " a |S 3 |Y 0,0 ; see (33) . We compute the other summand using Corollary 3.5:
By the L 2 pS 3 q-orthonormality of Y ℓ,m , the right-hand side equals
For all ℓ ě 1, it holds that
so, subtracting the last equation from (62), the terms corresponding to ℓ " 0 and ℓ " 1 vanish, and we obtain that
The term Qp0, f 1 q is computed in the same way, and the end result is:
From this we see that Qpf q " 0 if and only ifF 0 pℓ, mq "F 1 pℓ, mq " 0 for ℓ ě 2, which is equivalent to f P T f‹ M; see (45). It remains to prove the sharp inequality (59). For ℓ ě 2, it holds that 3pℓ´1q ě ℓ`1, and 3
with equality for ℓ " 2. Therefore, (63) implies the sharp inequality
The expression on the right-hand side equals
precisely when F 0 pℓ, mq "F 1 pℓ, mq " 0 for ℓ " 0, 1, which is equivalent to f KT f‹ M; see (46). This completes the proof.
Remark 5.2. The fact that Qpf q " 0 for f P T f‹ M is a consequence of the criticality of f ‹ and of the invariance of ψ under the symmetries Γ α (defined in (11)); indeed, differentiating the identity ψpcΓ α f ‹ q " 0 twice with respect to c we get Qpf ‹ q " 0, and differentiating twice with respect to α j , we get
0.
In Lemma 5.1 we proved a sharper result; namely, that Qpf q vanishes if and only if f P T f‹ M, and we gave a sharp explicit bound. In the language of the calculus of variations we can say that f ‹ is a non-degenerate local minimizer of the deficit functional ψ, up to symmetries.
it holds that 1 3
The result does not hold if 1 3 S 2 is replaced with a larger constant. 
Proof.
Step 1 : We show that there exists cΓ α f ‹ P M, with c ‰ 0, such that,
it holds that f K 9
To see this, we note that, by the definition-characterization (13) of M,
Lemma 5.4. Let f n P 9
we obtain that dpf n , Mq Ñ 0, and so that (69) would contradict our local bound Proposition 5.3.
Remark 5.5. The multiplicative constant 1 3 S 2 in Proposition 5.3 is the optimal one for the local bound. However, the argument by contradiction just presented does not give the optimal constant for the global bound. We conjecture that the optimal constant should be 1 3 S 2 .
A sharpening of the energy-Strichartz inequality
In this section the spatial dimension will be d " 5. We use the notation 9 H 1 pR 5 q for the real Hilbert space obtained as the completion of the Schwartz space with scalar product xf | gy 9
where f " pf 0 , f 1 q. We consider the following sharp inequality, due to Bez and Rogers [9] , in which u : R 1`5 Ñ R satisfies u tt " ∆u and up0q " pup0q, u t p0qq:
There is equality in (70) if and only if
where the operators S t 0 and Ph θ are given in (8) and (9) and
The only difference between these transformations and the ones in the 9 H 1 2 case is that here there are no Lorentz boosts. As before, the operator Γ α defined in (71) preserves both sides in the Strichartz inequality (70);
for all f P 9 H 1 pR 5 q. In this section the distance is taken with respect to the 9 H 1 norm:
We can now state the theorem that we will prove in this section.
Theorem 6.1. There exists an absolute constant C ą 0 such that, for all u : R 1`5 Ñ R satisfying u tt " ∆u and up0q P 9 H 1 pR 5 q, it holds that
The upper bound in (73) is a special case of Proposition 2.1. Before proceeding with the proof of the lower bound, we need to give an explicit representation of the tangent space at f ‹ , defined as before by
where ∇ α is the list of derivatives with respect to all parameters (72). The same computations as in the three-dimensional case yield the explicit expression of T f‹ M 5 ; the result is given by the entries 1, 2, 3, 5 and 6 of the table (44), where, due to the change in scaling, the entry number 5 is replaced by the one given below, accounting for the change in the scaling symmetry.
Generator
Applied to f ‹ "`Ω 2 0 , 05
As before, here we identify x P R 5 with X " pX 0 , Xq P S 5 via the stereographic projection; see (42) . We obtain
The restrictions to the sphere of the polynomials in the X 0 variable are the zonal spherical harmonics Y ℓ,0 pX 0 q. We recall from the third section that the spherical harmonics on S 5 are indicized by ℓ P N ě0 and by the multi-index m P Mpℓq, where
Applying the Penrose transformation (29) we obtain
Now applying the Penrose transform to f " pf 0 , f 1 q and g " pg 0 , g 1 q P 9 H 1 pR 5 q it follows from (96) in Appendix A that ż
C 5 pℓ, m 1 qpℓ`2qpℓ`3q´F 0 pℓ, mqĜ 0 pℓ`1, mq`F 0 pℓ`1, mqĜ 0 pℓ, mq¯, and it follows from (95) that ż
C 5 pℓ, m 1 q´F 1 pℓ, mqĜ 1 pℓ`1, mq`F 1 pℓ`1, mqĜ 1 pℓ, mq¯, where
Remark 6.2. These formulas show that the 9
With the same proof as in (61), we see that Q 5 pf q " Q 5 pf 0 , 0q`Q 5 p0, f 1 q. In Appendix B it is shown that, if f and F 0 , F 1 are related by the Penrose transform (29), then
while the other summand reads
where the coefficients are given by
, β ℓ,m " 2pℓ´1qpℓ`6q C 5 pℓ, m 1 q, and C 5 pℓ, m 1 q is defined in (76).
It remains to bound Q 5 from below. We introduce the following linear algebra criterion, which is true independently of the dimension d.
Here, and in the rest of the paper, we use the convention that b ℓ´1,m " 0 if ℓ´1 ă m 1 . If the quadratic functional T is defined by
Proof. With the convention that b ℓ,m " 0 if ℓ ă L or ℓ ă m 1 , we can bound T pF q from below by
Lemma 6.5. It holds that
where the relation r K has been defined in (77).
Proof. We consider the term Q 5 pg 0 , 0q first. Defining the quadratic functional T :
it will suffice to show that T satisfies the conditions of Lemma 6.4. We perform the change of variablê
so that, using (81) and (74), we have
(86)
Notice that b ℓ,0 is a rational function: the change of variable (85) was chosen to obtain this. Note also that a ℓ,m ě a ℓ,0 and that we also have b ℓ,m ě 0 for ℓ ě 2, so that b ℓ,m ď b ℓ,0 . Now
and, for ℓ ą 2, we have that
So the conditions (83) of Lemma 6.4 are satisfied and we can conclude that
To prove the analogous inequality for Q 5 p0, g 1 q we consider the quadratic functional T :
We perform the change of variablê (88) for all the other cases. Since Q 5 pgq " Q 5 pg 0 , 0q`Q 5 p0, g 1 q, the proof of (84) is complete.
We want to apply Lemma 6.5 to Q 5 pf K q, where f K satisfies the property (79). To do so, we decompose f K into a sum: general theory, we obtain the formula in Lemma A.2 below with a simpler direct proof, based on the recursion relation for the Legendre polynomials; see [35 
We adopt the convention that A m ℓ pn; X 0 q " 0 if m ą ℓ. From the aforementioned recurrence relation for the Legendre polynomials we obtain 0 " apn; ℓ, m 1 qA 
The integral in (90) is computed using the representation (25) and the formulas (94) and (93).
We apply Lemma A.2 to the computation of the scalar product xf | gy 9
If f , g are related to pF 0 , F 1 q and pG 0 , G 1 q respectively via the Penrose transform (29), then by formula (28) one has xf | gy 9
where the operator A 1 has been defined in (27) . From the equations (42) Inserting these formulas into (97) yields formula (81) of the main text. The proof of formula (82) for the functional Qp0, g 1 q is analogous.
