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Abstract Markov decision processes are useful models of concurrency
optimisation problems, but are often intractable for exhaustive verific-
ation methods. Recent work has introduced lightweight approximative
techniques that sample directly from scheduler space, bringing the pro-
spect of scalable alternatives to standard numerical model checking al-
gorithms. The focus so far has been on optimising the probability of a
property, but many problems require quantitative analysis of rewards.
In this work we therefore present lightweight statistical model check-
ing algorithms to optimise the rewards of Markov decision processes.
We consider the standard definitions of rewards used in model checking,
introducing an auxiliary hypothesis test to accommodate reachability re-
wards. We demonstrate the performance of our approach on a number
of standard case studies.
1 Introduction
Markov decision processes (MDP) describe systems that interleave nondetermin-
istic actions and probabilistic transitions. Such systems may be seen as compris-
ing probabilistic subsystems whose transitions depend on the states of the other
subsystems, while the order in which concurrently enabled transitions execute
is nondeterministic. This order, defined by a scheduler that is typically either
history-dependent or memoryless, may radically affect the system’s behaviour.
By assigning numerical rewards or costs to execution traces, MDPs have proven
useful in many real optimisation problems [26]. More recently, in the context of
formal verification, logics have been extended to allow model checkers to consider
rewards [18].
In the classic context, rewards are assigned to actions [2,25,1]. In the context
of model checking, rewards are often assigned to states or transitions between
states [18]. In both cases the rewards are summed over the length of a trace and
the expected reward is calculated by averaging the total reward with respect to
the probability of the trace. In this work we focus on MDPs in the context of
model checking, but the mechanism of accumulating rewards is unimportant to
our algorithms and we simply assume that a total reward is assigned to a finite
trace.
Figure 1 illustrates a simple MDP for which memoryless and history-dependent
schedulers can give different minimum rewards for logical propertyX(ψ∧XG4φ)
(the precise semantics of this logic are defined in Section 2). Execution proceeds
by first choosing an action nondeterministically, to select a distribution of prob-
abilistic transitions, and then by making a probabilistic choice to select the next
state. The property asserts that on the next step ψ will be true and, on the
step after that, φ will be remain true for 4 time steps. In this example rewards
r0, r1, r2 are assigned to actions a0, a1, a2, respectively. In the initial state (s0)
both actions a1 and a2 can lead to traces that satisfy the property, but sub-
sequent actions taken in state s0 must be a1. If r1 > r2 > 0, the minimum
reward will be achieved by taking action a2 in the initial state and a1 whenever
the execution visits s0 thereafter. To satisfy the property a memoryless sched-
uler would be forced to always take action a1 in state s0 and would therefore
not achieve the minimum possible reward.
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Figure 1. Simple MDP with differ-
ent rewards for history-dependent and
memoryless schedulers.
Numerical model checking algorithms
for probabilistic systems have complex-
ity related to the number of states of
the model and therefore scale exponen-
tially with the number of interacting vari-
ables [3]. Numerical algorithms to find op-
timal schedulers in MDPs incur the addi-
tional costs of optimisation [18]. Statistical
model checking (SMC) describes a collec-
tion of Monte Carlo techniques that ap-
proximate the results of numerical model
checking and aim not to construct an ex-
plicit representation of the state space—
states are generated on the fly during sim-
ulation. While memory-efficient (“light-
weight”) SMC techniques have been de-
veloped to address the probabilistic model
checking problem, until recently [22] it has not been possible to address the
nondeterministic problem in this way. In addition to not incurring the cost of
exploring the state space, a significant advantage of lightweight SMC approaches
is that they may be efficiently distributed on memory-sensitive high performance
parallel computing architectures, such as GPGPU (general purpose computing
on graphics processing units).
SMC makes use of an executable model, so to apply SMC to MDPs the non-
determinism must be resolved by a scheduler. Since nondeterministic and prob-
abilistic choices are interleaved in an MDP, memoryless schedulers are typically
of the same order of complexity as the system as a whole and may be infinite.
History-dependent schedulers are exponentially bigger. The key contribution of
[22] is the introduction of techniques to define the behaviour of schedulers in
O(1) memory, allowing them to be sampled at random and tested individually.
These techniques offer a significant saving in computation over enumeration,
with performance effectively independent of the size of the sample space and
only dependent on the relative abundance of ‘near-optimal’ [16] schedulers.
The basic idea of [22] is to select a number of schedulers at random and
apply SMC to each of the discrete time Markov chains they induce. In this way
it is possible to estimate or test hypotheses about the maximum and minimum
probabilities of a property. The simple sampling strategies of [22] have been sig-
nificantly enhanced by so-called “smart sampling” in [9]. Smart sampling makes
gains in performance by refining a candidate set of schedulers and not wasting
simulation budget on those that are obviously sub-optimal.
In this work we present algorithms to find schedulers that approximately
maximise or minimise the expected reward of finite traces in Markov decision
processes. Our algorithms are based on the elemental sampling strategies given
in [22] and the smart sampling techniques of [9]. The passage from probabilities
to rewards is intuitive, but not immediate, due to the specific way rewards are
defined in the context of model checking [18] and to the fact that the values
of rewards are arbitrary. Unlike probabilities, rewards have no inherent a priori
bounds, so the standard statistical techniques to bound the absolute error do
not apply. Our solution is to use a relative bound, based on a generalisation
of the standard Chernoff-Hoeffding bound used in SMC. A further challenge is
that the commonly used ‘reachability rewards’ [18] assume the probability of
a property is known with absolute certainty and, somewhat arbitrarily, define
the reward of properties with probability less than 1 to be infinite. With no
a priori information about the property, this definition induces an unknown
distribution with potentially infinite variance. As such, its properties cannot
be directly estimated by sampling. Our solution is to introduce an auxiliary
hypothesis test to assert that the probability of the property is 1. The estimation
results can then be said to lie within the specified confidence bounds given that
the hypothesis is true, while the confidence of the hypothesis test can be made
arbitrarily high.
We have implemented the algorithms in our statistical model checking plat-
form, Plasma [15,5]1, and have applied them to a number of case studies from
the literature. The results demonstrate that our approach is highly effective on
many models and produces useful bounds when near-optimal schedulers are rare.
Related Work
The exponential scaling of numerical algorithms, such as policy iteration and
value iteration [2,25], has prompted much work on sampling techniques to ap-
proximately optimise discounted rewards over infinite horizons (see, e.g., [7] for
a survey). Of this work, the Kearns algorithm [16] is relevant to the present con-
text because it is lightweight in concept and used by [21] in the context of SMC.
To find the action with the greatest expected reward in the current state, the
algorithm recursively estimates the rewards of successive states using sampling,
until successive estimates differ by less than some user-defined threshold.
The rewards used in model checking are typically not discounted and defined
over finite horizons [18]. There is much less work on approximative techniques for
1 projects.inria.fr/plasma-lab/reward-estimation
the finite horizon problem in the classic literature. Below we summarise several
recent attempts to apply SMC to MDPs [4,21,11,10,22,6,9], although none of
these address the standard model checking problems of MDPs with rewards.
In [4,10] the authors present algorithms to remove ‘spurious’ nondeterminism
on the fly, so that standard SMC may be used. This approach is limited to the
class of MDPs whose nondeterminism is not affected by scheduling.
In [11] the authors count the occurrence of state-actions in simulations, to
iteratively improve a probabilistic scheduler that is assessed using sequential
hypothesis testing. If an example is found it is correct, but the frequency of
state-actions is not in general indicative of global optimality.
In [21] the authors use an adaptation of the Kearns algorithm to find a
memoryless scheduler that is near optimal with respect to a discounted reward
scheme. The resulting scheduler induces a Markov chain whose properties may
be verified with standard SMC. Such properties are only indirectly related to
the original MDP.
In [6] the authors present learning algorithms to bound the maximum prob-
ability of (unbounded) reachability properties. The algorithms refine upper and
lower bounds associated to individual state-actions, according to the contribu-
tion of individual simulations. The algorithms converge very slowly and may not
converge to the global optimum for similar reasons to those affecting [11].
The above SMC approaches use data structures whose size scales with the
state space of the MDP. In [22] the authors introduce lightweight techniques
to sample directly from scheduler space using constant memory. The simple
sampling strategies of [22] are made more efficient in [9]. The present work
builds on the results of [22] and [9], which are reviewed in Section 3.
2 Preliminaries
In this work an MDP comprises a possibly infinite set of states S, a finite set
of actions A, a finite set of probabilities Q and a relation T : S × A × S × Q,
such that ∀s ∈ S and ∀a ∈ A, ∑∀s′∈S T (s, a, s′) = r, where r ∈ {0, 1}. The
execution of an MDP proceeds by a sequence of transitions between states,
starting from an initial state, inducing a set of possible traces Ω = S+. Given
an MDP in state s, an action a is chosen nondeterministically from the set
{a′ ∈ A : ∑∀s′∈S T (s, a′, s′) = 1}. A new state d ∈ S is then chosen at random
with probability T (s, a, d). We assume that rewards are defined by some function
R : S+ → Q or R : A+ → Q that maps a sequence of states or a sequence of
actions to a total reward. In what follows we abuse the notation and simply
write R(ω) to mean the total reward assigned to trace ω ∈ Ω according to an
arbitrary reward scheme.
We later present algorithms to find deterministic schedulers that approxim-
ately maximise or minimise expected rewards for an MDP. A history-dependent
scheduler is a function S : Ω → A. A memoryless scheduler is a function
M : S → A. Intuitively, at each state in the course of an execution, a history-
dependent scheduler chooses an action based on the sequence of previous states
and a memoryless scheduler chooses an action based only on the current state.
History-dependent schedulers therefore include memoryless schedulers. In the
context of SMC we consider finite simulation traces of bounded length, hence S
and M are finite.
In this work we assume properties are defined in a bounded linear time tem-
poral logic with the following syntax:
φ = φ ∨ φ | φ ∧ φ | ¬φ | Xφ | Fkφ | Gkφ | φUkφ | α (1)
The symbol α denotes an atomic property that is either true or false in a state.
Given a trace ω ∈ Ω, comprising states s0s1 . . . , ω(i) denotes the trace suffix
sisi+1 . . . . The satisfaction relation |= over (1) is constructed inductively as
follows:
ω(i) |= true
ω(i) |=α ⇐⇒ α is true in state ωi
ω(i) |=¬ϕ ⇐⇒ ω(i) |= ϕ 6∈ |=
ω(i) |=ϕ1 ∨ ϕ2 ⇐⇒ ω(i) |= ϕ1 or ω(i) |= ϕ2
ω(i) |=Xkϕ ⇐⇒ ω(k+i) |= ϕ
ω(i) |=ϕ1Ukϕ2 ⇐⇒ ∃j ∈ {i, . . . , i+ k} : ω(j) |= ϕ2
∧ (j = i ∨ ∀l ∈ {i, . . . , j − 1} : ω(l) |= ϕ1)
(2)
Other elements of the relation are constructed using the equivalences false ≡
¬true, φ ∧ φ ≡ ¬(¬φ ∨ ¬φ), Fkφ ≡ trueUkφ, Gkφ ≡ ¬(trueUk¬φ).
SMC algorithms typically work by constructing an automaton to decide the
truth of the statement ω |= ϕ, i.e., whether simulation trace ω satisfies property
ϕ. The expected probability of ϕ is then estimated by 1
N
∑N
i=1 1(ωi |= ϕ), where
ω1, . . . , ωN are N statistically independent random simulation traces and 1 :
{true, false} → {0, 1} is an indicator function that returns 1 if its argument is
true and 0 otherwise. To bound the estimation error it is common to use the
“Chernoff” bound of [24]. The user specifies an absolute error ε and a probability
δ to define the bound P(| pˆ − p |≥ ε) ≤ δ, where p and pˆ are respectively the
true probability and the estimated probability. The bound is guaranteed if the
number of simulations N satisfies the relation
N ≥ ⌈(ln 2− ln δ)/(2ε2)⌉ . (3)
3 Lightweight Verification with Smart Sampling
We recall here the techniques of lightweight verification presented in [22] and [9].
3.1 Pseudo-Random Number Generators
To avoid storing schedulers as explicit mappings, we construct schedulers on
the fly using uniform pseudo-random number generators (PRNG) that are ini-
tialised by a seed and iterated to generate the next pseudo-random value. Our
technique uses two independent PRNGs that respectively resolve probabilistic
and nondeterministic choices. The first is used in the conventional way to make
pseudo-random choices during a simulation experiment. The second PRNG is
used to choose actions such that the choices are consistent between different
simulations in the same experiment. Given multiple simulation experiments, the
further role of the second PRNG is to range uniformly over all possible sets of
choices. The seed of the second PRNG can be seen as the identifier of a specific
scheduler.
To estimate the probability of a property under a scheduler, we generate
multiple probabilistic simulation traces by fixing the seed of the PRNG for non-
deterministic choices while choosing random seeds for the PRNG for probabilistic
choices. To ensure that we sample from history-dependent schedulers, we con-
struct a per-step PRNG seed that is a hash of a large integer representing the
sequence of states up to the present and a specific scheduler identifier [22].
3.2 Hashing the Trace
We assume that the state of an MDP is an assignment of values to a vector of
n system variables vi, i ∈ {1, . . . , n}, with each vi represented by a number of
bits bi. The state can thus be represented by the concatenation of the bits of
the system variables, while a sequence of states (a trace) may be represented
by the concatenation of the bits of all the states. We interpret such a sequence
of states as an integer of
∑n
i=1 bi bits, denoted s, and refer to this as the trace
vector. A scheduler is denoted by an integer σ of bσ bits, which is concatenated
to s (denoted σ : s) to uniquely identify a trace and a scheduler. Our approach
is to generate a hash code h = H(σ : s) and to use h as the seed of a PRNG that
resolves the next nondeterministic choice. In this way we can approximate the
scheduler functions S and M: H maps σ : s to a seed that is deterministically
dependent on the trace and the scheduler; the PRNG maps the seed to a value
that is uniformly distributed but also deterministically dependent on the trace
and the scheduler. Algorithm 1 implements these ideas as a simulation function
that returns a trace, given a scheduler and bounded temporal property as input.
The uniformity of scheduler selection is demonstrated by the accuracy of the
estimates labelled ‘uniform prob.’ in Fig. 4.
3.3 Implementation
To implement our approach we use an efficient hash function that constructs
seeds incrementally using standard precision mathematical operations. The func-
tion is based on modular division [17, Ch. 6], such that h = (σ : s) mod m, where
m is a large prime not close to a power of 2 [8, Ch. 11]. Since s is typically very
large, we use Horner’s method [13][17, Ch. 4] to generate h: we set h0 = σ and
find h ≡ hn (n as above) by iterating the recurrence relation
hi = (hi−12
bi + vi) mod m. (4)
Algorithm 1: Simulate
Input:
M: an MDP with initial state s0
ϕ: a bounded temporal logic property
σ: an integer identifying a scheduler
Output:
ω: a simulation trace
1 Let Uprob,Unondet be uniform PRNGs with respective samples rpr, rnd
2 Let H be a hash function
3 Let s denote a state, initialised s← s0
4 Let ω denote a trace, initialised ω ← s
5 Let s be the trace vector, initially empty
6 Select seed of Uprob randomly
7 while ω |= ϕ is not decided do
8 s← s : s
9 Set seed of Unondet to H(σ : s)
10 Iterate Unondet to generate rnd and use to resolve nondeterministic choice
11 Iterate Uprob to generate rpr and use to resolve probabilistic choice
12 Set s to the next state
13 ω ← ω : s
Equation (4) allows us to generate a hash code knowing only the current
state and the hash code from the previous step. When considering memoryless
schedulers we need only know the current state. Using suitable congruences
[22], the following equation allows (4) to be implemented using efficient native
arithmetic:
(hi−12
j) mod m = (hi−12
j−1) mod m+ (hi−12
j−1) mod m
In a typical implementation on current hardware, a hash function and PRNG
may span around 1019 schedulers. This is usually many orders of magnitude more
than the number of schedulers sampled. There is no advantage in sampling from
a larger set of schedulers until the number of samples drawn approaches the size
of the sample space.
3.4 Multiple Estimates
To avoid the cumulative error when choosing a single probability estimate from
a number of alternatives, [22] defines the following Chernoff bound for multiple
estimates:
N ≥
⌈(
ln 2− ln
(
1− M√1− δ
))
/(2ε2)
⌉
. (5)
GivenM estimates {pˆ1, . . . , pˆM} of corresponding true probabilities {p1, . . . ,
pM} each generated with N samples, (5) asserts that for any estimate pˆi, in
particular the minimum or maximum, P(| pˆi − pi |≥ ε) ≤ δ. Note that when
M = 1, (5) degenerates to (3).
3.5 Smart Sampling
The elemental sampling strategies presented in [22] have the disadvantage that
they allocate equal simulation budget to all schedulers, regardless of their merit.
Intuitively, the performance of a scheduler may become apparent, if not certain,
long before all its simulation budget has been used. The idea of smart sampling is
to not waste budget on schedulers that are clearly not optimal, to thus maximise
the probability of finding an optimal scheduler with a finite simulation budget.
We recall here the basic notions of smart sampling introduced in [9].
In general, the problem of finding optimal schedulers using sampling has two
independent components: the rarity of near-optimal schedulers (denoted pg) and
the average probability of the property under near-optimal schedulers (denoted
pg). A near-optimal scheduler is one whose reward or probability (depending
on the context) is within some ε of the optimal value. If we select M sched-
ulers at random, using the techniques presented above, and verify each with N
simulations, the expected number of traces that satisfy the property using a
near-optimal scheduler is thus MpgNpg . The probability of seeing a trace that
satisfies the property using a near-optimal scheduler is the cumulative probabil-
ity
(1− (1− pg)M )(1− (1− pg)N ). (6)
To maximise the chance of seeing a good scheduler with a simulation budget
of Nmax = NM , N and M should be chosen to maximise (6). Then, following
a sampling experiment using these values, any scheduler that produces at least
one trace that satisfies ϕ becomes a candidate for further investigation. Since the
values of of pg and pg are unknown a priori, it is necessary to perform an initial
uninformed sampling experiment to estimate them, setting N =M = ⌈√Nmax⌉.
The results can be used to numerically optimise (6), however an effective heuristic
is to set N = ⌈1/pˆg⌉, where pˆg is the maximum observed estimate (or minimum
non-zero estimate in the case of finding minimising schedulers).
The best scheduler is found by iteratively refining the candidate set. At each
iteration the per-iteration simulation budget (Nmax) is divided between the re-
maining candidates, simulations are performed and the average reward for each
scheduler is estimated. Schedulers whose estimates fall into the “worst” quantile
(lower or upper half, depending on context) are discarded. Refinement contin-
ues until estimates are known with specified confidence, according to (5). With
a per-iteration budget satisfying (3), the algorithm is guaranteed to terminate
with a valid estimate.
4 Statistical Model Checking with Rewards
The notions of probability estimation used in standard SMC can be adapted
to estimate the expected reward of a trace. Given a function R(ω) ∈ [a, b], a, b
finite, that assigns a total reward to simulation trace ω, the expected reward may
be estimated by 1
N
∑N
i=1R(ωi), where ω1, . . . , ωN are statistically independent
simulation traces. Since rewards may take values outside [0, 1], we must use
Hoeffding’s generalisation of (3) to bound the errors [12]. To guarantee P(| rˆ −
r |≥ ε) ≤ δ, where r and rˆ are respectively the true and estimated values of
expected reward, N is required to satisfy the relation
N ≥ ⌈ln(2/δ)× (a− b)2/(2ε2)⌉ . (7)
For non-trivial problems the values of a and b are usually not known, while
guaranteed a priori bounds (e.g., by assuming maximum or minimum possible
rewards on each step) may be too conservative to be useful. While it is possible
to develop a strategy using a posteriori estimates of a and b, i.e., based on
maxi∈{1,...,N}(R(ωi)) and mini∈{1,...,N}(R(ωi)), we see that N depends on the
ratio of the absolute error ε to the range of values (a − b). The confidence of
estimates of rewards may therefore be specified a priori as a percentage of the
maximum range of the support of R. We adopt this idea in Algorithm 2, where
we use (3) and (5) and assume that ε expresses a percentage as a fraction of 1.
Rewards Properties
The rewards properties commonly used in numerical model checking are based
on an extension of the logic PCTL [18]. This extension defines instantaneous
rewards (the average reward assigned to the kth state of all traces, denoted Ik),
cumulative rewards (the average total reward accumulated up to the kth state
of all traces, denoted Ck) and reachability rewards (the average accumulated
reward of traces that eventually satisfy property ϕ, denoted Fϕ). Instantaneous
and cumulative rewards are based on finite traces and can be immediately ap-
proximated by sampling, using (3) and (5) to bound the errors. Reachability
rewards are based on unbounded F and require additional consideration.
By the definition of reachability rewards [18], properties that are not satisfied
with probability 1 are assigned infinite reward. The rationale behind this is
that if P(Fϕ) < 1, there must exist an infinite path that does not satisfy ϕ,
whose rewards will accumulate infinitely. This definition is somewhat arbitrary,
since rewards are not constrained to be positive—an infinite sum of positive and
negative values can equate to zero—and it is also possible for an infinite sum of
positive values to converge, as in the case of discounted rewards.
The definition of reachability rewards makes sense in the context of numerical
model checking, where paths are not considered explicitly and unbounded prop-
erties can be quantified with certainty, but it causes problems for sampling. In
particular, using sampling alone it is not possible to say with certainty whether
P(Fϕ) = 1, even if every observed trace of finitely many satisfies ϕ. Without
additional guarantees, the random variable from which samples are drawn could
include the value infinity, giving it infinite variance. Statistical error bounds,
which generally rely on an underlying assumption of finite variance, will there-
fore not be correct without additional measures.
To accommodate the standard definition of reachability rewards, our solu-
tion is to implement Fϕ as Fkϕ, i.e., bounded reachability, with an auxiliary
hypothesis test to assert that P(Fϕ) = 1 is true. A positive result is thus an es-
timate within user-specified confidence plus an accepted hypothesis within other
user-specified confidence. A negative result is a similar estimate, but with an
hypothesis that is not accepted. This approach is consistent with intuition and
with the SMC ethos to provide results within statistical confidence bounds. The
hypothesis test may be implemented in any number of standard ways. Our im-
plementation uses a convenient normal approximation model, which we describe
in Section 5.
In practice, the bound k for reachability rewards is set much longer than it is
supposed necessary to satisfy ϕ and the hypothesis is of the form P(Fkϕ) ≥ p0,
p0 / 1. Intuitively, the more traces of length ≤ k that satisfy ϕ, the more
confident we are that P(Fϕ) ≥ p0 is true. Traces that fail to satisfy ϕ after k
steps may nevertheless satisfy ϕ if allowed to continue, hence the value of p0
defines how certain we wish to be after k steps. If the hypothesis is rejected, we
may either conclude that the average reward is infinite (by definition), accept
the calculated average reward as a lower bound or increase k and try again.
Our SMC engine quits as soon as a property is satisfied or falsified, so there
is very little penalty in setting k large when we require high confidence, i.e.,
when p0 ≈ 1. Simulations that satisfy the property will take only as long as
necessary, independent of k, while those that do not satisfy the property will be
few because the auxiliary hypothesis is falsified quickly when p0 is close to 1.
Finding schedulers that optimise the rewards defined in [18] has a conceptual
advantage over finding schedulers that optimise the probability of a property.
This is because the effective probability of these rewards properties is always
close to 1. In the case of instantaneous and cumulative rewards, traces are not
filtered with respect to a property, so the probability of acceptance is 1. In
the case of reachability rewards, either nearly all traces satisfy the property
(‘nearly’ because the auxiliary hypothesis test allows for the case that not all
traces satisfy the property) or the reward is assumed to be infinite. Hence, the
case of probabilities significantly less than 1 does not have to be quantified, just
detected. The consequence of this, according to (6), is that the simulation budget
to generate the initial candidate set can be allocated entirely to schedulers, i.e.,
N = 1 and M = Nmax.
5 Smart Reward Estimation Algorithm
Algorithm 2 finds schedulers that maximise rewards. The algorithm to minimise
rewards follows intuitively: replace instances of ‘max’ with ‘min’ in lines 16, 17,
21 and the Output line, and replace line 20 with S ← {σ ∈ S | σ = Q′(n) ∧ n ∈
{1, . . . , ⌈|S|/2⌉}}.
The reward property ρ may be of type instantaneous, cumulative or reachab-
ility, which are denoted Ikϕ, Ckϕ and Fkϕ, respectively, to unify the description.
The reward function Rρ : N × Ω → Q maps the identifier of a scheduler and
a trace to a reward, given reward property ρ. In the case of Ikϕ and Ckϕ, k
is the standard user-specified parameter for these rewards and ϕ is implicitly
Gktrue. In the case of Fkϕ, ϕ is user-specified and k is set as large as feasible
to satisfy the hypothesis P(Fkϕ) ≥ p0, with confidence defined by α (described
below). Given that our actual requirement is that P(Fϕ) = 1, both p0 and α
will typically be close to 1, such that very few traces will be necessary to falsify
the hypothesis.
Algorithm 2: Reward Estimation
Input:
M: an MDP
ρ ∈ {Ikϕ,Ckϕ,Fkϕ}: a reward property
Rρ: the reward function for ρ
H0 : P(F
kϕ) ≥ p0: the auxiliary hypothesis
z(α): confidence of H0, the normal quantile of order α
ε, δ: the reward estimation Chernoff bound
Nmax > ln(2/δ)/(2ε
2): the per-iteration budget
Output:
rˆmax ≈ rmax, where rmax ≈ rmax and P(|rmax − rˆmax| ≥ ε) ≤ δ
1 N ← 1, M ← Nmax
2 S ← {M seeds chosen uniformly at random}
3 ∀σ ∈ S, ∀j ∈ {1, . . . , N} : ωσj ← Simulate(M, ϕ, σ)
4 Q← {(σ, q) | σ ∈ S ∧Q ∋ q =∑Nj=1Rρ(σ, ωσj )/N}
5 ∀σ ∈ S : trues(σ)← 0
6 samples ← 0, conf ← 1, i← 0
7 while conf > δ ∧ S 6= ∅ do
8 i← i+ 1
9 Mi ← |S|, Ni ← 0
10 while conf > δ ∧Ni < ⌈Nmax/Mi⌉ do
11 Ni ← Ni + 1
12 conf ← 1− (1− e−2ǫ2Ni)Mi
13 ∀σ ∈ S : ωσNi ← Simulate(M, ϕ, σ)
14 samples ← samples + 1
15 Q← {(σ, q) | σ ∈ S ∧Q ∋ q =∑Nij=1Rρ(σ, ωσj )/Ni}
16 σmax ← argmaxσ∈S Q(σ)
17 rˆmax ← Q(σmax)
18 ∀σ ∈ S, j ∈ {1, . . . , Ni} : trues(σ) = trues(σ) + 1(ωσj |= ϕ)
19 Q′ : {1, . . . , |S|} → S is an injective function s.t.
∀(n, σ), (n′, σ′) ∈ Q′ : n > n′ =⇒ Q(σ) ≥ Q(σ′)
20 S ← {σ ∈ S | σ = Q′(n) ∧ n ∈ {⌊|S|/2⌋, . . . , |S|}}
21 Z ← (trues(σmax)− samples × p0)/
√
samples × p0 (1− p0)
22 if Z ≤ z(α) then
23 H0 is rejected
The initial candidate set of schedulers and corresponding estimates are gen-
erated in lines 1 to 4. Applying (6), 1 simulation is performed using each of Nmax
schedulers chosen at random. The function Q maps schedulers to their current
estimate. A number of initialisations take place in lines 5 to 6.
The function trues is used by the auxiliary hypothesis test and counts the
total number of traces per scheduler that satisfy the property. The variable
samples is also used by the auxiliary hypothesis test and counts the total num-
ber of traces used by any scheduler. The value of conf , initialised to 1 to ensure
at least one iteration, is the probability that the estimates exceed their spe-
cified bounds (defined by ε), given the current number of simulations. The main
loop (lines 6 to 20) terminates when conf is less than or equal to the specified
probability δ. Typically, the per-iteration budget will be such that the required
confidence is reached according to (5) before the candidate set is reduced to a
single element. Lines 10 to 14 contain the main simulation loop, which quits as
soon as the required confidence is reached. Lines 15 to 20 order the results by
estimated reward and select the upper quantile of schedulers.
The auxiliary hypothesis test necessary for reachability rewards is provided
in lines 21 to 23. To test P(Fkϕ) ≥ p0, it considers the error statistic Z =
samples × (pˆϕ − p0)/
√
samples × p0(1− p0), where pˆϕ = trues(σmax)/samples
is the estimate of P(Fkϕ). For typical values of samples , the distribution of Z
is well approximated by a normal with mean = 0 and variance = 1 when the
expectation of pˆϕ, denoted E(pˆϕ), is equal to p0. To test the hypothesis with
confidence α, the algorithm compares the statistic Z with the standard normal
quantile of order α, denoted z(α). The value of z(α) may be drawn from a table
or approximated numerically. If E(pˆϕ) ≥ p0, the value of Z will be ≥ z(α) with
probability ≥ α.
To simplify the presentation of our algorithm, the auxiliary hypothesis test
is also used by the instantaneous and cumulative rewards. In these latter cases,
however, the test is guaranteed to be satisfied. Also for the sake of simplicity, the
algorithm assumes that all simulation traces reach the kth state without halting.
6 Case Studies
We have implemented Algorithms 1 and 2 in our statistical model checking plat-
form, Plasma1, and take advantage of its distributed verification algorithm on
the Igrida parallel computational grid2. All timings are based on 64 simulation
cores. The following results demonstrate typical performance on a selection of
standard case studies, including one with intractable state space. We necessarily
use models whose expected rewards can be calculated or inferred using numer-
ical methods, but observe that this does not give our algorithms any advantage.
The models and properties can be found on our website1 and are illustrated in
detail on the Prism case studies website3.
2 igrida.gforge.inria.fr
3 www.prismmodelchecker.org/casestudies
In most instances we were able to achieve accurate results with a relatively
modest per-iteration simulation budget of Nmax = 10
5 simulations, using a
Chernoff bound of ε = δ = 0.01. In the case of the gossip protocol (Section
6.3), this budget was apparently not sufficient for all considered parameters. We
nevertheless claim that the results provide useful conservative bounds. Note that
for all reachability rewards we made the value of k in the auxiliary hypothesis
test sufficiently large to ensure that all traces satisfied the property, giving us
maximum confidence for the specified budget.
6.1 Network Virus Infection
Our network virus infection case study is based on [20] and initially comprises
the following sets of linked nodes: a set containing one node infected by a virus,
a set with no infected nodes and a set of uninfected barrier nodes which divides
the first two sets. A virus chooses which node to infect nondeterministically. A
node detects a virus probabilistically and we vary this probability as a parameter
for barrier nodes. Figure 2 illustrates the results of using a reachability reward
property to estimate the maximum and minimum expected number of detected
attacks before a particular node is infected. Each point required approximately
15 seconds of simulation time. The solid lines indicate values calculated numer-
ically. All estimates are within ±1% of the true values.
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Figure 3. Self-stabilising protocol.
6.2 Self Stabilisation
The self-stabilising protocol of [14] works asynchronously to ensure that a num-
ber of networked processes share a single ‘privileged status’ token fairly. The
protocol is designed to reach this dynamical state even if initially there are sev-
eral tokens in the ring. For various numbers of processes, we used reachability
properties to estimate the maximum and minimum expected number of steps to
reach stability, given different initial numbers of tokens. Figure 3 plots typical
results: the maximum values for 12 processes and the minimum values for 11
processes. Individual estimates required between 1 and 3 minutes of simulation
time. The solid lines indicate values calculated numerically. All estimates are
within ±1% of the true values.
6.3 Gossip Protocol
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Figure 4. Gossip protocol.
The gossip protocol of [19] uses local
connectivity to propagate information
globally. Using a reachability reward
property, our algorithms accurately
estimate the expected minimum and
maximum number of rounds neces-
sary for the network to become con-
nected as 1.486 and 4.5, compared to
correct values 1.5 and 4.5. The aver-
age simulation time per estimate was
approximately 1 minute.
Figure 4 plots the maximum and
minimum estimated path length at
different time steps, using an instant-
aneous reward property. The figure
also plots the average estimates of
the initial candidate set (generated in
lines 1 to 4 of Algorithm 2). This av-
erage corresponds to the expected reward using the uniform probabilistic sched-
uler. The solid lines give the values calculated using numerical algorithms. The
true value for the uniform probabilistic scheduler is calculated numerically by
treating the MDP as a DTMC. We see that the estimates of maximum and min-
imum expected reward are accurate up to about 75 time steps, but less so above
this value. The estimates are nevertheless guaranteed by (5) not to exceed the
true values by more than a factor of 1 + ε with probability δ. Finally, we note
that the average estimate of the initial candidate set is consistently accurate,
demonstrating that Algorithm 1 is sampling correctly from scheduler space.
6.4 Choice Coordination
To demonstrate the scalability of our approach, we consider instances of the
choice coordination model of [23] with BOUND = 100. This value makes most of
the models intractable to numerical model checking, however it is possible to infer
the correct values of rewards from tractable instances. The chosen reachability
property gives the expected minimum number of rounds necessary for a group
of tourists to meet. The following table summarises the results:
Number of tourists 2 3 4 5 6 7 8 9 10
Minimum number of rounds to converge 4.0 5.0 7.0 8.0 10.0 11.0 12.0 13.0 14.0
All the estimates are exactly correct, while the average time to generate each
result was just 8 seconds.
7 Prospects and Challenges
In this work we have focused on estimating the expected value of optimal re-
wards. We believe the same techniques may be immediately extended to sequen-
tial hypothesis testing, as in [22] and [9]. Ongoing work suggests that estimating
rewards in continuous time models will also be feasible.
Overall, our case studies demonstrate that our approach is effective and can
be efficient with state space that is intractable to numerical methods. While we
do not yet provide confidence with respect to optimality, our techniques never-
theless generate useful conservative bounds with correct statistical guarantees of
accuracy: the estimate will be greater (less) than the true maximum (minimum)
expected reward by a factor of ≥ 1 + ε with probability ≤ δ.
Figure 4 illustrates circumstances where the chosen per-iteration budget of
105 is apparently not sufficient to explore the tails of the distribution of sched-
ulers. Merely increasing the budget will not in general be adequate to address
this problem, since near-optimal schedulers may be arbitrarily rare. Our pro-
posed solutions are to (i) construct composite schedulers and (ii) sample from
a property-specific subset of schedulers.
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