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There has been a long-standing need to study Dissolved Organic Carbon (DOC) within
aquatic systems. DOC is an important water quality parameter that provides insights into ecological
and carbon cycle processes in aquatic systems. DOC is not easily studied due to traditional, laborintensive sampling methods. Often, optical (e.g. fluorescence) proxy estimations for DOC are used
instead of directly sampling for DOC. Using either low frequency measurements or proxy
estimations for DOC can lead to inadequate understanding of the natural processes that control
DOC in aquatic systems.
This thesis outlines a in-situ sampler that will be capable of collecting, preserving, and
storing aquatic samples, with a special focus on Total Organic Carbon (TOC). In this initial phase
of development, TOC is sampled instead of DOC due to issues encountered with in-line filtration.
Employing a novel “smart sampling” technique that uses conductivity as a conservative tracer, this
system collects and preserves the sample in real-time. The novel technique employed by the DUCS
could be expanded to sample for other important aquatic species, and such the sampler has been
tentatively named the Deployable Underwater Chemical Sampler (DUCS). The high frequency
datasets that can be generated using the DUCS will be able to provide greater into ecological and
carbon cycle processes.
Chapters in this thesis will primarily describe the design and performance of the DUCS for
TOC sampling, as well as discuss possible future improvements. The performance of the DUCS
both in and outside of laboratory settings is explored. A chapter describing initial experimental
design for an in-situ UV-Persulfate based DOC sensor is also included.
There was an overall average DUCS accuracy error of ~25-30% when using the DUCS for
TOC sampling versus collected QC samples during deployments in the Clark Fork River (CFR).
The TOC sampling uncertainty of the DUCS for these initial deployments was shown to be close
to compliance for standard method 5310 and USEPA method 415.3. This data, along with data
collected during lab studies, provides evidence for the effectiveness of the prototype DUCS
sampling system. With future improvements, this prototype could be improved into a commercially
viable sampling system.
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I.

Introduction

A. Overview of the Importance of DOC in Aquatic Systems
In aquatic environments, total organic matter (TOM) consists of two operationally defined
phases, particulate organic matter (POM) and dissolved organic matter (DOM). DOM is generally
defined to be the fraction of the TOM that will pass through a 0.45 μm filter (Thurman 1985). POM
is the fraction that is filtered out in this process. DOM, the most mobile form of organic matter,
plays a crucial role in many important processes that take place in aquatic systems. For example,
DOM is a significant part of microbial metabolism, which in turn affects carbon and nutrient
cycling. Having accurate measurements for DOM is also important in balancing carbon budgets
both globally and locally (Santana et al., 2017; Smiley et al., 2017), determining biological oxygen
demand (Khamis et al., 2016), monitoring the effectiveness of disinfection processes for waste
treatment (Khan et al., 1998), and ascertaining the major energy sources for heterotrophic
respiration in aquatic systems (Cooper et al., 2016).
The majority of DOM in freshwater systems originates from the breakdown and
solubilization of organic matter through the accumulation of vegetation and biological waste
materials (Guggenberger 1994; McDowell 2003; Tate et al., 1983). The exact elemental
composition of DOM is largely dependent on its origin, but carbon is always the major structural
component. Due to the large amount of carbon in DOM, it is often quantified by its total carbon
content and is referred to as Dissolved Organic Carbon (DOC), which is functionally defined as the
Total Organic Carbon (TOC) that passes through a 0.45 µm filter. Unfiltered TOC includes
Particulate Organic Carbon (POC) larger than 0.45 µm, and is used as a measure of the total amount
of organic carbon in an aqueous system.
Three categories present the major fractions of classically defined DOC in aquatic systems:
1) humic/fulvic substances, 2) polysaccharides, and 3) proteins (Nebbioso et al., 2013). These
groups of molecules have highly varying molecular properties and reactivities and can be further
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categorized as “labile” DOM or “recalcitrant” DOM, with labile species having faster turnover
rates in aquatic systems (Nebbioso et al., 2013; Schulze 2005). Differences in DOC lability is seen
because DOC is a heterogeneous composite of all the possible soluble organic compounds within
the ecosystem (Marschner et al., 2003). The labile fraction of DOM consists mainly of simple
carbohydrate compounds such as glucose or fructose, low molecular weight organic acids, amino
sugars, and small proteins (Guggenberger 1994; Kaiser et al., 2001; Qualls et al., 1992). Both humic
and fulvic acids are regarded as supramolecular assemblies of up to thousands of different organic
molecules, (Nibbioso 2013; Piccolo 2001) and are generally considered less labile than lower
molecular weight organics. The recalcitrant fraction also consists of polysaccharides, which are the
breakdown products of cellulose and hemicellulose and higher molecular weight compounds that
originate from microbial degradation of plant products (2003, Benner et al., 2011; Marschner et al.,
2003) and enters aquatic systems as an allochthonous DOM source. The recalcitrant fraction of
DOM originating from allochthonous sources are often less readily utilized by microbial life than
the fraction originating from autochthonous, or in-situ sources (Asmala et al., 2018; Hansell 2013;
Kritzberg et al., 2004). Autochthonous sources of DOM, coming from phytoplankton
photosynthesis, incomplete grazing of phytoplankton and lysis of bacterial cells (Thornton, 2014)
typically have lower average molecular weights. These compounds constitute a more labile carbon
source for heterotrophic metabolism (Jiao et al., 2010; Thornton, 2014). Although less labile than
autochthonous DOM, allochthonous DOM must still be considered as net-ecosystem heterotrophy
often results from the bacterial metabolism of both sources of DOM (Cole et al., 1988).
DOM, and by extension DOC, is often considered to be the most mobile and reactive
component of the TOM pool. Because of this, DOC often regulates major biogeochemical
processes in aquatic systems. The thermodynamically available DOC is often termed DOC quality
and can affect the growth rate of organisms, with faster growth rates associated with more
thermodynamically available DOC (Stewart and Wetzel, 1981; Agren et al., 2008). DOC quality
can be determined using quantitative analysis as well as biological assays on DOC samples (Park
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et al., 2004; Ross et al., 2013; Buffle et al. 1982). The processes affected by DOC quality include
the transformation and downstream transport of essential nutrients (Schiff et al., 1990), O2 demand
(Calleja et al., 2019; Coffin et al., 1993), and complexation of environmentally important heavy
metals such as Cu, Pb, Hg, and Cd (Baken et al., 2011; Yi et al., 2019). These processes can in turn
affect the overall growth rates of microorganisms in these aquatic systems, altering the carbon and
nutrient cycling rates that are observed (Ågren et al., 2008). They are also often utilized as the
energy substrate in the microbial processing of larger more recalcitrant organics (Stewart et al.,
1981). In other words, DOC is an important microbial food source. Respiration of the DOC pool
by microorganisms can also lead to emissions of carbon dioxide to the atmosphere (Freeman et al.,
2011; Evans et al., 2016; Lynch et al., 2010). Due to all these factors, the flux of DOC throughout
aquatic ecosystems can be a significant component of carbon budgets within these ecosystems.
DOC is also able to hydrologically transport carbon between different pools in the
ecosystem through downstream riverine transport. Riverine exports of DOC can impair
downstream water quality and aquatic ecology (Hruska et al., 2009). While changes occur in land
use, industrial and municipal waste disposal, and climate occur, measurement of response variables
such as DOC in these aquatic systems will become more and more critical to document effects of
these changes. For example, several watersheds have been experiencing increases in DOC transport
with the increasing temperatures associated with climate change (Freeman et al., 2001; Huntington
et al. 2016; McDonough et al., 2020; Ritson et al., 2014). Understanding the sources and sinks of
the DOC pool are also important as they affect our understanding of Dissolved Inorganic Carbon
(DIC) and alkalinity. Alkalinity can be affected by contributions of deprotonated organic acids,
which can lead to misestimation of carbon fluxes, as well as overestimation of pCO2 (Cai et al.,
1998; Hunt, et al., 2011). This effect is especially important in systems where the DOC pool can
be larger than the DIC pool (Wang, et al., 2013).
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B. Overview of Current Methods for Monitoring DOC in Aquatic Systems
DOC has traditionally been measured in one of two ways, either 1) manual sampling for
DOC with lab analysis or 2) measuring a DOC proxy such as Fluorescent or Colored Dissolved
Organic Matter (FDOM or CDOM). Manual sampling of DOC is limited by location access and
costs associated with labor-intensive sampling and analysis. These are some of the most common
reasons behind low-frequency DOC data (Köhler et al., 2008) in studies conducted today. DOC
samples that have been manually collected are typically analyzed using high temperature
combustion oxidation (HTOC), or UV-Persulfate oxidation instrumentation.
There are numerous lab-based DOC/TOC analyzers on the market that utilize HTOC or
UV-Persulfate oxidation (Bolan et al., 1996, Doyle et al., 2004). Measurement of DOC or TOC
with these analyzers involves the removal of inorganic carbon with acid, sparging of the resultant
carbon dioxide, and finally the oxidation of the remaining organic carbon. This remaining portion
of organic carbon is termed Non-Purgeable Organic Carbon (NPOC). The purgeable VOC fraction
is typically a very small percentage of the overall DOC pool, and often negligible (MacKinnon et
al., 1979). A breakdown of the relationship between the different pools making up total carbon
(TC) is shown in Fig. 1. This figure shows the fraction of organic carbon analyzed (NPOC) using
a TOC analyzer which consists of DOC and POC, along with the fractions of carbon removed prior
to analysis (TIC + V/POC).

Figure 1 - The relationship between the different pools making up total carbon (TC).
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Aquatic systems often have rapid water quality changes that are only observable with highfrequency measurements (Jollymore et al., 2012; Sobczak and Raymond, 2015; Kirchner et al.,
2004). DOC concentrations in freshwater systems have been found to be highly variable over time
(Zarnetske et al., 2018, Winterdahl et al., 2016). High-frequency DOC data, are valuable because
they give information about biotic activity and episodic events within aquatic ecosystems. Episodic
events and other short-term (e.g., diel) variability are often missed by traditional low-frequency
methods of DOC sampling. Monitoring DOC as a response variable with respect to light,
temperature, discharge, weather events, concentration of toxic metals, and other factors will be
important for a more complete understanding of aquatic systems in the future. Many biological
processes, especially in highly productive systems, will also vary significantly over short temporal
scales (Johnson et al., 1994; Dickey et al., 1997; Dafner et al., 2002). It is essential to be able to
frequently monitor DOC when calculating carbon fluxes in systems, which is an important part of
accurately balancing the carbon budget (Battin et al. 2009).
While general trends in chemical variability can be resolved through periodic sampling
(Michaels et al., 1996; Karl et al., 1996; Rebstock, 2002; Chavez et al., 1991), there remains
problems associated with traditional methods of DOC sampling. These low-frequency DOC
measurements can misestimate true carbon fluxes (Regier et al., 2016). Low-frequency
measurements also lead to only seasonal or annual trends being analyzed. (Bishop et al., 1990;
Stroheimer et al., 2013).
Proxy estimations of DOC can in part solve weaknesses associated with low-frequency
manual sampling. Often these proxies are generated with previously mentioned FDOM or CDOM
optical instrumentation that can be deployed in-situ. By using spectroscopic instrumentation
dedicated for the analysis of either FDOM or CDOM, sample frequency for DOC can improve
dramatically (Carstea et al., 2020; Tunaley et al., 2016; Saraceno et al., 2009; Dickey et al., 1997),
as spectroscopic measurements are very fast.
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For example, examine the high-frequency FDOM data that was collected during storm
events in the Lake Champlain Basin of Vermont in the Northeastern United States (Fig. 2). This
figure shows data with a measurement frequency of 15 minutes during a storm event. (Vaughan et
al., 2017).

Figure 2 - High frequency FDOM data that shows both the load and concentration
changes in DOC (proxy) during an October 2014 storm event (Vaughan et al., 2017).
“Proxy” DOC concentration values more than doubled during this event, with a steady
return to baseline values over the next day. This is due to the storm event dominating riverine loads
of dissolved organic carbon compared to baseflow concentrations. With traditional low-frequency
monthly sampling intervals, a short-term event such as this may be completely missed. A potential
return to baseline before the next scheduled sampling event would have been likely. Even with
frequent, daily sampling there remains a potential to miss maximum DOC values seen during the
event depending on when the sampling occurred.
These proxy estimations of DOC also have unique downsides compared to manually
sampling. The relationship between FDOM or CDOM to DOC are highly site-specific, and
correlations between these variables and DOC must be established at every new study site (Regier
et al., 2016; Hood et al., 2016, Saraceno et al., 2017). Not only are these correlations site-variable,
they are also temporally variable (Regier et al., 2016, Ferretto et al., 2016, Jaffe et al., 2008). New
calibrations must be obtained frequently during deployment of an FDOM/CDOM sensor for
accurate quantitation, so manual sampling must be done to determine the validity of the sensor’s
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dataset (Regier et al., 2016). In addition to this, these sensors must be turbidity corrected since they
use optical measurements and have temperature related variability that must be accounted for as
well (Saraceno et al., 2017; Downing et al., 2012). Using high-frequency sensing technology could
also potentially miss important DOC quality variables, such as the humic and fulvic percentage
makeup in DOM. These DOC variables can only be fully examined using high-frequency sampling
technology.
In addition to increased turbidity that might accompany an event (Helton et al. 2015), the
FDOM/CDOM:DOC correlation can also change during increased runoff. For example, see Fig. 3
which shows that the DOC vs. Fluorescence Index (FI) ratios change during a storm event. In
multiple watersheds, there is no consistent ratio between these two measurements, both before and
after the event.

Figure 3 - Time series of Fluorescence Index (FI) of DOC, DOC concentration and discharge at
two separate watersheds (Hood et al., 2016). During the storm event, aromatic DOC mobilized
from the catchment enters the stream, which increases the overall amount of DOC in the watershed
while at the same time shifting the FI in each watershed.
FI is defined as the ratio of the 450 nm and 500 nm emission values for FDOM. This
measurement provides insight into whether DOC originated from autochthonous material that
lacked lignin with a high FI, or allochthonous material that contained lignin with a low FI (Hood
et al., 2016). In summary, while the correlation coefficients generated between FDOM/CDOM and
DOC often exceed 0.80, there remains an innate uncertainty in the accuracy of these numbers since
this method of measurement is still a proxy estimation (Vaughan et al., 2017; Regier et al., 2016;
Tunaley, et al., 2016).
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C. Overview of the Deployable Underwater Chemical Sampler (DUCS) Background
and Methodology
Motivated by the factors outlined above, the original objective of this thesis was to develop
a novel method for generating high-frequency in-situ DOC timeseries. This phase of the project
centered around constructing a DOC analyzer that used UV-oxidation, similar to traditional labbased technology, as there is currently no in-situ analyzer capable of direct DOC analysis. Due to
a few insurmountable challenges with the development of this analyzer which will be discussed in
Chapter III, this project shifted towards sampling technology. The DUCS design will be discussed
primarily in Chapter IV. Using an automatic sampler for DOC monitoring will not have the
temporal and spatial accuracy limitations present with optical sensing technology while having the
secondary advantage of being able to directly experiment on DOC sample quality. For example,
DOC quality characteristics in collected samples can be determined using chromatic fractionation
or other chromatographic and biological methods (Fang et al., 2017; Yan et al., 2012). Sampling
technology can also provide sample for analysis of other important aquatic species that may be
linked to DOC, such as nutrients and metals. Filtration to “traditional” DOC size fractions of ~0.45
μm could not be accomplished with the simple pump technology employed by the DUCS.
Therefore, the DUCS was designed to collect Total Organic Carbon (TOC) samples for in-lab
analysis. The DUCS will be able collect DOC samples rather than TOC samples through future
implementation of a pump capable of filtering to ~0.45 μm.
The sampler developed in this thesis uses a novel and innovative technique to preserve and
store TOC samples for later analysis. Using a specially designed, valve controlled, low volume
mixing loop, sample is preserved with hydrochloric acid (HCl). HCl is used as a conservative tracer
of conductivity that simultaneously 1) preserves the sample 2) indicates where separate samples lie
within the storage coil and 3) gives the acid dilution factor for each sample (further details in
Chapter IV). Conductivity is particularly useful as a tracer for DOC/TOC because it has no carbon
and can be an intimate part of the preservative itself. Conductivity values are also conservative with
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dilution factor, allowing for easy back calculation of the original TOC concentrations.
Samples that have been acidified with the DUCS are dispensed into a very long, small
internal diameter (ID) storage coil. Unacidified low conductivity sample is loaded both before and
after the acidified sample segment to create regions of high and low conductivity, termed “peaks”
and “valleys” respectively. Samples collected with the DUCS are then dispensed from storage coil
to a series of small vials to be prepared for sample analysis (Appendix G). Conductivity
measurements are taken in this step of the process, and discrete samples locations are determined
from the conductivity peaks. Without this technique to determine sample location, there would be
poor sample location accuracy in the storage coil due to less than reproducible pumping capacity.
Each stored sample is then combined and diluted into a single sample for analysis. Samples are
then analyzed using traditional High Temperature Catalytic Oxidation (HTOC) instrumentation, an
Aurora 1030C, for direct analysis of TOC (or DOC) (Appendix E), and all relevant dilution factors
are then applied to back-calculate original TOC concentrations. Fig. 4 shows a basic conceptual
schematic representing the novel method of sample collection and determination utilized by the
DUCS.

Figure 4 – Conceptual schematic depicting sample collection and determination using the DUCS.
When monitoring the conductivity of HCl acid reagent mixed with sample, individual samples
dispensed from the storage coil can be determined and collected from conductivity “peaks”, with
“valleys” separating each sample.
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II.

A Deeper Look into Aquatic Sampling and DUCS Design
A. Overview of the status of current discrete sampling technology
There are currently commercial instruments capable of sampling aquatic systems. These

samplers could in part help solve the problems associated with manually sampling or using optical
sensing technology for DOC data collection. For example, ISCO Teledyne, YSI and American
Sigma all offer discrete samplers that have been used extensively in aquatic sampling (Wallin et
al., 2015; Ensign et al., 2006; Vidon et al., 2012). However, no sampler on the market today is very
useful for the high-frequency collection and storage of DOC samples. Often these samplers are
utilized solely for the sampling of inorganic constituents such as metals and CO2/O2 in lakes and
streams (Amudson et al., 2000). Many discrete sampler models are incapable of preserving
degradable organics such as DOC. Preservation of DOC is required for autonomous sampling
technology, due to significant microbial activity that can take place within 48 hours of sampling
(Karanfil et al., 2002). Samples are typically reduced to a pH below 3.5, with pH 2.0 being the
typical standard to suppress any microbial activity (Sharp et al., 1993). Studies have found that
there are no significant changes in DOC concentrations for acidified samples that have been stored
at approximately 4 degrees oC after sampling for periods of 2 weeks, 6-12 weeks, and 7-17 weeks
(Ekstrom, 2011; Cook et al., 2016.; Carter et al., 2012).
Some of these samplers can add chemicals, such as an acid or preserving agent to suppress
microbial activity, or acid can also be added to the discrete sample bottles prior to deployment (e.g.
American Sigma Model 6201, Isco Model 6712). With the accurate pumping capacities of these
samplers, acid concentrations can be introduced in known amounts. Despite these benefits, these
discrete samplers come equipped with significant drawbacks for DOC sample collection. These
samplers often are functionally limited to a maximum of between 12 to 24 samples (e.g. Sigma
Model SD900, Isco Model 3700, Campbell Model PVS5120D), with many samplers only capable
of collecting a single composite sample (e.g. American Sigma Model 6200, Isco Model 3710) for
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a given time interval. A majority of commercially available samplers are also not well adapted for
submersion in water. In addition to discrete samplers, there are continuous samplers that are not
commercially available that have also been utilized for aquatic sampling that will be further
discussed in the next section.

B. Overview of the status of current continuous sampling technology
The DUCS design in this thesis draws its core design concept from the osmosampler
described by Jannasch et al. (2004). Osmosamplers are long-term autonomous samplers that use
osmotic pumps to draw sample into long small-bore tubing (Jannasch et al., 1994, 2004; Kastner et
al., 1995). The storage volume associated with an osmosampler is directly proportional to the length
of tubing used. Tubing with internal diameters (IDs) of 0.8 mm and 1.1 mm stores a volume of ~0.5
mL or ~1 mL per meter respectively. A 100 meter length of 0.8 mm ID tubing is standard in the
Jannasch design and holds ~50 mL of storage volume. An osmotic pump maintains a constant
salinity gradient which draws sample continuously into the long bore tubing at a highly temperature
dependent flowrate. The flowrate in this osmotic system is very slow, often with less than 100 uL
of sample being aspirated per day to storage. The temporal resolution of the sample series within
an osmotic sampler is heavily dependent upon both flow rate and the storage volume of the coil
used.
Calculations show that due to molecular diffusion alone without accounting for sheering,
over 99.9 percent of a step change in concentration will remain within a 20 cm section of 0.8 mm
ID tubing for a month, and over 99 percent of the step change in concentration will remain within
a 200 cm section of 0.8 mm ID tubing for a full year (Jannasch et al., 2004). At the end of
deployment, samples from the tubing are cut into lengths representing individual 0.5 mL or 1 mL
segments in the time series. Flow rates can be adjusted prior to deployment by the number of total
osmotic pumps and allow for the integration of each period that each sample represents following
temperature correction.
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The use of small-bore tubing in this system combined with the slow flow rates of the
osmotic pump minimalize sample smearing within a sample plug caused by static diffusion and
sample sheer. Sheer will cause increased retention of a fraction of the intended species of interest
within the tubing leading to pronounced spreading of the species in the system into successive
samples (Li et al., 1974) due to interactions with the tubing wall. Within the small-bore tubing used
in these osmotic systems, gradient spreading is almost exclusively controlled by molecular
diffusion, as shown in Fig. 5.

Figure 5 – A schematic representation of overall sample gradient dispersion within small bore
tubing due to static diffusion alone, or sheer, alone. Osmosamplers are shown to be a mostly
diffusive system, with minimal sheering effect. (Jannasch et al., 2004).

In situ samplers using continuous flow techniques have also been developed using
peristaltic (Jannasch et al., 1986; Massoth et al., 1995), and solenoid (Amundson et al., 2000;
Weeks et al., 1996) pumps. These, too, all allow high-resolution data sets to be generated, with
resolution depending heavily on total available storage volume. Some of these continuous samplers,
similar to the discrete samplers described above, are capable of acidifying samples – which is
required for preservation of DOC samples. They are not capable of robustly mixing sample or using
tracers, and instead rely on gradient dispersion for acidifying sample. This introduces a constant,
acid concentration throughout the entire length of storage coil.
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In addition to the fact that these samplers are not commercially available, there are a few
notable problems with these samplers that render them less than ideal candidates for the generation
of high-frequency DOC data. As stated above, flow rates within osmotic samplers need to be very
well characterized and are strongly temperature dependent. In a system with highly varying
temperatures, it is very difficult to keep track of sample location within the storage tubing with
these significant temperature-dependent flow rate corrections. The osmotic, solenoid, and
peristaltic samplers referred to above also are restricted to a continuous sampling method. This
means they have no reliable method for introducing tracers for sample separation and
determination, as described above. Instead, samples collected with current continuous sampling
technology have time-averaged overlapping sample concentrations. This means the sample that is
being aspirated at any given time is continuously mixing with the sample already stored in the coil.
This further increases the temporal and concentration uncertainties of any sample within the coil
compared to a sampler that can reliably determine where separate samples are with a tracer. This
is especially important in very dynamic or complex systems. The use of a tracer also eliminates the
need for temperature correcting sample location within the storage coil. Samplers developed using
peristaltic or solenoid technology were developed for very short deployment periods on the order
of ~24 hours constrained by very low sample capacity, which is not ideal when the species of
interest requires a large initial sample volume (i.e. DOC). Finally, these systems require the
destructive cutting or segmenting of the sample coil following deployment into discrete volumes.
This segmenting means these samplers are only deployed once before they need to be reassembled,
a time consuming and expensive process.

C. Design Goal for the DUCS
While keeping in mind the goal to generate high-frequency DOC timeseries, the primary
work presented in this thesis is centered around development of an adaptable “smart sampler”
prototype that would be ideal for general high-frequency sampling in freshwater aquatic systems.
The DUCS uses solenoid valves and a diaphragm pump to collect samples while filtering to < 10

13

μm in particle diameter. The DUCS collects and preserves samples in a specially designed mixing
coil loop before storing acidified samples within a long coil of storage tubing. This storage coil is
similar to the storage coils used in the continuous sampling systems described above. The current
standard TOC sampling method employed by the DUCS requires a minimum of ~5.5 mL of volume
per sample, with the storage coil containing a maximum total storage volume of ~300 mL in the
continuous storage coil loop. This allows for ~38-40 standard TOC samples after loading the visual
CuSO4 indicator that indicates the start of a sample set. The fastest allowable sampling frequency
that can be utilized by the current model of the DUCS is ~20 minutes. Design specifications are
described in greater detail in Chapter IV.
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III.

In-situ UV-Persulfate DOC Sensor Development

A. Overview of In-Situ UV Persulfate DOC Sensor Design
As noted above, this project’s initial research was focused on developing an instrument
capable of in-situ analysis of DOC using UV-LED persulfate oxidation. UV or thermally activated
persulfate is commonly employed as the oxidant in dedicated TOC instrumentation. An activated
persulfate solution (PS) is a strong radical-producing reagent that is known to oxidize organic
contaminants (Liang et al., 2003; Todres, 2003). For this reason, it was chosen as the oxidant in
this sensor technology along with a high-powered UV-LED source (low-powered compared to
traditional UV sources). The UV-LED source was selected because the power requirements could
potentially be low enough to be viable for field deployment. Other UV sources, such as a mercury
emission line UV source and a low powered UV-LED source used during early stages of sensor
development were found to be non-viable for reasons to be explained. Extensive testing found that
even this final design could not completely oxidize sample DOC in a reasonable time frame, even
after method optimization. The high-powered 300 mW UV source was presumably unable to
degrade large, non-reactive humic and fulvic substances that traditional UV sources (up to 1000
W) would have no issue degrading (Wallace et al., 2002;. Benner et al., 1993; Gianguzza et al.,
2013).
The benchtop design for this analyzer is shown in Fig. 6. Software utilized for the benchtop
analyzer is discussed in Appendix A. This model mixed DOC sample with acidified persulfate
reagent in a 10-mL Kloehn syringe pump chamber. This mixture was then dispensed into a flowthrough, optical quartz cuvette, which is utilized as the reaction vessel, to begin the oxidation
process. The cuvette and the UV-LED were enclosed in a black box. The UV source was turned
on, creating radical persulfate ions which react with and oxidize DOC into gaseous CO2, which
could then be flushed with an inert gas such as N2 to a Non-Dispersive Infrared (NDIR) CO2 sensor.
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Colorimetric methods using an indicator could also be utilized for this step. Development of the
sensor was halted before progressing to the analyte detection phase.

Figure 6 – A schematic representation of the benchtop UV-PS sensor used in DOC sensor
experimentation. NDIR CO2 Sensor image was taken online from a schematic from TSI Inc.
This method was found to not be viable for a field-deployable sensor for the reasons
mentioned above and discussed further below. The following sections in this chapter will thus
center around different aspects of the sensor development. Based on the results collected,
development shifted to the in-situ DOC sampling system that will be discussed in detail in Chapter
IV.
B. DOC Sensor Development – UV Source Selection
The first step in testing the feasibility of a DOC sensor was finding a UV source capable
of degradation of DOC. The first choice for this was a mercury-argon calibration source shown in
Fig. 7, as it was available conveniently in-lab.

Figure 7 – Ocean Optics HG-1 Mercury Argon Calibration Source.
This source has a 3 W emission intensity which emits Mercury and
Argon source lines.
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To test whether degradation of DOC occurred, analyses of DOC containing samples were
conducted on a UV-VIS spectrophotometer as shown in Fig. 8. Sample concentrations were
calculated from absorbances using standard Beer’s law calibration curves.
Figure 8 – Agilent 8453 UV-VIS Spectrophotometer is pictured to
the left. All UV-Vis analyses were done on the 8453 in the
DeGrandpre Lab.

For initial experimentation, a 20 ppm carbon (C) stock solution was prepared from
potassium hydrogen phthalate (KHP). This solution was 10 ppm when introduced to the persulfate
(PS) reagent. A stock solution of PS reagent that was 0.1M Na2S2O8 / 1 % H2SO4 when mixed with
C standard was also prepared. Sample analysis involved subtracting the baseline absorbance of
diluted PS reagent absorbances when mixed with the C standard. Absorbance readings of 1.25, 2.5,
5 and 10 ppm C KHP standards were taken for DOC calibration. It was found that absorbance of
KHP at 280 nm was linear with concentration (R2 = 0.99, not shown). As the stock C solution was
irradiated with the HG-1 in the presence of the PS Reagent, absorbance readings were taken at 5minute intervals, and concentration of DOC over time was then interpolated from the KHP 280 nm
regression using Beer’s Law. An example of these results is shown in Fig. 9.

Figure 9 – DOC concentration (ppm) vs. Time (min) of irradiation with the HG-1 light source.
Irradiation intervals show (n=3) averaged readings per interval.
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The results of this experiment indicate that degradation of DOC was indeed possible.
However, the greater than 15 minutes required for full oxidation of KHP was not ideal, as the HG1 had power requirements that far exceeded those that would allow this to be utilized in a fielddeployable sensor. The 9V batteries used to power this calibration source constantly dropped
voltage and needed to be replaced even after a few degradation sessions. To attempt to make this
type of sensor field-deployable, the power requirements of the UV source would need to be
significantly decreased while still being able to degrade DOC. At this point, the feasibility of
employing lower-powered UV-LEDs was evaluated. UV-LEDs have significantly lower power
requirements than the traditional UV sources used in UV-persulfate oxidation, as well as the
previously utilized HG-1 source. UV-LEDs also have a more compact emission envelope, therefore
potentially a higher intensity over a smaller area.
The first UV-LED options explored were single diode 254 nm and 280 nm, 0.08 mW UVLED’s acquired from Sunburst Sensors. It was observed that these low-intensity UV-LED’s were
ineffective for the degradation of KHP. A new high-powered multi-diode UV-LED source option
was then explored and is shown in Fig. 10. This UV-LED was higher-powered than any other UVLED on the market in late 2018.

Figure 10 – LG-Innotek high-powered UV-LED (Model
LEUVA77M00HU00). This source has a 300 mW emission intensity and
emits at 278 nm. Special software was developed to use this UV-LED
and will be described in Appendix A.

It was found through monitoring at 280 nm on the Agilent 8453 that the new high-powered
UV-LED degraded KHP, although quite slowly compared to the HG-1 source for similar
experimental conditions (10 ppm C KHP, .1M Na2S2O8 / 1% H2SO4), as shown in Fig. 11.
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Figure 11 – DOC concentration (ppm) vs. Time (min) of irradiation with the high-powered
UV-LED. Irradiation intervals show (n=2) averaged readings per interval.

Although DOC oxidation using the UV-LED were projected to use less overall power than
the HG-1, power requirements were still high due to the long time required for full degradation of
DOC sample under current conditions. Method optimization was done to attempt to decrease
degradation times and power requirements to make this UV-LED source field deployable. These
experiments are described in section C of this Chapter.

C. DOC Sensor Development – Method Optimization
As mentioned, if the high-powered UV-LED source were to be utilized in a fielddeployable sensor, degradation times would need to be significantly decreased to meet energy
requirements. This section outlines experimentation regarding method optimization to increase
degradation rates of DOC using the high-powered UV-LED.
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The results of an experiment looking at the effects of varying the UV-Light source between
25-100% intensity (Appendix A) under previous experimental conditions (10 ppm C KHP, 0.1M
Na2S2O8 / 1% H2SO4) are shown in Fig. 12. Absorbances were taken for Beer’s Law calculations
following 15 minute degradation periods. A power meter monitoring 278 nm was used to confirm
emission intensity from the UV-LED source, with results showing close agreement with the
manufacturer stated 300 mW intensity (100% = 295.4 mW; 75% = 219.5 mW; 50% = 148.1 mW;
25% = 72.0 mW). These results indicate slightly non-linear degradation rates when varying the light
source intensity (Fig. 12). In future experiments with the high-powered UV-LED, light source
intensity was lowered to 75% from 100% in an attempt to decrease energy requirements, due to
similar degradation rates between these two intensity settings (Fig. 12). A mirror was also mounted
opposite the UV-light in an attempt to refocus scattered or unreacted UV light passing through the
flow-through cell; although this appeared to be ineffective in improving degradation rates.

Figure 12 – % Abs Depletion / min vs. Light Source Intensity (%). Each light source intensity result
comes from the average of (n=3) degradation tests.
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Fig. 13 shows the results of an experiment examining the effects of varying the initial
persulfate concentration used in degradation experiments (10 ppm C, KHP, .x M Na2S2O8 / 1%
H2SO4). Absorbance decreases were calculated following 15 minute degradations. The results
indicate a sharp decrease in oxidative potential for the persulfate reagent after decreasing persulfate
concentrations below the previously utilized 0.1 M concentration. Interestingly, it also shows
similar, slightly decreased, degradative potential when increasing past 0.1 M persulfate (Fig. 13).
This is likely due to increased attenuation of UV light in the more concentrated persulfate reagent
forming less free radical persulfate ions to react with DOC. The results of this experiment confirm
that the persulfate reagent should remain at the previously utilized 0.1M persulfate concentration.
The effects of varying solution pH were also explored and found to be negligible at all low pHs
(not shown), and thus the acid content of the persulfate reagent was also not altered.

Figure 13 – % Abs Depletion / min vs. persulfate concentration. Each persulfate concentration
result comes from the average of (n=2) degradation tests.

The results of an experiment looking at the effects of varying the temperature is shown in
Fig. 14 for standard conditions (10 ppm C KHP, 0.1M Na2S2O8 / 1% H2SO4). As solution
temperature was increased on a hot-plate and monitored with a thermometer to reach determined
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temperature, absorbance readings were taken following a 5 minute degradation period to minimize
the total temperature change that occurred during the degradation. The results showed there was a
slight to sharp increase in degradation rate of the oxidative reagent as temperature was increased.
Samples that were heated to ~100 oC oxidized organic carbon ~4x faster than unheated samples
(10.5 vs. 2.1 % Abs Decrease /min).

Figure 14 – % Abs Depletion / min vs. Temperature (C). Each temperature variation result comes
from 1 degradation test.

An overall summary of maximum degradation rates achieved on KHP for the different
methods used is shown in Table 1.

Table 1 – Summary of maximum degradation rates observed and calculated from absorbance
measurements for heated Persulfate(PS)/UV, UV-PS, UV (no PS), and PS (no UV)
methodologies.
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From these degradation rates, rate constants were set for theoretical exponential decay
functions for the different methods (Fig. 15).

Figure 15 – Exponential decay functions for KHP derived from maximum observed
degradation rates shown in Table 1.
It can be shown from these decay curves, that although the heated UV/PS method was the
fastest method, using a UV/PS method still provided significant degradation of KHP over time.
From these exponential decay curves, estimated average times to 5% remaining KHP left in
solution was determined to be 200 minutes for the UV/PS method. For reference, this was 30
minutes for the heated UV/PS method, and 970 minutes for the UV method. Minimum power draw
estimates for samples were then calculated assuming a 12.0 V, 250 mA power draw from the UV
source. It was determined for the UV-PS method that a sample would take over 10,000 mWh of
power draw per sample for degradation to < 5%, which is a significant (and impractical) powerrequirement per sample for an autonomously deployed instrument.
Another problem encountered was varying degradation rates between different organic
compounds. Direct analysis on the Aurora of stock DOC solutions (10 ppm C (source varying), 0
.1M Na2S2O8 / 1% H2SO4) following a 15 minute degradation with the high-powered UV-LED
were done. Varying the source of organic carbon led to different degradation rates (Table 2).
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Table 2 – Summary of average degradation rates observed following Aurora 1030
analysis for a range of different organic compounds.

These varying degradation rates were problematic because KHP is an organic that has been
shown to be readily oxidized by UV-PS treatment. Moving to less readily oxidized organics leads
to significantly increased degradation times. The Sigma DOC standard comes as a 1000 ppm C
solution containing a mixture of organics found in real-world aquatic systems including humic and
fulvic acids. As such this standard degraded slowly compared to other organics (Table 2). Having
varying rate constants between different organics also removes the possibility of correlating a rate
of DOC degradation to actual DOC content. In addition, it was found that the formation of
secondary organic structures also occurred when irradiating the Sigma DOC standard is shown in
Fig. 16 (a-b).

Figure 16a. – Absorbance (350 nm) of Sigma Standard (diluted to 10 ppm C) vs. minutes of
irradiation with the high-powered UV-LED.
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Figure 16b. – Absorbance (280 nm) of Sigma Standard (diluted to 10 ppm C) vs. minutes of
irradiation with the high-powered UV-LED.

The 350 nm absorbance (Fig. 16a.) of the Sigma DOC standard (CAS-No. 7732-18-5)
increased at first during the oxidation. However, at 280 nm (Fig. 16b.) there is only decreasing
absorbance readings during the oxidation. This together indicated that some of the more labile
organics were likely being degraded into intermediate species that absorbed at higher wavelengths.
These intermediate organic species must then be further oxidized for full degradation, which is
likely part of the reason for the slower degradation rates associated with the Sigma DOC standard.
Full degradation of this standard was also shown not to occur. This was presumably due to very
recalcitrant humic and fulvic acids remaining undegraded that traditional high-powered UV sources
could more readily degrade. Evidence for this is shown in the long-degradation experiment of this
standard shown in Fig. 17 (10 ppm C, Fischer Standard, 0.1M Na2S2O8 / 1% H2SO4).
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Figure 17 – DOC (ppm) vs. Time (min) of irradiation with the high-powered UV-LED. DOC
analysis was done on the Aurora 1030C. DOC was from the Fischer calibration standard.

The results of this long-term degradation experiment show that even after the first 240
minutes of degradation, roughly 30% of the original DOC from the Fischer standard remained.
Additional 240-minute degradation periods showed little to no decrease in remaining DOC (Fig.
16). This means the UV-LED would likely not fully degrade many of the organic species
encountered in real-world aquatic systems. With no way of making this model field deployable
without drastically increasing battery power, focus then shifted to development of the DUCS.
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IV.

DUCS Development
This chapter initially covers the design and in lab testing of the benchtop DUCS. It explores

this initial design further through pump optimization, examining organic vs. inorganic sample
tracers, and sample mixer testing. The essential components for the DUCS were then mounted and
encased in watertight housing and dedicated software to control the DUCS was developed.
Filtration choices for the DUCS were explored, and further system characterizations regarding the
acid reagent, storage coil, sample volume, pumping capacity, power estimations, blank
contamination and system mass are also described. The standard method of sampling and analysis
for the DUCS was then developed and further described. This is followed in Chapter V by a realworld field deployment data analysis and discussion using the DUCS, and in Chapter VI by possible
design improvements.

A. Benchtop DUCS – Initial Prototype
The design scheme utilized in the initial DUCS prototype operated using a Kloehn syringe
pump (Fig. 18). The original prototype drew in 1.5 mL of sample and 1.5 mL of acid reagent for
preservation. It subsequently injected this preserved sample into a 30 m (~15 mL) length of tubing
for storage, with pure unacidified sample being injected between each preserved sample.

Figure 18 – DUCS benchtop initial prototype
design. Acidified DOC was injected using the
Kloehn pump to the 30 m DOC storage coil.
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This electromechanical system has faster flow rates than those in the osmotic samplers to
collect more sample at a higher frequency. Higher flow rates could potentially cause sheer
spreading (Fig. 5) to be larger than the osmotic samplers. Initial experiments examining this effect
are presented.
As an initial test food coloring dye was injected and spaced by DI. It was observed that the
dye segments would not mix with each other even after travelling through the full tubing-length.
This indicates sample within this tubing to be minimally diffusive and minimally sheering - at least
with a short length of tubing (30 m) with low flow rates (0.375 mL/min). As another test, a 3 mL
potassium hydrogen phthalate (KHP) sample and 5 mL KHP sample were injected into the storage
coil with 7 mL DI separation in between each KHP sample. As sample was dispensed from the
storage coil, 1 mL aliquots were diluted to 3 mL inside a 3 mL quartz cuvette and then analyzed on
the Agilent 8453. Absorbance values for each sample were then plotted as shown in Fig. 19.

Figure 19 – Results of analyzing 1 mL aliquots dispensed from the DOC storage coil on the Agilent
8453. During this experiment, 3 mL (left peak) and 5 mL (right peak) segments of KHP sample
were injected with 7 mL DI spacing between samples.
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Ideally, the dispersion mechanics for the DUCS would not be dramatically different than
those seen in the slower-flowing osmotic systems described above. The results of this experiment
showed that KHP samples separated by DI did not overlap, as indicated by a return to baseline DI
blank absorbance (<0.01) between these samples (Fig. 19). This demonstrates that although sample
sheer is present in this initial design (note the spreading of the sample plugs), the sheering is
minimal enough to prevent sample overlap with enough spacer between each sample.
This experiment (Fig. 19) provided important proof of concept that led to further
development of the sampler presented in this thesis. Due to the original prototype’s main flaw,
specifically the bulkiness and complexity of the syringe pump (Fig. 18), system optimization was
focused on using other pump designs to create a more feasible prototype.

B. DUCS – Pump Optimization
There were two primary differences between the first and second benchtop prototype
models. The second design uses a smaller, more practical diaphragm pump (KNF 1.5 KPDC-M)
that is more easily adapted for field deployment than the syringe pump. This diaphragm pump
operates at a maximum working pressure of 85 psig. The results of experiments comparing the
syringe pump and the diaphragm pump for sample injections of a DOC standard is shown in Fig.
20.
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Figure 20 – Results of overlaying the average absorbance results of (n=10) 3 mL KHP DOC
samples dispensed through the storage coil with either the diaphragm pump or syringe pump.
Absorbance of the KHP stock is also shown (dashed line).
The results presented in Fig. 20 show that the diaphragm and syringe pumps similarly
deliver and store organic standard. This is shown by the similarity of the absorbance peaks
measured when dispensing these sample segments. Notably though, sample segments that were
injected with the syringe pump took a longer time to return to DI baseline absorbance as compared
to the diaphragm pump (see right side of peak). This reproducible behavior is likely due to a larger
dead volume in the syringe pump setup causing residual KHP contamination. Not only is the KNF
pump a less bulky field-deployable pump, it also appears to be better suited for injection of samples
to the storage-coil.
Flow rates using the diaphragm pump with this coil were ~ 5 mL/min It was also found
that increased flow rates set by the syringe pump (0.375 → 20 mL/min) caused increased analyte
spreading for sample stored within the tubing. Flow rates within the storage coil when using the
diaphragm pump were minimized through pulsed introduction of mixed sample within the
programmed sampling sequence. Sample introduced using a pulsed method of pump operation had
a slower flow rate on average per second of pumping (~5 mL/min vs. ~ 3.5 mL/min). This is
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primarily due to the pump taking a few seconds to reach maximum flow rates during continuous
pump operation. Results from another test also showed that peaks eluted immediately from the
storage coil were not statistically different than peaks that had allowed natural dispersion to occur
for 1 week (not shown). It was also shown that inorganic (CuSO4) sample peaks eluted from the
storage coil did not appear to sheer or disperse more than organic sample peaks (Fig. 21).

Figure 21 – Results of overlaying the average absorbance results of (n=10) 3 mL KHP DOC
samples and (n=10) 3 mL CuSO4 samples dispensed through the storage coil using the diaphragm
pump. CuSO4 was chosen for this experiment as sample tracing was originally going to be done
colorometrically using an inorganic salt.
For this experiment, a 0.25 M copper sulfate (CuSO4) solution was prepared having a
similar maximum absorbance as a KHP standard. CuSO4 peaks were then analyzed in a similar
method to organic peaks. The results being similar provided additional evidence that the method of
storage utilized for this sampling system had minimal dispersion and sample retention for a stored
sample plug. It also demonstrates that inorganic tracers introduced into the sample coil will behave
similarly to organic sample. Therefore, inorganic tracers such as HCl can be added to organic
sample within the coil to distinguish individual samples.
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C. DUCS – SAMI Mounted Model and Dedicated Software Controls
Following the development of the optimized benchtop model previously described the
design for an initial model of the field-deployable prototype was undertaken. This design utilizes
the housing of a repurposed Submersible Autonomous Moored Instrument (SAMI) (DeGrandpre
et al. 1995) to mount the electronics, boards, plumbing and batteries (Fig. 22).

Figure 22 – DUCS mounted inside of SAMI
instrumentation housing. A more detailed description of
the plumbing and electrical design is shown in Appendix
D.

As stated above, prior to storage of preserved sample, the DUCS uses a closed-loop sample
mixer (shown in Fig. 23). Rather than mixing sample in a syringe chamber, this closed loop uses a
series of solenoid valves before the DOC storage coil (as described below). This necessitates a flow
through pump. Other pumps were also explored as potential options (Appendix D), however this
pump model (KNF 1.5 KPDC) was unique in its ability to pump within the closed-tubing circuit.
Using solenoid valves, these changes allow aspirated sample to be mixed internally within a closed
loop sample mixer. This specialized design makes it possible to recirculate and mix sample and
preservative inside the closed tubing loop using a diaphragm pump while remaining fully isolated
from the storage coil (Fig. 23).
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Figure 23 – Plumbing diagram for the DUCS instrumentation. It should be noted that tubing
lengths, and volumes, are not to scale in this figure. As described below, a normal sampling
sequence goes through configurations A-C successively.

Dedicated software for controlling the DUCS sampling system was then developed based
on previous instrument control programs developed in the DeGrandpre lab using the programming
interface TF-TOOLS for a TFX-11 data logger (Onset Corp.). The TFX-11 uses a form of BASIC
(TFBASIC, programmed in TF-TOOLS) that is ideal for embedded data acquisition and hardware
control for in-situ field instrumentation. In addition to controlling the sampling start time and
frequency based on parameters input by the user, the software also collects time-stamped
temperature (thermistor) data for each sample.
The flow paths in sequences A-C are determined by a series of solenoid valves (1-4), shown
in the circles in Fig. 23 and controlled using the TFBASIC software. Configuration A is used for
aspirating sample or acid. In this configuration, the software alternates valve 1 between aspirating
either acid reagent or sample. All other valves remain normally closed to minimize power draw.
Configuration B is the closed-circuit configuration for mixing unpreserved DOC sample with
acidifying reagent. In Configuration B, valves 2, 3 and 4 are powered to form the closed circuit.
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System flushing is primarily done in configuration A, before briefly changing to configuration B
to flush the tubing that is only accessible in this closed-circuit configuration. Configuration C is the
sequence for dispensing acidified and mixed DOC sample to storage. Configuration C is initiated
after mixing in Configuration B by powering off valves 2 and 3, which allows dispensing of mixed
sample to the storage tubing.
The original mixer volume was ~15 mL, but this was decreased to ~8 mL in the later stages
of development to reduce flush time per sample. To test the effectiveness of the mixer, red food
coloring dye was pumped to the mix coil with DI “sample” at a 50:50 ratio. When preserving
sample, the mixer aspirates small segments at a set sample:acid ratio, alternating between acid or
sample by pulsed activation of valve 1 (Fig. 23). The loop was then closed, and the diaphragm
pump recirculated this 50:50 solution for mixing. It was visually observed that the dye was mixing
as circulation occurred. As confirmation of complete mixing throughout the entire volume of the
coil, 1 mL aliquots were then dispensed from the mixer and analyzed on the Agilent UV-VIS.
Dilution factors were computed for each sample calculated from a standard Beer’s Law absorbance
curve generated for this dye (Fig. 24).

Figure 24 – Calculated dilution factors for food coloring dye mixed with DI using the mix coil.
Sample was dispensed from the 8 mL mix coil in 1 mL aliquots.
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The results from this test show that the software setting of a 50:50 mix ratio was nearly
seen with an average dilution factor of roughly 0.52 (Fig. 24). The results also showed a plateau at
this relative ratio for the first 5 mL dispensed from the mixer, indicating that the solution was well
mixed throughout the volume of the mixer. After 5 mL, a drop off began to occur for the dilution
factor in each sample. This drop was due to the DI that was being pumped into the mixer further
diluting the dye within the mixer. It was also observed that the coil had not been fully flushed after
8 mL of DI had been added, indicating an additional volume must be pumped for a full mixer flush.
Following this experiment, the minimum volume required for a thorough flush of the mixer
was determined. This was accomplished by dispensing DI through the coil until the baseline
returned to DI absorbance values (i.e. < 0.01). From 10 trials it was determined that 14 mL was the
minimum volume required for a complete return to baseline DI absorbance values within the 8 mL
mixer. There is also a small section of normally closed tubing (~0.25 mL) in the mix loop that must
be flushed for an effective full flush. The normal post-sampling flush sequence utilized by the
DUCS flushes the tubing in the normally open and closed sections of the mix-coil loop (Fig. 23),
as described above.
D. DUCS– Sample Filtration
As previously mentioned, DOC samples are traditionally filtered to 0.45 μm. This
requirement was a problem for sampling with the the DUCS. Because a DOC sample must be
filtered prior to acidification to prevent possible dissolution of POC, filtration at the sample inlet
was required. However, attempts to implement an in-line 0.5 μm filter frit proved to be unsuccessful
due to the inability of the pump to draw water through the small pore filter. A 2.5 μm filter frit was
tested in-line also but was not useable for the same reason. Filtration to the 0.45 μm DOC size
fraction could be accomplished through either the implementation of a dedicated pre-inlet filtration
device using a secondary pump or through the implementation of a more powerful diaphragm
pump. This possibility was not explored in this phase of development.
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Rather, the current DUCS model incorporates a 10 μm in-line filter at the sampler intake.
This allows initial filtration for any large particulate matter, and removes a fraction of microbes
from collected sample, further reducing the chances of TOC loss before initial acidification.
Filtration of larger particulate matter is important because this matter may cause analytic issues
(i.e. incomplete oxidation) or lead to residual organic carbon contamination when using the Aurora.
Since POC is sampled in addition to DOC when using 10 μm filtration, the DUCS collects Total
Organic Carbon (TOC) samples. TOC samples are traditionally taken to assess the gross amount
of organic matter found in natural waters and include suspended particulate, colloidal and DOC as
part of the TOC measurement. TOC samples collected manually also exclude large floating
vegetative or animal matter, either through an initial filtration (typically filtered to < 100 μm) or by
allowing large particulates to settle out and then aspirating sample with a syringe. TOC samples
exclude volatile organic matter during analysis removed during the initial TIC purge. TOC samples,
like DOC samples, are acidified immediately after collection. Field collected Quality Control (QC)
samples are filtered by wetting a 10 μm hydrophobic polypropylene (PPE) filter with ~1 mL of
methanol, filtering 1000 mL of DI to waste, washing and drying the vacuum flask, and then
filtering.

E. DUCS – System Characterizations
As stated above, samples stored within the coil are preserved with an acidic 1.370 M
hydrochloric acid (HCl) solution. Early experimentation used a 0.274 M HCl solution. The
concentration was increased following initial field-deployment in order to diminish the effects of
residual freshwater conductivity and alkalinity on dilution factor calculations, and to reduce the
possibility of increased TOC retention, which will be discussed further below. This acid solution
acts as a conservative tracer (Martz et al., 2006) of conductivity when mixing. The sample to acid
dilution factors from conductivity measurements for a sample can be calculated using equation 1.
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Eq. 1

The traditional acid for preserving DOC, phosphoric acid (H3PO4), was not chosen due to
the pKa of H3PO4 being close to the pH of preserved sample. This means chances in pH could alter
the speciation of PO422-, which could potentially change conductivity. This in turn would lead to
potential inaccuracy when determining dilution factors from conductivity. Sulfuric acid (H2SO4)
was also not chosen due to its high pKa2 (~2). Therefore, changes in pH may also affect
conductivity for H2SO4 similar to H3PO4. HCl was chosen as the acidifying reagent because it is a
strong acid that has minimal oxidative potential. This ensures that HCl will remain fully dissociated
and that H+ and Cl- ions will dominate conductivity – with other possible contributors to
conductivity being negligible.
Sample that is acidified and preserved with HCl during a normal preservation sequence
will remain below a pH of 2 until at a 2.0 % dilution factor from undiluted stock acid reagent.
Therefore, collected sample that has at least 2.0 % of the acid reagent’s initial conductivity value
will be below pH 2, which is required for preservation of DOC.
To test the preservation effectiveness of 0.274 M HCl acid reagent, water was collected
from the Clark Fork River and then immediately filtered to 0.45 μm through vacuum filtration and
analyzed that day on the Aurora for a baseline DOC level. The river water was then split into
acidified solutions (n=2) as well as unacidified solutions (n=2). The HCl was introduced to sample
at a 50:50 ratio, which led to acidified solutions of pH < 2, allowing preservation to occur. Dilution
factors were applied to the acidified solutions to account for the dilution with acid stock in
sequential analyses. Samples were then stored at ~1 oC with sequential analyses performed weekly
for the following two weeks to examine the % recovery of DOC in both the acidified and
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unacidified solutions. Results of this test showed significantly higher % recoveries of DOC in
acidified samples vs. unacidified samples. The results of this experiment are shown in Table 3.
Table 3 – % Recovery of DOC in acidified and unacidified river water over a 2-week timespan.

As mentioned above, in addition to preserving the DOC, the HCl reagent is also used as a
conservative method to track dilution factor of the stock acid reagent with sample. Conductivity of
undiluted acid reagent is nearly linear upon dilution with freshwater sample. Dilution factors for
sample mixed with this reagent can be accurately determined by using a standard dilution curve of
acid reagent with DI.
Conductivity measurements for samples eluted from the DUCS storage coil are measured
using a small volume (150 µL minimum) conductivity probe (InLab 751-4) and meter (F30) both
developed by Mettler Toledo. Additional instrument specifications for this probe and meter are
shown in Appendix E. The conductivity of the undiluted HCl acid solution utilized with the DUCS
is above the 200 mS/cm upper measuring limit allowed by the probe and meter. Upon dilution with
sample and mixing, preserved sample conductivity (~60-80 mS/cm) is nearly linear with dilution
factor, and under the 200 mS/cm upper limit . The conductivity of CFR water during this study was
measured to be ~0.250-0.400 mS/cm from the probe and meter. This was in agreement with
previously reported conductivities (Sando et al., 2016) at the USGS monitoring station #12340500.
This means this acid reagent solution has an ionic strength of ~150x-200x stronger than typical
UCFR conditions at the dilution factors introduced by the DUCS. Therefore, the background
contribution from freshwater conductivity for samples acidified with 5% HCl leads to an error of
no more than 0.7 %. There is also the potential for the consumption of HCl through neutralization
of alkalinity in freshwater samples. Calculations showed that this alkalinity consumption should
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not lead to more than a 0.05% change in sample conductivity in samples with ~3000 μmol/l of
alkalinity. The acid solution is contained within a gas impermeable bag, with sampling requiring
~5.25 mL of acid reagent per standard sample.
Standard nanopure water collected in the DeGrandpre lab was found to have a conductivity
of 3.50 uS/cm. Although conductivity vs. dilution factor is essentially linear over small ranges in
dilution factor, the fit is polynomial over a wide range. This can be seen by the y-intercept not
matching the nano-pure conductivity value (Fig. 25). Due to the narrow range of dilution factors
introduced by the DUCS, a standard curve during the standard analysis process is generated with
acid dilution factors between 0.10-0.35 and fit with a linear regression. A dilution factor standard
curve for the normal dilution acid factor range introduced by the DUCS is shown below.

Figure 25 – Dilution factor standard curve for typical dilutions introduced by the DUCS for 5%
HCl. When using the full dilution factor range, conductivity was found to be slightly non-linear
with dilution factor (Appendix D). A typical 1% HCl dilution factor standard curve used in early
experimentation is also shown in Appendix D.
Originally, tracers for dilution factor calculations were planned to be colorimetrically
determined through UV-Vis absorbance (Agilent 8453). Organic dyes with very high ε’s that could
be used as a colorimetric tracer already incorporated carbon into their structure. When mixed with
a DOC sample, baseline carbon concentration coming from an organic indicator would be equal to
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or greater than the DOC sample. This additional background signal could cause inaccurate DOC
measurements when analyzed on the Aurora. Organic dyes were also troublesome as they created
significant residual blank DOC contamination through adsorption of the dye within the valve and
tubing system. Manually taking absorbance readings for 100’s of small sample segments coming
the storage coil was very tedious. Additionally, no inorganic colorimetric tracer could be found that
had a high enough molar extinction coefficient (ε) to effectively be used as a tracer without reaching
concentrations that would not be safe for analysis on the Aurora. Colorimetric indicators also lacked
the preservative nature that is present when using the current HCl reagent and would need to be
spiked with an acid anyways. Consequently, the colorimetric option for determining dilution factors
was abandoned. However, a solution containing copper sulfate (CuSO4) is still used at a high
enough molar concentration (~1 M) that it gives a visual indication as to where samples “start” as
successive samples move through the coil. The CuSO4 indicator is loaded into the sample coil prior
to storage of any DOC sample.
Total sample volume contained in the DOC storage coil is a flexible value that can be
increased or decreased as desired prior to deployment by 1) changing the length (volume) of the
storage coil or by 2) increasing the total number of storage coils using valves. Further increasing
the length of the current 450 m tubing may require using a similar, but more powerful, diaphragm
pump. The current 450 m long storage coil is manufactured from 0.8 mm internal diameter (ID) x
1.6 mm outer diameter (OD) Polytetrafluoroethylene (PTFE) tubing. Tubing with a 0.8 mm ID can
store ~0.5 mL per meter, and thus the current storage coil contains theoretically ~225 mL of
allowable storage volume. Actual volume was determined gravimetrically to be ~300 mL. The
discrepancy between calculated and theoretical volume could be due to either 1) more tubing
delivered by the manufacturer than expected, or 2) variation in ID throughout the 450 m of storage
coil. PTFE was chosen for tubing due to the combination of its 1) superior chemical resistivity, 2)
low coefficient of friction (lowest of any polymer), 3) excellent UV resistance, and 4) very low gas
and liquid permeability.
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Further characterizations are presented in this chapter for the DUCS in its current
configuration with the 450 m DOC storage coil. This was superseded by both a 45 m and 150 m
coil that was used in original DUCS characterization experiments. It was found that upon
implementation of the 450 m coil that when using pulsed sample dispensing flowrates through the
storage coil decreased significantly from ~6 mL/min to 1.0 ± 0.1 mL/min. This was determined
from gravimetric measurement of (n=15) pumps (Fig. 26). There is still some notable variability in
pumping capacity over time as noted, and this variability is shown in Fig. 26. This uncertainty in
the reproducibility of flow rates through the DOC sample coil is likely due to small bubbles going
through the diaphragm pump. This pumping capacity variability is the reason that constant sample
volumes cannot be used to segment successively stored samples (as is done in osmosamplers), and
why tracers are included to determine where samples lie within the coil. In summary, the reason a
tracer is needed is because pump volumes are not accurate or reproducible enough to generate
reproducible dilutions of each sample with acid.

Figure 26 – Pumping capacity characterization showing gravimetrically determined volumes
of water delivered after pumping for 1 minute intervals.
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Following characterization of pumping capacity with the 450 m storage coil and adjusting
software programming, the minimum power draw requirements for sampling were determined.
Table 4 summarizes the estimated overall power draw per sample. The standard method of
sampling (Chapter IV, Section F) collects a total of ~40 samples with current 450 m storage coil.
All pumps and valves operate under standard 12V DC electrical current.
Table 4 – Estimated power draw requirements for the sampling configurations (A-C, Fig. 23) of
the standard sampling method and estimated power draw for a complete standard sample in
milliWatt-hours (mWh).

.
It was found that an average sample will require ~500 mWh of electrical energy. This is
nearly 30x less power required per sample compared to the in-situ sensor that was described in
Chapter III. The DUCS operates with an 18-cell alkaline D 12V battery pack with 432,000 mWh
of electrical energy. Therefore, the standard 18-cell battery pack should theoretically be able to
collect over 850 samples under standard operating conditions. It was found using an external power
source that operating conditions must not drop below 11.2V, otherwise pumping capacity begins
to diminish dramatically when using the KNF diaphragm pump. To test whether the DUCS would
be able to collect a full 40 standard samples without running out of power or dropping below the
minimum required system voltage, a new 18-cell battery pack was attached to the DUCS and inlab sampling was done. It was found that the DUCS was able to readily collect all 40 standard
samples with the operating life of one battery pack. Battery voltage measured using a voltmeter
was determined to be 12.25 V before and 11.94 V after one 40-sample sampling cycle. This
demonstrated that this battery will be sufficient for initial field deployment tests.
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Prior to field deployments, it needed to be determined whether the SAMI-housing would
be completely waterproof. The DUCS was closed, the lid was screwed down, and was fully
submerged in a water tank located in-lab. After 24 hours of submersion, the DUCS was retrieved
from the lab tank and was opened to check for water leakage. This test showed that the SAMIhousing would be waterproof, at least at shallow depths as no leakage was detected. Additionally,
the mass of components used in the DUCS are shown in Table 5.

Table 5 – Mass of components utilized in the full sampler design.

F. DUCS – Blanks
Experiments examining sources of blank TOC contamination been carried out. Blank
contamination can occur while sampling with the DUCS, or during the post-sampling processing
levels. This section describes blank contamination sources at both levels. A table summarizing
blanks at these levels included at the end of this section (Table 6).

i. Sampling TOC Contamination (Sampler Blank Contamination)
Early blank contamination experiments showed significant blank DOC contamination (up
to 2.5 ppm C for DI collected with the standard sampling method) coming from the sampler itself.
Blank contamination values were decreased significantly by 1) soaking all valve fittings in DI, 2)
thoroughly cleaning the system tubing by continuously pumping 1% HCl through the valve system
and storage coil for 24 hours, followed by a secondary 24 hour DI flush preparation and 3)
preparation of fresh acid stock reagent prior to any new sampling session.
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To examine blank contamination values following the standard cleaning procedure
described above, DI water was analyzed for baseline TOC concentration and found to be 0.018 ±
0.005 ppm Ca. Subsequent analysis runs for DI has shown consistent levels of TOC contamination.
Analysis of acid-reagent blank TOC was found to be 0.029 ± 0.005 ppm C. Analysis of
subsequently prepared acid-reagent batches showed consistently similar (often lower) baseline
TOC contamination compared to DI (0.008-0.034 ppm C)b. The DI was then acidified and stored
within the TOC sample coil before collection. Blank samples were collected by elution from the
storage coil, and these samples were analyzed on the Aurora. The results of this experiment showed
acidified blank DI sample stored within the sample coil had average values of 0.092 ± 0.007 ppm
Ce. Recent blank experimentation has shown blanks prepared identically to not have significantly
different blank TOC contamination. These results showed that blanks consistently have TOC values
~4x higher than either DI or acid reagent baseline TOC. Variation in these blanks is also random
in character and did not appear to be any noticeable trends when analyzing successive blanks.
DI collected from the mixer before dispensing sample to storage showed similar average
values of blank contamination, with average values of 0.082 ± 0.007 ppm Cd. Recent
experimentation found these blank values to be 0.06 ± 0.01 ppm C. This again was higher than
either the DI or acid reagent stock baselines, and similar to that seen from blank sample stored
within the coil. This indicates that the valve and pump system is likely the primary source of
contamination from the sampler itself, rather than contamination the storage coil. DI filter blanks
using the inlet 10 μm in-line filter described in this chapter have also been collected and have been
observed to not be significantly different than DIc.
ii. Post-Sampling TOC Contamination (Processing Blank Contamination)
To determine blank contamination from the small vial sampling processes and secondary
dilutions, DI that had not been treated with the DUCS was dispensed to a set of acid-washed and
ashed small vials. Conductivity measurements were then taken for each vial with the standard
method of cleaning the probe between each measurement. Sets of small vials were then combined
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into larger solutions and ~ 3 mL of sample from these larger solutions were then diluted to 10 mL
using a volumetric flask. Historically blanks analyzed from this procedure have been observed to
have inconsistent TOC contamination levels. Blank contamination in these samples has been as
low as 0.134 ± 0.008 ppm C. Blank samples prepared using the same methodology have also been
seen to be as high as 0.4 ± 0.3 ppm Cf. All glassware used for sample preparation must be acid
washed and ashed to ensure blank contamination remains as low as possible. Volumetric glassware
must be washed 3x with hot water and rinsed 3x with DI water following each post-sampling
dilution. The source of this processing blank contamination is likely coming from a combination
of the many post-sampling processing steps. Additionally, to test the efficacy of the probe cleaning
process and test whether cross-contamination coming from the probe might be an issue, DI was
dispensed into a series of the small vials. The conductivity probe was then dipped into 5 ppm C
standard and cleaned using the standard cleaning procedure. It was then placed into a small vial
containing DI, and removed. This process was then repeated for the other small vials. Analysis of
DI that had been treated with this methodology was found to contain 0.5 ± 0.3 ppm Cg. This
indicates the possibility for potential carryover between sequential small vials that is not addressed
during the standard cleaning process. Although there could be potential carryover between
successive vials, this problem was not further addressed, as TOC concentrations for sample in any
two sequential vials would very likely be close to each other and carryover would be negligible
Table 6 – Sources of TOC contamination at the sampling and processing levels.
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G. DUCS – Standard Sampling Method: Storing a DOC sample timeseries with a
tracer to determine sample locations.
A TOC sample series can be collected with this sampling system for analysis with either
standard or continuous sampling. The standard sampling method involves dispensing volumes of
preserved TOC sample within the coil, with additional unpreserved TOC sample used as low
conductivity “spacer regions” on either side of the acidified sample segment (refer to Fig. 4). This
creates conductivity “peaks” that indicate where each sample is within the coil. Results showing
the reproducibility for the standard method of sample collection and analysis for in-lab sampling is
shown later in this section. The continuous sampling method will be further described in Chapter
VI.
Standard samples require ~5.5 mL total volume per sample within the storage coil. This is
roughly the minimum volume to achieve good conductivity peak resolution for sample
determination with the current conductivity probe and meter setup. This 5.5 mL volume is prepared
with ~2.0 mL of acid-preserved high conductivity sample being spaced by ~1.75 mL of unpreserved
low conductivity sample spacer regions on either side of the preserved section. This allows for the
collection of a maximum of ~45 samples with the current 450 m storage coil. The programming
for standard sampling with the current storage coil collects 38 samples to account for variation in
the pumping capacity and allowing for a set volume to store the CuSO4 used to indicate the start of
a sampling session. The minimum run time per sample, and thus the highest allowable frequency
sample interval, is ~20 minutes per standard sample. The standard sampling method allows a
sampling frequency of roughly ~4.0 hours per sample for a week-long deployment with the current
storage coil. The frequency or total sample amount can be modified prior to deployment in the
TFTOOLS computer interface (Appendix B).
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Following deployment, sample contained within the DOC storage coil is then dispensed
into a series of acid washed and furnace dried small volume vials. Aliquots of ~0.5-0.8 mL acidified
sample are dispensed sequentially into small vials (Appendix G) and capped to prevent the
possibility of sample evaporation. Using the conductivity probe and meter, regions of low
conductivity in successive small vial samples can be determined to be sample spacer regions, and
successive preserved samples can be determined from the peaks in conductivity as noted. An
example of a conductivity series for the standard sampling method with DI and 5% HCl is shown
in Fig. 27.

Figure 27 – Results of conductivity measurements of DI preserved with 5% HCl with the DUCS.
Samples were collected using the standard method of sample collection.
Although the range of variability in peak maxima appears quite large (65.0-71.0 mS/cm),
this is only due to small variation in the sample-to-acid ratio introduced during the mixing step.
Undiluted acid stock conductivity was calculated to be ~505 mS/cm for this 5% HCl solution. This
range (65.0-71.0 mS/cm) corresponds to individual samples being composed of ~12-14% acid
reagent. This variability is likely explained by irreproducibility in pumping capacity (Fig. 26).
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The small vials containing the ~0.5-0.8 mL aliquots are combined into a larger solution
where conductivity spikes occur (i.e. highest conductivity vials). A new conductivity value is then
measured for the combined samples. Using this conductivity value, an initial sample-to-acid
dilution factor can be determined using equation 1. The combination of these smaller samples into
a larger sample increases sample to blank ratios prior to sample analysis. For example, a 3.00 mL
aliquot of sample can be aspirated from a combined solution of < 3.2 mL using 1.00 mL and 2.00
mL volumetric glass pipettes, and dispensed to a 10.00 mL volumetric flask for dilution. This step
was changed to 4.00 mL using a single glass 2.00 mL pipette to reduce cleaning times between
sample dilutions in later experimentation. This dilution step is a secondary dilution, and the
accuracy and precision of volumetric dispenses for this step is shown in Fig. 28.

Eq. 2

Figure 28 - Results of successive measurements of using volumetric 1.00 mL and 2.00 mL pipettes to
deliver a 3.00 mL sample. Average delivered volumes were gravimetrically determined to be 2.980 mL
(±) 0.006 mL with an average error of 0.66%.

A sample with a minimum volume of 10.00 mL is required for analysis on the Aurora using
the current standard method of analysis in the Valett lab (Appendix C). Overall dilution factors can
then be applied to the Aurora generated DOC using equation 2 to back calculate undiluted TOC
concentrations for all analyzed samples.
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Eq. 2
It should be noted that the samples are not fully isolated due to sheering and diffusion of
acid into the unacidified sample region. This causes an incomplete return to baseline conductivity
between peaks, indicating there is some overlap between successive samples. However, samples
are collected from the center portions of the conductivity peaks where the overlapping of samples
is minimized, as shown in Fig. 29. It is possible to fully separate conductivity peaks by introducing
more unacidified sample between the acidified sample plugs, but would lead to a significant loss
in total samples that would fit into a set length of storage coil.
Sample that was preserved with 1% HCl was dispensed in ~0.5 mL segments from the
storage coil for a higher-resolution conductivity series to accurately model the gaussian sample
curves. It was found through integration of the peak collection areas (high conductivity regions)
that there was no more than 0.5% sample overlap from any peak into the next peak, as is shown by
the gaussian model additions for two successive peaks in Fig. 29. This can introduce a small error
that increases with larger relative differences in TOC between each successive sample.

Figure 29 – Gaussian modeling for estimating peak overlap between samples.
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H. DUCS – In-Lab Sample Analysis
For the standard method of analysis, it is assumed that HTOC values are linear with
concentration (Fig. 30). This linearity means the HTOC response will decrease linearly with
dilution factor. Since DOC concentrations are directly linear with dilution, dilution factors
determined from conductivity (Fig. 25) can be directly applied to DOC measurements (Eq. 2). The
standard method for HTOC analysis has been optimized the to minimize sample injection volumes
(Appendix C).

Figure 30 – Typical calibration curve for DOC standards prepared from a 1000 ppm KHP stock
solution and analyzed on the Aurora.
Results show that HTOC response is directly proportional to DOC concentration (R2 =
0.998). DOC stock solution was then prepared as 10.00 ppm C for in-lab sampling, with results
shown in Table 7 below. This stock solution was then sampled in-lab. Following sampling, sample
was dispensed to the small vials for conductivity analysis. The first five conductivity peaks were
then combined into composite samples for analysis, and dilution factors with conductivity were
determined using equation 1. Then, 1.00 mL was then taken from these composite samples using a
1.00 mL volumetric pipette diluted to 5.00 mL in a volumetric flask. It should be noted the current
standard sample preparation procedure involves secondary dilution of volumes larger than 1 mL
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(3-4 mL), rather than the scheme used in this experiment. This is to increase the sample to blank
ratio. Analysis was then conducted on the Aurora, and DOC values were then determined. The
dilution factors from conductivity and secondary dilution factors were then applied to the Aurora
generated DOC value to get back calculated DOC values using equation 2. The overall results of
applying this method for a set of Aurora 1030 generated values are shown in Table 7.
Table 7 – Back calculating DOC concentration in standard samples using dilution factors
measured measuring conductivity when doing a 1 mL to 5 mL dilution with a volumetric flask.

This shows that DOC concentrations in measured samples during this analysis were ~5.6%
higher than those measured from the 10 ppm DOC stock solution. Historic data prior to
development of the current standard method of analysis have seen up to 30% inaccuracy (not
shown) when analyzing similar DOC stock. This overestimation was due to high sampler blanks
and acid stock contaminated with high levels of DOC in addition to using a small amount of sample
compared to acid during sample collection (50:50 sample to acid ratio).
Following these initial results after developing the standard method of analysis, the
reproducibility of the DUCS was tested when collecting a range of DOC concentrations. DOC
(KHP) stock standards were prepared as 0.5 ppm, 1.0 ppm, 2.5 ppm, 5.0 ppm, and 10 ppm DOC.
In this test the standards were collected and stored during individual tests with acidified samples
being separated by unacidified sample. Samples were then analyzed using the standard method of
analysis described above. Results of this test are shown in Fig. 31.
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Figure 31 – Analysis of samples stored in the storage coil using the standard method of sampling
for DOC standard solutions of 0.5 ppm, 1.0 ppm, 2.5 ppm, 5.0 ppm, and 10 ppm DOC. Red dots
are concentrations for samples stored using the standard method of sample collection (n=10, each
concentration). Black dots are measured concentrations for stock solutions.
There was a systematic overestimation of DOC for all standard solutions. It can also be
seen that there was an increased relative range, or spread, of the measured DOC value in
measurements at low concentrations (Fig. 31). This systematic overestimation causes an error that
is significantly and proportionally increased in low ppm C compared to high ppm C stock solutions
(42% vs. 3.2% average error for 0.5 vs. 5 ppm standards respectively). This is most likely primarily
controlled by blank contamination, which leads to sample concentration overestimation (i.e. blank
contamination from DUCS itself can be as high as 20% the total DOC of a 0.5 ppm DOC solution).
This systematic overestimation was also indicated by the slope (1.033) near the 1:1 line in addition
to the positive y intercept (0.3403). Due to these relative errors, the DUCS in its current state is
likely better suited for higher DOC systems, pending further decreases in DOC blanks.
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I. DUCS – TOC vs. DOC Sampling
As noted above, the issues with filtration meant that TOC (POC + DOC) sample is
collected with the DUCS rather than just DOC sample. It has been observed by others that TOC
samples can have uncertainties coming from sample dependent oxidation efficiency as well as
issues with incomplete purging of inorganic carbon (Aiken et al., 2002). To check whether TOC
sample could be analyzed similarly to a standard DOC sample, a ~10 ppm TOC standard was
created using brewer’s yeast (S. Cerevisiea) using the methodology outlined in Appendix F. This
stock solution was used to create a ~10 ppm TOC in the size range between 0.45 μm-25 μm through
vacuum filtration of the yeast solution. After an initial test showed that increasing the reaction time
used by the Aurora to fully capture the entire TOC CO2 peak was required, experimentation to
determine the actual the concentration (in ppm C) of the stock TOC solution was conducted. This
was done to determine whether the TOC calibration would be linear with dilution factor. Various
dilutions of this standard were prepared and analyzed using a KHP generated calibration curve. The
results of this experiment showed a linear response with TOC (R2 = 0.999, Appendix F). Undiluted
TOC stock concentration was determined to be 9.036 ppm C. This deviation from the expected 10
ppm C was likely due to the filter paper retaining more of the initial yeast mass than expected. The
results of TOC concentrations being linear with dilution factor indicate TOC samples collected
with the DUCS can be analyzed similarly to standard DOC samples on the Aurora, and that full
oxidation of TOC sample is occurring. Additional experimentation described in Appendix C gives
further evidence high oxidation efficiency of TOC and that full purging of inorganic carbon by the
Aurora is also being accomplished.
To confirm that the DUCS was field-deployable, the full system was prepped for a full insitu test within the lab. A TOC standard of ~4.5 ppm C was attached to the DUCS in a sealed,
airtight reagent bag. This system was then submerged in a water tank and collected 24 hourly
samples within the storage coil. Following the 24 hour period, the DUCS was then recovered from
the water tank, opened, and examined for leaks. No leaks were found. Sample collection
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timestamps and temperatures were confirmed to be operational. The samples from the coil were
then dispensed into the small vials and conductivity measurements were made to confirm samples
had been successfully collected. The first five small vials samples, indicated by conductivity peaks,
were then combined and diluted to the minimum volumes required for analysis on the Aurora.
Following TOC analysis, the appropriate overall dilution factors were then applied to Aurora
generated values (eq. 2). Analysis of the prepared ~5 ppm TOC stock solution showed it to have a
concentration of 4.520 ppm C. The results of analysis of the collected TOC samples are shown in
Fig. 32.

Figure 32 – Analysis of TOC samples for the first five eluted samples from the TOC in-lab
deployment experiment. Black dots represent the first five samples collected and analyzed from the
sampler, with the average TOC + standard deviation of these analyzed samples being show as the
red dot and whisker.
When comparing measured vs. expected TOC values, it was found that there was an
average 1.1% error in the accuracy of measured TOC samples vs. the stock solution from which
the samples were drawn (4.554 ± 0.052 ppm vs. 4.520 ppm respectively). It should be noted that
this error is similar in magnitude to errors shown shown previously for DOC samples (Fig. 31), as
there was on average systematic overestimation of TOC vs. the stock solution. This is likely
originating from the same contamination observed during standard DOC analysis. After the DUCS
been confirmed to be both field-deployable and equipped to collect in-situ TOC samples, it was
ready for field deployments.
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V.

Field Deployments - Data Analysis and Discussion

A. DUCS - Field Deployment One

The initial field deployment for the DUCS began on September 16, 2020 in the CFR at
46°51'53.7"N 113°58'39.3"W - near the Montana Technology Enterprise Center (MTEC) in
Missoula, Montana. The DUCS was deployed collecting 38 samples at 2-hourly intervals for a total
of ~ 3 days (Fig. 33). A black plastic bag was fitted around the storage coil to prevent the possibility
of photodegradation of organics within the storage coil.

Figure 33 – Initial deployment of the DUCS in the
CFR on September 16, 2020.

Upon recovery of the DUCS on September 19, it was noted that the visual CuSO4 indicator
did not make its way through the coil, indicating little or no sample flow. Upon further inspection,
it was found that a few tubing loops on the storage coil had been severely crimped on the outer
facing tubing, preventing flow through the storage coil. The cause was likely contact of this section
of the coil with rocks in the turbulent rapids where the DUCS was deployed. To prevent similar
damage to the storage coil in future deployments, a thick copper mesh was fitted and secured around
the outward facing portion of the coil. The closed shell configuration of the DUCS with this mesh
cage is shown in Fig. 34.
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Figure
34
–
Closed
shell
configuration of the DUCS. A copper
mesh cage surrounds and protects the
exposed black plastic covered sample
coil. The electronics and plumbing
(Fig. 22) are sealed airtight within the
SAMI housing.

B. DUCS - Field Deployment 2
The DUCS was then redeployed on September 23, 2020 at the same location as the initial
deployment. During the second deployment, 38 samples were collected at 4 hour intervals (~6 days)
starting at 9:00 UTC. The DUCS was deployed alongside a Submersible Ultraviolet Nitrate
Analyzer (SUNA) in order to view trends in CDOM. Discrete quality control (QC) samples were
concurrently collected during corresponding sample collection times for the DUCS. QC samples
were collected as early as 6:00 AM and as late as 10:00 PM local time in an attempt to capture the
full range of potential diel TOC variability. The 10-μm inlet filter on the DUCS was replaced about
every other day to minimize any effect of biofouling or clogging at the inlet.
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Following instrument recovery, the black plastic covering was removed, and it was noted
that the CuSO4 indicator was on the outer shell of the storage coil which indicated proper sample
flow. The CuSO4 indicator was fully dispensed to waste. Sample stored in the storage coil was then
dispensed to the small vials for conductivity measurements in 0.8-1.0 mL segments. The
conductivity time series of this sample set was then generated (Fig. 35).

Figure 35 – Conductivity series for the second deployment sample set. Samples combined from
each peak are shown as blue dots on the red conductivity series measured for each vial. Acid
reagent for this deployment was 1% HCl.
Although the differences in peak heights past sample number ~250 showed a drop in
average conductivity, this was likely due to a slightly different sample-to-acid ratio being
introduced following filter replacement on Sept 28th. From this conductivity series, a total of 38
combined samples were confirmed to have been collected. The full 38 peaks collected, along with
offloaded temperature and time data from the memory of the DUCS, indicated sampling occurred
as expected throughout the entire course of deployment. Combined sample from these peaks was
then prepared for sample analysis on the Aurora. The samples were capped in acid washed and
ashed 40 mL amber vials prior to analysis. A total of 18 QC control samples were collected, filtered,
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and prepared for analysis on the Aurora. Following the standard method of analysis, the dataset for
the second deployment was generated, as shown in Fig. 36.

Figure 36 – Results of samples collected with the DUCS (red circles) and QC samples (black squares).
Filter replacement times are indicated by the green triangles.

These results (Fig. 36) indicate that TOC was highly variable during the deployment with
a weak diel pattern. The general downward or upward trends in TOC captured by the DUCS were
also evident in the QC samples. The average sampling accuracy error when comparing between the
quality-controlled samples was relatively large at ~30%. This large error could have arisen through
carryover from sample to sample from TOC sticking to the tubing - increasing TOC background.
This could cause DUCS data to have significantly positive error versus their respective QC sample
(e.g., QC’ed Sample 5 had 165% error). TOC values were found to have little correlation with
temperature (R2 = 0.04). To further evaluate the accuracy of this dataset, samples from the DUCS
with corresponding QC samples were plotted against each other (Fig. 37).
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Figure 37 – QC TOC samples vs. sampler collected TOC samples (From Fig. 36). A 1:1 overlay
is shown by the red line. Linear regression for the QC vs. sampler samples is shown by the blue
line.

While the slope estimates a 1:1 line, scatter in the data results in an overall weaker
correlation coefficient then expected (R2 = 0.8287, Fig. 37 vs. R2 = 0.9987, Fig. 31). The significant
y-intercept of this regression is due to the overestimation of TOC in stored samples, as stated above.
This is likely due to a combination of both baseline sampler blank TOC levels in addition to
potentially greater than expected TOC spreading. Together, these can potentially explain the
systematic overestimation in TOC values. In an effort to help prevent possible increased TOC
spreading and carryover within the storage coil, the undiluted 1% HCl acid stock that was typically
used for sampling was replaced with 5% HCl. This would allow for a stronger acid concentration
throughout the coil hopefully reducing the possibility for TOC adherence while simultaneously all
but eliminating any errors potentially associated with alkalinity neutralization and background river
conductivity as was discussed in Chapter IV.
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In summary with the potential errors discussed in the paragraphs above, this weaker
correlation coefficient and larger y-intercept can be further explained by 1) potential spatial
variation between TOC values and QC samples collected from the shore (more rocky) vs. TOC
samples collected by the DUCS a few meters out at the bottom of the stream (more algae), 2)
potential filtration of different fractions of TOC when using different filter treatments used in QC
(hydrophobic polypropylene (PPE) 10 μm filters) and DUCS collected samples (hydrophobic 10μm filters at the sampler inlet), 3) increased sample spreading of the organic fraction in the UCFR
than expected (See Figs. 20, 29), and 4 ) TOC sampler blank contamination.
Data from the SUNA was also offloaded for insight into the CDOM:TOC relationship.
Observation of the SUNA indicated an increasing absorbance baseline likely due to bio fouling.
This increase was detrended before comparisons (Fig. 38). This data indicated TOC was weakly
correlated (R2 = 0.187, p=38) with CDOM absorbance at 350 nm (Fig. 39). This correlation was
stronger (R2 = 0.578, p=13) prior to a storm event which occurred during this deployment on
September 26, 2020 (Fig. 40). This storm event significantly increased the scatter in the
CDOM:TOC relationship (R2 = 0.075, p=25). The CDOM:TOC correlation found over the course
of deployment when using QC samples was also examined (R2 = 0.066, p=18). The overall CDOM
correlation may be better correlated with DOC, as TOC is not expected to be as strongly correlated
with CDOM as DOC.
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Figure 38 – Detrended SUNA generated absorbance (350 nm) overlayed against the TOC generated
timeseries from the sampler.

Figure 39 – Correlation between TOC (ppm) from the sampler and absorbance (350 nm) data from the
SUNA (From Fig. 38).
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Figure 40 – TOC data from the sampler deployment overlaid with the discharge data from
USGS station 12340500 above Missoula.

C.

DUCS – Field Deployment 3
Following the second deployment, the DUCS and SUNA were prepped for an additional

field test to look at the real-world reproducibility of the DUCS. The acid reagent concentration was
increased from 1% to 5% to help prevent the possible organic sheering that may have been
occurring during the previous deployment. The third deployment took place starting Jan 21, 2021.
The location of deployment was at 46°51'47.9"N 113°58'28.4"W near the Hellgate Osprey Nest.
The location was moved further upstream due to the icy river banks present at the previous
deployment location. During this deployment 36 samples were collected at 2-hour intervals (~3
days) starting at 9:00 UTC. The DUCS was again deployed alongside a SUNA. Temperatures
measured during this deployment were significantly lower than during the first and second
deployment, with water temperatures reaching as low as 0.01 oC. These lower temperatures caused
significant river ice formation near the DUCS deployment location, with the river surface over the
DUCS freezing during deployment (Fig 41).
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Figure 41 – Ice over at sampler
location. During recovery, SUNA
remained visible (see figure) in
open water, while river surface
over DUCS was covered.

Following instrument recovery, it was noted that the CuSO4 indicator was near the outer
shell of the storage coil which indicated proper sample flow. The CuSO4 indicator was fully
dispensed to waste. Sample stored in the storage coil was then dispensed to the small vials for
conductivity measurements in 0.5-0.7 mL segments. The conductivity series of this sample set was
then generated (Fig. 42). Note the higher conductivity baseline because of the use of 5% HCl
compared to the previous deployment (Fig. 35)

Figure 42 – Conductivity series for the third deployment sample set. Samples combined from
each peak are shown as blue dots on the red conductivity series measured for each vial. Acid
reagent for this deployment was 5% HCl.
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From this conductivity series, a total of 36 sample peaks were confirmed to have been
collected. The full 36 peaks collected, along with offloaded data from memory, indicated sampling
occurred as expected throughout the entire course of deployment. Combined sample from these
peaks was then prepared for sample analysis on the Aurora diluting 4 mL of sample collected peaks
into 10 mL samples. They were then capped in acid washed and ashed 40 mL amber vials in
preparation for DOC analysis. A total of 19 triplicate QC control were collected, filtered, and
prepared for analysis on the Aurora. It was a mistake to not take replicate QC samples during the
previous field study to quantify the sampling uncertainty, so triplicate QC samples were taken as
close in time as possible during this study. QC samples were also taken at the DUCS inlet, as
opposed to the river bank, in contrast with the previous deployment. Following sample analysis,
the dataset for the third deployment was generated, as shown in Fig. 43.

Figure 43 – Results of samples collected with the DUCS (red circles) and QC samples (black
squares + whiskers).
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Compared to the results from the second deployment (Fig. 36), there appears to be no trace
of a diel pattern for TOC for this deployment (Fig. 43). The general downward and upward trends
in TOC captured by the DUCS were also present in the QC samples. The average sampling
accuracy error when comparing between the quality-controlled samples was larger than the second
deployment at around 51%. This average error was significantly reduced to 26% when excluding a
significant outlier (QC sample 7 had 511% error). When collecting QC samples near the time of
this outlier (QC sample 6), it was noted that there was a noticeable film of organic matter on the
water surface near the deployment location. Because of this, QC samples for this time were taken
both at the inlet, as well as ~ 20 feet upstream away from the organic surface layer. Both sets of
QC samples taken during this time showed significant sampling uncertainty. When removing the
outlier (QC sample 7) the average accuracy error for this deployment (26%) was more in line to
what was observed during the second deployment (30%). Average sampling uncertainty in QC
samples was ~16.5%. To further evaluate the accuracy of this dataset, samples from the DUCS with
corresponding QC samples were plotted against each other (Fig. 44).

Figure 44 – QC TOC samples vs. sampler collected TOC samples (From Fig. 43). A 1:1 overlay is
shown by the red line. Linear regression for the QC vs. sampler samples is shown by the blue line.
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The scatter in the data resulted in an even overall weaker correlation coefficient than the
second deployment (R2 = 0.244, Fig. 44 vs. R2 = 0.829, Fig. 37). The range in data for this
deployment was also much narrower, however, and this likely influenced this correlation. This
relationship was significantly improved (R2 = 0.52) when removing the most significant outlier
discussed above (QC sample 7). The high y-intercept of this regression is again due to the consistent
overestimation of TOC (ppm) in DUCS stored samples vs. QC samples, similar to the previous
deployment. This can be partially attributed to both blank contamination and the significant
sampling uncertainty associated with some of these TOC samples (seen as black squares and error
bars, Fig. 43), but there is also the possibility that increasing acid reagent stock from 1% to 5% did
not further reduce organic sample spreading. Assuming increasing acid concentration does not
resolve organic spreading, this issue could potentially be resolved in future deployments by either
spacing samples further apart or using more total volume per sample. Data from the SUNA was
also offloaded for insight into the CDOM:TOC relationship, and an overlay of this data with the
TOC values seen during the third deployment as shown in Fig. 45.

Figure 45 – SUNA generated absorbance (350 nm) overlayed against the TOC
generated timeseries from the DUCS.
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The lack of a clear diel in TOC indicated that daily photosynthesis and nightly respiration
did not dominate TOC patterns within the system, and TOC was less interlinked with
photosynthesis and respiration pathways than during the second deployment. The comparison
between SUNA generated absorbances (350 nm) and TOC (ppm) showed no correlation between
TOC and CDOM (R2 = 0.00006), in strong contrast with the previous deployment. This could imply
that allochthonous sources of TOC were more significant than autochthonous sources. It should
also be noted that the total observed range of absorbances, as well as the average absorbance values
(350 nm) were about 50% lower than observed during the second deployment. This may also play
a role in the overall weaker correlation seen during the second deployment. The correlation between
TOC and absorbance (350 nm) for the third deployment is shown in Fig. 46.

Figure 46 – Correlation between TOC (ppm) from the DUCS and absorbance (350 nm)
data from the SUNA (From Fig. 35).
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D. DUCS – Post Deployment System Optimization

The results from the third deployment indicated that increasing the acid concentration from
1% to 5% likely did not prevent TOC sample blank carryover. To assess differential concentration
gradients and how “far” these different gradients will spread into successive samples, as well as to
further examine the potential sheering problems described above, a set of lab experiments were
carried out. In the first experiment, a series of 0 ppm C (DI), 2.5 ppm C, 5 ppm C, and 10 ppm C
standards were prepared for in-lab sampling using 5% HCl. The DUCS then collected these
standards as sets (n=5) of samples from the 2.5, 5, 2.5, 10, and DI standards sequentially for storage.
Samples were then dispensed from storage and prepared for analysis. The results of this analysis
are shown below in Fig. 47.

Figure 47 – Analysis of TOC samples collected in the experiment using the standard
sampling method with a 450-m storage coil.
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As discussed above, the standard sampling scheme stores a sample within a set of
sequential steps. These steps introduce a sample as a segment of high-conductivity acidified sample
with low-conductivity unacidified sample on either side of the acidified sample segment. Samples
are collected from the conductivity “peaks” with this method, with collected peaks being ~ 80%
sample // 20 % acid reagent by volume. Another possible sampling scheme that was further
explored as a potential alternative to the standard sampling method used a “reversed” sampling
method.
In this reversed scheme, the acidified sample segments are introduced to the sample coil
with undiluted acid reagent, rather than undiluted sample, on either side of each acidified sample
segment. Sampling with this approach may prevent the residual carryover between samples seen in
Fig. 47. Samples collected using this method would be determined using conductivity “valleys”. It
was found that using 5% HCl for this step caused all conductivity measurements within the small
vials post-sampling to be outside of the linear range of the conductivity probe. However, it was
found that these conductivity valleys could be readily resolved for sample collection, similarly to
conductivity peaks using the standard scheme, when undiluted HCl acid stock was 3%. Samples
collected from valleys using the reversed method were ~ 15 % sample // 85 % acid reagent by
volume.
Average conductivity of samples stored using the reversed scheme were ~3x higher than
the average conductivity of samples stored using the standard scheme. This indicates that the
average acid concentration at any point in the storage coil was higher in the reversed vs. standard
schemes, which could potentially reduce organic sample sheering due to organic adhesion to tubing.
In the second experiment, a series of 0 ppm C (DI), 2.5 ppm C, 5 ppm C, and 10 ppm C standards
were prepared for lab sampling using the standard sampling method with 3% HCl. The DUCS then
collected these standards as sets (n=5) of samples from the 2.5, 5, 2.5, 10, and DI standards
sequentially for storage. Samples were then dispensed from storage and prepared for analysis. The
results of this analysis is shown below in Fig. 48.
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Figure 48 – Analysis of TOC samples collected in the experiment using the
reversed sampling method.

A graphic overlaying the experimental results presented in Fig. 47 and 48 is shown below
in Fig. 49, which will be followed by further discussion.

Figure 49 – Overlay of experimental results comparing the standard and
reversed sampling methods.

When looking at the results of the standard sampling scheme experiment, it was shown that
standard scheme samples showed similar behavior to those collected in previous in-lab
experimentation (Fig. 31), with sample TOC concentrations tending to be slightly over-estimated.
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It should be noted that there was an exception to this generalization as the 10 ppm samples in this
experiment were underestimated on average compared to previous experimentation. This variation
is likely due to differences in experimental setup. For example, collecting 10 ppm samples
surrounded on either side by 2.5 and 0 ppm samples (Fig. 47) caused underestimation due to sample
sheering vs. collecting 10 ppm samples from a sample series consisting of only 10 ppm samples
which caused overestimation due to blank contamination (Fig. 31). Results from samples collected
using the standard scheme experiment were also plotted on the 1:1 graph seen in Fig. 50.

Fig. 50 - Standard TOC values vs. DUCS collected TOC values (From Fig. 47). A 1:1 overlay is
shown by the red line. Linear regression for the standard vs. DUCS samples is shown by the blue
line.

The overall correlation coefficient for this experiment plotted against the 1:1 line was fairly
weak with an R2 = 0.23. TOC sample sheering and/or gradient dispersion also appeared to be more
pronounced with larger gradient differences than with smaller concentration differences, which is
similar behavior to that which was seen during deployments (Figs. 36 and 43). The linear regression
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for standard TOC values vs. the DUCS collected values was also very similar to that seen during
the third deployment (see linear regressions for Figs. 43 and 50). This correlation coefficient
improved dramatically (R2 = 0.80) when removing 3 points closest to the largest concentration
gradients (samples 15, 19 and 20 respectively).
This sheering is also much larger than sheering predicted by Gaussian estimations (Fig.
29). This is likely due to an assumption that has been made regarding sample peak spreading. It has
been evidenced from conductivity peaks that the relatively inert, inorganic, HCl is unlikely to
adhere to tubing walls and cause pronounced concentration gradient spreading - therefore causing
a normal distribution of its concentration gradient. It has also been assumed that the concentration
gradient spreading for an organic sample plug would follow a normal distribution similar to that of
inorganic sample (Fig. 21). However, this appears to have been only the case for shorter lengths of
tubing. Over the course of development, the DUCS has been upgraded to storage coils with lengths
of 45 m, 135 m, and 450 m to allow for the collection of greater amounts of samples. While
concentration gradients caused by sheering for inorganic sample may have continued to follow a
normal distribution as storage coil length increased, as indicated by sample conductivity series (see
Figs 35 and 42), these experiments indicate this has not the case of organic sample. They indicate
that the acidification process did not fully prevent the sheering of the less inert organic sample in
the current 450 m tubing length. Since it has been demonstrated that organic sample will follow a
normal distribution during storage in shorter tubing lengths, this indicates that the DUCS storage
coil length may need to be minimized. Although this decreases the total allowable samples in a
single length of coil, this would not be an issue using multiple shorter lengths of coil – and would
in fact be preferred if higher sample accuracy and precision were essential. The ideal coil length is
yet to be explored.
When looking at the results of the reversed sampling experiment there also appears to be
no increased effectiveness in preventing TOC sample sheering (Fig. 49). There was also
significantly increased positive scatter in sample TOC values for the reversed scheme samples vs.
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those seen collected with the standard scheme. This is likely due to blank contamination coming
from the post processing step becoming increasingly detrimental to experimental accuracy when
decreasing the sample to acid ratio, which will be further discussed below.
To explain the referenced blank issue, Eq. 3 uses a simple mass balance to compute
theoretical Aurora TOC outputs for a sample diluted with acid preservative during sampling and
DI during processing. CS refers to the concentration of the undiluted TOC sample. It should be
noted that the expected Cs in a sample can be influenced by sample spreading and dispersion (See
Fig. 47), and this effect is not expressed in this Equation. D1 refers to the dilution factor coming
from the acid and is equivalent to the dilution factor equated from Eq. 1. D2 refers to any dilution
factors introduced during post-sampling processing steps. B1 and B2 refer to the sampling and
processing blank TOC contamination levels, respectively (refer to Chapter IV, Section E). These
blanks contribute an additive TOC contamination at both the sampling and processing level. Blank
TOC contamination at the sampling level (B1) is primarily a background TOC contribution over
baseline DI during sampling. If acid reagent is contaminated there may be an acid blank effect (BA)
at the sampling level, but Eq. 3 ignores this possibility as acid blank TOC has been shown to not
be statistically different than DI, as discussed above. Blank TOC contamination at the processing
level (B2) is the background TOC contribution over baseline DI for all post-sampling processing
steps.

Eq. 3
From Eq. 3, it can be shown that TOC values output by the Aurora are influenced by blanks
at the sampling (B1) and the processing (B2) level. Since there is no way of knowing whether
contamination in any given sample was introduced at the sampling or processing levels, blank
contamination values coming from the processing level (B2) will have both dilution factors (D1 and
D2) applied to them. This could create potentially large error when either 1) B2 is large or 2) the
sample to acid ratio in samples collected using the DUCS was very low (as was the case in Fig. 47
b.). It may still be possible to utilize a “reverse” sampling scheme by using a very concentrated
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acid to space sample, such that collected samples have a very high sample to acid ratio. It may also
be possible to eliminate blank contamination at the processing level.
Table 8 illustrates the potential effects on the accuracy of TOC analysis when 0.1 ppm of
blank contamination has been introduced to sample at the sampling (B1) and/or processing (B2)
levels. In this table theoretical calculations have been included to show the effect blank
contamination on 0 (DI) and 5 ppm TOC samples collected using either the standard or reversed
sampling schemes discussed above. The associated systematic errors have also been included for
each sampling scheme presented. Case 1 shows values assuming there is no blank contamination
during sampling or processing. Case 2 shows the values assuming 0.1 ppm contamination is being
introduced to sample at the sampling level and 0 ppm is being introduced at the processing level.
Case 3 shows the values assuming 0 ppm contamination is being introduced to sample at the
sampling level and 0.1 ppm is being introduced at the sampling level. Case 4 shows the back
calculated values assuming 0.1 ppm contamination is being introduced to sample at both the
sampling and processing levels.

Table 8 – Theoretical back calculated TOC values (ppm C) for DI and 5 ppm samples collected
using the standard or reversed sampling schemes. The different cases represent contamination
being introduced at the processing and/or sampling levels.

The results presented in Table 8 provide additional evidence that decreasing the sample to
acid ratio causes blank contamination from the post-sampling process to have significantly
decreased accuracy. This effect has been noted before. This effect is why post-sampling dilutions
had been changed to have a higher sample to acid ratio during the development of the standard
method. Errors were also proportionally larger in DI samples compared to 5 ppm samples, in
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agreement with past experimental results (Fig. 31). The variability in process blank with the DUCS
can more than account for all variability that is seen when using the reversed sampling scheme (Fig.
47 b.). These results indicate that the current sampling scheme utilized by the DUCS may be able
to be further optimized. This might involve increasing sample volume through the use of multiple
smaller storage coils rather than one larger one, using smaller amounts of more concentrated acids
for sample acidification, and/or sampling more quickly to prevent large concentration gradients
between successive samples.
To test further the effectiveness in decreasing storage tubing lengths on sampler collected
TOC values, an experiment was designed similarly to the experiment presented in Fig. 47. In this
experiment, the coil length was changed from the current 450-m coil to a previously utilized 150m coil. A series of 0 ppm C (DI), 2.5 ppm C, 5 ppm C, and 10 ppm C standards were prepared for
lab sampling using the standard sampling method with 5% HCl. The DUCS then collected these
standards as sets (n=3) of samples from the 2.5, 5, 2.5, 10, and DI standards sequentially for storage.
Samples were then dispensed from storage and prepared for analysis. The results of this analysis
are shown below in Fig. 51.

Figure 51 – Analysis of TOC samples collected in the experiment using the standard sampling
method with a 150-m storage coil.
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The overall correlation coefficient for this experiment with the 150-m coil plotted against
the 1:1 line was stronger than with the 450-m coil, with an R2 = 0.82. TOC sample sheering and/or
gradient dispersion also appeared to be less pronounced with the same large gradient differences in
this experiment than during the 450-m coil experiment, as can be seen in the comparison between
the 1:1 these coil-length experiments shown below in Fig. 52

Figure 52 – Standard TOC values vs. DUCS collected TOC values (From Fig. 47 and 51). 1:1
overlays are shown by the red lines.
These results indicate improved data quality for TOC when using a shorter length of coil.
This provides evidenced that the apparent increased organic sheering seen when using a longer
storage coil can be reduced when using a shorter storage coil. Inorganic sheering, determined by
the length of the tailing edge of conductivity during conductivity analysis, did not appear to be
significantly affected when using a shorter length of storage coil. These results indicate that shorter
storage coils may be more well-suited when sampling for organic species, but longer storage coils
could potentially be utilized when sampling for inorganic species. More exploration into the ideal
coil-length for TOC sampling needs to be explored.
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VI.

Future Work and Conclusions
A. Future Work
Results from these deployments showed that the DUCS can collect high frequency TOC

timeseries. The dynamic nature of TOC in this system provides additional evidence for the need of
high frequency sampling technology to better capture the full range of TOC (or DOC) variability
within freshwater systems. A single monthly, weekly, or even daily TOC sample does not
adequately capture the variability of TOC during these time frames. For example, low frequency
data could lead to carbon flux calculations or biologic oxygen demand being significantly
misestimated. Through the continued optimization discussed here, the DUCS could be
commercialized and used to assess high frequency trends for a wide range of analytes in aquatic
systems in the future.
Filtering to the proper size fractions required for dedicated DOC sampling remains an
issue. This remains the foremost problem in the implementation of this sampling technology for
DOC sample collection. To address this issue, the in-line frit filters described could be utilized with
the implementation of a stronger diaphragm pump capable of operating at higher backpressures
than the current KNF 1.5 diaphragm pump. This would allow direct in-line filtration at the inlet of
DUCS. This issue could also be solved with the implementation of a dedicated pre-inlet sample
filtration unit using a different pump as a separate component of the sampler, rather than upgrading
the current diaphragm pump. Additionally, organic spreading and blank carryover remain an issue
that could potentially be resolved through changing the sample storage scheme.
With further regard to sample storage, the number of allowable samples is dependent on
the total length, or volume, of the storage coil used. The system could be adapted to allow for more
total samples using a few different methods. A longer length of continuous coil on a single spool
of tubing could be used to increase storage volume. This option may be suitable for inorganic
sample collection. Experiments have indicated that organic sample spreading appears to increase
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as coil length increases. Another option that might be preferable for organic sample would be by
using multiple, shorter, storage coil spools that could be switched between through a series of
selectable valves. This could potentially solve the issues seen with organic spreading and blank
carryover, while still allowing for a large number of total samples.
Current sample collection and preparation from the storage coil has a few very timeconsuming or otherwise inefficient steps that could be optimized. The first of these optimizations
could be during the sample dispense step from the storage coil. This step requires the user to
manually dispense sample from the coil and move them into successive vials to be capped by hand.
Flow rates in this step of the process are very slow to prevent sheer and therefore must be manually
monitored for long periods of time to ensure proper sample dispensing. Manually collecting
samples within the small vials takes ~30 seconds per vial (~0.8 mL). Manually taking conductivity
measurements for each small vial takes ~ 45 seconds per vial. Cumulatively, this process takes ~ 8
hours, not including equipment cleaning times, with the current sample storage coil using the
standard method of sample preparation. Implementation of a fraction collector to dispense and
collect sample during this step would significantly decrease the labor-intensive hours required for
this part of the process. Additionally, implementation of an in-line conductivity probe to determine
conductivity peaks alongside with a fraction collector could bypass the manual small-vial process
altogether. Another possible method of bypassing the small vial process would be through the
addition of a pressurized gas canister into the internal plumbing of the DUCS. Using this
pressurized gas, individual samples could be separated similarly to samples in segmented flow
analysis. This would allow easier determination of sample location within a storage coil, and
dilution factors coming from acid could still be used to back calculate undiluted analyte
concentrations in each collected sample.
It has been shown experimentally that blank contamination especially during the postsampling processing is especially detrimental. Eliminating the small vial process would potentially
eliminate the step with the highest potential for blank TOC contamination. Additional attention
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must be given to minimizing blank contamination levels coming from both the processing and
sampling levels, especially for an analyte with a large potential for contamination such as TOC.
Blank contamination levels for other possible analytes with the DUCS may not be as detrimental
or as likely to occur as blank TOC contamination.
Along the lines of expanding the range of analytes that could be sampled, there should be
further exploration into nutrient and metal analysis using the DUCS. Theoretically, any dissolved
or suspended analyte sampled from an aquatic system should be viable for use with the DUCS and
investigations of this could be undertaken. This may involve the use of a different tracer than
conductivity, such as a chromophore, especially if it is to be deployed in a marine ecosystem with
larger sample background conductivities.
Requiring sample to be combined into a single larger sample in addition to another
secondary dilution to get to the minimum analysis volume required for the Aurora is another part
of sample processing that is less than ideal. This process further decreases the sample to blank ratio
for analyzed samples (which has been shown to increase uncertainty in low ppm C samples) and
introduces an artificially imposed decrease in the total storable samples allowed within the coil.
Using a method that allows for smaller sample volumes, either through 1) modification of the
Aurora instrument or 2) use of another DOC instrument altogether that would eliminate the need
for secondary dilutions post conductivity-measurements. This would allow for more total samples
to be collected with the same volume storage coil and would eliminate secondary dilutions. This
part of the process is also quite time inefficient, taking ~ 5 mins to perform the secondary dilution
on each sample.
As mentioned above, there is another possible sampling scheme for use with the DUCS.
The continuous sampling method would involve unspaced “continuous” storage of discrete
volumes of sample preserved with acid reagent at frequent intervals. Following each 24 hour
interval, an aliquot of unpreserved sample would be injected into the storage coil, breaking
continuity in sample collection. This would allow low-conductivity areas to be used to indicate
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successive days, rather than successive samples (as with the standard sampling method). This
strategy assumes that pumping would be sufficiently reproducible over a 24 hour period that
individual sample locations in the tubing would be accurately known. Samples stored in this fashion
would be consistently overlapping throughout the length of tubing, similar to sample stored in the
continuous samplers described in Chapter. This method of sampling could increase the total amount
of samples collected within a specific volume of storage coil by 5 fold. This would be useful, for
example, to collect significantly more samples on long-term buoy deployment. Using the
continuous method of sampling could also allow for the collection of a single composite sample
collected each day. This could allow for a more accurate determination of the median concentration
of an analyte in each daily composite sample over the course of a 24 hour period, allowing for more
accurate flux calculations. This would come at the loss of the daily temporal data that could be
determined from collecting individual samples, however.
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B. Conclusions
The sampler (DUCS) described in this thesis used a novel method for chemical sampling
in freshwater aquatic systems. Using conductivity as both a sample tracer and a conservative tracer
created a sampling technique that, while not commercially viable in its current form, provides a
solid backbone on which further work can improve. Data collected during field deployment in the
UCFR showed the viability of this sampler’s method in generating a high frequency time series in
a real world system. Even with the errors seen when TOC sampling with the DUCS in its current
form, organic carbon flux calculations from DUCS collected samples could be an improvement
over flux calculations generated using single monthly grab samples (Worrall et al., 2013)

With the novel method of sample preservation and tracing with conductivity employed by
this research, the prototype developed around this innovation could be used in any freshwater
aquatic ecosystem. Eventually, using a tracer besides conductivity (due to the high conductivity of
sample in marine environments), the DUCS could be adapted for marine applications. Additionally,
the DUCS can collect a potentially unlimited number of samples, in contrast with current
commercially available samplers. This limit is controlled by the total storage volume. Increasing
total deployment lengths or resolution can be accomplished through a larger storage volumes (i.e.,
the addition of multiple storage coils that could be switched to using solenoid valves or increasing
storage coil lengths), or by increasing the sensitivity of in-lab instrumentation to allow for
collection of smaller sample volumes. Modification of these two limiting factors could allow the
DUCS to collect long-term, high-resolution datasets when deployed on moorings for periods up to
and exceeding a year.
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VII.

Appendices
A. Appendix A – DOC Sensor Software Controls
This appendix is dedicated to the software that was developed to be used with the

benchtop model of the DOC sensor. Both PyKloehn and NoModem .exe software are used
together for full operation during degradation tests (Chapter III).

Figure A1– Computer interface for the PyKloehn software, which was developed by David
Podrasky for operation of the Kloehn syringe system. Functions available on the computer
interface are discussed below.
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•

Serial Port Selection – To operate the PyKloehn software, the Syringe Pump must be
connected through a USB serial port into the computer of operation. Proper serial port
connection must then be chosen using this function. Refreshing the serial port selection
upon insertion of the USB serial will show active USB port connections.

•

Volume – This input allows you to select a value between 0-10, which will set the
aspiration or dispense volume on the syringe pump. It should be noted that while the units
entered are in mL, this value is only accurate for a 10 mL syringe. Replacing the syringe
with a smaller or larger syringe will scale this value proportionally.

•

Valve Set – Allows user to input one selective valve through which aspiration or
dispense mechanics can occur. Although not reflected in Fig. 11 above, additional valve
selections between A-F have been programmed into PyKloehn Software. You can
aspirate or dispense the chosen volume through set valve by pressing the “aspirate” or
“dispense” inputs.

•

Set Speed – Allows the user to input a rate of dispense or aspiration. The software is
programmed to have a total of 64,000 motor “steps” for a complete volume dispense or
aspiration. The software allows for the user to define the number of steps per second the
motor will take – which a user can define to be between 40-6400.
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Additionally, software was also developed that allows the use of the high-powered UVLED. The computer interface for this software is shown in Fig. 12 below. This UV-LED must
also be connected through serial connection and has the functions described below:
•

t (x) – This function allows the user to define the length that the UV light will remain on,
in seconds. The user can define this to be between 0-36000 seconds.

•

w (x) – This function allows the user to define the intensity of the UV-LED source on a
scale of 1-100 %. The t (x) function must be defined before setting this function as shown
in Fig. A2.

Figure A2– Computer interface for the NoModem software, which was developed by David
Podrasky for operation of the UV-LED. Functions available on the computer interface are
discussed above.
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B. Appendix B – DUCS Software Controls and Data Acquisition.
Rather than using dedicated .exe files to control the DUCS (Chapter IV) as in the sensor
software described in Appendix A, this sampler employs .tfb files that must be opened and loaded
onto the TFX-11 board using TF-TOOLS software. Before loading these programs onto the
sampler’s computer board, after the desired sub-program has been loaded onto the TFX-11 in TFTOOLS software, Ctrl + C primes the board for program execution, and program execution can be
initiated by pressing Alt + R on the computer interface where the desired subprogram is loaded.
Below is a list of subprograms that have been compiled for use with the DUCS as well as their
intended functions. These following programs are in the “DUCS Files” file on the desktop of the
laptop hooked up to the Agilent 8453 in the DeGrandpre lab. A brief description of each
subprogram is listed here, followed by a deeper look at the code for these programs. Data is directly
offloaded from the TFX-11 board in the TFX software using the data offload function.
DUCS Sampling Sequence – Standard Cleaning Sequence: This subprogram will initiate a 24
hour system flush and cleaning sequence. Prior to any sampling session this subprogram needs to
be ran two times, one 24 hour flush with 3 L of 1.0% HCl, followed by one 24 hour flush with DI.
DUCS Sampling Sequence – Visual Indicator Sequence: Prior to initiation of a sampling
sequence, this subprogram is ran to load a colored indicator before samples as a visual cue to where
sampling began within the coil. A CuSO4 solution is used as the colorimetric indicator in this step,
and the sampler inlet should go into this solution.
DUCS Sampling Sequence – Standard Sampling Method: This subprogram will initiate the
standard DOC sampling sequence. The pre-designed sequence loaded on this file is programmed
to collect a total of 48 samples at a 4-hour sampling interval. To change the total amount of samples
or the sampling interval open the subprogram and see edit notes indicated in these sections.
DOC Sampling Sequence – Storage Dispense: Following deployment, this subprogram initiates
timed pulses that dispense sample aliquots from DOC storage in continuous succession. Small vials
must be dispensed to by hand after initiation of this program.
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i.

DUCS Sampling Sequence – Standard Cleaning Sequence

GOSUB QUESTI
PRINT “Re-initialize this program with DI at the inlet”
QUESTI:
PRINT "This program is for cleaning the sampler tubing and valves, and consists of 2 steps"
PRINT "an acid rinse with 1% HCl followed by a DI rinse. Begin program w/ acid rinse"
PRINT "and follow on-screen prompts"
INPUT "Place inlet of sampler into ~ 3 L of 1% HCl (or DI if on DI rinse) Solution. Make sure
sampler + coil outlets go to waste container. PRESS 1 when ready: "ST
IF ST=1
PRINT "Initializing acid flush"

PCLR 0, 1, 2, 3, 4, 5, 6, 7
Sleep 50
Pset 0
Print "This interface will indicate when to begin DI flush on-screen."

for a= 1 to 500 // Mix-coil Flush
sleep 0
sleep 500
next a

PSet 4
sleep 0
sleep 100
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for n = 1 to 29500 // Storage Coil Flush
pset 0
sleep 50
pclr 0
sleep 50
next n
pclr 4

RETURN
STOP
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ii.

DUCS Sampling Sequence – Visual Indicator Loader

GOSUB QUESTI
GOSUB QUESTII
QUESTI:
PRINT
INPUT "Attatch Copper Sulfate (CuSO4) visual indicator to sampler inlet. PRESS 1 when
loaded: "ST
IF ST=1
PRINT "Initializing visual indicator coil-loading"

PCLR 0, 1, 2, 3, 4, 5, 6, 7
Sleep 50
Pset 0
Print "Loading Mixer with Visual Indicator"

for a= 1 to 62
sleep 0
sleep 500
next a

Print "Dispensing Visual Indicator to Storage Coil"

PSet 4
sleep 0
sleep 100

88

for n= 1 to 1000
pset 0
sleep 0
sleep 50
pclr 0
sleep 0
sleep 50
next n
PClr 4
Print "Visual Indicator Loaded, Begin Sampling Sequence"
RETURN

QUESTII:
PRINT
INPUT "Attatch DI to sampler inlet. PRESS 1 when loaded: "ST
IF ST=1
PRINT "Initializing post-indicator DI plug dispense"

PCLR 0, 1, 2, 3, 4, 5, 6, 7
Sleep 50
Pset 0
Print "Loading Mixer with DI"

for a= 1 to 62
sleep 0
sleep 500
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next a

Print "Dispensing DI to Storage Coil"

PSet 4
sleep 0
sleep 100

for n= 1 to 250
pset 0
sleep 0
sleep 50
pclr 0
sleep 0
sleep 50
next n
PClr 4
Print "Visual Indicator Loaded, Begin Sampling Sequence"
RETURN
STOP
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iii.

DUCS Sampling Sequence – Standard Sampling Sequence

//************************DOC sampling program – separated samples***************
CBREAK SHUTDOWN // sets CTRL-C destination (Initiates Shutdown)
Sleep 50
GOSUB QUESTI // user date entry location
Sleep 50
// ********************************clear I/O pins********************************
PCLR 0, 1, 2, 3, 4, 6, 7 // Clear everything
SLEEP 0
SLEEP 50
PSET 0
SLEEP 100 // Initiates Pump for Program Run Confirmation
PCLR 0
SLEEP 100
PSET 5
SLEEP 0
SLEEP 50

//****************************************************************************
//

separated sample sequence

//****************************************************************************
Print "Deployment Sleep Initialized"
Sleep 50
GOSUB SETDEPLOYMENT // define offtime until first sample
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Sleep 50
Print "Sequence Initialized" // Sequence follows as below
Sleep 50
FOR SEQUENCE= 1 to 38 // 38 total samples (~5.5 mL / Sample). Change this value to change
amount of samples.
GOSUB SPACER

// loads unacidified spacer before acidified sample

SLEEP 0
SLEEP 50
GOSUB SAMPLE

// loads acidified sample between spacer

SLEEP 0
SLEEP 50
GOSUB SPACER

// loads unacidified spacer after acidified sample

SLEEP 0
SLEEP 50
PRINT "SAMPLE COMPLETE"
GOSUB GOTOSLEEP

// offtime between samples

SLEEP 0
SLEEP 50
NEXT SEQUENCE
//***************************
PCLR 0, 1, 2, 3, 4, 6, 7
SLEEP 0
SLEEP 50
GOSUB SHUTDOWN
//***************************
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//************************************************************************
//

Spacer Sequence

//***********************************************************************
SPACER
PRINT "Spacer Aspiration Begin"
PCLR 0, 1, 2, 3, 4, 6, 7
SLEEP 0
SLEEP 50
PSET 0
//**********************
For a = 1 to 62
SLEEP 0
sleep 500

// flushes coil and loads unacidified sample

next a
//**********************
PRINT "Spacer Aspiration Complete: Spacer Dispense Initialized"
PSET 4
SLEEP 0
SLEEP 100
//**********************
FOR n=1 to 125
pset 0

// dispenses unacidified spacer to DOC coil
SLEEP 0
sleep 50

pclr 0
SLEEP 0
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sleep 60
next n
//**********************
PRINT "Spacer Dispense Successful"
RETURN
//*****************************************************************************
//

Sample Aspiration/Mixing and Storage

//****************************************************************************
SAMPLE:
PRINT "Sampling Aspiration Started"
GOSUB QUESTII
PCLR 0, 1, 2, 3, 4, 6, 7
SLEEP 0
SLEEP 50
//**********************************
FOR x=1 to 210
PSET 0
Sleep 0
SLEEP 5
PCLR 0
sleep 0
SLEEP 15
PSET 1
sleep 0
SLEEP 25

// alternates between acid RGT / sample to load Mix coil
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PSET 0
sleep 0
SLEEP 20
PCLR 0
sleep 0
SLEEP 15
PCLR 1
sleep 0
SLEEP 25
NEXT x
//*********************************
PRINT "Sample Mix Initialized"
PSET 3, 7
sleep 0
sleep 50
//*********************************
FOR y= 1 to 150
PSET 0
Sleep 10
sleep 0
Pclr 0
sleep 0

// Sample mixing sequence "closed loop"

Sleep 50
next y
PCLR 3, 7
sleep 0
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sleep 50
PRINT "Dispensing Preserved DOC Sample"
PCLR 0, 1, 2, 3, 4, 6, 7
sleep 0
SLEEP 50
PSET 4
sleep 0
sleep 50
for b=1 to 70
pset 0
sleep 0
sleep 50

// sample dispense sequence

pclr 0
sleep 0
sleep 50
next b
//***********************************
PRINT "Sample Dispense Successful"
PCLR 0, 1, 2, 3, 4, 6, 7
sleep 0
SLEEP 50
RETURN
//****************************************************************************
//

Set TFX-11 RTC (time)

//****************************************************************************
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QUESTI:
PRINT
INPUT "Do you want to set the time and date? PRESS 1 for Yes OR 2 for No: "ST
IF ST=1
PRINT
INPUT "ENTER THE YEAR

(e.g. 2020) "?(5)

INPUT "ENTER THE MONTH

(1 - 12) "?(4)

INPUT "ENTER THE DAY OF THE MONTH (1 - 31) "?(3)
INPUT "ENTER THE HOUR OF THE DAY (0 - 23) "?(2)
INPUT "ENTER THE MINUTE

(0 - 59) "?(1)

INPUT "ENTER THE SECOND

(0 - 59) "?(0)

STIME //SETS THE HC11 CLOCK
SETRTC // REAL TIME CLOCK
RETURN
ENDIF
IF ST=2
RETURN
ELSE
PRINT " THAT IS NOT AN OPTION. TRY AGAIN! "
GOTO QUESTI
ENDIF
PRINT
RETURN
//*****************************************************************************
//

Data Storage

//*****************************************************************************
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QUESTII:
READRTC
RTIME
PRINT #2,?(2),?(1),?(0)
PRINT #2,?(4),?(3),?(5)
Sleep 0
PRINT
sleep 0
SLEEP 50
PCLR 5 // SWITCH THERMISTOR ON
TEMPSUM! = 0 // INITIALIZE TEMPSUM VARIABLE
FOR J = 1 TO 50
G = CHAN(10) // GET TEMPERATURE
CELLT!=TEMP(G)
CELLT!=CELLT!/100
TEMPSUM! = CELLT! + TEMPSUM!
NEXT J
PSET 5 // SWITCH THERMISTOR OFF
CELLT! = TEMPSUM!/50
Sleep 0
myTime$ = str(#2D,?(2),":",#2D,?(1),":",#2D,?(0)) // Hours : Minutes : Seconds String Data
sleep 0
myDate$ = str(#2D,?(4),":",#2D,?(3),":",#2D,?(5)) // Month / Day / Year String Data
sleep 0
myTemp$ = str(#5.2F,CellT!) // 2 decimal place temperature String Data
sleep 0
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myStoreStr$ = str(myTime$," ",myDate$," ",myTemp$,chr(13)) // Data Storage String for
Sample
sleep 0
Store myStoreStr$ // Stores the string of data (listed in code above) in a single data string for
timestamping.
sleep 0
RETURN
//*****************************************************************************
//

Low Power Modes

//*****************************************************************************
GOTOSLEEP:
// This subroutine defines the offtime inbetween sample intervals
HYB 26
For SAMPLESLEEP=1 to 99 // Define offtime between samples here (1 to n(minutes)). The
DOC sampling sequence has a run
HYB 0

// time associated with it. In this pre-set, this has been accounted for and the

off-time between
HYB 60

// samples (or sampling interval) is every 2 hours (i.e. changing 99 to 39

makes hourly interval).
next SAMPLESLEEP
RETURN
SETDEPLOYMENT:
// This subroutine defines the interval until the first sample will be collected
For STARTSLEEP= 1 to 30 // Define offtime until first sample here (1 to n(minutes)). In this preset, sampling will
HYB 0

// begin 30 minutes after setting the date.
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HYB 60
next STARTSLEEP
RETURN
//*****************************************************************************
//

SHUTDOWN SEQUENCE

//****************************************************************************
SHUTDOWN:
PRINT
PRINT "SAMPLING COMPLETE"
PRINT
PCLR 0,1,2,3,4,6,7 // SHUT DOWN ALL DEVICES
STOP // STOPS PROGRAM AND GIVES PROMPT
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iv.

DUCS Sampling Sequence – Storage Dispense

GOSUB QUESTI
QUESTI:
INPUT " Load DI at the sample inlet Make sure outlet of storage coil is dispensing to small coils.
Outlet must be manually switched between when desired volume has been dispensed to each coil.
PRESS 1 when ready: "ST
IF ST=1
PCLR 0, 1, 2, 3, 4, 5, 6, 7
Sleep 50
PSet 4
sleep 0
sleep 100

for n = 1 to 29500
pset 0
sleep 50
pclr 0
sleep 50
next n
pclr 4

RETURN
STOP
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C. Appendix C – Aurora 1030 Instrument Operation Procedure.
*** Note that this is a modified procedure from the standard SOP procedure for the Aurora
1030C located in the Valett lab. For the full in-depth instrument SOP protocol, or if wishing to
modify this procedure, reference the original SOP document. ***

Working standards in the appropriate concentration range are prepared on the day they are
run by diluting stock DOC solution. Standards run for surface water samples are prepared in 100mL volumetric flasks and are prepared as 0.2 ppm, 0.5 ppm, 1.0 ppm, 2.5 ppm, 5.0 ppm, 10 ppm,
and 15 ppm standards. When running an analysis sequence on this instrument, a known standard
sample must also be included in the run sequence to check for instrument drift. The analysis
procedure on the Aurora 1030C consists of six fundamental steps, which will be explained below:

1. Employing the Start-up Procedure and checking the setup of the instrument.
i.

Fill the rinse vessel with frees MilliQ water. Confirm that the waste is below the waste
line and that the instrument is properly draining into the plastic tank found underneath
the instrument.

ii.

Turn on the Nitrogen (N2) gas tank, and make sure there is at least 300 psi remaining
in the tank. Adjust delivery pressure to 50 psi.

iii.

Check the reagent bottles to make sure they are all full and that the contents are being
purged by the gas supplied above.

iv.

Ensure that the computer is turned off. A proper connection to the Aurora requires this
at this step.

v.

Turn the instrument on by initiating power at the two locations. First turn on the
autosampler, and then the instrument itself. These are located on the backside of the
instrument.

vi.

Sign into the Aurora, and then turn on the computer.
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vii.

Once the computer is fully booted, make sure the computer is connected to the
instrument by checking to make sure there is a green circle in the bottom corner of the
computer interface.

viii.
ix.

Check to make sure the autosampler is selected for analysis.
Monitor the signal from the NDIR and make sure it stabilizes between 2,000-5,000.

2. Choosing the analysis method
i.

The instrument when powered on automatically loads the last analysis method stored
on the instrument.

ii.

For analysis of sample stored with the DUCS, press the Editor -> Method tab and load
the “DUCS – Aurora Analysis” method. After confirming the proper analysis method
is chosen, confirm needle sampling depth is set to 99% and then proceed to creating
the run sequence.

3. Creating the run sequence
i.

Press the Editor -> Sequence tab -> new button.

ii.

Enter an appropriate sequence name for this run (e.g., DOC analysis June-1).

iii.

Press the Add/Insert Sample(s) button to access the dialog box.

iv.

Under sample type, select sample from the dropdown list, and select the method you
chose in above.

v.

Press OK to enter the Add/Insert Samples screen and verify the number of samples that
are going to be analyzed this run. Save the sequence

4. Loading and starting the run sequence
i.

Press the Monitor-> Sequence tab -> Load Active Sequence button to access the dialog
box.

ii.

Highlight the sequence created in the previous section.

iii.

Press the Load button to load the sequence for use.
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iv.

Before initializing the run, confirm all reagent bottles have the required volume for
analysis (indicated by lines), and the proper working pressure is being delivered.

v.

Press Start to begin the Sequence. Each sample takes about 8 minutes.

5. Transferring sample data and turning off the Aurora instrumentation.
i.

To transfer relevant sample and calibration data, before turning off the instrument
make sure to copy and paste all pertinent sample information to an excel spreadsheet.
To obtain this information follow the path Monitor -> Result Log. Once in the Result
Log tab you will be able to highlight the entire table of results, copy and paste in to a
new excel spreadsheet.

ii.

Save the results of this instrument run from this excel file with an appropriate file name
(e.g., DOC Analysis 6-1-2020). It should be noted once the instrument is turned off it
deletes the sample information. It does however save the method calibration results.

iii.

To protect the data and instrument software, use the shutdown function prior to
powering off your instrument.

iv.

Press the exit button in the upper right-hand corner of the screen. An exit menu will
appear with three choices. Choose Shutdown.

v.

Press the shutdown button to prepare the instrument to power off. The screen will fade
to white.

vi.

At this point, power down the instrument. Turn off the power switch on the back of the
instrument.

6. Data analysis
i.

Once you have an Excel file with calibration and QC data, you can correct the
calibration curve for the carbon found in the water used to make the standards.

ii.

Determine the amount of organic carbon in the in the reagent grade water plus reagents
by the Method of Standard Additions – Plot the concentration of organic carbon for
the established standards on the x-axis and the output signal on the y-axis. Generate a
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linear regression from the plot. Calculate the concentration of the solution (theoretical
total blank = reagent blank + Type I water blank) as the absolute value of the intercept.
Note that the intercept is close to the average signal for reagent grade water and should
be greater than the one generated for RB. The peak areas of reagent grade water should
be < 1000.
iii.

Determine the DOC concentration in Type I Water – To determine the C concentration
of Type I water, the total signal for water blanks is corrected for the contribution from
reagents (RB). To obtain the RB, calculate an average signal for reagent blanks after
they become low and stable during warm up (~350). Subtract this value from the mean
signal for the total blank (Total Blank = Type I water + reagent). Run the mean value
for the water blank through the regression relating to peak magnitude to standard
concentration. Typical concentrations for this should be lower than 0.05 ppm.

iv.

Correct the observed concentrations of the standards by the amount determined in the
above step.

As stated above, there is also concern when analyzing TOC samples that 1) full oxidation
of organic matter may not be occurring, and 2) inorganic carbon is not being successfully purged
from samples prior to analysis. Validation data provided by Fischer Young has been done on the
Aurora examining these two concerns and are seen in figures C1 + C2.

Fig. C1 shows the results of comparing analysis of a readily degradable organic standard
(KHP), versus a standard prepared as a mix of many different organic DOC standards. This DOC
standard is Sigma DOC standard described in Chapter III. Results of this experimentation showed
no statistical differences when evaluating standard curves generated using these standards. This
indicates that the Aurora has good oxidation efficiency for less readily degraded organics (such as
the humic and fulvic acids in this standard) using its standard method of operation.
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Fig. C1 – Results of experiments comparing calibration curves generated with a KHP standard,
versus those generated by using a less readily degradable DOC standard (described below).

Fig. C2 shows the results of experimentation examining the effects of inorganic carbon
matrix on samples analyzes by the Aurora. This is important as incomplete purging of inorganic
carbon can lead to significant overestimation of organic carbon when preforming an analysis. In
this experiment, DI with low inorganic carbon concentration (<100 uM) was added to both low (2
ppm C) and high (10 ppm C) DOC standards and analyzed. Additionally, samples prepared using
tap water with high inorganic carbon concentration (~3000 uM) was added to the same organic
standards and analyzed. Results of this test showed that although there was a statistical difference
between samples prepared using these different inorganic carbon matrixes, there is no significant
overestimation in samples that have been prepared using tap water. This indicates that the Aurora
is effective at doing a full and complete internal inorganic carbon purge during it’s standard method
of operation.
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Fig. C2 – Results of experiments examining the effects of an inorganic carbon matrix (described
below) on both high and low ppm organic C standards.

D. Appendix D – DUCS Additional Information
The software developed for the DUCS runs on programming that requires tubing to be connected
to valves in a specific orientation, and also requires connection of the valves and pump to specific
pin I/O outs on the TFX board. Using the DUCS will require a check of tubing and pin outs for
proper use of the DUCS. To check for proper electrical connections, make sure the valves and
pump I/O pins in Fig. D1 connect to the I/O pins for the similarly numbered valves and pump
shown in Fig. D2. It should be noted that there is a I/O connection hub that all back-mounted I/O
pins feed into. This hub allows for easy connection to the back mounted board through the
connection hub, and this can be found be tracing the wiring coming from any of the back mounted
I/Os. Electrical I/O’s must match their respective valves or pump exactly, as the dedicated
programming was made only for this configuration. In addition, make sure tubing is connected so
that valve orientations match those as shown in the in Fig. D3, as improper valve connections will
lead to improper sample collection or hardware damage.
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Fig. D1 – Electrical connection diagram for the sample
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Fig. D2 – Software specified pin-outs for valves and pump.

109

Fig. D3 – Tubing diagram specifying proper Normally Open (NO) and Normally Closed valve
configurations. NO valves are indicated in green and NC valves are indicated in red.
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Table D1 – A table containing pump models tested and found to not be effective compared
to the diaphragm pump in the current sampler setup.

Conductivity vs. Dilution Factor (2nd order)
Conductivity (mS/cm)
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Fig. D4 - Full range of dilution standard curve for a 5% HCl. The 2nd order polynomial
is plotted to show the non-linear nature of conductivity over the full range of dilutions.

Conductivity vs. Dilution Factor (1% HCl)
Conductivity (mS/cm)
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Fig. D5 – Typical dilution standard curve for 1% HCl as used in early iterations of the
sampler’s method.
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Fig. D6 – 1:1 plot of TOC values found when dilution factors were found using either a
linear or polynomial fit for calculating dilution factors. No statistical difference was found
between either of the fits.
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E. Appendix E –Analytical Equipment
Instrumental Specs

*Instrument specs in this Appendix were taken from
their respective manufacturer’s instrument manuals. *

Fig. E1
OI Aurora 1030
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Fig. E2
Mettler Toledo
FiveEasy Cond meter F30
+Cond probe InLab 751-4
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F. Appendix F – Additional Protocols
i. POC/TOC Standard Preparation Protocol

i.
ii.

iii.

iv.

v.
vi.

vii.

viii.

ix.

x.

Measure out 0.022g of Brewer’s Yeast that has been stored at 0 °C to prevent
biologic activity onto an analytical grade balance.
Place weighed Brewer’s Yeast into a 1000 mL volumetric flask and dilute to the
line with Nanopure water. This will create an unfiltered POC stock solution of ~
10 mg C/L (ppm).
The solution will then be filtered using vacuum filtration with a Whatman 12-25
μm filter and collected into an acid-washed 1-L glass flask and sealed with airtight
cap. Filtration will ensure removal of any particles >100 μm in diameter which
must be excluded for analysis on the Aurora. Following subsequent standard
preparation steps, the remainder of this stock solution will then be stored at 0 °C
to continue suppression of biologic activity.
Using this POC stock solution, an initial set of POC standards will be generated
for analysis. From dilution of the primary stock solution, standards with expected
concentrations of ~2.5, and 5.0 ppm POC will be prepared. These standards will
be prepared using a 100 mL volumetric flask for the ~2.5 ppm POC standard and
a 50 mL volumetric flask for the ~5.0 ppm POC standard with delivery of undiluted
POC stock being added with a 25 mL acid-washed pipette.
A calibration curve will be generated with a KHP-based DOC standard.
Following instrument calibration, the ~2.5 and 5 ppm standards will be analyzed
along with an end-of-run and start-of-run DI blank. During oxidation, the CO2 peak
count will be visually monitored to ensure there is a complete return to baseline.
Additionally, the reaction chamber should visually be monitored to ensure no
particulate buildup within the instrument is occurring.
Initial analysis results are used to check that the CO2 peak count from the 2.5 and
5.0 ppm POC standard is similar in value to the 2.5 and 5.0 ppm C KHP generated
peak counts.
Instrument POC carryover should also be checked at this point by making sure that
there is no statistical difference between the pre-run DI blank and the end-of-run
DI blank.
Assuming these initial tests look okay, a POC standard curve should then be
obtained using triplicate analysis of 0.5, 1, 2.5, and 5 ppm POC standards created
from dilution of the stock POC solution. The reproducibility of the triplicate
standards in addition to the linearity of the POC calibration curve will then be
assessed.
If based on the above evaluation of reproducibility and linearity full oxidation of
POC is not occurring, vary combustion conditions (e.g., react time, reagent
concentrations) to allow for a more complete oxidation.
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Fig. F1 – Dilution Factor curve for the POC standard created using the
methodology above.

ii. Small vial cleaning and conductivity analysis procedure.
i.
ii.
iii.
iv.
v.
vi.

Dump all liquid out of the small vials. Rinse used vials and caps with 3x with hot
tap water, then rinse 3x with DI water.
Prepare a 1-L bath of 10% HCl. Replace this bath after 3x cleaning sessions.
Place rinsed vials in bath, make sure all vials are fully submerged in solution with
no bubbles. This will involve using gloves and manually “sinking” vials.
Let soak in acid-bath for 24 hours, and then remove the small vials and dump the
liquid out to waste.
Place in an oven at > 100 oC for 4 hours to dry and ash the small vials.
Load the ashed vials in the small vial holder (Fig F1). When not in use cover with
a clean cloth.

Fig. F2 – Conductivity
probe and meter
station setup
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Conductivity Analysis Procedure
i.

ii.

iii.

iv.

v.

vi.

vii.

viii.

Following a sample set, the visual indicator
will be noticeable on the outer shell of the
storage coil. (Fig. F2)
Dispense the visual indicator to waste. After
the indicator has been dispensed, initiate the
Storage Coil Dispense sequence.
The sampler will start to dispense sample in
“pulses” move the outlet to each successive
small vial after each pulse. Cap small vials
while dispensing to prevent any evaporation of
sample, as this step is time consuming.
Calibrate the conductivity probe and meter
using the 12.88 mS/cm single point calibration.
Allow 5 minutes for calibration
Figure F3 – Visual Indicator on
Once the small vial holder is fully loaded, start outer shell of coil.
uncapping vials and taking conductivity
readings for sample in the small vials.
The conductivity probe has two small holes at the end where the electrodes are.
Set the probe in at an angle so sample flows through these holes to prevent bubbles
and get an accurate conductivity reading. Gently swirl the probe in the vial and
then wait for a steady (~30 seconds unchanging) reading.
Following each conductivity reading, the probe must be cleaned to prevent crosscontamination of sample between vials. Dip the conductivity probe in the 10% HCl
for 10 seconds, then move the probe to the 1% HCl solution for 10 seconds, and
finally to the DI solution for 10 more seconds (Fig. F1).
After soaking the probe in the series of cleaning solutions, it is dried by using the
heat gun on low until the meter is reading a signal of < 5 uS/cm. At this point the
probe is ready to take another reading.

This material is based upon work supported in part by the National Science Foundation
EPSCoR Cooperative Agreement OIA-1757351. Any opinions, findings, and conclusions or
recommendations expressed in this material are those of the author(s) and do not necessarily
reflect the views of the National Science Foundation.
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