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Introduction
Recent advances in imaging techniques in materials science, see e.g. [32] , have made it possible to capture two-and three-dimensional details of material internal structures at various length scales. A direct way of constructing the material geometry is possible by incorporating the data of a digital image into numerical models. This has been the crucial subject of numerous studies and projects, and image-based finite element models are now well recognized as a powerful mean of achieving this goal, see e.g. [43, 22] . Among them, voxel-based finite element models are the most popular [28] . The idea is to directly convert the labeled voxel information -a label is used to identify the different constituent materials of the image -into a geometrical model for a numerical analysis such as Finite Element Analysis (FEA). This so-called digital image-based FEM has been originally proposed in [21, 16] for bone and then used for the homogenization of composite materials, see e.g. [37] . With the help of image processing tools, each pixel or voxel could be identified as a finite element, and thus a voxel-based FE model is automatically generated. The voxel-based modeling usually includes the following three steps.
The first step consists in capturing, sampling and image preprocessing, which are assumed to have been done in this paper. For the second step, by means of various image segmentation methods such as edge detection, region growing, segmentation based on watersheds, levelset segmentation [17, 33] , one could obtain a multi-labeled image where each voxel is assigned a label, chosen from a relatively small set of labels. The third step concerns the transformation of a multi-labeled image into a mesh file format compatible with FEM. Alternatively one could also make a programming interface in FEA program for automatically importing the multi-labeled image. It is worth emphasizing that image segmentation directly determines the quality of FE model, and thus is probably the most important step.
In spite of an easy and robust mesh generation, the voxel-based model leads to a huge computational cost, since the element size is the voxel size of the image. Moreover, the voxel-based model produces intrinsic jagged surfaces, within which high local stress oscillations exist [15] . Mesh refinement does not necessarily improve the local accuracy [41, 7] . Various voxel mesh smoothing algorithms [6, 4, 42] or post-processing filtration methods [15, 7] have been proposed to reduce local mean and maximum solution errors. However, considerable local oscillations were still observed along boundary elements, see [5] .
In view of these limitations, we have recently proposed an alternative computational approach [22] , based on the X-FEM [3, 11] and the levelset approach, for incorporating images into numerical models. One of the most appealing features of the X-FEM is that the mesh does not need to follow the geometrical boundaries, which clearly simplifies the complexity of mesh generation. The method is actually based on the partition of unity [26] and allows a representation of material interfaces through enrichment functions. Therefore, a regular mesh or structured mesh is sufficient for X-FEM modeling. Note that the regular or structured mesh can also be different from the regular grid of the image. Moreover the X-FEM can be coupled with the levelset approach. This coupling allows taking advantage of the segmentation capabilities of the levelset method. Thus, the location of the material interface is obtained naturally with the use of the levelset information (iso-zero curve or surface). As will be shown in the following, a key advantage of the levelset approach lies in the ability to obtain a smooth representation of physical surfaces.
Despite the voxel-based model has been used in numerous applications, it appears that less attention has been paid to the assessment of its accuracy [7, 1] . The objective of this work is thus to analyze the accuracy of the voxel-based FEM and X-FEM/levelset approach. The computational homogenization, along with the two approaches, is used to compute macroscopic mechanical properties of heterogeneous materials. Examples of fiber and particulate composite materials in elasticity are studied, their microstructure being characterized through a digital image. In this work, we also consider two realistic materials, a 2D ceramic-metallic composite material reported in [13] and a 3D foam material coming from food industry.
This article is organized as follows. In Section 2, the X-FEM and levelset approach are presented, consisting of the image segmentation and the X-FEM/Levelset coupling. Section 3 is dedicated to the computational homogenization procedure. In Section 4, the proposed approach is verified through benchmark examples and compared to the voxel-based FEM. Finally, realistic examples are considered in Section 5 and concluding remarks are given.
Image-based computations with X-FEM and levelset approach
The approach presented here relies on two ingredients: (i) the levelset method [30, 33] and (ii) the eXtended Finite Element Method [2, 35, 3] . The levelset method is the core of the approach, as it is used for each stage of the process: first during the segmentation process, then as a mean to embed the geometrical information into the X-FEM, and finally to define the enrichment functions that are used to enhance the approximation. The levelset representation of a curve Γ (in 2D) or a surface (in 3D) is described by the iso-zero contour (in 2D) or surface (in 3D) of an implicit scalar function Φ(x):
This function is called levelset function and is usually chosen as the signed distance to the curve (resp. surface). The shape of the curve (resp. surface) Γ can be modified based on the evolution of Φ(x), following a transport equation. With respect to explicit representation of the interfaces, the levelset approach handles naturally topological changes such as merging or splitting of Γ.
Levelset image segmentation
The levelset method has been used with success in the context of image processing [33, 40] . In the case of image segmentation, the main advantage is that arbitrary shapes can be modeled and topological changes (e.g. merging and splitting) are handled implicitly. In levelset based segmentation, images features such as intensity, gradient or edges are used to propagate an initial guess and lock its iso-zero on the boundaries of the objects to be segmented. The propagation is based on the following PDE [17] :
where Φ(x, t) is the levelset function, scalar P adjusts outward motion (propagation term), Z scales the motion by mean curvature κ of the front, and the advection term A represents a rigid body motion. In this equation, parameters A(x), P (x) and Z(x) are function of the intensity values of the image. The scalar constants α, β and γ control the relative influence weight of each of the terms, and depend on the segmentation scheme 1 . In this work, the so-called threshold levelset image segmentation scheme is employed where the advection term A(x) is not used (i.e. α = 0) and β = γ = 1 is set to balance the influence of the propagation term and curvature term (surface smoothing). The propagation term P (x) directly depends on the grayscale intensity of the image
where g(x) represents the intensity of the input image, U and L denote the range of the gray levels. This range identifies the material phase of interest and has to be declared by the user. Note that here global threshold is used, but a locally adapted threshold is also possible if lightness conditions vary over the image. Albeit being crude, this segmentation scheme requires little or no image preprocessing. However, an initial guess Φ(x, t = 0) is required to be provided as an user input. Then, this initial levelset is evolved by solving Eq. (2) until stationarity is achieved (with respect to a stagnation criteria). The shape of this initialization conveys a strong influence on segmentation time, which also depends on the surface area of the volume and the distance the front has to propagate. The closest the initial guess to the segmented object, the faster the process. In the following, a regular layout of spheres will be considered as an initial guess, see Fig. 1 . The radius of the spheres and their corresponding intervals depend on the details to be captured for a specific microstructure. Fig. 2 illustrates the procedure of levelset image segmentation. With time passed on, some regions of the initial levelsets will propagate, and the others will shrink simultaneously according to Eq. (3). Finally one obtains the segmented objects.
The iso-zero of the levelset that is obtained as an output in the final step, is calculated to subpixel precision [17] through the interpolation of the field between pixels. Then the segmented geometry can be located inside the pixels. The output levelset image where each voxel value (float type) corresponds to the levelset value 2 , appears as an input geometry for X-FEM (see Section 2.2). Meantime, one can also extract multi-labeled images from the levelset image using binary threshold image filter.
The eXtended Finite Element Method & Levelset coupling
The extended finite element method (X-FEM) [11] is an extension of the finite element method that was developed in order to overcome some limitations of the finite elements. The main objective was to improve it when dealing with complex geometries, in order to specify the field approximations independently from the geometries. From the original contribution focused on fracture mechanics [2] , the method has evolved and has been applied, in particular to the treatment of problems involving material discontinuities such as holes [36] , or material interfaces for mechanical applications [29, 8] and thermal applications [44] . The approximation is enhanced by means of enrichment functions that are tailored to a particular problem. This is achieved by using the partition of unity technique proposed in [26] . The X-FEM approximation of a field U (x) takes the following form:
where u i stands for the classical degrees of freedom (dofs), N i denotes the finite element shape function associated to dof i, F (x) is the enrichment function and a j stands for the enriched dofs associated to shape function N j and enrichment function F (x). The set I (resp. J) represents the nodes (resp. enriched nodes) of the mesh. In this form, only one enrichment function was considered, but an arbitrary number could be added. In practice, the set of enriched dofs J remain small, as only the shape functions whose support is cut by the interface are enriched (see Fig. 3a for the case of an elliptic inclusion in a square domain). In Eq. (4), the Classical term indicates classical finite element approximation, whereas the Enriched one represents the enriched part of the approximation that enables to model discontinuities independently of the underlying finite element mesh. The choice of F (x) is crucial in order to improve the finite element approximation. In the case of material interfaces, a strain discontinuity has to be represented across the interface: the enrichment function must be continuous while its derivative is discontinuous. An initial proposition was presented in [36] considering the absolute value of the levelset as an enrichment:
An optimal convergence rate could not be achieved with this enrichment (see [29] ). The Figure 2 : Levelset image segmentation working procedure. In the first image from left, the blue regions stand for the segmented objects and the regular spinel-red circles are initial levelset. From the second to the fourth image, the initial levelset propagates for the part outside the segmented objects, and shrink for the inside part.
so-called ridge function [29] is thus employed in this work to obtain an optimal rate of convergence:
where Φ i indicates nodal levelset values. The enrichment function F (x) is shown in Fig. 3b , meeting the desired requirement of strain discontinuity across the interface. Note that this enrichment function has been used in [45] for computing effective properties of nanocomposites. In the remaining of this paper, only simplex meshes will be considered for the computations (triangles in 2D, tetrahedra in 3D). In addition, both mechanical approximation and levelset interpolation will be restricted to linear Lagrange polynomials. The geometrical information is embedded into the model through the levelset function Φ(x) that is the output of the segmentation process. This levelset is defined at the center of each pixel of the original image, as mentioned in Section 2.1. The pixel-based levelset is then projected onto the computational mesh, and thus leading to geometrical approximations, even if the element size is similar to the size of one pixel. Different strategies are discussed in the following section in order to optimize the geometrical accuracy. Finally, an illustration of the proposed work-flow is presented in Fig. 4 .
Meshing strategies
The density of computational mesh directly affects the accuracy of the X-FEM solution, as the levelset is interpolated on the computational mesh after projection. Despite X-FEM allows the use of uniform meshes, the mesh should be fine enough to represent the geometrical information. Notice that the mesh density only affects the accuracy near the material interface. Therefore, an octree-based meshing strategy using quadtree data structure [10] , was proposed to keep maximal geometrical accuracy near the material interface [22] . The highest level of quadtree usually corresponds to the pixel size, i.e. only the smallest elements are governed by the pixel size. This meshing process can be viewed as a non-uniform coarsening procedure of the pixel-based mesh. For a maximal accuracy, pixel-sized elements are considered near the interfaces (full resolution), whereas it can be coarsened in less critical regions, i.e. as one moves away from the material interface. Meanwhile, the coarsening process can also be conducted using an initial grid that is coarser than the original image (group of n × n pixels). Note that no projection is involved during the coarsening process, thus ensuring the computational efficiency. The applications of 2D and 3D Octree meshes and their accuracy will be discussed in Section 5.2 and Section 5.3.
Homogenization problems
In order to compute effective properties of heterogeneous materials, the first-order computational homogenization consistent with Hill-Mandel principle is used in this work, see [27, 18, 19] . In general, the computational homogenization consists in solving a boundary value problem on a RVE (representative volume element). The determination of the RVE size is not addressed in this paper. However, the stochastic homogenization approaches allow the a posteriori definition of the physical RVE size with the help of a statistical analysis, see [19, 12] for more details. At the macroscopic scale, the volume average stress and strain over the RVE V are denoted by Σ and E respectively
|Ω| Ω εdΩ where σ and ε stands for microscopic stress and strain. The homogenized behavior relates Σ to E and is found from the solution of a localization problem. In this paper the case of elasticity is studied, and thus the localization problem is an elastic problem posed on the RVE V , with data which can be Σ or E, such that:
with boundary conditions defined with given macroscopic data Σ or E. Classically three types of boundary conditions are available:
• Kinematic uniform boundary conditions (KUBC):
where u(x) is the imposed displacement field at point x of the boundary ∂V .
• Static uniform boundary conditions (SUBC):
where t(x) and n(x) denote respectively the traction vector and the normal vector at point x of the boundary ∂V .
• Periodicity conditions (PERIODIC):
where the fluctuation u * (x) is periodic. It takes the same values on the opposite faces of V and the traction vector σ(x) · n(x) takes opposite values.
Once the localization problem Eq. (7) with a set of boundary conditions is solved, the homogenization behavior is defined as
In the case of linear elasticity, the apparent stiffness tensor can be obtained by solving 6 independent loadings in 3D, corresponding to a unit E (for KUBC and PERIODIC) or Σ (for SUBC). In general, for periodic microstructures, PERIODIC is naturally preferred.
In case of non-periodic microstructures, PERIODIC could still be applied, since it is the most efficient in terms of convergence rate for determining the size of the RVE, see e.g. [19, 20] . The RVE geometry of the first example is shown in Fig. 5 . A square RVE with a circular inclusion is considered. From this geometry five images with different image resolutions (N = 8, 16, 32, 64, 128), are generated from ImageMagic [34] considering D L = 10 32 as input parameter. For each image, the corresponding levelset image (input geometry for X-FEM, in Fig. 7b ) and the corresponding multi-labeled image (input geometry for voxel-based FEM, in Fig. 7a ) are produced through the same image segmentation procedure as mentioned in Section 2.1. Then for each image, a mesh is built with an element size h = 128 N . The modeling procedure is shown in Fig. 6 . Note that besides the pixel-based and X-FEM meshes, a conforming mesh is also considered. In the following the solution obtained from this conforming mesh is referred to as the reference solution.
Volume fraction is first used to assess the geometrical error. The evolution of volume fraction as a function of mesh size is depicted in Fig. 8 . It is clear that the levelset Figure 6 : Voxel-based FEM and X-FEM modeling procedure geometry for the X-FEM model is more smooth than that for voxel-based FEM, since levelset leads to a piece-wise linear representation of geometrical interface. In addition, from the image N = 32, the volume fraction for X-FEM is very close to the reference one (V f iber f = 7.67%) while the voxel-based volume fraction converges very slowly. X-FEM coupling levelset is less sensitive to image resolution (mesh size) than voxel-based FEM. For a fixed accuracy, X-FEM could employ a coarser mesh than voxel-based FEM to decrease the computational cost.
Homogenization computations using X-FEM and voxel-based FEM are conducted here to study under plain strain assumption the influence of the image resolution on apparent bulk and shear moduli. In the parametric study, Poisson's ratio of the two phases (matrix, inclusion) is ν i = ν m = 0.3, and the Young's modulus for the matrix is (E m = 1 GPa). In order to study different contrasts between the fiber and the matrix, the Young modulus of the inclusion is E i = {0.001, 0.1, 10, 1000} GPa. Periodic boundary conditions are used here and apparent properties (bulk and shear moduli) are calculated using the approach presented in [18] .
The numerical results are given in Fig. 9 and Fig. 10 where conforming FEM solution with the finest mesh is considered as the reference solution. The X-FEM results are very close to the conforming FEM results (the difference is less than 1%) for different Figure 7 : Voxel-based geometry and X-FEM geometry mesh sizes. By contrast, a significant difference between pixel-based and conforming FEM results is observed. Obviously the main part of this difference comes from the geometrical error. As can be seen from Fig. 8 , using a pixel-based mesh leads to an overestimation of the volume fraction of the inclusion. Consequently, an overestimation of the macroscopic properties is observed in the case where the inclusion is stiffer than the matrix (see Fig. 10 ). The reverse is found when the matrix is stiffer (see Fig. 9 ). Thus, comparing to reference results, the X-FEM results are acceptable for the mesh size h ≤ 4 (corresponding to N = 32) whereas even with N = 128, the pixel-based results are less accurate.
Model assessment via analysis of local quantities
To investigate the accuracy of X-FEM and voxel-based FEM at the microscopic scale, a bi-material boundary value reference problem with analytical solution is considered. This problem, shown in Fig. 11 , is treated with the plane strain assumption. The material constants in Ω 1 and Ω 2 are chosen as E 1 = 1 GPa; ν 1 = 0.25 and E 2 = 10 GPa; ν 2 = 0.3 respectively. The boundary conditions are imposed as u 1 = 10 −3 x 1 , u 2 = 10 −3 x 2 on the boundary Γ 2 . The exact radial (u r ), hoop (u θ ) displacements, radial (ε rr ), hoop (ε θθ ) strains, radial (σ rr ) and hoop (σ θθ ) stresses are available in [36] .
For the sake of simplicity, we extract a square domain (W = H = 2, a = 0.4, b = 2.0) from the model in Fig. 11 as a computational model. The exact tractions deduced using the exact σ rr and σ tt , are imposed on the boundary of this domain. Meanwhile, appropriate displacement constrains are considered to avoid rigid body motions. In order to study the accuracy of X-FEM and voxel-based FEM, a convergence study is conducted using uniform mesh with element size h = W/2 n (n = 3, 4, 5, 6, 7, 8 respectively). The where u h is FE approximation solution and u ex is the exact solution. Fig. 12 shows the evolution of this global error as a function of the mesh size. It can be seen that the X-FEM convergence rate (alpha=0.9065 indicates the rate of convergence with respect to the average element size) nearly reaches the optimal finite element convergence (alpha=1). This result is consistent with the convergence rate reported in [29] where it was noticed that the accuracy of X-FEM with a non-conforming mesh was very close to a conforming FEM. Meanwhile, voxel-based FEM exhibits a fairly poor convergence rate (alpha=0.5548). Although the error norm defined in Eq. (12) is a global norm, the main contribution to this error norm is produced by the elements near the material interface. The exact error contributions with mesh n = 6 depicted in Fig. 13 , indicates the distribution of the local error. From this comparison, it is evident that X-FEM benefits a very smaller local error than voxel-based FEM near material interface.
Another way to assess the models accuracy consists in comparing local stress results to the analytical solution. This is performed first for Von-Mises stress. At the material interface, this stress is discontinuous: there is a jump from the value of 2.15 MPa in Ω 1 , to 23.9 MPa in Ω 2 , thus the comparison should not be conducted just here (i.e. r = a). Instead it is made in the domain Ω 2 near the material interface (i.e. r = 1.04a and θ ∈ [0, π 2 ]). The results are presented in Fig. 14 for two mesh densities. Note that constant stress state is obtained within each triangle element as a linear interpolation is used. For the coarsest one (n=4), due to the jagged interface of the voxel-based model, some parts of the model at r = 1.04a belong to Ω 1 , which explains the value of 2.15 MPa obtained at some points. Generally the geometrical error decreases as the mesh is refined as shown in Fig. 14b for the cases of X-FEM and conforming FEM. However, in Fig. 14b for the voxel-based model, significant oscillations are still observed, which has also been reported in [5, 15] . In addition, for voxel-based models, the region of significant influence of jagged interfaces may vary for different mesh densities (i.e different topologies). This explains why the fluctuation for voxel-based models is maximal near θ = 0 and θ = 90 for n = 7 in Fig. 14b , but around θ = 30 and θ = 60 for n = 4 in Fig. 14a . Thus the mesh refinement of the voxel-based model will not necessarily improve the local accuracy as reported in [41] . Despite oscillations also exist for X-FEM and conforming FEM models, they appear to be small versus voxel-based models and their accuracy is improved with mesh refinement.
To evaluate the local accuracy a step further, the distribution of σ 11 is also compared in Fig. 15 where the element size is h = W/2 7 (i.e. n = 7). For comparison purpose, the same configuration 3 of contour plot of stress distribution is employed for the four cases in Fig. 15 . Consequently, the finite elements with stress values out of the exact min-max range around the material interfaces will be hidden. Clearly, more element are hidden for the case of voxel-based FEM, but not for the X-FEM and conforming FEM. The resulting stress distributions for X-FEM and conforming FEM are quite similar. Meanwhile, voxel-based FEM exhibits fairly worst stress distribution along the material interface, overestimated on one side and underestimated on the other side. The minimum and maximum of σ 11 for different mesh densities are also given in Tab. 1. It implies that the X-FEM and conforming FEM do converge to the exact minimum and maximum stresses (min=4.3088, max=31.4394, in MPa) for mesh refinement, but not the voxel-based FEM.
In summary, this example shows that the validation of voxel-based model must be assessed through careful considerations with regard to local quantities. Nevertheless, the voxel-based FEM might still be employed if quantities of interest are macroscopic physical properties.
Numerical examples
In this section, three different 2D and 3D RVE geometries are considered: (i) matrixfiber composite with randomly distributed fibers which is numerically generated; (ii) 2D stellite and (iii) 3D foam materials. Among them, the first example is conducted with a randomly generated geometry, while the two last examples involve real materials. Note however that in all these examples, the starting point of the geometry is an image. These [22] . In the present paper, besides X-FEM, voxel-based FEM and conforming FEM are used. In each case, the comparison between X-FEM and voxel-based FEM is conducted, taking conforming FEM solutions as the reference ones. Besides accuracy, the computational cost of XFEM/levelset and the voxel-based FEM will also be investigated in the following.
Random fiber composite
The elastic as well as inelastic response of composite material is strongly influenced by its microstructure. Many random models characterizing the micro-morphology of real materials based on the statistical description are available. In this work, a randomlydistributed fiber image is generated using the random field approach (see [31] ) in order to compare apparent properties computed from different approaches.
Numerical results
The random model image (W = H = 512 pixels) depicted in Fig. 16a is considered using X-FEM, voxel-based FEM and conforming FEM (element size h = W/2 n , n = 6, 7, 8, 9) . The solution of conforming FEM with n = 9 is referred to as the reference solution.
Fibers are assumed to be unidirectional with volume fraction 28.3%. The Poisson's ratios are both fixed to ν i = ν m = 0.3 and the Young's moduli are taken as E i = {0.001, 0.1, 10, 1000} and E m = 1 respectively. KUBC are imposed, since the geometry is not periodic. The aim here is to compare apparent properties provided by the three numerical models for a given homogenization approach, rather than to discuss the choice of the best homogenization approach in terms of accuracy of apparent properties. These apparent elastic properties are obtained as a function of mesh size and are reported in Fig. 17 and Fig. 18 . For macroscopic properties, it is shown that the bulk and shear moduli computed from X-FEM are similar to those obtained from conforming FEM. The small oscillations that appear in the shear modulus when E i /E m = 10. are linked to the fact that the volumic fraction of the inclusions do not converge monotonously to its limit value. For instance, coarser mesh cannot represent accurately the geometry as mesh size is close to the dimension of the inclusions (2.5 elements across the diameter in the case of the coarser one). This uncertainty on the geometry is propagated to the volumic fraction, and thus to the mechanical behavior. The conclusion here is thus the same as the one-fiber case discussed in Section 4.1. Consequently, some elements with the values out of this range will be hidden. A sample of a ceramic-metallic composite 24% TiC-Stellite reported in [13] is also considered in this study as shown in Fig. 19 (image resolution W = 716, H = 790). The material properties of the two isotropic phases are taken as E s = 183 GPa, ν s = 0.3 (Young's modulus and Poisson's ratio of the phase stellite) and E t = 447 GPa, ν t = 0.19 (phase TiC ). Since the material studied here can not be considered as a periodic medium, KUBC are imposed on the sample. X-FEM and voxel-based FEM are employed to solve the boundary value problem under plane stress assumption in order to consistent with the numerical simulation reported in [13] . For this composite, since the heterogeneities of the microstructure are clustered in some regions, the octree mesh in Fig. 20 is used in this example. To demonstrate the accuracy of octree mesh solution, four meshes are studied: uniform voxel-based mesh, uniform X-FEM mesh, octree voxel-based mesh, octree X-FEM mesh. For uniform meshes, element size is set to h = W/2 n , n = 6, 7, 8, 9, 10 . For octree mesh, the finest level (near the material interface) has the same element size as uniform mesh, while the mesh is coarser as one moves away from the material interface, see e.g. Fig. 20 .
The homogenization computations are carried out on the same RVE as adopted in [13] . The reported effective Young's modulus is approximately 226 GPa in literature. The resulting apparent Young's moduli in this study for different mesh sizes are shown in Tab. 2 and in Fig. 21 . It is shown that the two methods provide the effective Young modulus of the reference. With the use of octree mesh, one can significantly decrease the number of degrees of freedom (see Tab. 3), and thus leading to a low computational cost. The relative error of apparent Young's modulus between the uniform mesh and octree mesh is actually about 1%, as shown in Fig. 21 . Due to extra degrees of freedom Figure 20 : (a) X-FEM octree adaptive mesh (b) Zoomed X-FEM octree adaptive mesh (c) Voxel-based octree adaptive mesh at enriched nodes for X-FEM, it will lead to a slightly higher computational cost than voxel-based mesh for a fixed mesh density. However, X-FEM usually requires a coarse mesh density than voxel-based FEM for a given accuracy, see Fig. 9 or Fig. 17 . 
A real 3D foam material
In order to show the capabilities of the X-FEM/levelset approach in 3D, a real foam material is now considered. The material microstructure is shown in Fig. 22 , the size of the image being 128 × 256 × 256. This image was obtained from a sample of a cereal solid food [14] . The material is constituted with a void phase and an elastic phase, the constants of the latter being taken as E m = 5.8 GPa, ν m = 0.35. The octree meshing strategy as shown in Fig. 23 (the 1/16 part of the whole model) is used in this example to decrease the computational cost, but still preserving an accurate geometrical representation. In this section we will focus on the comparison between the voxelbased FEM and X-FEM/levelset approach for micro quantities corresponding to the localization problem with KUBC approach. In this 3D example, the image has been segmented using the levelset approach presented in Section 2.1. Thus we have a convenient strategy to directly build the voxel-based mesh from the X-FEM mesh. The levelset value is known at each node of X-FEM mesh, accordingly each element can be identified by the following two cases: (i) all the nodal levelset values are positive (resp. negative), the element will be identified as void phase (resp. matrix phase); (ii) positive and negative levelset values co-exist, which indicates that the material interface crosses the element. For case ii, a criterion is introduced to determine whether the element belongs to the matrix phase or not, based on the sign of the levelset value at the element center. If this sign is negative, this element is assigned to the matrix phase. It has been checked that this criterion provides a geometrical (a) X-FEM octree mesh 64X64X64 (b) One slice of 3D levelset Figure 23 : The octree mesh for 3D model model with a matrix volume fraction very close to that of the X-FEM mesh (the relative difference is below 1%). As mentioned above, an octree based mesh is used here and the size of the smallest elements corresponds to the voxel size.
Numerical results
The displacements results are analyzed first. In order to highlight microscopic values, the following localization step is performed
where u(x) is the KUBC solution on the RVE. This localization process allows an extraction of microscopic displacement fluctuations. The displacement norm of u micro is shown in Fig. 24 for a unit macroscopic strain loading. As it follows from Fig. 24a and c, X-FEM holds smooth interfaces owing to the piece-wise linear levelset representation despite using non-conforming mesh (e.g. structured or octree-based). Voxel-based models exhibit jagged interfaces as shown in Fig. 24b and d . In addition, there exist significant topological discrepancies between the geometrical model and voxel-based model. For instance, some connected region are lost for the voxel-based FEM model, as reported in [39, 25] . Similarly, for the stress comparison in Fig. 25 , they bear different stress distributions near material interfaces. For this example, it is hard to evaluate the accuracy. However, from the study in Fig. 15 , one observed that for voxel-based FEM the stress is either overestimated or underestimated in some regions near the material interface, and in this simulation, one can notice that X-FEM and voxel-based FEM capture quite different maximum Von-mises stresses, see Tab. 4. Furthermore, distributions of the displacement field obtained by the two approaches appear quite similar, which was also reported in [41] . 
Concluding remarks
This paper aimed to compare the classical voxel-based FEM to the X-FEM/levelset approach developed by the authors [22] . Voxel-based models are widely used mainly because they can be automatically generated from images. This can be done also with the X-FEM/levelset approach, thanks to the X-FEM which allows a non conforming mesh. With voxel based models, the boundary surfaces are jagged, which results from the image digitization. These surfaces can be smoothed, see e.g. [5, 9, 4] , but this requires ad-hoc algorithms and hand made operations. By contrast, the X-FEM/levelset model exhibits smoother boundaries from the piece-wise linear representation of the levelset . This means a major difference with the voxel-based model and as it was shown in this paper, it provides to the X-FEM/levelset model a better geometrical accuracy than the voxel-based model. This has several consequences for the solution of homogenization problems, which can be observed at macro and micro scales. The first one is that any geometrical approximation leads to errors in the volume fraction of material constituents. Consequently this error propagates to the homogenized properties and the use of voxel-based models requires high resolution images in order to control this geometrical error. This error being less important for the X-FEM/levelset model, more accurate results can be obtained starting from an image with a lower resolution than that taken for the voxel-based model. For micro quantities such as the local stresses, the results have shown oscillations and convergence problems for the voxelbased model near the jagged material interface. Better accuracy was obtained with a X-FEM/levelset model, which increases as the mesh is refined. In summary, we have shown through various examples the better numerical efficiency of the X-FEM/levelset approach than the voxel-based FEM.
It has been illustrated for a 2D example that X-FEM/levelset approach is comparable to conforming FEM in terms of micro-and macro-quantities. For the 3D foam example, such comparison has not been performed because it requires a smoothing of the voxel-based geometry. However 3D results given in [29] for a spherical inclusion show that the convergence rate of the X-FEM is very close to the conforming FEM. Due to the enriched dofs, X-FEM bears a higher computational cost than conforming FEM. But the key advantage of the X-FEM is that a structured mesh independent of the geometry can be used. Instead it is challenging and time-consuming to generate a conforming mesh, especially for materials with complex 3D microstructures. Thus, X-FEM exhibits a very good computational efficiency, without any meshing effort.
An octree-based adaptive strategy was considered in numerical examples to keep maximal geometrical accuracy while decreasing the computational cost. However, this strategy was quite crude (and purely geometrical). A straightforward improvement could be obtained by considering the curvature as a criterion for mesh adaptation. Otherwise, the multiple levelset approach proposed by [38] could also be used as a mean to represent accurately complex geometries on coarse meshes. Finally, an alternative strategy has been presented recently. It is based on the use of a high-order approximation whose mesh support is independent of the support of the levelset [8, 23, 24] . 35 
