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Abstract
The constant rank constraint qualification introduced by Janin in 1984 for nonlinear programming has been exten-
sively used for sensitivity analysis, global convergence of first- and second-order algorithms, and for computing the
derivative of the value function. In this note we discuss naive extensions of constant rank type constraint qualifications to
second-order cone programming, which is based on the Approximate-Karush-Kuhn-Tucker necessary optimality condi-
tion for this problem and on the application of the reduction approach. Our definitions are strictly weaker than Robinson’s
constraint qualification, and an application to the global convergence of an augmented Lagrangian algorithm is obtained.
Regarding previous attempts to extend constant rank constraint qualifications to second-order cone programming, we
show a counter-example to the definitions presented in [Y. Zhang, L. Zhang, New Constraint Qualifications and Optimal-
ity Conditions for Second Order Cone Programs. Set-Valued Var. Anal (2019) 27:693–712].
Keywords: Constraint qualifications; Optimality conditions; Second-order cone programming; Global convergence.
1 Introduction
In this paper we investigate constraint qualifications (CQs) for second-order cone programming. In particular, we are
interested in constant rank CQs as defined first in [12] and later extended in [7, 6, 14, 16] in the context of nonlinear
programming. In particular, the definition in [12] gained some notoriety for its ability to compute the derivative of the
value function, a result known to hold at the time only under Mangasarian-Fromovitz CQ [18]. Also, the definition
from [12] includes naturally the case of linear constraints, which does not follow under Mangasarian-Fromovitz CQ. The
ability to handle redundant constraints (in particular, linear ones) in the case of nonlinear programming is a powerful
modeling tool that frees the model builder from the fear of including them without a preprocess. Actually, the effort of
finding which constraints are redundant may be equivalent to the effort of solving the problem.
A first attempt for defining constant rank CQs for second-order cone programming has been published in [19]. How-
ever, here we show a counter-example that invalidates all the results established therein.
Upon further investigation, we acknowledge that all of our attempts to define a suitable extension of constant rank
CQs to the context of second-order cone programming have failed. However, for second-order cones, the constraints
on the cone boundary can be reformulated as standard nonlinear programming constraints using the reduction approach.
Therefore, a second-order cone programming problem can be thought of as a combination of standard equality and
nonlinear programming inequalities together with conic constraints that hold in a solution at the vertex of a second-order
cone. Hence, despite our inability of dealing with the true conic constraints, the Approximate-Karush-Kuhn-Tucker
(AKKT) [4] necessary optimality condition, recently extended to second-order cones [3], can be easily used to handle
the nonlinear programming constraints. This allows obtaining CQs analogous to those defined in [7, 6, 12, 14, 16].
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Analogous definitions of [12, 14] are independent of Robinson’s CQ, while analogues of [7, 6, 16] are strictly weaker
than Robinson’s CQ.
Since several algorithms are expected to generate AKKT sequences (this is the case, for instance, of the augmented
Lagrangian algorithm of [3]), a relevant corollary of our analysis is that all CQs introduced in this paper can be used to
prove global convergence of these algorithms to a KKT point.
This paper is organized as follows. In Section 2, we briefly introduce constant rank CQs for nonlinear programming.
In Section 3, we revisit constraint qualifications for second-order cone programming, including a counter-example to the
results in [19]. Section 4 is devoted to the AKKT approach. In Section 5, we introduce and explain our new CQs. Finally,
our conclusions are presented in Section 6.
Notation: For a continuously differentiable function g : Rn → Rm, we denote Jg(x) the m× n Jacobian matrix of
g at x, for which the j-th row is given by the transposed gradient ∇g j(x)
T of the j-th component function g j : R
n →
R, j = 1, . . . ,m. Any finite-dimensional space Rm is equipped with its standard Euclidean inner product 〈x,y〉 := xT y =
∑mj=1 x jy j . Then, given a closed convex cone K ⊆Rm, we denote its polar by K◦ := {v∈Rm | 〈v,y〉 ≤ 0,∀y∈ K}. Finally,
we adopt the following standard conventions on the empty set /0: the sum over an empty index set is null (i.e., ∑ /0 = 0)
and /0 is linearly independent (considered as the basis of the trivial linear space {0}).
2 Constant rank-type CQ conditions in nonlinear programming
Consider the following nonlinear programming problem (NLP):
Minimize f (x),
s.t. hi(x) = 0, i= 1, . . . , p, (1)
g j(x)≤ 0, j = 1, . . . ,q,
where f ,hi,g j : R
n → R are continuously differentiable functions. We denote by A(x) := { j ∈ {1, . . . ,q} | g j(x) = 0},
the set of indexes of active inequality constraints at a feasible point x.
It is well known that at a local minimizer x∗, it holds that −∇ f (x∗) ∈T (x∗)◦, where T (x∗) denotes the (Bouligand)
tangent cone to the feasible set at x∗ (see, e.g., [15, Theorem 12.8]). However, since the tangent cone is a geometric
object, this necessary optimality condition is not always easy to manipulate. For this reason, one considers the linearized
cone, which is defined as follows:
L (x∗) :=
{
d ∈ Rn | ∇hi(x∗)T d = 0, i= 1, . . . , p; ∇g j(x∗)T d ≤ 0, j ∈ A(x∗)
}
.
Its polar may be computed via Farkas’ Lemma, obtaining:
L (x∗)◦ =
{
v ∈ Rn
∣∣∣∣∣ v=
p
∑
i=1
λi∇hi(x
∗)+ ∑
j∈A(x∗)
µ j∇g j(x
∗),µ j ≥ 0, j ∈ A(x∗)
}
.
Hence, when T (x∗)◦ = L (x∗)◦, this geometric optimality condition takes the form of the usual, much more tractable,
Karush-Kuhn-Tucker conditions. Vectors (λi,µ j) above are called Lagrange multipliers associated with x
∗, and the set
of all these vectors is denoted by Λ(x∗) in this manuscript.
A constraint qualification (CQ) is a condition that ensures the equality T (x∗)◦ = L (x∗)◦. One of the most used CQ
in the NLP literature is the well-known Linear Independence Constraint Qualification (LICQ), which states the linearly
independence of the set of gradients {∇hi(x∗)}pi=1 ∪{∇g j(x∗)} j∈A(x∗). LICQ ensures not only the existence, but also the
uniqueness of the Lagrange multiplier (see, e.g., [15, Section 12.3]). Several weaker CQs have been defined for NLP. In
this paper, we are interested in constant rank-type ones as first introduced by Janin in [12]. Recall that in the NLP setting,
we say that the Constant Rank Constraint Qualification (CRCQ) holds at a feasible point x∗ if there exists a neighborhood
V of x∗, such that for every subset I ⊆ {1, . . . , p}, J ⊆ A(x∗), the rank of {∇hi(x),∇g j(x); i ∈ I, j ∈ J} remains constant
for all x ∈V . CRCQ is clearly weaker than LICQ.
Note that requiring only constant rank of the full set of gradients {∇hi(x)}pi=1 ∪{∇g j(x)} j∈A(x∗) (which is known as
the Weak Constant Rank (WCR) property) is not a CQ, as shown in [8]. The necessity of considering every subset of this
set of gradients may be seen from the definition of the linearized cone. Indeed, given d ∈L (x∗), the relevant index set of
inequality constraints gradients is given by J = Jd := { j ∈ A(x∗) |∇g j(x∗)T d = 0}, which cannot be chosen in advance if
we only consider the point x∗. However, this suggests that there is no need to consider subsets of indexes for the equality
constraints, that is, it is enough to fix I = {1, . . . , p}. This condition, called Relaxed-CRCQ (RCRCQ), has been shown
to be a CQ in [13]. This condition reads as follows: RCRCQ holds at a feasible point x∗ if there exists a neighborhood
V of x∗, such that for every subset J ⊆ A(x∗), the rank of {∇hi(x),∇g j(x); i ∈ {1, . . . , p}, j ∈ J} remains constant for all
x ∈V .
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It turns out that the idea behind the construction of RCRCQ can be also extended to inequality constraints. One
seeks at characterizing a single index set J which is relevant of having the constant rank property. This set consists
of the indexes of gradients defining the subspace component of L (x∗)◦, which is given by its lineality space. More
precisely, the lineality space of L (x∗)◦, defined as the largest linear space contained in L (x∗)◦, is in this case given
by L (x∗)◦ ∩−L (x∗)◦. So, a gradient ∇g j(x∗) belongs to L (x∗)◦ ∩−L (x∗)◦ if, and only if, −∇g j(x∗) ∈ L (x∗)◦.
Thus, for J = J−(x∗) := { j ∈ A(x∗) | −∇g j(x∗) ∈L (x∗)◦}, we say that the Constant Rank of the Subspace Component
(CRSC) CQ holds at a feasible point x∗ if there exists a neighborhood V of x∗, such that the rank of {∇hi(x),∇g j(x); i ∈
{1, . . . , p}, j ∈ J−(x∗)} remains constant for all x ∈ V . It was proved in [6] that CRSC is sufficient for the existence of
Lagrange multipliers at a local minimizer.
CQ conditions discussed above in the NLP context have multiple applications. For instance, RCRCQ was used to
compute the derivative of the value function in [14], as well as to prove the convergence of a second-order augmented
Lagrangian algorithm to second-order stationary points in [5]. CRSC was shown to be sufficient for proving first-order
global convergence of several algorithms while also implying the validity of an error bound property (cf. [6]). Noteworthy,
under CRSC, all inequality constraints in the set J−(x∗) behave locally as equality constraints, in the sense that they are
active at any feasible point in a neighborhood of x∗. Therefore, we strongly believe that the extension of these notions to a
conic framework, in particular, to second-order cone programming, may have a major impact in stability and algorithmic
theory for conic programming.
3 Constraint qualifications conditions in second-order cone program-
ming
Let us consider the second-order cone programming (SOCP) problem as follows:
Minimize f (x),
s.t. hi(x) = 0, i= 1, . . . , p, (2)
g j(x) ∈ Km j , j = 1, . . . , ℓ,
where the second-order cones are denoted by Km j = {(z0,z) ∈ R×Rm j−1 | z0 ≥ ‖z‖} when m j > 1, and Km j = R+
otherwise.
We say that the Karush-Kuhn-Tucker (KKT) conditions hold for problem (2) at a feasible point x∗ if there exists
λ ∈ Rp, µ j ∈ Km j , j = 1, . . . , ℓ, such that
∇xL(x
∗,λ ,µ) = ∇ f (x∗)+Jh(x∗)Tλ −
ℓ
∑
j=1
Jg j (x
∗)T µ j = 0, (3)
〈µ j,g j(x∗)〉= 0, j = 1, . . . , ℓ. (4)
Here, L(x,λ ,µ) := f (x)+〈λ ,h(x)〉−∑ℓj=1〈µ j,g j(x)〉 is the standard Lagrangian function for problem (2), and ∇xL(x,λ ,µ)
denotes the gradient of L at (x,λ ,µ) with respect to x. As usual, the set of all Lagrange multipliers (λ ,µ) associated with
x∗, such that (3)–(4) are fulfilled, is denoted by Λ(x∗).
As in NLP, one needs to assume a suitable CQ in order to ensure the existence of Lagrange multipliers associated
with a local minimizer. In what follows, we recall the elements needed to define these CQs in the SOCP context.
The topological interior of Km j , denoted by int(Km j ), and the positive boundary denoted by bd
+(Km j ), are respectively
defined by
int(Km j ) := {(z0,z) ∈ R×Rm j−1 | z0 > ‖z‖},
bd+(Km j ) := {(z0,z) ∈ R×Rm j−1 | z0 = ‖z‖> 0}.
Thus, given a feasible point x∗, we introduce the index sets:
Iint(x
∗) := { j ∈ {1, . . . , ℓ} | g j(x∗) ∈ int(Km j )},
IB(x
∗) := { j ∈ {1, . . . , ℓ} | g j(x∗) ∈ bd+(Km j )},
I0(x
∗) := { j ∈ {1, . . . , ℓ} | g j(x∗) = 0}.
Moreover, the complementarity condition (4) can be equivalently written as
µ j ◦g j(x∗) = 0, j = 1, . . . , ℓ, (5)
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where the operation ◦ is defined for any couple of vectors y= (y0, y¯) and s= (s0, s¯), with the same dimension, as follows:
y◦ s =
( 〈y,s〉
y0s¯+ s0y¯
)
.
For more details about this operation, its algebraic properties and its relation with Jordan algebras, see [1, Section 4] and
references therein.
From (5), it is easy to check that complementarity condition is equivalently written in terms of the above-mentioned
index sets as follows:
µ j = 0 if j ∈ Iint(x∗), µ j = α jRm jg j(x∗), for some α j ≥ 0, if j ∈ IB(x∗), (6)
and no condition on µ j can be inferred when j ∈ I0(x∗). Here, Rm is an m×m diagonal matrix whose first entry is 1
and the remaining ones are −1. Consequently, KKT conditions at x∗ can be characterized as the existence of λ ∈ Rp,
µ j ∈ Km j , j ∈ I0(x∗), and α j ≥ 0, j ∈ IB(x∗), such that
∇ f (x∗)+Jh(x∗)Tλ − ∑
j∈I0(x∗)
Jg j (x
∗)T µ j− ∑
j∈IB(x∗)
α j∇φ j(x
∗) = 0, (7)
where
φ j(x) :=
1
2
([g j(x)]
2
0−‖g j(x)‖2) for all j ∈ IB(x∗).
Indeed, it is straightforward to check that ∇φ j(x) = Jg j (x)
TRm jg j(x) and multipliers µ j for all j 6∈ I0(x∗) are recovered
from (6).
The use of mappings φ j is a consequence of applying the reduction approach to problem (2). Actually, condition (7)
is simply KKT conditions at point x∗ for a locally equivalent version of problem (2) for which constraints g j(x) ∈ Km j
are replaced by φ j(x)≥ 0 when j ∈ IB(x∗), and are omitted when j ∈ Iint(x∗). For the sake of completeness, this reduced
equivalent problem is explicitly stated here below:
Minimize f (x),
s.t. hi(x) = 0, i= 1, . . . , p, (8)
g j(x) ∈ Km j , j ∈ I0(x∗),
φ j(x)≥ 0, j ∈ IB(x∗).
Despite its apparent simplicity in the SOCP setting, the reduction approach is a key tool in conic programming. It
permits obtaining first- and second-order optimality conditions, to simplify some well-known CQs, among other crucial
properties. See [10, Section 3.4.4] and [9, Section 4] for more details. Throughout this article we will use KKT condition
(7) and problem (8) to adapt CQ conditions from NLP to the SOCP setting (2).
One of the most used (and strong) condition to guarantee the existence of a Lagrange multiplier at a local minimizer
x∗ is the nondegeneracy condition. Thanks to the reduction approach (cf. [10, Equation 4.172]), this condition can be
equivalently defined as follows:
Definition 3.1. Let x∗ be a feasible point of (2). Consider all the row vectors of the matrices Jh(x∗) and Jg j (x∗), j ∈ I0(x∗)
together with the row vectors ∇φ j(x
∗)T , j ∈ IB(x∗). We say that nondegeneracy holds at x∗ when these vectors are linearly
independent.
The nondegeneracy condition implies the existence and uniqueness of a Lagrange multiplier at a local minimizer x∗,
and the reciprocal is true provided that (x∗,λ ,µ) (with (λ ,µ) ∈ Λ(x∗)) is strictly complementary, that is, g j(x∗)+ µ j ∈
int(Km j ) for all j = 1, . . . , ℓ; see [10, Proposition 4.75]. Thus, nondegeneracy is the analogue of LICQ from nonlinear
programming. Note that there are other definitions of nondegeneracy, e.g. [1, Definition 18] and [9, Definition 16].
However, all these definitions coincide in the case of SOCP problem (2). We address the reader to [9, Section 4] for more
details about nondegeneracy in the context of SOCP.
As LICQ in NLP, nondegeneracy condition is often considered too strong. For this reason, one typically assumes a
weaker condition, called Robinson’s CQ, which was originally defined in [17] for a general conic setting. In our SOCP
setting, we can use characterizations given in [10, Proposition 2.97, Corollary 2.98 and Lemma 2.99] and obtain the
following equivalent definition:
Definition 3.2. Let x∗ be a feasible point of (2). We say that Robinson’s CQ holds at x∗ if
Jh(x
∗)Tλ −
ℓ
∑
j=1
Jg j (x
∗)T µ j = 0 and λ ∈ Rm, µ j ∈ Km j , 〈µ j,g j(x∗)〉= 0, j = 1, . . . , ℓ
⇒ λ = 0 and µ j = 0, j = 1, . . . , ℓ.
(9)
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As in NLP, when x∗ is assumed to be a local solution of (2), Robinson’s CQ (9) is equivalent to saying that the set of
Lagrange multipliers Λ(x∗) is nonempty and compact (cf. [10, Props. 3.9 and 3.17]). In this sense, condition (9) can be
seen as an extension of Mangasarian-Fromovitz CQ in NLP to the SOCP setting (2) (but written in a dual form).
Thanks to (6), condition (9) can be rewritten as follows:
Jh(x
∗)Tλ + ∑
j∈I0(x∗)
Jg j (x
∗)T µ j+ ∑
j∈IB(x∗)
α j∇φ j(x
∗) = 0,
λ ∈ Rm,µ j ∈ Km j , j ∈ I0(x∗); α j ≥ 0, j ∈ IB(x∗)
⇒ λ = 0,µ j = 0, j ∈ I0(x∗); α j = 0, j ∈ IB(x∗).
(10)
As we will see in the forthcoming sections, condition (10) best fits our analysis.
Note that (10) can be interpreted as a conic linear independence of the (transposed) Jacobians and gradients involved
in its definition. Indeed, given some convex and closed cones C j , we say that a set of matrices V j is Π jC j-linearly
independent if
∑
j
V js j = 0 and − s j ∈C◦j for all j ⇒ s j = 0 for all j.
Then, (10) coincides with the {0p}×Π j∈I0(x∗)Km j ×R
|IB(x∗)|
+ -linear independence of matrices: Jh(x
∗)T , Jgi(x∗)T with
j ∈ I0(x∗), and ∇φ j(x∗) with j ∈ IB(x∗). Here, 0p denotes the null vector in Rp. Moreover, when C j = R+ for all j in
the definition above (and consequently, each matrix V j is simply a column vector), Π jC j-linear independence coincides
with the well-known positive linear independence. Then, condition (10) reminds us the characterization of Mangasarian-
Fromovitz CQ condition as the positive linear independence of the gradients of active constraints (after replacing each
equality constraint hi(x) = 0 by two inequalities hi(x) ≥ 0 and hi(x) ≤ 0). It is also interesting to note that {0p}×
Π j=1,...,ℓKm j -linear independence of matrices Jh(x
∗)T and Jgi (x∗)T with j = 1, . . . , ℓ, is strictly stronger than Robinson’s
CQ (9). This again shows how useful is the reduction approach for our analysis. Given the analyzed above, when
Robinson’s CQ fails, we say that the corresponding matrices in (10) are conic linearly dependent.
In [19], the authors present an extension of CRCQ (also of RCRCQ and CRSC) for the second-order cone program-
ming problem (2) with p= 0. It reads as follows:
Definition 3.3. The Constant Rank Constraint Qualification (CRCQ) as defined in [19] holds at a feasible point x∗ if
there exists a neighborhood V of x∗ such that for any index sets J1 ⊆ I0(x∗) and J2 ⊆ IB(x∗), the family of all rows of
Jg j (x), j ∈ J1 and ∇φ j(x)T , j ∈ J2 has constant rank for all x ∈V .
Recall that CRCQ is not comparable withMangasarian-Fromovitz CQ condition in NLP, in the sense that no condition
implies the other one. So, we cannot expect CRCQ, introduced in Definition 3.3, to be comparable with Robinson’s CQ
(9) (or its equivalent form (10)). However, by other means, the analysis presented below shows that Definition 3.3 does
not correspond to a CQ for SOCP (2).
As discussed before, when j ∈ IB(x∗), the conic constraint g j(x) ∈ Km j can be locally replaced by the nonlinear
constraint φ j(x) ≥ 0, which is active at x∗. Note also that for j ∈ I0(x∗) such that Km j is one-dimensional, the constraint
g j(x)∈Km j is also a standard nonlinear constraint. Hence, the particularity of a second-order cone lies on the fact that one
may have a “multi-dimensionally active” constraints g j(x
∗) = 0, which must be treated accordingly. The first impression
one has when reading Definition 3.3 is that there is no special treatment for these active constraints. In particular, one
would expect some regularity to be assumed for each cone Km j when j ∈ I0(x∗). For instance, for all J1 ⊆ I0(x∗), one
would be expected to consider constant rank of gradients in a set indexed by every subset Ii ⊆ {1, . . . ,mi}, for i ∈ J1.
To emphasize this last point, let us consider problem (2) with p = 0 and a single second-order cone, that is, ℓ = 1, with
constraint g(x) ∈ Km1 . Let x∗ be a feasible point such that g(x∗) = 0. According to Definition (3.3), CRCQ holds at x∗
when the set of vectors given by all rows of Jg(x) has constant rank, i.e., the full set of gradients {∇g0(x), . . . ,∇gm1−1(x)}
has constant rank, and no subset of these vectors is considered.
Despite these considerations, the example given below in Section 3.1 shows that even a strengthen definition of
CRCQ, that takes this into account, is not a constraint qualification. This thus invalidates all the results proved in [19].
Therein, the authors also propose a definition for RCRCQ and CRSC, which, being weaker than their definition of CRCQ,
are not CQs either. In particular, the definition of RCRCQ is done in such a way that only the full set of all gradients in
I0(x
∗) is considered, while every subset J2 ⊆ IB(x∗) is considered (namely, J1 is taken to be fixed and equal to I0(x∗) in
Definition 3.3). However, it is easy to see that this is not a CQ, since when one considers only one-dimensional cones,
and consequently (2) reduces to a nonlinear programming problem, RCRCQ reads identical to WCR, which is not a CQ.
Our counter-example is discussed in the sequel.
5
3.1 Counter-example
Consider the following problem of one-dimensional variable:
Minimize f (x) =−x,
s.t. g(x) ∈ K2, (11)
with
g(x) =
(
g0(x)
g1(x)
)
:=
(
x
x+x2
)
.
The unique feasible point is x∗ = 0, thus, it is a global solution. Since g(x∗) = 0, the KKT conditions for this case are
given by
−1−µ0−µ1 = 0, (12)
with µ = (µ0,µ1)
T ∈ K2, that is, µ0 ≥ |µ1|. Thus, (12) can not hold and the KKT conditions fail. On the other hand
Jg(x) =
(
1
1+2x
)
for all x. In particular, ∇g0(x) = 1 and ∇g1(x) = 1+2x for all x. Thus, all subsets of gradients
{∇g0(x)},{∇g1(x)},{∇g0(x),∇g1(x)}
have constant rank equal to 1 for all x near x∗. This shows that the previous attempts of defining CRCQ were wrong.
We next briefly point out the possible mistake in the approach followed in [19]. It is based on the proof of RCRCQ
from [13], which is also similar to [2]. It is shown therein that L (x∗)⊆ T (x∗), for adapted definitions of linearized and
tangent cones for second-order cone programming, by means of applying an implicit function-type theorem (Lyusternik’s
theorem [11]). This theorem allows constructing a suitable tangent curve and can be applied provided the constant rank
assumption holds true. However, in the NLP context, when constraint g j(x
∗) = 0 is analyzed, direction d ∈L (x∗) must
be orthogonal to the gradient ∇g j(x
∗) in order to ensure the existence of a tangent curve to {x | g j(x) = 0} along the
direction d. This seems to be ignored in [19].
4 The approximate-KKT approach
For the nonlinear programming problem (1), the following Approximate-KKT (AKKT) necessary optimality condition [4]
is well known:
Theorem 4.1. Let x∗ be a local minimizer of (1). Then, there exist sequences {xk} ⊂ Rn, {λ k} ⊂ Rp, {µk} ⊂ Rq+ such
that xk → x∗ and
∇ f (xk)+
p
∑
i=1
λ ki ∇hi(x
k)+ ∑
j∈A(x∗)
µkj ∇g j(x
k)→ 0. (13)
Note that this does not require any constraint qualification at all and the sequence of approximate Lagrange multipliers
{(λ k,µk)}may be unbounded. If the sequence has a bounded subsequence, one may take a convergent subsequence such
that the KKT conditions hold. In the unbounded case, one may defineMk :=max{|λ ki |, i= 1, . . . , p;µkj , j ∈ A(x∗)}→+∞
and divide the left-hand side expression in (13) by Mk. Thus, one may take an appropriate subsequence such that
λ k
Mk
→ λ and µ
k
i
Mk
→ µi ≥ 0, i ∈ A(x∗),
obtaining the existence of vectors λi, i= 1, . . . , p;µ j ≥ 0, j ∈ A(x∗), not all equal to zero, satisfying
p
∑
i=1
λi∇hi(x
∗)+ ∑
j∈A(x∗)
µ j∇g j(x
∗) = 0.
That is, the gradients of equality constraints and active inequality constraints are positive linearly dependent. This pro-
vides a simple proof for the existence of Lagrange multipliers under the Mangasarian-Fromovitz CQ (MFCQ). A very
similar argument shows that the set of Lagrange multipliers at x∗ is bounded if, and only if MFCQ holds.
In order to go beyond MFCQ in nonlinear programming, one relies on the well-known Carathe´odory’s Lemma, as
stated in [13]:
Lemma 4.1. Let v1, . . . ,vp+q ∈ Rn be such that {vi}pi=1 are linearly independent. Consider scalars βi, i = 1, . . . , p+
q, and denote y := ∑
p+q
i=1 βivi. Then, there exist J ⊆ {p+ 1, . . . , p+ q} and scalars βˆi, i ∈ {1, . . . , p} ∪ J, such that
{vi}i∈{1,...,p}∪J are linearly independent, βi > 0 implies βˆi > 0, for all i ∈ J, and y= ∑i∈{1,...,p}∪J βˆivi.
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Thus, in order to prove that CRCQ (and its weaker variants) is a CQ for the nonlinear programming problem (1), we
apply Carathe´odory’s Lemma to (13). This yields
∇ f (xk)+ ∑
i∈Ik
λ˜ ki ∇hi(x
k)+ ∑
j∈Jk
µ˜kj ∇g j(x
k)→ 0,
with Ik ⊆ {1, . . . , p}, Jk ⊆ A(x∗), µ˜kj ≥ 0, j ∈ Jk , and such that the vectors of the set {∇hi(xk)}i∈Ik ∪ {∇g j(xk)} j∈Jk
are linearly independent for all k. Here, by the pigeonhole principle and passing to a subsequence if necessary, index
subsets Ik and Jk can be taken as fixed and not depending on k. Then, the AKKT approach described above is similarly
followed. It is worth to emphasize here that the application of Carathe´odory’s Lemma preserves the sign of the candidate
to multipliers, that is, µ˜kj has the same sign than µ
k
j . This is a crucial step which is not easily extended to the conic case.
For second-order cone programming (2), an extension of the AKKT necessary optimality condition has been proved
in [3]:
Theorem 4.2. Let x∗ be a local minimizer of (2). Then, there exist sequences {xk} ⊂ Rn, {λ k} ⊂ Rp, {µkj } ⊂ Km j , j ∈
I0(x
∗), {αkj } ⊂ R+, j ∈ IB(x∗) such that xk → x∗ and
∇ f (xk)+Jh(x
k)Tλ k− ∑
j∈I0(x∗)
Jg j (x
k)T µkj − ∑
j∈IB(x∗)
αkj ∇φ j(x
k)→ 0. (14)
In order to mimic the AKKT approach explained above to second-order cone programming, one would like to have
an extension of Carathe´odory’s Lemma that permits rewriting a linear combination of elements, for which the scalars
belong to a second-order cone, by only using a linear independent subset of those elements and such that the new scalars
still belong to the cone. However, this is not possible in general as the following examples show.
Example 4.1. Take v= β0v0+β1v1+β2v2, with (β0,β1,β2) :=(
√
2,1,1)∈K3, v0 =
(
1
1
)
, v1 =
(
1
0
)
, v2 =
(
1
0
)
.
There is no way of rewriting v using new scalars (βˆ0, βˆ1, βˆ2) ∈ K3 such that βˆi = 0 for some i= 0,1,2.
Even assuming more regularity, a conic variant of Carathe´odory’s Lemma seems not possible to obtain.
Example 4.2. Take v= β0v0+β1v1+ γ0w0+ γ1w1 with (β0,β1) := (1,1) ∈ K2, (γ0,γ1) := (1,1) ∈ K2, and vectors
v0 =

 11
−1

, v1 =

 10
0

, w0 =

 01
0

, and w1 =

 00
1

.
It is not possible to rewrite v with new scalars (βˆ0, βˆ1) ∈ K2, (γˆ0, γˆ1) ∈ K2 in such a way that at least one component
vanishes. Note that both {v0,v1} and {w0,w1} are linearly independent sets, but the necessity of dealing with the product
of two second-order cones makes it impossible to fulfill the desired property.
5 A proposal of constraint qualifications for second-order cones
Following the previous discussion, we present a “naive” formulation of constant rank constraint qualifications for the
second-order cone programming problem (2).
Definition 5.1. Let x∗ be a feasible point of problem (2) and I ⊆ {1, . . . , p} be such that {∇hi(x∗)}i∈I is a basis of the
linear space generated by vectors {∇hi(x∗)}pi=1. We say that the Relaxed Constant Positive Linear Dependence (RCPLD)
condition holds at x∗ when, for all J ⊆ IB(x∗), there exists a neighborhood V of x∗ such that:
• {∇hi(x)}pi=1 has constant rank for all x in V ;
• if the system
∑
i∈I
λi∇hi(x
∗)+ ∑
j∈I0(x∗)
Jg j (x
∗)T µ j+ ∑
j∈J
α j∇φ j(x
∗) = 0,
λi ∈ R, i ∈ I; µ j ∈ Km j , j ∈ I0(x∗); α j ≥ 0, j ∈ J,
has a non-zero solution (λi,µ j,α j), then vectors {∇hi(x)}i∈I ∪{∇φ j(x)} j∈J are linearly dependent for all x in V .
The definition above takes into account our inability to relax Robinson’s CQ for cones Km j with j ∈ I0(x∗). Indeed,
note that in the case when IB(x
∗) = /0 and no equalities are considered (i.e., p = 0), RCPLD coincides with Robinson’s
CQ (9). This is an immediate consequence of the adopted convention that states that the empty set is always a linear
independent set. On the other hand, we are aware that Definition 5.1 is unnecessarily strong when m j = 1 for an index
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j ∈ I0(x∗). Indeed, in such case, the associated inequality g j(x) ∈ Km j corresponds to an inequality constraint of the form
g j(x) ≥ 0, which is active at x∗. Hence, RCPLD definition can be slightly modified to take this situation into account as
follows: define A(x∗) := { j ∈ I0(x∗) | m j = 1}, and remove those index from I0(x∗), that is, set I˜0(x∗) := I0(x∗)\A(x∗).
Indexes in A(x∗) can thus be treated similarly to those in IB(x∗). So, by defining φ j(x) := g j(x) when j ∈ A(x∗), a slightly
weaker version of RCPLD can be obtained by replacing I0(x
∗) by I˜0(x∗) and IB(x∗) by IB(x∗)∪A(x∗) in Definition 5.1.
Since this modification has no consequence in the proof of Theorem 5.1, we do not include it in its statement.
The point raised in the last paragraph explains why Definition 5.1 is considered a “naive” extension of a constant
rank-type condition. Before proving that RCPLD is a CQ for problem (2), we make further observations related to this
point.
Remark 5.1. a) When we choose J = /0 in Definition 5.1, we necessarily obtain that there is no non-zero solution (λi,µ j),
with i ∈ I and j ∈ I0(x∗), to the system:
∑
i∈I
λi∇hi(x
∗)+ ∑
j∈I0(x∗)
Jg j (x
∗)T µ j = 0 and λi ∈ R, i ∈ I; µ j ∈ Km j , j ∈ I0(x∗).
This is equivalent to saying that Robinson’s CQ holds at x∗ for the constrained set Γ0 := {x | hi(x) = 0, i ∈ I, g j(x) ∈
Km j , j ∈ I0(x∗)}. So, RCPLD ensures that Robinson’s CQ is fulfilled at x∗ for the active set Γ0. Actually, by using the
slight modification discussed above, we can exclude standard nonlinear constraints from I0(x
∗), and conclude that it
only implies the weaker condition: Robinson’s CQ holds at x∗ for the constrained set Γ˜0 := {x | hi(x) = 0, i ∈ I, g j(x) ∈
Km j , j ∈ I0(x∗), m j > 1}.
b) Consider the case when problem (2) reduces to NLP (1), that is, I˜0(x
∗) = /0 and IB(x∗) = /0. Then, RCPLD in
Definition 5.1 reduces to the respective definition for nonlinear programming [7]. In particular, by enlarging the system
to include α j ∈R, j ∈ J, instead of only considering α j ≥ 0, j ∈ J, the definition reduces to an equivalent characterization
(see [7]) of RCRCQ: For all J ⊆ A(x∗), the set {∇hi(x)}pi=1 ∪{∇φ j(x)} j∈J has constant rank for all x in a neighborhood
of x∗. The latter also explains why RCPLD, given in Definition 5.1, is considered a constant rank-type condition for
problem (2).
Theorem 5.1. Let x∗ be a feasible point of problem (2) satisfying the AKKT condition (14) and RCPLD. Then, the KKT
conditions hold at x∗. In particular, RCPLD is a constraint qualification.
Proof. AKKT condition (14) ensures the existence of sequences {xk} ⊂Rn, {λ k} ⊂Rp, {µkj } ⊂Km j , j ∈ I0(x∗), {αkj } ⊂
R+, j ∈ IB(x∗), such that xk → x∗ and
∇ f (xk)+
p
∑
i=1
λ ki ∇hi(x
k)− ∑
j∈I0(x∗)
Jg j (x
k)T µkj − ∑
j∈IB(x∗)
αkj ∇φ j(x
k)→ 0.
By the constant rank assumption on the equality constraints, and the definition of I, we may rewrite ∑
p
i=1 λ
k
i ∇hi(x
k) =
∑i∈I λ˜ ki ∇hi(x
k) for new scalars λ˜ ki ∈R, i∈ I, such that vectors {∇hi(xk)}i∈I are linearly independent. Applying Carathe´odory’s
Lemma, for each k, we get Jk ⊆ IB(x∗) and new scalars λˆ ki ∈ R, i ∈ I, αˆkj ≥ 0, j ∈ Jk , such that
∇ f (xk)+∑
i∈I
λˆ ki ∇hi(x
k)− ∑
j∈I0(x∗)
Jg j (x
k)T µkj − ∑
j∈Jk
αˆkj ∇φ j(x
k)→ 0, (15)
and vectors {∇hi(xk)}i∈I ∪{∇φ j(xk)} j∈Jk are linearly independent. By the pigeonhole principle, without loss of gener-
ality we can consider subsequences, which are renamed as the original ones, for which sets Jk are the same for all k. This
set is denoted by J.
Define Mk := max{|λˆ ki |, i ∈ I;‖µki ‖, i ∈ I0(x∗); αˆ j, j ∈ J}. If {Mk} is bounded, any accumulation point of {λˆ ki , i ∈
I;µki , i ∈ I0(x∗); αˆ j, j ∈ J} (after replacing by 0 the values for indexes that are neither in I, nor in J) satisfies (7). Hence,
x∗ is a KKT point of (2). Otherwise, Mk →+∞, and we divide the left-hand side expression in (15) by Mk, considering
convergent subsequences such that
− λˆ
k
i
Mk
→ λi ∈ R, i ∈ I;
µkj
Mk
→ µ j ∈ Km j , j ∈ I0(x∗);
αˆkj
Mk
→ α j ≥ 0, j ∈ J, with (λi,µ j,α j) 6= 0,
and obtaining
∑
i∈I
λi∇hi(x
∗)+ ∑
j∈I0(x∗)
Jg j (x
∗)T µ j+ ∑
j∈J
α j∇φ j(x
∗) = 0.
Then, since vectors {∇hi(xk)}i∈I ∪{∇φ j(xk)} j∈J are linearly independent, this contradicts the definition of RCPLD.
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Exact definition of RCPLD in nonlinear programming can be consulted in [7]. The definition of CRCQ [12], RCRCQ
[14], and CPLD [16] may be analogously extended. They are omitted. We only introduce the extension of CRSC [6] for
this SOCP setting, since its definition is more involving and differs from its nonlinear programming counterpart. For the
sake of completeness, the definition of CRSC considers sets I˜0(x
∗) and A(x∗). To prove that CRSC is a CQ is enough to
follow the proof of Theorem 5.1, so it is omitted.
Definition 5.2. Let x∗ be a feasible point of (2) and J−(x∗)⊆ IB(x∗)∪A(x∗) be defined as
J−(x∗) :=
{
j0 ∈ IB(x∗)∪A(x∗)
∣∣∣−∇φ j0(x∗) = p∑
i=1
λi∇hi(x
∗)+ ∑
j∈IB(x∗)∪A(x∗)
α j∇φ j(x
∗),
for some λi ∈ R,α j ≥ 0
}
.
Set J+(x
∗) := IB(x∗)∪A(x∗)\J−(x∗). We also define I⊆{1, . . . , p} and J⊆ J−(x∗) such that {∇hi(x∗)}i∈I∪{∇φ j(x∗)} j∈J
is a basis of the linear space generated by {∇hi(x∗)}pi=1 ∪ {∇φ j(x∗)} j∈J−(x∗). We say that the Constant Rank of the
Subspace Component (CRSC) condition holds at x∗ when there exists a neighborhood V of x∗ such that:
• {∇hi(x)}pi=1 ∪{∇φ j(x)} j∈J−(x∗) has constant rank for all x in V ;
• the system
∑
i∈I
∇hi(x
∗)λi+ ∑
j∈I˜0(x∗)
Jg j (x
∗)µ j+ ∑
j∈J∪J+(x∗)
∇φ j(x
∗)α j = 0,
λi ∈ R, i ∈ I; µ j ∈ Km j , j ∈ I˜0(x∗); α j ∈ R, j ∈ J; α j ≥ 0, j ∈ J+(x∗),
has only the trivial solution (λi,µ j,α j) = 0.
Note that when I˜0(x
∗) = /0, the second requirement in the definition of CRSC always holds [6].
As said above, both definitions, RCPLD and CRSC, are “naive” in the sense that they do not improve on Robinson’s
CQ regarding multi-dimensional cones at zero. That is, when all constraint indexes belong to I˜0(x
∗), both definitions
coincide with Robinson’s CQ (9). However, the example below shows that RCPLD and CRSC are strictly weaker than
Robinson’s CQ:
Example 5.1. Consider the constraint set defined by
g(x) := (g0(x),g1(x)) := (x,x) ∈ K2,
where x is one-dimensional. Clearly, x∗ = 1 is feasible and the single constraint is in the boundary, i.e. IB(x∗) is the
only nonempty index set. Reduced constraint is such that φ(x) := 12 (g0(x)
2−g1(x)2) = 0 for all x. Then, it follows that
∇φ(x∗) = 0 and consequently, Robinson’s CQ fails. However, ∇φ(x) = 0 for all x, which implies that RCPLD holds.
CRSC also holds by noting that the reduced constraint belongs to the index set J−(x∗), however, the empty set is a basis
for the linear space generated by the constraint gradient, that is, J = /0.
6 Conclusion
We have presented a naive definition of constant rank constraint qualifications for second-order cone programming. The
definition is naive in the sense that no improvement is made with respect to multi-dimensionally active constraints, where
our definitions resumes to Robinson’s CQ. However, in general, our definitions are strictly weaker than Robinson’s CQ.
In order to present a definition that takes into account the cones at zero, with additional regularity for each cone, we
expect that a much more involving implicit function approach or Approximate-KKT approach would be needed. We note
that since the augmented Lagrangian algorithm from [3] generates an AKKT sequence for the SOCP problem (2), the
CQs we define are sufficient for showing global convergence to a KKT point without assuming Robinson’s CQ.
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