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Abstract
Two one parameter families of iterative methods for the simultaneous determination of simple zeros
of algebraic polynomials are presented. The construction of these families are based on a one parameter
family of the third order for finding a single root of nonlinear equation f (x) = 0. Some previously derived
simultaneous methods can be obtained from the presented families as special cases. We prove that the local
convergence of the proposed families is of the order four. Numerical results are included to demonstrate the
convergence properties of considered methods.
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1. Introduction
The aim of this paper is to present two new families of iterative methods for the simultaneous
determination of all simple (real or complex) zeros of algebraic polynomials. These families are
based on the one parameter family of the third order methods for finding a single root of nonlinear
equation f (x) = 0, proposed recently in [1]. The new methods are derived using two different
approaches in finding derivatives of the rational function
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Wi(z) = P(z)
/ n∏
j=1
j /=i
(z − zj ),
where P is an algebraic polynomial of degree n and z1, . . . , zn are distinct real or complex
numbers. Evidently, the function Wi(z) has the same zeros as the polynomial P . Considering
Wi(z) instead of P in the employed iterative formula, the problem of finding zeros of P reduces
to the determination of zeros of the function Wi(z). This approach increases the convergence
order from three to four and, at the same time, provides simultaneous computation of all zeros
of the polynomial P . The proofs of convergence theorems use a technique similar to the one
presented, for instance, in [2,3].
In Section 2 we give some auxiliary relations necessary for the construction of presented
families. In Section 3 we derive a one parameter family of simultaneous methods which use
derivatives and prove that all methods have the order of convergence equals four. Next, we
construct derivative free family and prove that its order is four (Section 4). Some previously
derived fourth order methods are obtained from these families as special cases. To demonstrate
the convergence behavior of the proposed families, several numerical examples are included in
Section 5.
2. Some prelimary results
Let f be a real single-valued function of a real variable, possessing a certain number of
continuous derivatives in the neighborhood of a real simple zero ξ . In order to solve nonlinear
equation f (x) = 0, Gutiérrez and Hernández [1] considered the iterative formula
xˆ = x − f (x)
f ′(x)
(
1 + 1
s(x) − α
)
, (1)
where α is a real parameter and
s(x) = 2f
′(x)2
f (x)f ′′(x)
. (2)
Here x is a current approximation and xˆ is a new approximation to a zero of f . In general, the
symbolˆwill be used in this paper to denote subsequent approximations. The family (1) converges
cubically and includes, for example, Halley’s method (α = 1) and Chebyshev–Euler’s method
(α = 0). If |α| is very large, then the methods (1) behave as Newton’s method
xˆ = x − f (x)
f ′(x)
of the second order. For this reason, one should avoid the choice of large parameter α in the
presented iterative formulae.
Let P(z) = zn + a1zn−1 + · · · + an−1z + an(ai ∈ C) be an algebraic polynomial with the
zeros ζ1, . . . , ζn and let different complex numbers z1, . . . , zn be their approximations. Let us
define the polynomial L(z) = ∏nj=1(z − zj ). Then, using the development to partial fractions
P(z) − L(z)
L(z)
=
n∑
j=1
Kj
z − zj , Kj =
P(z) − L(z)
L′(z)
∣∣∣
z=zj
= P(zj )∏n
j=1
j /=i
(zi − zj ) =: Wj,
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we obtain
P(z)=
⎛⎝ n∑
j=1
Wj
z − zj + 1
⎞⎠ n∏
j=1
(z − zj ) =
n∏
j=1
j /=i
(z − zj )
⎛⎜⎝Wi+(z − zi)
⎛⎜⎝1+ n∑
j=1
j /=i
Wj
z − zj
⎞⎟⎠
⎞⎟⎠ .
(3)
This representation of P can be also obtained using the Lagrange interpolation. Dividing the last
identity by
∏
j /=i (z − zj ), we find
Wi(z) = P(z)∏n
j=1
j /=i
(z − zj )︸ ︷︷ ︸
F(1)
= Wi + (z − zi)
⎛⎜⎝1 + n∑
j=1
j /=i
Wj
z − zj
⎞⎟⎠
︸ ︷︷ ︸
F(2)
(i ∈ In), (4)
where we set Wj(zj ) = Wj and In = {1, . . . , n}. We have two equivalent forms F(1) and F(2)
of the function z → Wi(z).
Introduce the following abbreviations
δk,i = P
(k)(zi)
P (zi)
, Gk,i =
n∑
j=1
j /=i
Wj
(zi − zj )k , Sk,i =
n∑
j=1
j /=i
1
(zi − zj )k (k = 1, 2).
The derivatives of Wi(z) can be found using either (4)-F (1) or (4)-F (2), see [4]. In the first case
(F (1)) we use logarithmic derivatives and obtain
W ′i (z)
Wi(z)
∣∣∣∣
z=zi
= δ1,i − S1,i ,
Wi
′′(z)
Wi′(z)
∣∣∣∣
z=zi
= δ1,i − S1,i +
δ2,i − δ21,i + S2,i
δ1,i − S1,i . (5)
Starting from formula (4)-F (2), it is easy to find
W ′i (zi) = 1 +
n∑
j=1
j /=i
Wj
zi − zj = 1 + G1,i , W
′′
i (zi) = −2
n∑
j=1
j /=i
Wj
(zi − zj )2 = −2G2,i . (6)
Remark 1. Since the values W ′i (zi)/Wi(zi) and W ′′i (zi)/W ′(zi) are uniqueness but expressed
in two different ways (5) and (6), from (5) and (6) we obtain the following interesting identities:
δ1,i − S1,i = 1 + G1,i
Wi
(first notified in [5]) and
δ1,i − S1,i +
δ2,i − δ21,i + S2,i
δ1,i − S1,i = −
2G2,i
1 + G1,i .
We observe that the polynomial P and the function Wi(z) have the same zeros. For this reason,
the problem of simultaneous finding all zeros of P can be reduced to the determination of zeros
of Wi(z). We first rearrange the iterative formula (1) to the form
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zˆi = zi − Wi(zi)
Wi′(zi)
(
1 + 1
s(zi) − α
)
, (7)
where
s(zi) = 2Wi
′(zi)2
Wi(zi)Wi ′′(zi)
= 2Wi
′(zi)
Wi(zi)
·
(
Wi
′′(zi)
Wi′(zi)
)−1
. (8)
We can substitute (5) or (6) in (7), which provides the construction of two families of simultaneous
methods for the approximation of all zeros of the polynomial P .
Throughout the paper we will always assume that n  3. Besides, for simplicity, we will write∑
j /=i instead of
∑n
j=1
j /=i
.
3. Family of simultaneous methods with derivatives
Substituting the derivatives given by (5) in (7) and (8), we construct the following one parameter
family:
zˆi = zi − 1
δ1,i − S1,i
(
1 + (δ1,i − S1,i )
2 − δ21,i + δ2,i + S2,i
2(δ1,i − S1,i )2 − α((δ1,i − S1,i )2 − δ21,i + δ2,i + S2,i )
)
(i ∈ In), (9)
or in the shorter form
zˆi = zi − 1
Fi
(
1 + F
2
i − Hi
2F 2i − α(F 2i − Hi)
)
(i ∈ In), (10)
where we put
Fi = δ1,i − S1,i , Hi = δ21,i − δ2,i − S2,i .
Let us note that the iterative formula (10) is more convenient in practical realization.
If α = 0, from the family (9) we obtain the simultaneous method
zˆi = zi − 12(δ1,i − S1,i )
[
3 + δ2,i − δ
2
1,i + S2,i
(δ1,i − S1,i )2
]
(i ∈ In),
proposed by Sakurai and Petkovic´ [6]. For α = 1 the family (9) gives the fourth order method
zˆi = zi − 2(S1,i − δ1,i )
δ2,i − 2δ21,i + 2S1,iδ1,i + S2,i − S21,i
(i ∈ In),
derived by Sakurai et al. [7]. If α → ∞, then the family (9) reduces to the third order Ehrlich–
Aberth method (53) presented in Section 4.
Let us introduce
d = min
1i,jn
j /=i
|ζi − ζj |, q = 3n
d
.
The convergence analysis of the family (10) requires some assertions given in the following
lemma.
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Lemma 1. Let z1, . . . , zn be distinct approximations to the zeros ζ1, . . . , ζn and let ui = zi −
ζi, uˆi = zˆi − ζi, where zˆ1, . . . , zˆn are approximations produced by the iterative method (10). If
the inequalities
|ui | < d3n =
1
q
(i = 1, . . . , n) (11)
hold and α ∈ {−21.5, 25}, then
(i) |uˆi |  q3n−1 |ui |3
∑
j /=i |uj | (i ∈ In);
(ii) |uˆi | < d3n = 1q (i ∈ In).
Proof. Using the triangular inequality and (11), we estimate
|zi − ζj | = |(zi − ζi) + (ζi − ζj )|  |ζi − ζj | − |zi − ζi | > d − d3n
= (3n − 1)d
3n
= 3n − 1
q
, (12)
|zi − zj | |zi − ζj | − |ζj − zj | > 3n − 1
q
− 1
q
= 3n − 2
q
. (13)
Let us introduce
Bi =
∑
j /=i
uj
(zi − ζj )(zi − zj ) , Ci =
∑
j /=i
(2zi − ζj − zj )uj
(zi − ζj )2)(zi − zj )2 . (14)
Then
Fi = δ1,i − S1,i = 1
ui
(1 − Biui) (15)
and
Hi = δ21,i − δ2,i − S2,i =
1
u2i
(1 − Ciu2i ). (16)
By substituting (15) and (16) in (10), we obtain
uˆi = zˆi − ζi = ui − 1
Fi
(
1 + F
2
i − Hi
2F 2i − α(F 2i − Hi)
)
= u
3
i
[
(3 − 2α)B2i − Ci + (α − 2)B3i ui + αBiCiui
]
(1 − Biui)
[
2 + 2(α − 2)Biui − (α − 2)B2i u2i − αCiu2i
] (i ∈ In). (17)
Starting from the expressions for Bi and Ci given by (14), by using (12) and (13) we estimate
|Bi | =
∣∣∣∣∣∣
∑
j /=i
uj
(zi − ζj )(zi − zj )
∣∣∣∣∣∣ 
∑
j /=i
|uj |
|zi − ζj ||zi − zj | <
∑
j /=i
|uj |
3n−1
q
· 3n−2
q
= q
2
(3n − 1)(3n − 2)
∑
j /=i
|uj |,
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wherefrom, by (11),
|Bi | < (n − 1)q
(3n − 1)(3n − 2) . (18)
The use of (12) and (13) yields
|Ci | 
∣∣∣∣∣∣
∑
j /=i
uj
(
1
(zi − ζj )2(zi − zj ) +
1
(zi − ζj )(zi − zj )2
)∣∣∣∣∣∣
<
∑
j /=i
|uj |
⎛⎜⎝ 1(
3n−1
q
)2 · 3n−2
q
+ 1
3n−1
q
·
(
3n−2
q
)2
⎞⎟⎠
= (6n − 3)q
3
(3n − 1)2(3n − 2)2
∑
j /=i
|uj |,
whence, by (11),
|Ci | < (n − 1)(6n − 3)q
2
(3n − 1)2(3n − 2)2 . (19)
Let N(1)i be the expression in the bracket of the numerator of (17), and let D(1)i be the denominator
of (17), that is,
N
(1)
i = (3 − 2α)B2i − Ci + (α − 2)B3i ui + αBiCiui
and
D
(1)
i = (1 − Biui)
[
2 + 2(α − 2)Biui − (α − 2)B2i u2i − αCiu2i
]
.
By virtue of (18) and (19) we obtain
|N(1)i |  |3 − 2α||Bi |2 + |Ci | + |α − 2||Bi |3|ui | + 2|Bi ||Ci ||ui |
<
|3 − 2α|(n − 1)q3
(3n − 1)2(3n − 2)2
∑
j /=i
|uj | + (6n − 3)q
3
(3n − 1)2(3n − 2)2
∑
j /=i
|uj |
+ |α − 2|(n − 1)
2q3
(3n − 1)3(3n − 2)3
∑
j /=i
|uj | + |α|(n − 1)(6n − 3)q
3
(3n − 1)3(3n − 2)3
∑
j /=i
|uj |
= q
3
n − 1
[ |3 − 2α|(n − 1)2
(3n − 1)2(3n − 2)2 +
(6n − 3)(n − 1)
(3n − 1)2(3n − 2)2
+ |α − 2|(n − 1)
3
(3n − 1)3(3n − 2)3 +
|α|(n − 1)2(6n − 3)
(3n − 1)3(3n − 2)3
]∑
j /=i
|uj |.
The expression in the bracket attains the maximum for n = 3 so that
|N(1)i | <
q3
n − 1 ·
1
3136
(
4|3 − 2α| + 30 + |α − 2|
7
+ 15|α|
14
)∑
j /=i
|uj |. (20)
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Using (11), (18) and (19) we find
|D(1)i |  (1 − |Bi ||ui |)
(
2 − 2|α − 2||Bi ||ui | − |α − 2||Bi |2|ui |2 − |α||Ci ||ui |2
)
>
(
1 − n − 1
(3n − 1)(3n − 2)
)[
2 − |α − 2|(n − 1)
(3n − 1)(3n − 2)
(
2 + n − 1
(3n − 1)(3n − 2)
)
− |α|(n − 1)(6n − 3)
(3n − 1)2(3n − 2)2
]
.
The minimum of the expression on the right hand side is obtained for n = 3 giving
|D(1)i | >
27
28
(
2 − 57
784
|α − 2| − 15
1568
|α|
)
. (21)
Let us introduce a real function α → ω1(α) by
ω1(α) =
1
3136
(
4|3 − 2α| + 30 + 17 |α − 2| + 1514 |α|
)
27
28
(
2 − 57784 |α − 2| − 151568 |α|
) .
Then, taking into account the bounds for |N(1)i | and |D(1)i | given by (20) and (21), respectively,
we obtain from (17)
|uˆi |  q
3|ui |3ω1(α)
n − 1
∑
j /=i
|uj | (i ∈ In). (22)
We find that ω1(α) < 1 for α ∈ {−21.5, 25}. Therefore, from (22) it follows
|uˆi |  q
3|ui |3
n − 1
∑
j /=i
|uj | (i ∈ In), (23)
which proves the assertion (i) of Lemma 1.
Using the condition (11), from the inequality (23) we obtain
|uˆi | < q
3(1/q)3
n − 1 ·
n − 1
q
<
1
q
(i ∈ In)
and the assertion (ii) is proved. 
For arbitrary iteration index m the family of simultaneous methods (10) can be represented in
the form
z
(m+1)
i = z(m)i −
1
F
(m)
i
⎛⎝1 + [F (m)i ]2 − H(m)i
2[F (m)i ]2 − α
(
[F (m)i ]2 − H(m)i
)
⎞⎠
(i ∈ In, m = 0, 1, 2, . . .). (24)
The superscript index m indicates that all quantities are calculated at the points z(m)1 , . . . , z
(m)
n .
Let z(0)1 , . . . , z
(0)
n be reasonably close approximations to the zeros ζ1, . . . , ζn of the polynomial
P , and let
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u
(m)
i = z(m)i − ζi, u(m) = max1in |u
(m)
i |,
where z(m)1 , . . . , z
(m)
n are approximations obtained in the mth iterative step by the family (24).
Theorem 1. Let α ∈ {−21.5, 25} and let the inequalities
|u(0)i | <
d
3n
= 1
q
(i = 1, . . . , n) (25)
hold. Then the family of methods (24) is convergent with the convergence order equal to four.
Proof. Starting from the condition (25) (which coincides with (11)) and using the assertion (i) of
Lemma 1, we come to the following inequalities:
|u(1)i | 
q3
n − 1 |u
(0)
i |3
∑
j /=i
|u(0)j | <
1
q
(i ∈ In),
which means that the implication
|u(0)i | <
d
3n
= 1
q
⇒ |u(1)i | <
d
3n
= 1
q
is valid (see, also, the assertion (ii) of Lemma 1). We can prove by induction that the condition
(25) implies
|u(m+1)i | 
q3
n − 1 |u
(m)
i |3
∑
j /=i
|u(m)j | <
1
q
(i ∈ In) (26)
for each m = 0, 1, . . . Replacing |u(m)i | = t (m)i /q in (26), we get
t
(m+1)
i 
(t
(m)
i )
3
n − 1
∑
j /=i
t
(m)
j (i ∈ In). (27)
Let t (m) = max1in t(m)i . By virtue of (25), the inequalities t (0)i = q|u(0)i | < 1 hold for all i =
1, . . . , n. Successive application of the inequalities of this type to (27) brings t (m)i < 1 for all
i ∈ In and m = 1, 2, . . . According to this we get from (27)
t
(m+1)
i  (t
(m)
i )
3t (m)  (t(m))4(i ∈ In). (28)
From (28) and having in mind that (25) implies t (m)i < 1 (i ∈ In,m = 0, 1, . . .), we infer that
the sequences {t (m)i } (i ∈ In) converge to 0, which means that the sequences {|u(m)i |} are also
convergent, that is z(m)i → ζi (i ∈ In). Finally, from (28) we conclude that the family of methods
(24) has the convergence order equal to four. 
4. Derivative free family of simultaneous methods
In this section we construct another family of simultaneous methods which do not use deriva-
tives of the polynomial P . Substituting the derivatives given by (6) in (7) and (8), we derive the
following one parameter family:
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zˆi = zi − Wi1 + G1,i
(
1 − WiG2,i
(1 + G1,i )2 + αWiG2,i
)
(i ∈ In), (29)
which includes the following two particular cases. Putting α = 0 in (29) we obtain the method
zˆi = zi − Wi1 + G1,i
(
1 − WiG2,i
(1 + G1,i )2
)
(i ∈ In),
proposed by Petkovic et al. [8]. If α = 1, then (29) becomes to the iterative formula
zˆi = zi − Wi(1 + G1,i )
(1 + G1,i )2 + WiG2,i (i ∈ In),
defining the method derived by Ellis and Watson [9]. If α → ∞, then the family (29) reduces to
the third order Börsch-Supan method (54) presented at the end of this section.
Let us introduce
Qi =
∑
j /=i
Wj
ζi − zj , Ti =
∑
j /=i
Wj
(zi − zj )(ζi − zj ) .
Taking z = ζi in (3) and solving the obtained equation in ζi − zi we obtain
ζi = zi − Wi
1 +∑j /=i Wjζi−zj = zi −
Wi
1 + Qi . (30)
From (30) there follows:
Wi = ui(1 + Qi). (31)
We also find
G1,i − Qi =
∑
j /=i
Wj
(
1
zi − zj −
1
ζi − zj
)
= −uiTi, (32)
and
G2,i − Ti =
∑
j /=i
Wj
zi − zj
(
1
zi − zj −
1
ζi − zj
)
= −ui
∑
j /=i
Wj
(zi − zj )2(ζi − zj ) . (33)
Substituting (31) and (32) in (29), we obtain
uˆi = zˆi − ζi = ui − ui(1 + Qi)1 + G1,i +
u2i (1 + Qi)2G2,i
(1 + G1,i )[(1 + G1,i )2 + αWiG2,i]
= ui(G1,i − Qi)
1 + G1,i +
u2i (1 + Qi)2G2,i
(1 + G1,i )[(1 + G1,i )2 + αWiG2,i]
= u
2
i
1 + G1,i
[
(1 + Qi)2G2,i
(1 + G1,i )2 + αWiG2,i − Ti
]
,
that is,
uˆi = u
2
i
1 + G1,i ·
Ri
(1 + G1,i )2 + αWiG2,i , (34)
where
Ri = (1 + Qi)2G2,i − Ti(1 + G1,i )2 − αWiTiG2,i .
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Using (31)–(33) we transform Ri in the following manner:
Ri = (1 + Qi)2G2,i − (1 + Qi)2Ti + (1 + Qi)2Ti − (1 + G1,i )2Ti − αWiTiG2,i
= (1 + Qi)2(G2,i − Ti) + Ti[(1 + Qi)2 − (1 + G1,i )2] − αWiTiG2,i
= −ui(1 + Qi)2
∑
j /=i
Wj
(zi − zj )2(ζi − zj ) + Ti(2+Qi + G1,i )(Qi − G1,i ) − αWiTiG2,i
= −ui(1 + Qi)2
∑
j /=i
Wj
(zi − zj )2(ζi − zj ) + ui(2 + Qi + G1,i )T
2
i − αui(1 + Qi)TiG2,i
= uiN(2)i ,
where we put
N
(2)
i = (2 + Qi + G1,i )Ti
∑
j /=i
Wj
(zi − zj )(ζi − zj ) − (1 + Qi)
2
∑
j /=i
Wj
(zi − zj )2(ζi − zj )
−α(1 + Qi)Ti
∑
j /=i
Wj
(zi − zj )2 .
Returning to (34) we obtain
uˆi = u
3
i N
(2)
i
(1 + G1,i )[(1 + G1,i )2 + αWiG2,i] (i ∈ In). (35)
Lemma 2. Let z1, . . . , zn be distinct approximations to the zeros ζ1, . . . , ζn and let uˆi = zˆi − ζi,
where zˆ1, . . . , zˆn are approximations generated by the iterative method (29). If the inequalities
|ui | < d4n =
1
r
(i = 1, . . . , n) (36)
hold and |α| < 15.5, then
(i) |uˆi |  r3n−1 |ui |3
∑
j /=i |uj | (i ∈ In);
(ii) |uˆi | < d4n = 1r (i ∈ In).
Proof. Using the triangular inequality and (36), we estimate
|zi − ζj |  |ζi − ζj | − |zi − ζi | > d − d4n =
(4n − 1)d
4n
= 4n − 1
r
, (37)
|zi − zj |  |zi − ζj | − |ζj − zj | > 4n − 1
r
− 1
r
= 4n − 2
r
. (38)
First we find the upper bound of |Wj |,
|Wj | = |zj − ζj |
∣∣∣∣∣∣∣
n∏
k=1
k /=j
zj − ζk
zj − zk
∣∣∣∣∣∣∣ = |uj |
∣∣∣∣∣∣∣
n∏
k=1
k /=j
(
1 + zk − ζk
zj − zk
)∣∣∣∣∣∣∣
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
n∏
k=1
k /=j
(
1 + |zk − ζk||zj − zk|
)
< |uj |
n∏
k=1
k /=j
(
1 + 1/r
(4n − 2)/r
)
= |uj |
(
1 + 1
4n − 2
)n−1
,
wherefrom
|Wj | < e1/4|uj | < 1.3|uj |. (39)
Using (36)–(39), we obtain
|G1,i | 
∑
j /=i
|Wj |
|zi − zj | <
∑
j /=i
1.3|uj |
(4n − 2)/r <
1.3(n − 1)/r
(4n − 2)/r
= 1.3(n − 1)
4n − 2  0.26 . . . , (40)
|Qi | 
∑
j /=i
|Wj |
|ζi − zj | <
1.3(n − 1)
4n − 1  0.236 . . . , (41)
|Ti | 
∑
j /=i
|Wj |
|zi − zj ||ζi − zj | <
∑
j /=i
1.3|uj |
4n−2
r
· 4n−1
r
= 1.3r
2
(4n − 1)(4n − 2)
∑
j /=i
|uj |, (42)
wherefrom
|Ti | < 1.3r
2(n − 1)(1/r)
(4n − 1)(4n − 2) < 0.0236r. (43)
Furthermore, we estimate∣∣∣∣∣∣
∑
j /=i
Wj
(zi − zj )2(ζi − zj )
∣∣∣∣∣∣ 
∑
j /=i
|Wj |(
4n−2
r
)2 4n−1
r
<
1.3r3
(4n − 1)(4n − 2)2
∑
j /=i
|uj |, (44)
and
|G2,i | 
∑
j /=i
|Wj |
|zi − zj |2 <
∑
j /=i
|Wj |(
4n−2
r
)2 = 1.3r2(4n − 2)2 ∑
j /=i
|uj |, (45)
wherefrom
|G2,i | < 1.3r
2(n − 1)(1/r)
(4n − 2)2 < 0.026r. (46)
According to (39), (40) and (46) we find the lower bound of modulus of the denominator |D(2)i |
of (35):
|D(2)i |  (1 − |G1,i |)[(1 − |G1,i |)2 − |α||Wi ||G2,i |]
> (1 − 0.26)
[
(1 − 0.26)2 − |α|1.3
r
· 0.026r
]
= 0.405 − 0.025|α|. (47)
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The upper bound of modulus of the numerator |N(2)i | is
|N(2)i |  (2 + |Qi | + |G1,i |)|Ti |
∣∣∣∣∣∣
∑
j /=i
Wj
(zi − zj )(ζi − zj )
∣∣∣∣∣∣
+(1 + |G1,i |)2
∣∣∣∣∣∣
∑
j /=i
Wj
(zi − zj )2(ζi − zj )
∣∣∣∣∣∣+ |α|(1 + |Qi |)|Ti ||G2,i |. (48)
With regard to (40)–(45), from (48) we find
|N(2)i | <
r3
n − 1
[
(2 + 0.236 + 0.26) · 0.0236 · 1.3(n − 1)
(4n − 1)(4n − 2)
+(1 + 0.236)2 · 1.3(n − 1)
(4n − 1)(4n − 2)2
+|α|(1 + 0.236) · 0.0236 · 1.3(n − 1)
(4n − 2)2
]∑
j /=i
|uj |
= r
3
n − 1
[
0.0765(n − 1)
(4n − 1)(4n − 2) +
1.986(n − 1)
(4n − 1)(4n − 2)2 + |α|
0.0379(n − 1)
(4n − 2)2
]∑
j /=i
|uj |.
The expression in the bracket attains its maximum for n = 3 so that
|N(2)i | <
r3
n − 1 (0.005 + 0.000758|α|)
∑
j /=i
|uj |. (49)
According to (47) and (49), from (35) we obtain
|uˆi | =
∣∣∣∣∣u3i N
(2)
i
D
(2)
i
∣∣∣∣∣  r3|ui |3n − 1 ω2(α)∑
j /=i
|uj | (i ∈ In), (50)
where
ω2(α) = 0.005 + 0.000758|α|0.405 − 0.025|α| .
It is easy to check that ω2(α) < 1 for |α| < 15.5 and (50) becomes
|uˆi |  r
3
n − 1 |ui |
3
∑
j /=i
|uj | (i ∈ In), (51)
which completes the proof of the assertion (i) of Lemma 2.
Using the condition (36), from the inequality (51) we obtain
|uˆi | < r
3(1/r)3
n − 1 ·
n − 1
r
<
1
r
and the assertion (ii) is proved. 
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The iterative process defined by (29) can be written as
z
(m+1)
i = z(m)i −
W
(m)
i
1 + G(m)1,i
(
1 − W
(m)
i G
(m)
2,i
(1 + G(m)1,i )2 + αW(m)i G(m)2,i
)
(i ∈ In, m = 0, 1, 2, . . .) (52)
for arbitrary iteration index m.
Theorem 2. Let |α| < 15.5 and let the inequalities
|u(0)i | <
η
4n
= 1
r
(i = 1, . . . , n)
hold. Then the family of methods (52) is convergent with the convergence order equal to four.
We omit the proof of Theorem 2 since it is derived in the same manner as the proof of Theorem
1 by the help of the assertions of Lemma 2.
Remark 2. The sign  stands in Lemmas 1 and 2 and the inequalities (22), (23), (50) and (51)
(instead of <) for the possibility u(m0)i = 0 for some indices i1, . . . , ik and m0 > 0 in the course
of the iterative process.
Remark 3. We choose real parameter α in the iterative formulae (24) and (52). The parameter α
can also be taken to be a complex number satisfying the inequalities ω1(α) < 1 and ω2(α) < 1.
However, such choice does not exert influence on the convergence properties of these methods
and, for simplicity, we always take a real α in practical implementation of the methods (24) and
(52).
Remark 4. The restriction of the values ofα to the ranges {−21.5, 25} (for (24)) and {−15.5, 15.5}
(for (52)) cannot be regarded as a disadvantage. Actually, the large values of α reduce the family
(24) to the third order simultaneous method
zˆi = zi − 1P ′(zi )
P (zi )
−∑nj=1
j /=i
1
zi−zj
(i ∈ In), (53)
known as the Ehrlich–Aberth method [10,11], while the methods of the family (52) behaves as
the cubically convergent method
zˆi = zi − Wi
1 +∑nj=1
j /=i
Wj
zi−zj
(i ∈ In), (54)
proposed by Börsch-Supan in [12]. In other words, large values of α decrease the convergence
speed of the considered families of simultaneous methods.
Remark 5. Theorem 2 can be proved under the same condition (25) as Theorem 1, but under
more restrictive condition |α| < 3.5. This constraint is only of theoretical nature since the above
restriction of the range of α is necessary to provide the validity of some inequalities appearing in
the proof of Lemma 2. However, in practice the convergence behavior of the both methods (24)
and (52) is quite the same, which is expected according to the discussion given in Remark 1.
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5. Numerical examples
The convergence behavior of the proposed families of methods (24) and (52) has been studied
on about 200 algebraic polynomials of various degrees and different distributions of zeros, includ-
ing polynomials with random coefficients. It is worth noting that the formulae (24) and (52) have
the different structure; moreover, the number of operations per iteration is different, see Table 1.
However, following Remark 1, it is clear that these iterative formulae are equivalent for the same
parameter α and evidently produce the same approximations in the course of iterative process.
This will happen only if there is no loss of significant digits of the produced approximations. To
prevent this situation, we have used the programming package Mathematica 5.2 with multiple
precision arithmetic. Taking into account that division is somewhat more expensive operation than
multiplication, from Table 1 we can conclude that the total numbers of flops of the families (24)
and (52) are comparable. Practical experiments showed that both families require approximately
the same CPU time in the implementation on digital computers. From the aforementioned reasons
we can conclude that the families (24) and (52) possess the same convergence properties as well
as the same computationally efficiency.
Among a number of tested algebraic equations, we select three examples for demonstration.
Example 1. The families of iterative methods (24) and (52) were applied for the simultaneous
approximation of the zeros of the polynomial
P(z) = z17 + (2 − 5i)z16 − (4 + 10i)z15 − (38 − 20i)z14 − (111 − 190i)z13
− (116 − 555i)z12 − (14 − 580i)z11 − (1156 − 70i)z10 − (1028 − 5780i)z9
− (896 − 5140i)z8 + (2248 + 4480i)z7 − (70, 576 + 11, 240i)z6
+ (27, 168 + 352, 880i)z5 − (151, 360 + 135, 840i)z4−(390, 400 − 756, 800i)z3
+ (832, 000 + 1, 952, 000i)z2 − (1, 280, 000 + 4, 160, 000i)z + 6, 400, 000i
= (z − 4)(z + 2)(z − 5i)(z2 + 4)(z2 − 2z + 5)(z2 − 4z + 5)
×(z2 + 4z + 8)(z2 − 2z + 2)(z2 + 2z + 10)(z2 + 6z + 10).
The exact zeros of this polynomial are 4,−2, 5i,±2i, 1 ± 2i, 2 ± i,−2 ± 2i, 1 ± i,−1 ± 3i,−3 ±
i. As a measure of accuracy of the obtained approximations, we have calculated Euclid’s norm
e(m) :=‖z(m) − ζ‖2 =
(
n∑
i=1
|z(m)i − ζi |2
)1/2
(m = 0, 1, . . .).
All tested methods have started with the same initial approximations giving e(0) ≈ 0.84. The
entries e(m) (m = 1, 2, 3) are given in Table 2 where A(−q) means A × 10−q .
From Table 2 we observe that the methods of the families (24) and (52) show very fast local
convergence. According to the results of a hundred numerical experiments, the convergence
Table 1
The number of operations in complex arithmetics
Addition and subtraction Multiplication Division
Family (24) 6n2 + n 4n2 + n n2 + 3n
Family (52) 5n2 2n2 + 2n 2n2 + n
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Table 2
Approximations obtained in three iterations by (24) and (52)
α = −10 α = −1 α = 0 α = 1 α = 10 α = 30
e(1) 0.0191 0.0074 0.0063 0.0066 0.039 0.061
e(2) 5.22(−9) 5.64(−11) 2.65(−11) 3.86(−11) 1.06(−7) 3.66(−7)
e(3) 8.00(−35) 7.57(−43) 1.76(−44) 2.10(−42) 9.00(−31) 7.35(−28)
speed of these methods coincides very well with the theoretical results given in Theorems 1 and
2. Numerical experiments show that the best results are obtained for smaller (in magnitude) values
of the parameter α, practically for |α|  4.
Global convergence properties of the proposed families are illustrated through Examples 2 and
3.
Example 2. The families (24) and (52) have been tested in the example of the monic polynomial
P of degree n = 15 given by
P(z) = z15 + (−0.732 + 0.921i)z14 + (0.801 − 0.573i)z13 + (0.506 − 0.713i)z12
+ (−0.670 + 0.841i)z11 + (−0.369 − 0.682i)z10 + (0.177 − 0.946i)z9
+ (−0.115 + 0.577i)z8 + (0.174 − 0.956i)z7 + (−0.018 − 0.438i)z6
+ (0.738 + 0.645i)z5 + (−0.655 − 0.618i)z4 + (0.123 − 0.088i)z3
+ (0.773 + 0.965i)z2 + (−0.757 + 0.109i)z + 0.223 − 0.439i.
The coefficients ai ∈ C of P (except the leading coefficient) have been chosen by the random
generator as Re(ai) = random(x), Im(ai) = random(x), where random(x) ∈ (−1, 1).
As initial approximations we have taken n = 15 complex numbers equidistantly spaced on the
circle of radius R, that is,
z
(0)
k = R exp(iθk), i =
√−1, θk = π
n
(
2k − 3
2
)
(k = 1, . . . , 15) (55)
(see Aberth [10]). We have experimented with various values of R to demonstrate good conver-
gence behavior of the simultaneous methods (24) and (52). In practice, we take the radius given
by
R = 2 max
1λn
|aλ|1/λ (56)
following Henrici’s well known result [13, Corollary 6.4k] that all zeros of the monic polynomial
P(z) = zn + a1zn−1 + · · · + an−1z + an lie inside the disk centered at the origin, with the radius
R given by (56). In our case we calculateR = 2.352, which defines the inclusion circle represented
in Fig. 1 by dashing line. The number of iterations required to satisfy the stopping criterion
max
1kn
|P(z(m)k | < 10−12
is given in Table 3 for various values of the parameter α and several values of the radius R.
To demonstrate the convergence behavior of the methods (24){α=1} and (52){α=1}, we show
graphically in Fig. 1 the convergence of initial approximations equidistantly spaced on the circle
|z| = 4. The approximations are mainly approaching the sought zeros with slight variations. At
the beginning, the method converges linearly but almost straightforwardly toward the exact zeros,
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Table 3
Number of iterations
R = 0.2 R = 1 R = 2 R = 4 R = 10 R = 100
α = −10 15 5 8 12 19 35
α = −1 14 6 7 11 17 31
α = 0 12 6 7 11 16 29
α = 1 13 6 7 10 15 27
α = 10 17 8 8 16 24 44
-4 -2 2 4
-4
-2
2
4
Fig. 1. Trajectories of approximations for α = 1 and R = 4.
showing in several final iterations the quartic convergence. In most cases, including Examples
2,3,4, the approximations continuously aim the targets – sought zeros, in the course of iterat-
ing. In both cases one can observe that approximations are almost radially distributed toward
the aimed zeros. We note that the trajectories on Figs. 1 and 2 are obtained by joining point
approximations.
Example 3. The exact zeros (represented by small circles in Fig. 2) of the polynomial
P(z) = z14 − 4z13 + 5z12 − 16z10 + 64z9 − 80z8 − z6 + 4z5 − 5z4 + 16z2 − 64z + 8
are±2, ±1, ±i, ±2i, ±√2/2 ± i√2/2, 2 ± i. We find by (56) that the disk {z : |z| < 8} contains
all zeros ofP . Using initial approximations determined by (55) withR = 8 (calculated using (56)),
we applied the iterative method (52){α=−2} and constructed the trajectories of approximations
which converge to these zeros, see Fig. 2. We note that at least 16 accurate decimal digits of each
approximation were attained after 16 iterations.
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Fig. 2. Trajectories of approximations generated by the method (52) with α = −2 and R = 8.
Example 4. We tested the polynomial
P(z) = (z − 1.9)(z − 2)(z − 2.1)(z4 − 1)(z2 + 4z + 8)(z2 + 4)(z2 − 9)
which has the cluster {1.9, 2, 2.1}. Initial approximations were chosen according to (55) (see
Example 2) taking R = 4. For various entries of the parameter α we applied the family of methods
(24). In spite of the presence of the cluster, the methods demonstrated satisfactory convergence
behavior and produced approximations with at least 15 correct decimal digits after only eight
iterations. For example, for α = 1 we found the following approximations to the zeros from the
cluster:
1.899999999999999806 − i4.27 × 10−22,
2.0000000000000000000000027 + i3.13 × 10−24,
2.099999999999999928 + i2.85 × 10−23.
The trajectories of approximations in the course of iterative process are displayed in Fig. 3.
Numerical experiments with several clusters showed that the methods of the families (24) and
(52) run with serious efforts; the larger number of clusters and the closer zeros in cluster, the
methods are less efficient and more unreliable. We emphasize that such behavior is demonstrated
by all existing methods with similar structure. The reason lies in the fact that these methods operate
with the differences zi − zj of approximations, appearing in the sums and products involved in
the iterative formulae (see, for example, (24), (52)–(54)). Obviously, these differences become
very small in magnitude in the course of iterative process if zi and zj are approximations to
the very close zeros, which leads to troubles in the computation, sometimes division by zero
appears.
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Fig. 3. Trajectories of approximations generated by the method (24) with α = 1 and R = 4.
The studied methods of the families (24) and (52), similarly as existing iterative methods of
the same type, work very well when the sought zeros are simple and their measure of separation
(given by mini /=j |ζi − ζj | or mini /=j |zi − zj |) is not very small entry. A precise quantitative
measure of separation was considered in details in [13,14,15,16] and, for this reason, we will not
discuss this issue here.
It is well known that a direct application of numerical iterative methods, in general, is not
efficient for the calculation of clusters of zeros without the help of some other auxiliary procedures
such as a detection, localization, enclosure, splitting and, in the final step, a refinement, see, e.g.,
[17,18,19,20,21,22,23]. In other words, a package of several special algorithms is necessary to
resolve the problem completely. See, for example, the work [24] of Bini and Fiorentino where even
27 algorithms of various type were used, one of which is the algorithm given by (53). For the afore-
mentioned reason, the difficult problem of finding clusters of zeros was not considered in this paper.
In a number of polynomial equations, the problem of very close zeros (including multiple zeros)
can be partially overcome applying the idea presented by Kano et al. [25]. To avoid division by
zero, the authors applied multi-point iterating by using approximations of two successive iterations
(the so-called asynchronous approach). More details are given in [26,27] and [28, Section. 7.3].
For example, the family of simultaneous method (24) is modified in the following manner:
z
(m+1)
i = z(m)i −
1
F˜
(m)
i
(
1 + [F˜
(m)
i ]2 − H˜ (m)i
2[F˜ (m)i ]2 − α([F˜ (m)i ]2 − H˜ (m)i )
)
(i ∈ In), (57)
where
F˜
(m)
i = δ(m)1,i −
n∑
j=1
j /=i
1
z
(m)
i − z(m−1)j
, H˜
(m)
i = [δ(m)1,i ]2 − δ(m)2,i −
n∑
j=1
j /=i
1
(z
(m)
i − z(m−1)j )2
.
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In many cases two initial sets of approximations {z(0)1 , . . . , z(0)n } and {z(1)1 , . . . , z(1)n } can be
obtained by applying two steps of Aberth’s approach presented in Example 2.
The price to be paid to enable the guaranteed execution of iterative process is the decrease of the
convergence order from 4 to (3 + √13)/2 ≈ 3.303, which can be shown using a similar procedure
presented in [25,26]. The second value is theoretical one, in practice the decrease of convergence
speed is usually greater and it depends on the distribution of zeros. Another shortcoming of the
asynchronous approach is the necessity for two sets of initial approximations.
The presented families (24) and (52) serve for the determination of simple zeros and cannot
be modified effectively to compute multiple zeros. This is clear from their construction based
on the iterative formula (1) for simple zeros, not involving the multiplicity. As known from
the theory of iterative processes, iterative methods for finding a single zero of an equation with
superlinear convergence, are in most cases only linearly convergent if the multiplicity is unknown.
A different situation appears when simultaneous methods for the computation of simple zeros are
applied. As mentioned above, the terms in the form of differences (zi − zj )k (k  1) lead to the
division by zero when the approximations zi and zj became too close to each other, and the
iterative process falls down. Asynchronous approach (57) could be applied for finding multiple
zeros, but considerably more convenient way is to use some of simultaneous methods constructed
specially for multiple zeros with known multiplicities (clearly, if all zeros are simple, the method
will run with the same convergence speed). The corresponding iterative formulae for multiple
zeros explicitly contain the multiplicities as parameters, that must be known a priori. Efficient
procedures for finding the order of multiplicity can be found in [17,19,29,30,31].
We tested a great number of polynomial equations and concluded that the presented methods
demonstrate quite satisfactory convergence behavior. Numerical examples showed that the meth-
ods of the presented families (24) and (52) are competitive with the existing fourth order methods
developed during the last four decades. A convenient feature of our families is the possibility
of changing the parameter α if the iterative process (for some fixed α) starts to run badly. Since
the iterative methods (24) and (52) are square root free, they are more efficient (in the sense
of computational efficiency) than the methods of the fourth order of square-root type such as
Laguerre’s, Ostrowski’s, Euler’s and Hansen–Patrick’s method, see [32] for their iterative forms.
Namely, the square-root methods require not only evaluations of the square root of complex
numbers, but also demand additional numerical operations in carrying out the criterion for the
selection of a proper square root (among two entries).
We end the paper with a short discussion on the choice of initial approximations. One approach
assumes the application of a multi-stage globally convergent composite algorithm which starts
from the square circumscribing the inclusion disk {z : |z| < R}, R given by (56). This square
contains all zeros of a given algebraic polynomial, see Example 2. In the next step we use squaring
subdividing procedure and appropriate inclusion tests, as described in [23]. As result, distinct small
squares containing isolated (simple or multiple) zeros are obtained. The centers of these squares
are then taken as initial approximations.
Another method is Aberth’s approach described in Example 2 and applied in Examples 2,3,4.
This way of choice gives quite satisfactory results in practice, especially for iterative methods
which possess the same structure as the proposed families (24) and (52), see the discussion
below Table 2. Let us note that the phenomenon of radial straightforward approach to the zeros
(see Fig. 1,2,3) has not been explained yet in the literature, but it is certainly nice and desir-
able property. Since computer arithmetic has a finite precision, one can assume that the errors
u
(m)
i = z(m)i − ζi (i ∈ In) do not reach 0 for a finite iteration index m. However, if even u(m0)i = 0
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for some indices i1, . . . , ik and m0  0, we just take z(m0)i1 , . . . , z
(m0)
ik
as approximations to the
zeros ζi1 , . . . , ζik and do not iterate further for the indices i1, . . . , ik . Such approximations would
have positive effect to the complete iterative process accelerating the convergence of remaining
approximations. This influence is especially expressive in the case of simultaneous methods
based of fixed point relations. Very accurate approximations turn the iterative formula into the
form similar to the fixed point relation, which leads to very fast convergence.
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