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Abstract
Assuming that Ω ⊂ Rn, n 2, is an open, relatively compact set with boundary ∂Ω of Lebesgue mea-
sure zero we prove strong Feller properties for a class of distorted Brownian motions in Ω with reflecting
boundary condition. Dirichlet form techniques give the existence of a weak solution to the corresponding
stochastic differential equation for quasi all starting points in the sense of the associated martingale prob-
lem. Combining this result with the strong Feller properties we can construct a weak solution for specified
starting points. If Ω has C2-boundary the construction works for all starting points, where the drift term
is not singular, even on the boundary. But also for a certain class of sets with less smooth boundary our
approach works for all points in Ω , where the drift term is not singular, and at least some points from ∂Ω .
Our techniques allow very singular drift terms. This enables us to construct continuous N -particle gradient
stochastic dynamics in cuboids Λ ⊂ Rd , d ∈ N, with reflecting boundary condition and singular interactions
for dN  2. We can start the stochastic dynamics in all initial configurations having at most one particle in
∂Λ, provided ∂Λ is locally smooth there.
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1. Introduction
This paper is devoted to the study of symmetric distorted Brownian motion (Xt )t0 on
Ω ⊂ Rn, n  2, with singular drift and reflecting boundary condition. Such processes are as-
sociated with symmetric Dirichlet forms (E,D(E)), which are the closure of the symmetric
bilinear forms
E(f, g) =
n∑
i=1
∫
Ω
∂if ∂ig dμ,
f,g ∈D = {f ∈ C(Ω) ∣∣ f ∈ W 1,1loc (Ω), E(f,f ) < ∞}, (1.1)
in L2(Ω,μ). The measure μ on Ω ⊂ Rn we assume to have an integrable, dx-a.e. positive
density  with respect to the Lebesgue measure. The set Ω we assume to be an open, relatively
compact set with boundary ∂Ω of Lebesgue measure zero. Using Dirichlet form techniques (see
e.g. [10,12,16]) one obtains that (Xt )t0 solves the stochastic differential equation
dXt =
(
n∑
i=1
∂i(log)
)
(Xt ) dt +
√
2dBt inside Ω,
with reflecting boundary condition, (1.2)
for E-quasi all starting points from X0 ∈ Ω . Here (Bt )t0 is a vector valued Brownian motion
and being a solution is understood in the sense of the associated martingale problem. Under
the above assumptions and the Hamza condition (see Condition 2.1), in [9] we used Dirichlet
form techniques to construct reflected diffusions for so general boundaries (more general than
Lipschitz, ∂Ω only has to have Lebesgue measure zero) that even the notion of a reflection might
not be well defined. For such boundaries we still obtain conservative processes (i.e., processes
with infinite life time), hence a reflection at the boundary in a generalized sense.
In the special case where  is a constant, the associated diffusion process is called reflected
Brownian motion in Ω . For Ω with Lipschitz boundary, it has been constructed and studied in
by Bass and Hsu [2,3]. See also [22] for another approach. In the case where ∑ni=1 ∂i(log) is
Lipschitz on Ω and Ω is smooth, the process associated with (E,D(E)) has been obtained
as a solution to the corresponding stochastic differential equation by Lions and Sznitman [13].
Pardaux and Williams [17] investigated two methods for approximating the diffusion process
associated with (E,D(E)). One is a conventional penalty approximation by diffusions defined
on all of Rn. The other one uses diffusions confined to Ω by singular drifts that tend to infinity
at the boundary of Ω . However, in [17] the authors additionally to our conditions assume that 
is locally Lipschitz and that  > 0. We can allow  = 0 in Ω in a set of Lebesgue measure zero.
This is essential for our application to continuous N -particle systems with singular interactions.
In [21] Trutnau developed a Dirichlet form approach for the construction and analysis of reflected
diffusions. Among others, there the author considers Dirichlet forms with the same assumptions
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forms obtained as the closure of C∞(Ω). For our application to continuous N -particle systems
with singular interactions it is essential to have sufficiently many functions in D(E), hence
we need to choose the Dirichlet form given by the closure of the larger space D ⊃ C∞(Ω).
After constructing the associated diffusion process M by Dirichlet form techniques, in [21] a
Skorokhod decomposition of M is given. This, in particular, describes M as a process with
reflecting boundary condition.
In the present work we have to impose a stronger regularity on the boundary of Ω for the
following reason. Dirichlet form techniques give weak solutions to (1.2) for all starting points
except for a set of capacity zero. That is useful for considering processes with starting distribution
given by the invariant measure μ. However, in general it is not possible to give any specified
starting point from Ω . In this paper we prove that under suitable integrability conditions on
∇/ with respect to μ =  dx, see Conditions 2.2, 3.3, and for Ω having C2-boundary (1.2)
can be solved weakly for all starting points from { > 0} ∩ Ω . But also for a class of sets with
less smooth boundary we can construct a weak solution to (1.2) for all starting points from
{ > 0} ∩Ω and at least some points from ∂Ω , see Definition 4.1. Still the class of drifts we can
treat is so general that the corresponding diffusions yet only are constructed by Dirichlet form
techniques. Hence, as far as we know our approach is the first which gives for such general drift
terms existence of the corresponding diffusions for specified starting points.
The underlying technical tool allowing the transition from a quasi everywhere statement to
a pointwise statement are strong Feller properties of the associated semigroup. This idea was
worked out in [8]. Using elliptic regularity results, we prove for p > n that the semigroup maps
measurable functions from Lp(Ω,μ) to functions in Lp(Ω,μ) having a continuous representa-
tive on { > 0} ∩Ω .
Many ideas for this article we got from [1], where the authors discuss this problem in the
case Ω = Rn, n 2. In the case of a compact Ω ⊂ Rn, n 2, as we consider, however, one has
to deal with additional difficulties caused by the boundary. For example the elliptic regularity
results used in [1, Section 2] do not apply in the case of a general compact Ω ⊂ Rn, n 2. At
this point we make use of elliptic regularity results from [15], see Section 3. Since these results
only hold for sets with C1-boundary, for Ω with less regular boundary we get the strong Feller
properties only on a subset of Ω ∩ { > 0}, see Definition 4.1. Additionally we have to assume
that Ω except for a set of capacity zero has C2-boundary, since we need that C2-functions with
Neumann boundary condition separate points on a specified set A ⊂ Ω with Ω \ A of capacity
zero, see Definition 5.7. This is in general not true for Ω with Lipschitz-boundary.
Our paper is organized as follows. In Section 2 we recall known facts about the Dirichlet
form (1.1) and associated resolvent and semigroup. In Section 3 we combine elliptic regularity
result obtained in [5,6] with results from [15]. These are the main ingredients for constructing
the corresponding strongly Feller semigroup of kernels and strongly Feller resolvent of kernels,
see Section 4. The associated distorted Brownian motion starting in specified points from Ω is
constructed in Section 5, see Theorem 5.10, using techniques from [8]. In Section 6 we prove
that our constructed process solves (1.2) in the sense of the associated martingale problem for all
in Theorem 6.2 specified starting points.
In Section 7 we work out an application to continuous N -particle gradient stochastic dynamics
in a cuboid Λ with reflecting boundary condition. Our results from Section 5 allow us to construct
such processes for singular interaction potentials and all initial configurations having at most one
particle on the boundary of Λ, assuming that ∂Λ is locally smooth in that point, see Theorem 7.6.
For its proof we additionally need some capacity estimates provided in [20]. Then an application
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associated martingale problem.
The progress achieved in this paper may be summarized by the following list of main results:
• Showing strong Feller properties for a class of distorted Brownian motions with reflecting
boundary condition under very mild assumptions on the drift part, see Theorem 4.5.
• Construction of distorted Brownian motion with reflecting boundary condition under very
mild assumptions on the drift part for specified starting points. For Ω with C2-boundary for
all points in { > 0} ∩ Ω and for certain sets with less smooth boundary for all points in
{ > 0} ∩Ω and at least some points from ∂Ω , see Theorem 5.10.
• Identification of the processes we construct via the martingale problem as weak solutions of
the stochastic differential equation (1.2), see Theorems 6.2 and 6.5, for all starting points as
in Theorem 5.10.
• Construction of continuous N -particle gradient stochastic dynamics in a cuboid Λ with re-
flecting boundary condition and singular interactions for all initial configurations having at
most one particle on the boundary of Λ, assuming that ∂Λ is locally smooth in that point,
see Theorem 7.6.
2. Dirichlet form, resolvent and semigroup
We consider the symmetric bilinear form
E(f, g) =
n∑
i=1
∫
Ω
∂if ∂ig dμ (2.1)
on L2(Ω,μ), where ∂i denotes the partial derivative with respect to the ith variable. In the entire
paper we assume Ω ⊂ Rn, n  2, to be an open relatively compact set with boundary ∂Ω of
Lebesgue measure zero (cf. Remark 2.10). The measure μ we assume to have an integrable, dx-
a.e. positive density with respect to the Lebesgue measure, i.e., μ =  dx, where  > 0 dx-a.e. on
Ω and  ∈ L1(V , dx), where V ⊃ Ω is a domain in Rn. As domain of E we consider
D = {f ∈ C(Ω) ∣∣ f ∈ W 1,1loc (Ω), E(f,f ) < ∞}. (2.2)
Here W 1,1loc (Ω) denotes the Sobolev space of weakly differentiable, locally integrable functions
on Ω . We define
R(Ω) :=
{
x ∈ Ω
∣∣∣ ∫
{y∈Ω||x−y|ε}
−1(y) dy < ∞ for some ε > 0
}
and fix the following conditions:
Condition 2.1.  = 0dx-a.e. on Ω \R(Ω).
Condition 2.2. We assume that √ ∈ W 1,2(Ω).
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on Ω .
Remark 2.3. Condition 2.1 alone already implies that the symmetric positive definite bilinear
form (2.1) with domain (2.2) is closable in L2(Ω,μ) and its closure (E,D(E)) is a conserv-
ative, local, regular, symmetric Dirichlet form. Furthermore the existence of a unique negative
definite and self-adjoint operator (L,D(L)) generating the Dirichlet form (E,D(E)) on
L2(Ω,μ) is guaranteed. By assuming Condition 2.2 and Ω having Lipschitz boundary addition-
ally, the representation
Lf =
n∑
i=1
∂2i f + ∂i(ln)∂if (2.3)
for functions in {
f ∈ W 2,∞(Ω) ∣∣ ∂νf (x) = 0 for all x ∈ ∂Ω}⊂ D(L),
where ν is the outer normal with respect to ∂Ω and W 2,∞(Ω) the Sobolev space of 2-times
weakly differentiable, essentially bounded functions on Ω , is given (cf. [9]). For functions
f ∈ C∞0 (Ω) we get the representation of L as in (2.3) without assuming Ω having Lipschitz-
boundary (see [9, Remark 3.4(iii)]).
Definition 2.4. We define(
T

t
)
t>0 := exp
(
tL
)
, t > 0, and Gλ :=
(
λ−L)−1, λ > 0.
Remark 2.5. Due to [10, Lemma 1.3.2] (T t )t>0 and (Gλ)λ>0 are the corresponding strongly
continuous semigroup and resolvent on L2(Ω,μ), respectively.
Definition 2.6.
(i) Let G be a bounded linear operator on L2(Ω,μ). G is called Markovian if for all f ∈
L2(Ω,μ), 0 f  1 implies 0Gf  1.
(ii) A strongly continuous resolvent (Gλ)λ>0, respectively semigroup (Tt )t>0, is called Markov-
ian, if all λGλ, λ > 0, respectively Tt , t > 0, are Markovian.
Lemma 2.7. (Gλ)λ>0 and (T

t )t>0 are Markovian.
Proof. Due to [9, Proposition 2.12] (E,D(E)) is Markovian. Now apply [10, Theo-
rem 1.4.1]. 
Remark 2.8. By the Beurling–Deny theorem all T t , t > 0, have an extension to Lp(Ω,μ)
for p ∈ [1,2) and ‖Ttf ‖Lp(Ω,μ)  ‖f ‖Lp(Ω,μ) for f ∈ Lp(Ω,μ), p ∈ [1,∞]. Thus (T t )t>0
can be considered on Lp(Ω,μ), p ∈ [1,∞], in the sequel denoted by (T ,pt )t>0. For p ∈ [1,∞)
(T
,p
t )t>0 is again a strongly continuous contraction semigroup. Let (L

p,D(L

p)) denote the cor-
responding generators on Lp(Ω,μ), p ∈ [1,∞). Thus (G,pλ )λ>0, where G,pλ := (λ − Lp)−1,
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on this see [14, Proposition 1.8].
Remark 2.9. Because of the symmetry of (T ,2t )t>0 on L2(Ω,μ), (T
,p
t )t>0 is a bounded ana-
lytic semigroup in the sector
Sp :=
{
t ∈ C
∣∣∣ |arg t | < π2 − arctan |p − 2|2√p − 1
}
,
for all p ∈ (1,∞), see for example [14, Theorem 2.1].
Remark 2.10. Note that in this section all the statements are even valid for n = 1.
3. Elliptic regularity results and their consequences
For our further considerations we need regularity properties of (T ,pt )t>0 and (G
,p
λ )λ>0. To
derive these we make use of elliptic regularity results in [5,15].
The following result can be found in [5, Theorem 1(iii)(b)].
Theorem 3.1. Let U be an open set in Rn, n  2, and ν a (signed) Radon measure on U .
Suppose that B :U → Rn, c :U → R such that |B|, c ∈ L1loc(U, ν) and define
Nη := η + (B,∇η)Rn + cη, η ∈ C∞0 (U).
Here  and ∇ denote the Laplacian and the gradient on Rn, respectively. If there exists g ∈
L1loc(U,dx) such that ∫
U
Nηdν =
∫
U
ηg dx for all η ∈ C∞0 (U)
and |B| ∈ Lploc(U, ν), c ∈ Lpn/(p+n)loc (U, ν), g ∈ Lploc(U,dx) for some p > n, then ν = ρ dx with
ρ continuous and
ρ ∈ W 1,ploc (U,dx) ⊂ C1−n/ploc (U),
where C1−n/ploc (U) denotes the set of all locally Hölder continuous functions of order 1− np on U .
Additionally we need the following theorem, for which a proof can be found in [15, Theo-
rem 5.5.5′].
Theorem 3.2. Let n 2, U ⊂ Rn be a domain having C1-boundary and V ⊂ Rn a domain such
that U ⊂ V . Let p > n, b :V → Rn, c :V → R such that
|b| ∈ Lp(V,dx) and c, d ∈ Lq(V,dx) for q := np > 1.
n+ p
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n∑
i=1
∫
U
∂iη(∂iu+ biu)+ η(cu+ d)dx = 0 for all η ∈ C∞0 (U),
then
‖u‖W 1,p(U,dx)  C
(‖d‖Lq(U,dx) + ‖u‖L1(U,dx)),
where C depends only on n, p, U and on bounds for the coefficients.
Condition 3.3. We assume that |∇|

∈ Lp(V,μ) for some p > n.
Remark 3.4. Since we are in the case n 2, Condition 3.3 implies Condition 2.2.
Corollary 3.5. Let the density function  satisfy Conditions 2.1 and 3.3. Then  ∈ W 1,ploc (Ω,dx)
(with p as in Condition 3.3) and  has a continuous dx-version in C1−n/ploc (Ω).
Proof. For ν = μ =  dx symmetry of L with respect to the scalar product in L2(Ω,μ) yields∫
Ω
Lη dμ = 0 for all η ∈ C∞0 (Ω),
since the constant functions are in the kernel of L . Now we use the explicit formula for L , see
Remark 2.3. Since |B| = |∇|

∈ Lp(Ω,μ) by Condition 3.3, the assertion follows by Proposi-
tion 3.1. 
Below we shall always consider the continuous version of  and denote it also by .
Corollary 3.6. Assume Conditions 2.1 and 3.3. Let p be as in Condition 3.3 and λ > 0.
(i) Let f ∈ Lr(Ω,μ), r ∈ [p,∞). Then
G
,r
λ f ∈ W 1,ploc (Ω,dx).
(ii) Let f ∈ Lr(Ω,μ), r ∈ [p,∞). Then for any domain D ⊂ Ω having C1-boundary ∂D, there
exists cD,λ ∈ (0,∞), independent of f such that∥∥G,rλ f ∥∥W 1,p(D,dx)  cD,λ(∥∥G,rλ f ∥∥L1(D,μ) + ‖f ‖Lp(D,μ)). (3.1)
Proof. (i) Let f ∈ Lr(Ω,μ) ⊂ L2(Ω,μ), r ∈ [p,∞). Symmetry of L2 in L2(Ω,μ) gives∫ (
λ−L)ηG,rλ f  dx = ∫ (λ−L2)ηG,2λ f  dx = ∫ ηf  dx for all η ∈ C∞0 (Ω). (3.2)Ω Ω Ω
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c = −λ to prove the assertion.
(ii) Using (i), Eq. (3.2) can be rewritten as follows:
n∑
i=1
∫
Ω
∂iη
(
∂i
(
G
,2
λ f 
)− (∂i ln)(G,2λ f ))+ η(λ(G,2λ f )− f )dx = 0
for all η ∈ C∞0 (Ω). Now Theorem 3.2 applies with b = −∇ ln(), c = λ and d = −f , since
Condition 3.3 implies the assumptions required. Thus we obtain∥∥G,2λ f ∥∥W 1,p(D)  cD,λ(‖f ‖Lr(D,μ) + ∥∥G,2λ f ∥∥L1(D,μ)). 
Corollary 3.7. Assume Conditions 2.1 and 3.3. Let p be as in Condition 3.3 and let t > 0,
r ∈ [p,∞).
(i) Let f ∈ D(Lr ). Then
T
,r
t f ∈ W 1,ploc (Ω,dx)
and for any domain D ⊂ Ω having C1-boundary ∂D there exists cD ∈ (0,∞) (independent
of f and t) such that∥∥T ,rt f ∥∥W 1,p(D,dx)
 cD
(∥∥T ,rt f ∥∥L1(D,μ) + ∥∥T ,rt (1 −Lr )f ∥∥Lp(D,μ))
 cD
(
μ(D)
r−1
r ‖f ‖Lr(Ω,μ) +μ(D)
r−p
rp
∥∥(1 −Lp)f ∥∥Lr(Ω,μ)). (3.3)
(ii) Let f ∈ Lr(Ω,μ). Then for any domain D ⊂ Ω having C1-boundary ∂D and T ∈ (0,∞),
there exists bD,T ∈ (0,∞) (independent of f and t) such that
∥∥T ,rt f ∥∥W 1,p(D,dx)  bD,Tt ‖f ‖Lr(Ω,μ), t ∈ (0, T ). (3.4)
Proof. (i) We have that
T
,r
t f = G,r1 T ,rt
(
1 −Lr
)
f.
Since T ,rt (1 −Lr )f ∈Lr(Ω,μ), the assertion follows by Corollary 3.6 and Hölder’s inequality.
(ii) Let f ∈ D(Lr ). Then
exp(−t)∥∥T ,rt (1 −Lr )f ∥∥Lr(D,μ) = ∥∥exp(−t)T ,rt (Lr − 1)f ∥∥Lr(D,μ).
Since (exp(−t)T ,rt )t>0 is an analytic semigroup on Lr(Ω,μ) with generator (Lr − 1), see
Remark 2.9, we have
T. Fattler, M. Grothaus / Journal of Functional Analysis 246 (2007) 217–241 225∥∥T ,rt (1 −Lr )f ∥∥Lr(D,μ)  exp(t)Ct ‖f ‖Lr(D,μ),
for t ∈ (0,∞) and some constant C ∈ (0,∞), see e.g. [19, Chapter 2, Theorem 5.2]. Thus there
exists b˜D,T ∈ (0,∞) such that
∥∥T ,rt (1 −Lr )f ∥∥Lr(D,μ)  b˜D,Tt ‖f ‖Lr(D,μ) for all t ∈ (0, T ).
Hence together with (3.3) we get (3.4) for all f ∈ D(Lr ) and then by an approximation for all
f ∈ Lr(Ω,μ). 
Remark 3.8. Since W 1,p(D,dx) ⊂ C1−n/p(D,dx) continuously, it follows by (3.3) for r ∈
[p,∞), R > 0, that the set{
T
,r
t f
∣∣ t > 0, f ∈ D(Lr ), ‖f ‖Lr(Ω,μ) + ∥∥Lr f ∥∥Lr(Ω,μ) R}
is equicontinuous on D.
4. Construction of the semigroup and resolvent of kernels
Throughout this section we assume that Conditions 2.1 and 3.3 are satisfied and let p as in
Condition 3.3. For a topological space X with Borel σ -algebra B(X), we denote the set of all
B(X)-measurable functions f :X → R, which are bounded or non-negative by Bb(X), B+(X),
respectively.
For r ∈ [1,∞) let Lr (Ω,μ) denote the set of all B(Ω)-measurable functions such that∫
Ω
|f |r dμ < ∞. For f ∈ Lr (Ω,μ) and an operator T on Lr(Ω,μ) we write Tf in the sense
that T is applied to the corresponding μ-class in Lr(Ω,μ) provided this class is in the domain
of T .
Definition 4.1. We say a set A ⊂ Ω is C1-admissible if A = ⋃∞m=1 Am, where all Am ⊂ Ω ,
m ∈ N, are domains with C1-boundary and such that if a function is continuous on all Am,
m ∈ N, then it is continuous on A.
Remark 4.2. (i) Obviously, for Ω with C1-boundary the set Ω itself is C1-admissible.
(ii) E.g., for Ω = [a, b] × [c, d], a, b, c, d ∈ R, one can easily show that the set A = Ω \
{(a, c), (a, d), (b, c), (b, d)} is C1-admissible.
(iii) For t > 0, f ∈ Lp(Ω,μ) we have by Definition 4.1 together with Corollary 3.7(ii) and
Sobolev embedding that T ,pt f has a (real-valued and) continuous, hence unique μ-version
on A. Since T ,pt 1 = 1, also  has a continuous μ-version on A. Thus T ,pt f has a continuous
μ-version T˜ ,pt f on A+, where A+ := {x ∈ A | (x) > 0}.
(iv) Obviously, T ,pt f as in (iii) has a continuous μ-version on Ω+ := {x ∈ Ω | (x) > 0}.
The aim of Definition 4.1 is, however, to include at least a part of the boundary of Ω to the set
where T ,pt f has a continuous μ-version. This is important for our considerations in Section 5,
where we have to assume that Ω \A has capacity zero.
From now on till the end of this section we assume A ⊂ Ω to be C1-admissible.
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f → T˜ ,pt f (x)
on Lp(Ω,μ) is a Daniell integral, hence there exists a unique positive measure Pt (x, dy) on
B(Ω) such that
T˜
,p
t f (x) =
∫
Ω
f (y)Pt (x, dy) for all f ∈ Lp(Ω,μ).
Proof. Since the map f → T˜ ,pt f (x) is positive and linear μ-a.e. on A+, it is positive and linear
pointwise on A+ by continuity (see Remark 4.2(iii)). Furthermore if fk ∈ Lp(Ω,μ), k ∈ N, such
that fk ↓ 0, then by (3.4) (applied with r := p) and Sobolev embedding T˜ ,pt fk(x) ↓ 0. So we
can apply the Daniell–Stone theorem (see e.g. [4, Theorem 7.1.4]). 
Definition 4.4. As usual we define for t > 0, x ∈ A+ and f ∈ L1(Ω,Pt (x, dy))∩B+(Ω)
Ptf (x) :=
∫
Ω
f (y)Pt (x, dy) (4.1)
and P0f (x) := f (x).
Theorem 4.5. Let A ⊂ Ω be C1-admissible and t > 0. Suppose Conditions 2.1 and 3.3 to be
satisfied. Then:
(i) Pt1(x) = 1 for all x ∈ A+ and there exists a B(A+×Ω)-measurable map (x, y) → pt (x, y)
such that Pt(x, dy) = pt(x, y)μ(dy). In particular, Pt (x,A0) = 0 for all x ∈ A+ and A0 :=
{x ∈ A | (x) = 0}, so Pt , as defined in Definition 4.4, can be considered as a kernel on A+
(denoted below by the same symbol).
(ii) (Pt )t>0 is a semigroup of kernels on A+ which is Lp-strong Feller, i.e. Ptf ∈ C(A+) for
all t > 0, f ∈ Lp(Ω,μ), where p is as in Condition 3.3.
(iii) For all f ∈ C∞0 (Ω) and all s  0
lim
t→0Pt+sf (x) = Psf (x) for all x ∈ A+.
(iv) (Pt )t>0 is a measurable semigroup on A+, i.e. for f ∈ B+(Ω) the map (t, x) → Ptf (x) is
B([0,∞)×A+)-measurable.
(v) (Pt )t>0 is strong Feller on A+, i.e. Pt (Bb(Ω)) ⊂ Cb(A+) for all t > 0.
Proof. (i) Let t > 0. Since 1 ∈ D(L2) and L21 = 0 we have Pt1 = T˜ ,2t 1 = 1 μ-a.e. on A+, so
by continuity everywhere on A+. Let N ∈ B(Ω), such that μ(N) = 0. Then Pt1N = 0 μ-a.e.
on A+, so by continuity everywhere on A+. So the existence of pt(x, y) follows by the Radon–
Nikodym theorem. That it can be chosen measurable in both arguments is standard.
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Pt+sf (x) = Pt (Psf )(x) for μ-a.e. x ∈ A+.
Since f,Psf ∈ Lp(Ω,μ) both sides of the equality are continuous, so it holds for all x ∈ A+.
Now the first assertion follows by a monotone class argument. To show the second let t > 0 and
f ∈ Lp(Ω,μ). Since f = f+ − f−, we may assume that f  0. Let χi ∈ C∞0 (Ω), χi  0, for
i ∈ N such that χi ↑ 1 as i → ∞. Set fi := χif . Then Ptfi ↑ Ptf pointwise on A+ as i → ∞.
But since fi → f in Lp(Ω,μ) as i → ∞, by (3.4) and Sobolev embedding we also have that
(Ptfi)i∈N has a continuous pointwise limit on A+. So, Ptf must be this limit.
(iii) Let f ∈ C∞0 (Ω). Then by Remark 3.8 and the definition of Pt , t > 0, the set {Pt(Psf ) |
t > 0} is equicontinuous on A+. (Note that Psf ∈ D(Lr ), since f ∈ D(Lp).) Suppose x ∈ A+
such that for δ > 0 there exists a sequence (tk)k∈N tending to zero such that∣∣Ptk (Psf )(x)− Psf (x)∣∣ δ for all k ∈ N. (4.2)
Since TtkTsf → Tsf in Lp(Ω,μ) as k → ∞ (selecting another subsequence, if necessary), we
may assume that for
M := {y ∈ A+ ∣∣ lim
k→∞Ptk (Psf )(y) = Psf (y)
}
we have μ(A+ \ M) = 0. So, M is dense in A+. Since {Ptk (Psf ) | k ∈ N} is equicontinuous, it
follows that
lim
k→∞Ptk (Psf )(y) = Psf (y) for all y ∈ A+
contradicting (4.2).
(iv) This is a consequence of (iii) by a monotone class argument.
(v) Let f ∈ Bb(Ω). Hence f ∈ Lr (Ω,μ) for all r ∈ [1,∞), since μ is a finite measure. Now
by using (ii) and Lemma 2.7 the assertion follows. 
At the end of this section let us analyze the resolvent of kernels.
Remark 4.6. For λ > 0, f ∈ Lp(Ω,μ) we know by Corollary 3.6 that G,pλ f has a unique
(real-valued and) continuous version G˜,pλ f on A+.
Lemma 4.7. Let λ > 0 and x ∈ A+. Then the map
f → G˜,pλ f (x)
on Lp(μ) is a Daniell integral, hence there exists a unique positive measure Rλ(x, dy) on B(Ω)
such that
G˜
,p
λ f (x) =
∫
Ω
f (y)Rλ(x, dy) for all f ∈ Lp(μ).
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Remark 4.8. As usual we define for λ > 0, x ∈ A+, and f ∈ L1(Ω,Rλ(x, dy))∩B+(Ω)
Rλf (x) :=
∫
Ω
f (y)Rλ(x, dy).
Proposition 4.9.
(i) Let λ > 0 and x ∈ A+. Then λRλ1(x) = 1 and there exists a B(A+ × Ω)-measurable map
(x, y) → rλ(x, y) such that Rλ(x, dy) = rλ(x, y) μ(dy). In particular, Rλ(x,A0) = 0, so
Rλ can be considered as a kernel on A+ (denoted below by the same symbol ).
(ii) (Rλ)λ>0 is a resolvent of kernels on A+.
(iii) (Rλ)λ>0 is Lp(Ω,μ)-strong Feller, i.e. Rλf ∈ Cb(A+) for all f ∈ Bb(Ω), and Rλf ∈
C(A+) for all λ > 0 and f ∈ Lp(Ω,μ).
(iv) Let λ > 0. Then for all f ∈ Bb(Ω)∪B+(Ω) and all x ∈ A+
Rλf (x) =
∞∫
0
exp(−λt)Ptf (x) dt. (4.3)
(v) For all f ∈ C∞0 (Ω)
lim
λ→∞λRλf (x) = f (x) for all x ∈ A+.
Proof. (i) For t > 0 and g ∈ L2(Ω,μ) we obtain by conservativity and Theorem 4.5(i)∫
Ω
g dμ =
∫
Ω
T
,2
t 1g dμ =
∫
Ω
Pt1g dμ. (4.4)
Multiplying both the sides of (4.4) by exp(−λt) for λ > 0 and integrating with respect to dt over
[0,∞), by Fubini’s theorem we obtain that λRλ1 = 1 μ-a.e., hence by continuity we obtain (i).
(ii) The proof of (ii) is because of (3.1) analogous to the corresponding statement in Theo-
rem 4.5.
(iii) Let λ > 0 and f ∈ Lp(Ω,μ). Since f = f+ − f−, we may assume that f  0. Then
for fk , k ∈ N, defined as in the proof of Theorem 4.5(ii), we have Rλfk ↑ Rλf pointwise on A+
as k → ∞. But since Rλfk → Rλf in L1(D,μ) and fk → f in Lp(D,μ) for every D ⊂ A+
having C1-boundary, as k → ∞, by (3.1) and Sobolev embedding we also have that (Rλfk)k∈N
has a continuous pointwise limit on A+. So, Rλf must be this limit, which is bounded by (i) if
f ∈ Bb(Ω).
(iv) It suffices to consider f ∈ C∞0 (Ω). Since G,pλ f is the Laplace transform of T ,pt f , t > 0
in L2(Ω,μ), it follows that (4.3) holds for μ-a.a. x ∈ A+. Since both sides of equality (4.3) are
continuous on A+, the assertion follows.
(v) Transforming the integral in (4.3), the assertion follows from (iv) by Theorem 4.5(iii), and
Lebesgue’s dominated convergence theorem. 
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Throughout this section we assume Conditions 2.1 and 3.3 and that Ω has Lipschitz boundary.
Note that since  is an integrable dx-a.e. positive density with respect to the Lebesgue measure,
we are able to normalize  to obtain a probability measure μ on Ω . In the sequel we consider
such a normalized density and denote it again by . Furthermore, we fix a C1-admissible A ⊂ Ω
such that Ω \ A is of capacity zero with respect to (E,D(E)). Additionally, we introduce a
set Acap ⊂ Ω of capacity zero with respect to (E,D(E)), which in our application will allow
us to construct the process of interest in the complement of Acap, see Theorem 7.6. Let A∗ :=
A0 ∪ Acap. We extend our semigroup of kernels (Pt )t>0 defined in Section 4 to a semigroup
of kernels from B(Ω) to B(Ω) by defining Pt (x, dy) := εx(dy), where εx denotes the Dirac
measure at x for x ∈ (Ω \A)∪A∗. For m ∈ N we set
Sm :=
{
k2−m
∣∣ k ∈ N0} and S := ⋃
m∈N
Sm.
By Kolmogorov’s standard construction scheme there exist probability measures Px, x ∈ Ω , on
Ω := ΩS , equipped with the product σ -field F0, such that
M0 := (Ω,F0, (F0s )s∈S, (X0s )s∈S, (Px)x∈Ω)
is a normal Markov process on Ω with transition semigroup (Ps)s∈S . Here X0s :Ω → Ω are the
coordinate maps, and F0s := σ(X0r , r  s). Define
Pμ :=
∫
Ω
Px μ(dx).
Our aim is to find a set Ω0 ∈ F0 such that Px(Ω0) = 1 for all x ∈ Asp := A \ A∗ and each
ω = (ω(s))s∈S ∈ Ω0 has a unique extension to a continuous path in Asp.
Remark 5.1. Note that Asp = A+ in the case when Acap = ∅.
We make use of the theory of Dirichlet forms. In particular, by Remark 2.3 and [9, Theo-
rem 2.22] (E,D(E)) is associated with a Markov process
M˜ := (Ω˜, F˜, (˜Ft )t0, (X˜t )t0, (˜Px)x∈Ω)
with continuous sample paths, infinite life-time and Ω˜ = C([0,∞) → Ω). The following result
is crucial for our further analysis.
Lemma 5.2. A0 is of capacity zero with respect to (E,D(E)).
Proof. Since Ω has Lipschitz boundary, Condition 3.3 implies that  has a continuous version.
Hence the statement follows from [9, Theorem 4.3], see also [11, Theorem 2]. 
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zero with respect to (E,D(E)) imply that there exists an increasing sequence (Ki)i∈N of com-
pact subsets of Asp, so that for the first hitting times σKci of these complements K
c
i := Ω \ Ki ,
i.e., σKci := inf{t > 0 | X˜t ∈ Kci }, i ∈ N, and
Ω˜0 =
{
ω ∈ Ω˜ ∣∣ ω(0) ∈ Asp, lim
i→∞σK
c
i
= ∞
}
,
we have
P˜μ(Ω˜0) = 1, (5.1)
where
P˜μ :=
∫
Ω
P˜x μ(dx).
Consider the one-to-one map G : Ω˜ → Ω defined by
G(ω) := (ω(s))
s∈S, ω =
(
ω(t)
)
t∈[0,∞) ∈ Ω˜.
Remark 5.3. Note that if F˜0 := σ {X˜s | s ∈ S} then obviously Ω˜0 ∈ F˜0 and G is F˜0/F0-
measurable.
Define the image measure of the restriction of P˜μ to F˜0 under G by
P̂μ = P˜μ
∣∣˜
F0 ◦G−1. (5.2)
Lemma 5.4.
P̂μ = Pμ.
Proof. Let k ∈ N, B0, . . . ,Bk ∈ B(Ω), s1, . . . , sk ∈ S, 0 s1  s2  · · · sk . Let (P˜t )t>0 be the
transition semigroup of M˜. Then since M˜ is associated to (E,D(E)), i.e. P˜tf is a μ-version
of Ttf for all f ∈ L2(Ω,μ), t > 0, and since μ(A0) = 0 we obtain by definition of P̂μ that
P̂μ
[
X00 ∈ B0,X0s1 ∈ B1, . . . ,X0sk ∈ Bk
]
=
∫
Ω
1B0 P˜s1(1B1 P˜s2−s11B2 . . .1Bk−1 P˜sk1Bk ) dμ
=
∫
Ω
1B0Ps1(1B1Ps2−s11B2 . . .1Bk−1Psk1Bk ) dμ
= Pμ
[
X00 ∈ B0,X0s1 ∈ B1, . . . ,X0sk ∈ Bk
]
,
hence P̂μ = Pμ on F0. 
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Proof. Since G is one-to-one and F˜0/F0-measurable, the first assertion follows, since F0 is
countably generated and F˜0 is standard Borel (cf. [18, Theorem 2.4, p. 135]). The second state-
ment follows, since by Lemma 5.4, (5.2) and (5.1)
Pμ
(
G(Ω˜0)
)= P̂μ(G(Ω˜0))= P˜μ(Ω˜0) = 1. 
To construct from G(Ω˜0) the desired set Ω˜0 of full Px -measure, we follow the strategy of [8]
and define
Ω1 :=
⋂
s∈S,s>0
θ−1s
(
G(Ω˜0)
)
, (5.3)
where θs :Ω → Ω , θs(ω) := ω(· + s), for s ∈ S, is the usual time shift operator.
Lemma 5.6. Suppose M ∈ F0, such that Pμ(M) = 1. Then for every s ∈ S, s > 0,
Px
(
θ−1s (M)
)= 1 for all x ∈ Asp.
In particular, Px(Ω1) = 1 for all x ∈ Asp.
Proof. Let x ∈ Asp. Then by the Markov property and Theorem 4.5(i)
Px
(
Ω \ θ−1s (M)
)= Px(θ−1s (Ω \M))
= Ex
[
Ex
(
1Ω\M ◦ θs
∣∣ F0s )]
= Ex
[
EX0s (1Ω\M)
]
= Ps
(
P·(Ω \M)
)
(x)
=
∫
Ω
Py(Ω \M)ps(x, y)μ(dy)
= 0.
Here Ex(·), Ex(· | F0s ) denotes expectation and conditional expectation with respect to Px , re-
spectively. This proves the first assertion, the second then follows by Lemma 5.5. 
Obviously, Ω1 defined in (5.3) consists of paths in Ω which have unique continuous exten-
sions to (0,∞) which still lie in Asp. So, we have to handle the limits at s = 0. To this end we
define
Ω0 :=
{
ω ∈ Ω1
∣∣ lim
s↓0 X
0
s (ω) exists in Asp
}
.
We shall see that Ω0 is our desired set. Before, however, we need an additional regularity as-
sumption on A (hence also on Ω , because Ω \A is assumed to be of capacity zero).
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∂Ω ∩ A there exists an open neighborhood U of x in Rn such that ∂Ω ∩ U is the graph of a
C2-diffeomorphism.
Remark 5.8. (i) Of course each Ω with C2-boundary itself is C2-admissible. Furthermore it is
easy to show that also a cuboid in R2 without its corners considered as a subset of the same
cuboid (as in Remark 4.2(ii)) is C2-admissible.
(ii) The only instance where we need that a subset A ⊂ Ω is C2-admissible is in the proof of
Lemma 5.9. There we use that C2-functions with Neumann boundary condition separate points
on a specified set A ⊂ Ω with Ω \ A of capacity zero. Of course this is true for Ω with C2-
boundary. But it is known that in general C∞-functions with Neumann boundary condition do
not separate points on Ω for Ω with only Lipschitz boundary and we do not know whether C2-
functions with Neumann boundary condition do that. Hence we assume that A is C2-admissible.
This essentially means that Ω has a C2-boundary except for a set of capacity zero.
Lemma 5.9. Let A be C2-admissible and x ∈ Asp. Then
lim
s↓0 X
0
s = x Px-a.s. (5.4)
Proof. From Remark 2.3 we know that DNeu := {f ∈ C2(Ω) | ∂νf = 0 on ∂Ω} ⊂ D(L). Fix
u ∈DNeu and define
f1 :=
((
1 −L,p)u)+, f2 := ((1 −L,p)u)−.
Since (1 − L,p)u ∈ Lp(Ω,μ), it follows by Proposition 4.9(iii) that R1(f1), R1(f2) are both
(real valued and) continuous on Asp. Furthermore (as is well known and easily follows from
the Markov property), (exp(−s)R1fi(X0s ))s∈S , i = 1,2, are positive supermartingales, so by the
martingale convergence theorem Px -a.s.
lim
s↓0 exp(−s)R1fi
(
X0s
)
exists in R+ for i = 1,2,
so Px -a.s. on Ω1
lim
s↓0 u
(
X0s
)
exists in R, (5.5)
since u = R1f1 −R1f2 on Asp. But by Theorem 4.5(iii)
Ex
[(
u
(
X0s
)− u(x))2]= Psu2(x)− 2u(x)Psu(x)+ u2(x) → 0
as s ↓ 0, which together with (5.5) implies that Px -a.s. on Ω1
lim
s↓0 u
(
X0s
)= u(x) for all u ∈DNeu. (5.6)
If x ∈ Ω then there exists ε > 0 such that B2ε(x) ⊂ Ω , where Br(x) denotes the open ball
with radius r > 0 around x with respect to the Euclidean metric. Let (sn)n∈N be a monotonically
decreasing sequence which converges to zero. Then from (5.6) we can conclude that there exists
N ∈ N such that X0s ∈ Bε(x) for all nN . Obviously there exists an algebra V ⊂DNeu of con-n
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a function which does not vanish at that point. Thus by the Stone–Weierstrass approximation
theorem
lim
n→∞ X
0
sn
= x Px-a.s. on Ω1. (5.7)
Now we consider the case x ∈ ∂Ω . First we consider ∂Ω as a (n−1)-dimensional hyperplane
Hn−1 ⊂ Rn. Let U˜ be an open neighborhood of x˜ ∈ Hn−1 in Rn. Then one easily finds an algebra
of C2-functions {f˜i | i ∈ I }, I an index set, fulfilling Neumann boundary condition at Hn−1, hav-
ing compact support in U˜ , separating points on U˜ and containing for each point from U˜ a func-
tion which does not vanish at that point (e.g., one may choose functions which are locally projec-
tions on the coordinates of the boundary and constant in the direction normal to the boundary).
Since A is C2-admissible we may assume that there exists a C2-diffeomorphism φ : U˜ → U ,
where x = φ(x˜) ∈ U is as in Definition 5.7. Now define
fi(x) :=
{
f˜i (φ
−1(x)), x ∈ Ω ∩U ,
0, x ∈ Ω \U , i ∈ I.
Furthermore, since U is open we can choose ε > 0 such that Bε(x) ⊂ U . Obviously, {fi | i ∈ I }
is an algebra of functions in DNeu which is separating points on Ω ∩Bε(x) and contains for each
point from Ω ∩Bε(x) a function which does not vanish at that point. Thus analogously as above
we obtain (5.7).
This implies (5.4), since Px(Ω1) = 1 by Lemma 5.6. 
Now we define for ω ∈ Ω and t  0
Xt (ω) :=
{
lims→t,s∈S X0s (ω), if ω ∈ Ω0,
x0, if ω ∈ Ω \ Ω0,
(5.8)
where x0 is a fixed point in Asp.
Now we can formulate the final result of this section.
Theorem 5.10. Let Ω have Lipschitz boundary, A ⊂ Ω be C2-admissible and Ω \ A of ca-
pacity zero with respect to (E,D(E)). Suppose Conditions 2.1 and 3.3 to be satisfied. Then
there exists a diffusion process (i.e. strong Markov process with continuous sample paths)
M = (Ω,F, (F)t0, (X)t0, (Px)x∈Asp) with state space Asp, having as transition semigroup
the strong Lp-Feller semigroup (defined in Lemma 4.3 and (4.1)).
Proof. Defining Xt , t  0, as in (5.8) and (Ft )t∈[0,∞] as the corresponding natural filtration (see
e.g. [16, Chapter IV, Definition 1.8, Eqs. (1.6), (1.7)]) the proof is standard. We only note that
for u ∈ C(Ω) and t  0, x ∈ Asp,∫
Ω
∣∣u(X0t )− u(Xt )∣∣2 dPx = lim
s∈S,s↓t
∫
Ω
∣∣u(X0t )− u(X0s )∣∣2 dPx
= lim
s∈S,s↓t
(
ptu
2(x)− 2pt(ups−t u)(x)+ psu2(x)
)= 0
by Theorem 4.5(iii). Hence Px[X0t = Xt ] = 0. 
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Our aim is to prove under the assumptions from Section 5 that the diffusion process M from
Theorem 5.10 solves the stochastic equation
dXt =
(
n∑
i=1
∂i(log)
)
(Xt ) dt +
√
2 dBt in Ω,
with reflecting boundary condition, (6.1)
for all starting points X0 ∈ Asp. Here being a solution is understood in the sense of the associated
martingale problem and (Bt )t0 is a vector valued Brownian motion. The solution to (6.1) is
unique, in a sense specified below. So let Px, x ∈ Asp, be as in Theorem 5.10. The following
lemma is crucial to prove that each Px solves the martingale problem for (L,C∞0 ( ˚Asp)) with
the starting point x ∈ Asp, where for a set S ⊂ Rn, ˚S denotes the interior of S.
Lemma 6.1. Let p as in Condition 3.3.
(i) Let f ∈ Lr (Ω,μ) for r ∈ [p,∞) and f  0, then for all t > 0, x ∈ Asp,
t∫
0
Psf (x) ds < ∞,
hence
∫
Ω
t∫
0
f (Xs) ds dPx < ∞.
(ii) Let u ∈ C∞0 (Ω), λ > 0. Then
Rλ
((
λ−Lp
)
u
)
(x) = u(x) for all x ∈ Asp. (6.2)
(iii) Let u ∈ C∞0 (Ω), t > 0. Then
Ptu(x)− u(x) =
t∫
0
Ps
(
L

pu
)
(x) ds for all x ∈ Asp. (6.3)
Proof. (i) Let t > 0, x ∈ Asp. By (4.3) and monotone convergence
R1f (x) =
∞∫
exp(−s)Psf (x) ds.
0
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follows.
(ii) Since G,rλ (λ−Lr )u = u in Lr(Ω,μ) it follows that (6.2) holds for μ-a.e. x ∈ Asp. Since
(λ − Lr )u ∈ Lr (Ω,μ), we have that Rλ((λ − Lp)u) is continuous on Asp and so assertion (ii)
follows.
(iii) Note that since Lr u ∈ Lr (Ω,μ), r ∈ [p,∞), the integral on the right-hand side of (6.3)
exists and is a μ-version of
∫ t
0 Ts(L

r u) ds, as is the left-hand side of T ,rt u − u. Hence (6.3)
holds for μ-a.e. x ∈ Asp. Since the left-hand side of (6.3) is continuous on Asp, the assertion
follows if we can prove that for the right-hand side. But by (ii) and (4.3), which extends to all
f ∈ Lr (Ω,μ), we have for all x ∈ Asp
t∫
0
Ps
(
Lu
)
(x) ds
= exp(s)
s∫
0
exp(−s˜)Ps˜
(
Lu
)
(x) ds˜
∣∣∣s=t
s=0 −
t∫
0
exp(s)
s∫
0
exp(−s˜)Ps˜
(
Lu
)
(x) ds˜ ds
= exp(t)
[
R1
(
Lu
)
(x)−
∞∫
t
exp(−s˜)Ps˜
(
Lu
)
(x) ds˜ ds
]
−
t∫
0
exp(s)
[
R1
(
Lu
)
(x)−
∞∫
s
exp(−s˜)Ps˜
(
Lu
)
(x) ds˜
]
ds
= exp(t)[R1(Lu)(x)− exp(−t)Pt(R1(Lu))(x)]
− (exp(t)− 1)R1(Lu)(x)− t∫
0
Ps
(
R1
(
Lu
))
(x) ds.
We see that all involved functions are in Lr (Ω,μ), all functions in the last expression are ob-
viously continuous in x ∈ Asp apart from the last. But by Fubini’s theorem for f := (Lr u)+
or (L

r u)
−
t∫
0
Ps(R1f )(x) ds = R1
( t∫
0
Psf (·) ds
)
(x).
But
∫ t
0 Psf (·) ds ∈ Lr (Ω,μ), r ∈ [p,∞), since it is a μ-version of
∫ t
0 T
,r
s f ds which is
in Lr(Ω,μ), r ∈ [p,∞). So, also this last term is continuous on Asp. So, assertion (iii) is
proved. 
Theorem 6.2. Let Ω have Lipschitz boundary, A ⊂ Ω be C2-admissible. Suppose Conditions 2.1
and 3.3 to be satisfied. Then for every x ∈ Asp, Px from Theorem 5.10 solves the martingale
problem for (L,C∞( ˚Asp)) and starting point x, i.e., under Px for all u ∈ C∞( ˚Asp)0 0
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t∫
0
Lu(Xs) ds, t  0,
is an (Ft )t0-martingale starting at zero.
Proof. By Lemma 6.1 the proof is now standard by the Markov property. All integrability issues
in the computations are clear from Lemma 6.1. 
Now we turn to uniqueness.
Definition 6.3. A diffusion process M′ = (Ω ′,F′, (F′t )t0, (X′t )t0, (P′x)x∈Asp) on Asp with tran-
sition semigroup (P ′t )t>0 is said to satisfy the L2(Asp,μ)-martingale problem for (L,C), where
C ⊂ L2(Asp,μ) is a core of (L,D(L)), if:
(i) For some M ′, ε′ ∈ (0,∞),∫
Asp
(P ′t f )2 dμM ′
∫
Asp
f 2 dμ for all f ∈ Cb(Asp), t ∈ (0, ε′).
(ii) For all u ∈ C under P′μ :=
∫
Asp
P′x μ(dx)
u(X′t )−
t∫
0
Lu(X′s) ds, t  0,
is an (F′t )t0-martingale.
Proposition 6.4. The diffusion process M from Theorem 5.10 solves the L2(Asp,μ)-martingale
problem for (L,D(L)).
Proof. (i) is obvious. (ii) follows from [9, Theorem 2.22(ii)]. 
Theorem 6.5 (“Uniqueness”). Let Ω have Lipschitz boundary, A ⊂ Ω be C2-admissible and
Ω \ A of capacity zero with respect to (E,D(E)). Suppose Conditions 2.1 and 3.3 to be
satisfied. Let M′ = (Ω ′,F′, (F′t )t0, (X′t )t0, (P′x)x∈Asp) be a diffusion process on Asp with
semigroup (P ′t )t>0 such that M′ satisfies the L2(Asp,μ)-martingale problem for (L,C). Then
P′x = Px for μ-a.e. x ∈ Asp, where Px, x ∈ Asp, is the probability measure of M in Theorem 5.10.
If in addition, P ′t (C) ⊂ C(Asp) for all t > 0, then P′x = Px for every x ∈ Asp.
Proof. The proof of the assertion is completely analogous to that of [7, Theorem 8.3]. 
7. An application to continuous N -particle systems with singular interactions
Let d ∈ N. A pair potential (without hard core) is a Borel measurable function φ :Rd →
R ∪ {∞} such that φ(−x) = φ(x) ∈ R for all x ∈ Rd \ {0}. Let us fix our assumptions on the
potential φ.
T. Fattler, M. Grothaus / Journal of Functional Analysis 246 (2007) 217–241 237(RP) Repulsion. There exists a continuous decreasing function Φ : (0,∞) → [0,∞) with
limt→0 Φ(t) = ∞ and R1 > 0 such that
φ(x)Φ
(|x|) for |x|R1.
(DLp) Differentiability and Lp . The function exp(−φ) is weakly differentiable on Rd , φ is
weakly differentiable on Rd \ {0}. The gradient ∇φ, considered as a dx-a.e. defined
function on Rd , satisfies
∇φ ∈ Lploc
(
Rd , exp(−φ)dx).
Remark 7.1. Note that for many typical potentials in statistical physics, we have φ ∈
C∞(Rd \ {0}). For such “outside the origin regular” potentials, condition (DLp) nevertheless
does not exclude a singularity at the point 0 ∈ Rd .
Let Λ :=×di=1Ii , where Ii ⊂ R for 1 i  d is a compact interval and N ∈ N. On ΛN we
consider the density function
Λ,N(x) = 1
ZΛ,N
exp
(
−
∑
1i<jN
φ(xi − xj )
)
, x = (x1, . . . , xN) ∈ ΛN,
where
ZΛ,N :=
∫
ΛN
exp
(
−
∑
1i<jN
φ(xi − xj )
)
dx⊗N
and dx denotes the Lebesgue measure on Λ. Thus we are given the probability measure μΛ,N :=
Λ,Ndx
⊗N on ΛN such that Λ,N fulfills the conditions as assumed in the previous sections. The
corresponding generator LΛ,N := LΛ,N ,2 with domain D(LΛ,N) has the representation
LΛ,NF(x) =
N∑
i=1
iF(x)+
∑
1i,jN
∇φ(xi − xj )
(∇iF (x)− ∇jF (x)) for F ∈ C∞0 ( ˚ΛN)
and x ∈ ΛN . Here i and ∇i denote the Laplacian on Rd and the gradient on Rd , respectively,
for 1 i N .
The strongly continuous contraction semigroup generated by (LΛ,N ,D(LΛ,N)) we denote by
TΛ,N(t) := exp(tLΛ,N), t  0.
Definition 7.2. We define
AΛ,N := ˚ΛN ∪
{
(x1, . . . , xN) ∈ ΛN
∣∣ there exists exactly one component xi = (x1i , . . . , xdi ),
1 i N, with xi ∈ ∂Λ, such that exactly one coordinate xji ∈ ∂Ij , 1 j  d
}
.
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Lemma 7.3. ΛN \AΛ,N is of capacity zero with respect to (EΛ,N ,D(EΛ,N )).
Proof. In the present situation the intrinsic metric of the underlying Dirichlet form
(EΛ,N ,D(EΛ,N )) is given by
d(x, y) := sup{u(x)− u(y) ∣∣ u ∈ D(EΛ,N )∩C(ΛN )
with |∇u|2Λ,N  Λ,N a.e. on ΛN
}
for x, y ∈ ΛN.
Here ∇ denotes the gradient on RdN . By assumption we have Λ,N > 0 a.e. on ΛN . Thus
d(x, y) = sup{u(x)− u(y) ∣∣ u ∈ D(EΛ,N )∩C(ΛN ) with |∇u|2  1 a.e. on ΛN}
= deuc(x, y) (7.1)
for x, y ∈ ΛN , where deuc is the metric induced by the Euclidean norm on RdN . The latter
identity in (7.1) easily follows by the fundamental theorem of calculus, since Λ is convex.
So the intrinsic metric of the underlying Dirichlet form (EΛ,N ,D(EΛ,N )) coincides with the
Euclidean metric i.e. the underlying Dirichlet form is strongly regular, see e.g. [20]. Thus we
have due to [20, Theorem 3] that sets of codimension  2 are of capacity zero with respect to
(EΛ,N ,D(EΛ,N )) and therefore ΛN \AΛ,N has capacity zero. 
Next let us consider the configuration space over Rd , which is defined as the set of all subsets
of Rd which are locally finite:
Γ := {γ ⊂ Rd ∣∣ #(γΛ) < ∞ for each compact Λ ⊂ Rd},
where # denotes the number of elements of a set and γΛ := γ ∩ Λ. One can identify γ ∈ Γ
with the positive Radon measure
∑
x∈γ εx ∈ M(Rd), where εx is the Dirac measure at x,∑
x∈∅ εx := zero measure, and M(Rd) stands for the set of all positive Radon measures on
the Borel σ -algebra B(Rd). Hence, via this identification, Γ can be equipped with the vague
topology. We set ΓΛ := {γ ∈ Γ | γ ⊂ Λ}. The space of N -point configurations in Λ is defined
by
Γ
(N)
Λ :=
{
γ ⊂ Λ ∣∣ #(γ ) = N}⊂ ΓΛ ⊂ Γ.
To define more structure on Γ (N)Λ we may use the following natural mapping:
sym(N) : Λ˜N → Γ (N)Λ ,
sym(N)(x1, . . . , xN) := {x1, . . . , xN },
where
Λ˜N := {(x1, . . . , xN) ∈ ΛN ∣∣ xk = xj if k = j}.
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on Γ
(N)
Λ . Obviously, this σ -algebra coincides with the Borel σ -algebra inherited from Γ
equipped with its vague topology. Consider the measure μ(N)Λ := μΛ,N ◦ (sym(N))−1. μ(N)Λ is the
canonical N -particle Gibbs measure in Λ with empty boundary conditions on (Γ (N)Λ ,B(Γ (N)Λ )).
Define an isometry (sym(N))∗ : L2(Γ (N)Λ ,μ(N)Λ ) → L2(ΛN,μΛ,N) by setting (sym(N))∗F to be
the μΛ,N -class represented by F˜ ◦sym(N)Λ on Λ˜N for any μ(N)Λ -version F˜ of F ∈ L2(Γ (N)Λ ,μ(N)Λ )
(note that the set of diagonals Dg := ΛN \ Λ˜N has μΛ,N -measure zero).
To state the main result of this section we introduce the operator
L
(N)
Λ :=
((
sym(N)
)∗)−1 ◦LΛ,N ◦ (sym(N))∗
with domain
D
(
L
(N)
Λ
)= ((sym(N))∗)−1(D(LΛ,N )∩L2sym(μΛ,N)),
where
L2sym
(
ΛN,μΛ,N
) := (sym(N))∗(L2(Γ (N)Λ ,μ(N)Λ ))⊂ L2(ΛN,μΛ,N )
is the closed subspace of symmetric functions from L2(ΛN,μΛ,N). This operator generates a
strongly continuous contraction semigroup
T
(N)
Λ := exp
(
tL
(N)
Λ
)
, t  0.
Definition 7.4. We define
A(N)Λ := sym(N)
(
AΛ,N ∩ Λ˜N
)
and
C∞0
(A(N)Λ ) := {f˜ |A(N)Λ ∣∣ f ∈ ((sym(N))∗)−1(C∞0 ( ˚ΛN )∩L2sym(μΛ,N))},
where f˜ denotes the natural pointwise defined representative of f .
Remark 7.5. Clearly, C∞0 (A(N)Λ ) ⊂ D(L(N)Λ ).
Now we are ready to state and prove the main result of this section.
Theorem 7.6. Let N,d ∈ N and Λ :=×di=1Ii , where Ii ⊂ R for 1 i  d is a compact inter-
val.
(A) Let dN  2 and the potential φ satisfy conditions (RP) and (DLp) with p > d .
(B) Let d  2 and the potential φ be bounded and satisfy (DLp) with p > d .
If (A) or (B) holds, then we have:
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M(N)Λ = (Ω(N)Λ ,F(N)Λ , (F(N)Λ )t0, (X)t0, (P(N)Λ (x))x∈A(N)Λ ) with state space A
(N)
Λ ⊂ Γ (N)Λ ,
having as transition semigroup (T (N)Λ (t))t0.
(ii) For every x ∈A(N)Λ , P(N)Λ (x) from (i) solves the martingale problem for (L(N)Λ ,C∞0 )(A(N)Λ )
with starting point x, i.e. under P(N)Λ (x) for all u ∈ C∞0 (A(N)Λ )
u(Xt )− u(x)−
t∫
0
L
(N)
Λ u(Xs) ds, t  0,
is an (F(N)Λ (t))t0-martingale starting at zero.
Proof. Our aim is to apply Theorem 5.10. Note that in (A) and (B) n := dN  2. Hence con-
sider Ω = ΛN and A = AΛ,N . A is C2-admissible and by Lemma 7.3 Ω \A is of capacity zero
with respect to (EΛ,N ,D(EΛ,N )). It is easy to check that Conditions 2.1 and 3.3 are satisfied.
In situation (A) we set Acap = ∅ and we have ∅ = A0 = A ∩ Dg, since Dg = {Λ,N = 0} due
to condition (RP). Hence Ast = AΛ,N ∩ Λ˜N . (DLp) implies that Λ,N is continuous on Ω . In
situation (B) we have A0 = ∅, because φ is bounded. We set Acap = Dg = ΛN \ Λ˜N . And in-
deed, since ΛN \ Λ˜N is of codimension  2 and the intrinsic metric of the underlying Dirichlet
form (EΛ,N ,D(EΛ,N )) coincides locally with the Euclidean metric (as shown in the proof of
Lemma 7.3) we have due to [20, Theorem 3] that ΛN \ Λ˜N is of capacity zero with respect to
(EΛ,N ,D(EΛ,N )). Thus again Ast = AΛ,N ∩ Λ˜N . Now Theorem 5.10 applies and we are given
a diffusion process MΛ,N = (ΩΛ,N ,FΛ,N , (FΛ,N)t0, (X)t0, (PΛ,N(x))x∈AΛ,N ) with state
space AΛ,N ∩ Λ˜N ⊂ ΛN , having as transition semigroup (TΛ,N(t))t0 and solving the corre-
sponding martingale problem due to Theorem 6.2 for all starting points from AΛ,N ∩ Λ˜N ⊂ ΛN .
Finally, we consider the image process under sym(N) and with A(N)Λ = sym(N)(AΛ,N ∩ Λ˜N) the
desired statements follow. 
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