Measurement of W&#177; boson production in Pb+Pb collisions at &#8730;sNN = 5.02 TeV with the ATLAS detector by De Castro , S. et al.
Eur. Phys. J. C (2019) 79:935
https://doi.org/10.1140/epjc/s10052-019-7439-3
Regular Article - Experimental Physics
Measurement of W± boson production in Pb+Pb collisions at√
sNN = 5.02 TeV with the ATLAS detector
ATLAS Collaboration
CERN, 1211 Geneva 23, Switzerland
Received: 25 July 2019 / Accepted: 25 October 2019 / Published online: 18 November 2019
© CERN for the benefit of the ATLAS collaboration 2019
Abstract A measurement of W± boson production in
Pb+Pb collisions at √sNN = 5.02 TeV is reported using
data recorded by the ATLAS experiment at the LHC in 2015,
corresponding to a total integrated luminosity of 0.49 nb−1.
The W± bosons are reconstructed in the electron or muon
leptonic decay channels. Production yields of leptonically
decaying W± bosons, normalised by the total number of
minimum-bias events and the nuclear thickness function,
are measured within a fiducial region defined by the detec-
tor acceptance and the main kinematic requirements. These
normalised yields are measured separately for W+ and W−
bosons, and are presented as a function of the absolute value
of pseudorapidity of the charged lepton and of the collision
centrality. The lepton charge asymmetry is also measured
as a function of the absolute value of lepton pseudorapidity.
In addition, nuclear modification factors are calculated using
the W± boson production cross-sections measured in pp col-
lisions. The results are compared with predictions based on
next-to-leading-order calculations with CT14 parton distri-
bution functions as well as with predictions obtained with the
EPPS16 and nCTEQ15 nuclear parton distribution functions.
No dependence of normalised production yields on centrality
and a good agreement with predictions are observed for mid-
central and central collisions. For peripheral collisions, the
data agree with predictions within 1.7 (0.9) standard devia-
tions for W− (W+) bosons.
1 Introduction
Collisions of lead ions in the Large Hadron Collider (LHC)
allow the formation of a hot and dense medium with tem-
peratures significantly exceeding the critical temperature
for a phase transition from ordinary to strongly interacting
matter [1]. Experiments at the Relativistic Heavy Ion Col-
lider (RHIC) at lower energies than the LHC established that
strongly interacting matter takes the form of a quark–gluon
plasma (QGP) [2–5]. Particles carrying colour charge pro-
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duced in hard interactions of quarks and gluons in the ini-
tial stages of a nuclear collision lose energy while traversing
the QGP, leading to the phenomenon of jet quenching [6,7].
This phenomenon was established by the observation of
the suppression of charged-hadron yields in heavy-ion colli-
sions, which was reported by experiments both at RHIC and
the LHC, see e.g. Refs. [8–12]. Other studies related to jet
quenching include LHC measurements of the suppression
of inclusive jet yields [13,14], dijet transverse momentum
imbalance [15,16] and modifications to the jet fragmenta-
tion [17,18].
At all stages of QGP evolution, colourless elementary par-
ticles created in hard scatterings are expected to interact only
weakly with the medium, which makes them excellent probes
of the very initial stage of the collision. Moreover, in heavy-
ion collisions energetic particles are produced in the interac-
tion between nucleons in the nuclei. The latter are complex
objects, so the geometry of the collision plays a central role
in the interpretation of the experimental results. The RHIC
experiments measured the properties of highly energetic (vir-
tual) photons [19,20] in Au+Au collisions and found that
their production rates scale with the nuclear thickness. At
the LHC, the ATLAS and CMS experiments measured the
production of isolated prompt photons [21,22], Z [23,24]
and W± bosons [25,26] in lead–lead (Pb+Pb) collisions at√
sNN = 2.76 TeV. In addition, the forward production of Z
bosons was measured by the ALICE experiment in Pb + Pb
collisions at √sNN = 5.02 TeV [27]. The production rates
of electroweak (EW) vector bosons were found to be unaf-
fected by the presence of the QGP, and in agreement with the
expectations from the collision geometry.
Production of EW bosons is an important benchmark pro-
cess at hadron colliders. Measurements in proton–proton (pp)
collisions at
√
s = 5.02, 7, 8 and 13 TeV at the LHC [28–
33] and at previous colliders at lower energies [34,35] are
well described by calculations based on higher-order pertur-
bative quantum chromodynamics (QCD) and the theory of
EW interactions. At leading order, W± bosons are preferen-
tially produced in ud¯ → W+ and du¯ → W− processes [36].
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In Pb + Pb collisions, due to the different proportions of u
and d quarks in the proton compared to the lead nucleus, the
individual W+ and W− production rates are expected to be
modified – which is often referred to as the isospin effect
– but not their sum. Furthermore, EW boson production is
sensitive to the parton distribution functions (PDF) which
define the initial kinematics of the hard process. In Pb + Pb
collisions, production of W± bosons may differ from that
in pp collisions due to effects arising from the presence of
the bound nucleons in the nucleus. The measurements of
W± boson production in heavy-ion collisions therefore offer
an opportunity to extract valuable information about nuclear
modifications to the free-nucleon PDF [37–40].
Leptonic W± boson decays are of particular interest, since
the charged leptons are expected to not interact substantially
with the QGP. Differences between the angular distributions
of the W+ and W− boson decay products and the different
relative yields of W+ and W− bosons produced in Pb+Pb
and pp collisions can be explored using lepton charge asym-
metry. This observable is defined as the difference between
the differential yields of positively and negatively charged
leptons divided by their sum, expressed as a function of the
charged-lepton pseudorapidity (η1):
A(η) = dNW+→+ν/dη − dNW−→−ν¯/dηdNW+→+ν/dη + dNW−→−ν¯/dη .
In the measurement of the asymmetry as a function of η, sev-
eral systematic effects are reduced significantly in the ratio.
In a nucleus–nucleus (A+A) collision in the absence of
nuclear effects, the number of events of a hard process X
(NX ) is proportional to the pp cross-section for this process
(σ ppX ) scaled by factors related to the A+A collision geome-
try. These geometric parameters can be estimated using the
Glauber approach [41,42] as detailed in Sect. 3.1. An effec-
tive nucleon–nucleon (NN) cross-section for the process X
in A+A collisions, further referred to as normalised produc-
tion yield, can be defined using the total number of inelastic
A+A collisions (Nevt) and the mean nuclear thickness func-
tion 〈TAA〉 (defined as the mean number of binary collisions
divided by the total inelastic NN cross-section):
σNNX =
NX
Nevt · 〈TAA〉 . (1)
This expression allows a direct comparison between the
production yields in heavy-ion collisions and the pp cross-
1 ATLAS uses a right-handed coordinate system with its origin at the
nominal interaction point (IP) in the centre of the detector and the z-axis
along the beam pipe. The x-axis points from the IP to the centre of the
LHC ring, and the y-axis points upward. Cylindrical coordinates (r, φ)
are used in the transverse plane, φ being the azimuthal angle around the
z-axis. The pseudorapidity is defined in terms of the polar angle θ as
η = − ln tan(θ/2).
section for the same hard process. Differences between σNNX
and σ ppX may arise due to nuclear effects including the isospin
effect and inaccuracies in the description of the nuclear
geometry. These differences are usually quantified using the
nuclear modification factor defined as:
RAA = σNNX /σ ppX . (2)
In this paper, the first measurement of W± boson pro-
duction yields in the electron and muon decay channels in
Pb + Pb collisions at √sNN = 5.02 TeV is presented. The
data sample was collected in 2015 and corresponds to an
integrated luminosity of 0.49 ± 0.03 nb−1. The normalised
fiducial production yields are measured separately for W+
and W− bosons. Then, the nuclear modification factors are
extracted using production cross-sections in pp collisions
at the same centre-of-mass energy taken from Ref. [28].
The lepton charge asymmetry is measured as a function
of the absolute value of the charged-lepton pseudorapidity.
The results are compared with predictions based on next-
to-leading-order (NLO) QCD calculations with the use of
CT14 NLO [43] PDFs (accounting for the isospin effect)
and two sets of predictions including nuclear modifications:
EPPS16 [44] and nCTEQ15 [45].
This paper is organised as follows. The ATLAS detector
is introduced in Sect. 2. The data and simulated event sam-
ples are described in Sect. 3. A brief discussion of the data
analysis procedure and systematic uncertainties is given in
Sect. 4. The results are presented in Sect. 5 and the paper is
summarised in Sect. 6.
2 The ATLAS detector
The ATLAS detector [46] at the LHC covers nearly the
entire solid angle around the collision point. It consists of
an inner tracking detector surrounded by a thin supercon-
ducting solenoid, electromagnetic and hadronic calorimeters
and a muon spectrometer incorporating three large supercon-
ducting toroidal magnets.
The inner-detector system (ID) is immersed in a 2 T
axial magnetic field and provides charged-particle tracking
in the range |η| < 2.5. A high-granularity silicon pixel
detector including the insertable B-layer installed before
Run 2 [47,48] covers the vertex region and is followed by a
silicon microstrip tracker. These silicon detectors are com-
plemented by a transition radiation tracker, which enables
radially extended track reconstruction up to |η| = 2.0.
The calorimeter system covers the pseudorapidity range
|η| < 4.9. Within the region |η| < 3.2, electromagnetic (EM)
calorimetry is provided by high-granularity lead/liquid-
argon (LAr) calorimeters, with an additional thin LAr pre-
sampler covering |η| < 1.8 to correct for energy loss in
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material upstream of the calorimeters. The EM calorime-
ter is divided into a barrel section covering |η| < 1.475
and two endcap sections covering 1.375 < |η| < 3.2.
Hadronic calorimetry is provided by a steel/scintillator-tile
calorimeter, segmented into three barrel structures within
|η| < 1.7 and two copper/LAr hadronic endcap calorime-
ters. The solid-angle coverage is completed with copper/LAr
and tungsten/LAr forward calorimeter modules (FCal) in
3.1 < |η| < 4.9, optimised for electromagnetic and hadronic
measurements, respectively.
The muon spectrometer (MS) comprises separate trigger
and high-precision tracking chambers measuring the deflec-
tion of muons in the magnetic field generated by the toroidal
magnets. The field integral of the toroids ranges between
2.0 and 6.0 T m across most of the detector. A set of preci-
sion chambers covers the region |η| < 2.7 with three lay-
ers of monitored drift tubes, complemented by cathode-strip
chambers in the forward region. The muon trigger system
uses resistive-plate chambers in the barrel (|η| < 1.05), and
thin-gap chambers in the endcap (1.05 < |η| < 2.4) regions.
Two zero-degree calorimeters (ZDC), situated at approx-
imately ±140 m from the nominal IP, detect neutral parti-
cles, mostly neutrons and photons, with |η| > 8.3. The ZDC
use tungsten plates as absorbers, and quartz rods sandwiched
between the tungsten plates as the active medium.
In 2015, the ATLAS detector had a two-level trigger sys-
tem [49]. The level-1 trigger is implemented in custom hard-
ware and uses a subset of detector information to reduce the
event rate to a value of at most 100 kHz. This is followed
by a software-based high-level trigger which further reduces
the rate in order to record events to disk at about 1 kHz.
3 Data and simulated event samples
3.1 Data sample and event centrality
This analysis is based on the full set of Pb + Pb collision
data collected by the ATLAS experiment in 2015 at a centre-
of-mass energy of √sNN = 5.02 TeV and corresponds to an
integrated luminosity of 0.49 nb−1.
In heavy-ion measurements, centrality classes represent
the percentiles of the total inelastic non-Coulombic cross-
section excluding diffractive contributions [50], and reflect
the overlap volume of the two colliding nuclei. In the ATLAS
experiment, the centrality of Pb + Pb events is defined using
the total transverse energy measured in the FCal, which
is evaluated at the electromagnetic scale and denoted by
FCal 	 ET. Geometric parameters, such as the average num-
ber of inelastically interacting nucleons in both colliding
nuclei, 〈Npart〉, and the average nuclear thickness function,
〈TAA〉, and their systematic uncertainties are obtained from
Table 1 Geometric parameters extracted from the MCGlauber code
v2.4 for different centrality classes in 2015 Pb + Pb data. Average
numbers of inelastically interacting nucleons 〈Npart〉 and mean values
of the nuclear thickness function 〈TAA〉 are listed with their absolute
and relative uncertainties
Centrality (%) 〈Npart〉 δ〈Npart〉
(%)
〈TAA〉 [1/mb] δ〈TAA〉
(%)
0–2 399.0 ± 1.2 0.30 28.30 ± 0.25 0.88
2–4 380.2 ± 2.0 0.53 25.47 ± 0.21 0.82
4–6 358.9 ± 2.4 0.67 23.07 ± 0.21 0.91
6–8 338.1 ± 2.7 0.80 20.93 ± 0.20 0.96
8–10 317.8 ± 2.9 0.91 18.99 ± 0.19 1.0
10–15 285.2 ± 2.9 1.0 16.08 ± 0.18 1.1
15–20 242.9 ± 2.9 1.2 12.59 ± 0.18 1.4
20–25 205.6 ± 2.9 1.4 9.77 ± 0.18 1.8
25–30 172.8 ± 2.8 1.6 7.50 ± 0.17 2.3
30–40 131.4 ± 2.6 2.0 4.95 ± 0.15 3.0
40–50 87.0 ± 2.4 2.8 2.63 ± 0.11 4.2
50–60 53.9 ± 2.0 3.7 1.28 ± 0.07 5.8
60–80 23.0 ± 1.3 5.7 0.39 ± 0.03 8.2
0–80 141.3 ± 2.1 1.5 7.00 ± 0.11 1.6
the Glauber model [42] and assigned to each centrality class
by matching them to the modelled FCal 	 ET distribution.
The centrality determination for the 2015 Pb + Pb dataset
follows a procedure similar to that used for lower-energy
Pb + Pb data in ATLAS, which is described in Ref. [51].
In that procedure, the set of Pb + Pb collision geometries
is defined via the Glauber model, using the Monte Carlo
Glauber (MCGlauber) code v2.4 [52], an inelastic nucleon–
nucleon cross-section of σNNtot = 70 ± 5 mb at
√
sNN =
5.02 TeV, and a single Woods–Saxon distribution for the
nucleon radial profile. The modelled FCal 	 ET distribu-
tion is matched with the distribution measured in minimum-
bias (MB) data selected with FCal 	 ET > 40 GeV. This
FCal 	 ET selection ensures that contributions from pho-
tonuclear and diffractive events in the fit range are negligible.
Table 1 lists the values of the 〈Npart〉 and 〈TAA〉 parameters
with their uncertainties in different centrality classes used in
this analysis.
For consistency with other heavy-ion measurements from
the ATLAS Collaboration, this analysis uses the binning in
FCal 	 ET and geometric parameters determined from the
MCGlauber code v2.4 as the default. Recently, an updated
version of the MCGlauber code, v3.2, became available with
several suggested improvements in the geometric modelling.
These improvements are described in Ref. [53] and include
a lower value of σNNtot at
√
sNN = 5.02 TeV with a smaller
uncertainty (67.6 ± 0.5 mb), separate radial distributions for
protons and neutrons in the nucleus, and other improvements
in the determination of nucleon positions within the nucleus.
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To reassess the scaling of boson yields within this
improved model of the Pb + Pb collision geometry, the cen-
trality determination is performed following the same pro-
cedure as described in Ref. [51] but using an alternative
set of Pb + Pb events generated with the MCGlauber code
v3.2. The fit to the FCal 	 ET distribution in data results
in a larger estimate (by 0.6%) for the fraction of inelastic
Pb + Pb events being contained in MB events selected with
FCal 	 ET > 40 GeV. Because of the increased fraction of
inelastic Pb + Pb events in the FCal 	 ET range used for the
fit, each centrality range is mapped to a systematically higher
range of FCal 	 ET values, and the number of MB Pb + Pb
events in each centrality selection is lower by approximately
0.6%. Furthermore, the estimated value of 〈TAA〉 in the cen-
trality classes is lower by 1% in the most central events but
higher by 6–7% in the most peripheral classes, consistent
with the change in 〈TAA〉 found in Ref. [53]. The systematic
uncertainties of 〈TAA〉 are determined following procedures
identical to the MCGlauber code v2.4 case [51], but with a
smaller σNNtot variation of ±0.5 mb. The binning in FCal 	 ET
and geometric parameters determined from the MCGlauber
code v3.2 are used only for comparison with the MCGlauber
code v2.4.
3.2 Monte Carlo simulation of signal and background
events
Samples of Monte Carlo (MC) simulated events were used
to evaluate the selection efficiencies and to model the prop-
erties of signal and background processes. The response of
the ATLAS detector was simulated using the Geant4 frame-
work [54,55]. Signal processes, i.e. the W± boson production
and leptonic decays, were modelled with the Powheg- Box
v2 event generator [56,57] interfaced to Pythia 8.186 [58]
to model parton showering and fragmentation processes. The
CT10 PDF set [59] evaluated with NLO accuracy was used to
set the initial kinematics for the matrix-element calculation.
Events produced in EW background processes (W± → τ±ν,
Z → μ+μ−, Z → e+e−, Z → τ+τ−) were generated with
the same generator set-up. To model the production of top-
quark pairs (t t¯), the Powheg- Box v2 event generator [60]
was used with the CT10f4 PDF set [59] in the matrix element.
For t t¯ production, the parton shower and fragmentation were
simulated using Pythia 6.428 [61]. More details of the event
generator set-up for all considered processes can be found in
Ref. [28], where the same configurations were used.
MC subsamples were produced separately for pp, pn,
np, and nn collisions and a weighting procedure was applied
to combine all subsamples as described here. For each sub-
process of interest, a global event weight was derived: it is
based on the mass (A = 208) and atomic (Z = 82) num-
bers of the colliding lead nuclei, and on the total number
of generated events. This corresponds to a fraction of all
nucleon-nucleon collisions of f pp = (Z/A)2 = 15.5% for
pp, f pn = fnp = Z(A − Z)/A2 = 23.9% for pn or np,
and fnn = [(A − Z)/A]2 = 36.7% for nn. The global event
weight for each subprocess is calculated as the ratio of the
number of expected events to the number of generated events:
w = 〈TAA〉
0−80% · N 0−80%evt, MB · σi j
N 0−80%gen,i j
fi j ,
where fi j stands for f pp, f pn,np or fnn , N 0−80%gen,i j is the num-
ber of generated events for the given subprocess in the 0–80%
centrality class (see Sect. 3.1), N 0−80%evt, MB is the total number of
MB events in the 0–80% centrality class, and σi j is the pro-
duction cross-section for the given subprocess. If not stated
otherwise, theoretical predictions presented in this paper are
calculated using fixed fractions of pp, pn, np, and nn colli-
sions. For the background subtraction procedure, W± and Z
boson production cross-sections are scaled to NNLO accu-
racy using DYNNLO [62,63] calculations with the CT14
NNLO PDF set [43]. The scaling factors take the follow-
ing values: 1.026 for W+, 1.046 for W−, and 1.007 for Z
boson production. It should be noted that the DYNNLO code
supports calculations only for the pp isospin combination.
For other isospin combinations, the same scaling as for pp
collisions is assumed.
In order to study detector performance in conditions that
match the data, the simulated events were embedded into
experimental data taken during the 2015 Pb + Pb run. This
data-overlay procedure ensures an accurate description of
the underlying event in the MC simulation, and additionally
provides detector conditions matching those of Pb+Pb data-
taking periods. Events used in the overlay procedure were
recorded using a dedicated set of MB triggers and total 	 ET
triggers, which were used to enhance the rate of more central
events.
4 Data analysis
4.1 Object definitions and event selection
Candidate events with W± boson production are required to
have only one primary vertex reconstructed from at least three
tracks with a transverse momentum, pT, larger than 400 MeV,
and to pass a trigger selection, which requires a single elec-
tron or muon candidate with a pT threshold of 15 GeV or
8 GeV, respectively. In addition, the electron trigger applies
a loose identification requirement [64] and the underlying-
event contribution to the energy deposits in calorimeter cells
is subtracted [65].
In events assigned to the 50–80% centrality classes, an
additional selection is made using the ZDC in order to sup-
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press EM background contributions. Events with at least one
neutron detected in each arm of the ZDC are accepted, and the
fraction of rejected events is about 0.4% in both the electron
and muon channels.
A small fraction of the selected events contain more
than one inelastic interaction (pile-up). The anti-correlation
between the FCal 	 ET and the number of neutrons detected
in the ZDC is used to suppress pile-up events. Events with
a number of ZDC neutrons much higher than the num-
ber expected from the bulk of events for a given value of
FCal 	 ET are rejected. The fraction of rejected events is
about 0.4% in both the electron and muon channels, and is
constant across centrality classes.
The electron trigger efficiency is 99% for peripheral events
and slowly decreases to 96% for central events. The muon
trigger efficiency in the endcap region of the detector is
∼ 90% and in the barrel region it varies from 60 to 80%.
No dependence on detector occupancy (centrality) is found.
Electron candidates are reconstructed using information
from tracking detectors and the EM calorimeter [64]. They
are required to have pT > 25 GeV and |η| < 2.47. Can-
didates falling in the transition region between barrel and
endcap calorimeters (1.37 < |η| < 1.52) are rejected. In
addition, isolation and ‘medium’ likelihood-based identifica-
tion requirements [64] optimised for Pb + Pb collisions as a
function of centrality are applied. Muon candidates are recon-
structed by combining tracks measured in the ID with tracks
measured in the MS [66], and must satisfy pT > 25 GeV
and |η| < 2.4. In addition, muons have to pass the require-
ments of ‘medium’ identification and of a dedicated isolation
selection [66].
The electron energy calibration is primarily obtained from
the simulation by employing multivariate techniques [67].
Residual corrections to the energy scale and resolution are
determined from data by comparing the measured Z →
e+e− invariant mass distribution to the one predicted by the
simulation [67]. This procedure was found to be sensitive
to the pile-up distribution in data due to different settings
used for the signal readout from the EM calorimeters [68].
Therefore, a special set of energy scale correction factors was
derived for the 2015 Pb+Pb dataset. Measurements of muon
momenta can be biased by the detector alignment and resolu-
tion, distortions of the magnetic field or imprecise estimates
of the amount of passive material in the detector. Correc-
tions of the muon momentum scale and resolution, which
are applied to the simulation, are derived using Z → μ+μ−
events [66].
Events with W± boson candidates are selected by requir-
ing an electron or a muon that is matched to a lepton selected
at the trigger level. The (anti-)neutrinos from W± → ±ν
decays escape direct detection. A measure of the neutrino
transverse momentum, pνT, can be inferred from the global
event momentum imbalance in the plane transverse to the
beam axis. In heavy-ion collisions, low-pT particle pro-
duction is significantly enhanced compared to pp colli-
sions, thereby resulting in a resolution of missing transverse
momentum obtained from calorimeter cells that is much
worse than in pp collisions. In the most central Pb+Pb colli-
sions at √sNN = 2.76 TeV, the resolution reaches as much as
45 GeV [25] due to enhanced contributions from the under-
lying event, while for √sNN = 5.02 TeV, it is expected to
be even larger because of increased underlying-event activ-
ity. Therefore, tracks are used instead of calorimeter cells, as
low-pT tracks from the underlying event can be suppressed
more easily. The missing transverse momentum vector, pmissT ,
is defined as the negative vector sum of the ID-track trans-
verse momenta, excluding good leptons with a poor-quality
ID track. In the case of electrons, the calorimeter energy mea-
surement is used, while for muons the pT determined from
a combined reconstruction using ID and MS hits is used.
This approach is analogous to the one developed in pp colli-
sions [69]. In order to minimise the noise contribution from
the underlying event while retaining sensitivity to the con-
tribution from the hard-scattering process, only tracks with
pT > 4 GeV are used in the calculation of pmissT . The trans-
verse mass of the lepton−pmissT system is defined as:
mT =
√
2pT p
miss
T (1 − cos φ),
where φ is the azimuthal angle between pT and pmissT
vectors. The W± boson candidates are required to have
pmissT > 25 GeV and mT > 40 GeV.
The background contribution from Z → +− decays is
further suppressed by imposing a Z -veto requirement. Events
with at least two leptons of the same flavour which form an
opposite-charge pair with an invariant mass above 66 GeV
are rejected. These events are selected by requiring that one
lepton in the pair has pT > 25 GeV and fulfils all other
quality criteria discussed above, while the other lepton in
the pair passes a lower pT threshold of 20 GeV with looser
quality requirements.
4.2 Background estimation
Background processes that contribute to the W± boson pro-
duction measurement are EW processes producing W± →
τ±ν, Z → +− and Z → τ+τ− decays, as well as
top-quark production and multi-jet processes. The multi-jet
background includes various processes such as semileptonic
decays of heavy-flavour hadrons or in-flight decays of kaons
and pions for the muon channel, and photon conversions or
misidentified hadrons for the electron channel.
The background contributions from EW production are
evaluated using simulated event samples described in Sect. 3.
They are normalised according to their expected number of
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events in the data evaluated from Eq. (1) using production
cross-sections scaled to NNLO accuracy. It is found that the
contributions from Z → +− and W± → τ±ν processes
dominate. In the electron channel, they amount to 4.1% and
1.6%, respectively, for electrons, while for positrons, these
fractions are 4.2% and 1.5%, respectively. In the muon chan-
nel, they amount to 3.0% and 1.9%, respectively, of the
event sample selected with negative muons, while for posi-
tive muons, these fractions are 3.1% and 1.8%, respectively.
The background contributions from t t¯ production are also
evaluated using MC simulation. They are estimated to be at
the level of 0.1% for electrons and 0.2% for muons. Contribu-
tions from the production of single top quarks and dibosons,
which are even smaller, are neglected.
A large fraction of multi-jet background events are
rejected by the lepton isolation requirement and the pmissT
selection. However, the very large production cross-sections
for multi-jet processes make their contribution to the selected
event sample significant. This contribution is estimated using
template fits to pT distributions for p

T > 20 GeV following
a method similar to the one described in Refs. [28,70]. Tem-
plate distributions enriched in events from multi-jet back-
ground processes are taken from data by selecting events
with non-isolated leptons, while templates for the signal and
other background processes are extracted from the MC sim-
ulation. The variable used to determine the isolation of elec-
trons and muons is, however, correlated with pT for multi-jet
events, modifying the pT distribution shape for non-isolated
leptons relative to that for isolated leptons. Therefore, prior
to the fit, the shape of the multi-jet background template in
pT is corrected, so that it more closely matches the shape
of the multi-jet background distribution passing the signal
isolation selection. The correction procedure is given below
for the muon channel. In the case of the electron channel, all
steps of the procedure are similar.
The events with non-isolated muons are divided into sub-
samples defined by ranges of 0.1 unit in a track-based isola-
tion variable, pisoT /p
μ
T , where p
iso
T is the sum of track trans-
verse momenta in a cone around the muon. From each of
the subsamples, a multi-jet background template is extracted.
The evolution of the template shapes is summarised in Fig. 1,
which shows ratios of self-normalised pμT distributions for
different templates. The ratios are taken between templates
from ranges of pisoT /p
μ
T which have centres separated by 0.3
units. The average of the ratios, r , is then used as a weight to
correct the distribution shape of the multi-jet background:
N templateMJ
(
pμT
) = N uncorrectedMJ
(
pμT
) · r (pμT
)d/0.3
.
The weight r is modified using the ratio of the distance d
between the centre of a given pisoT /p
μ
T range and the mean
value of the signal isolation (determined from MC simula-
tion) to the distance of 0.3 units between centres of pisoT /pμT
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Fig. 1 Ratios of the pμT distribution shape for multi-jet background
templates extracted from different ranges of pisoT /p
μ
T . The ratios are
taken between templates from ranges of pisoT /p
μ
T which have centres
separated by 0.3 units. The error bars represent the statistical uncertain-
ties
ranges used to determine the weight. This procedure ensures
that the extracted multi-jet background yields are stable
regardless of the exact definition of the non-isolated muons
used to construct a template. In order to estimate the multi-
jet background yield differentially in ημ, the template fits are
performed separately for each ημ bin.
Events from multi-jet background processes are estimated
to contribute up to about 20% and 12% to the event samples
selected in the electron and muon channels, respectively. The
multi-jet background fraction increases by about 10% of the
total in central collisions compared with peripheral collisions
in both electron and muon channels.
Figures 2 and 3 show the detector-level distributions of
W+ and W− event candidates decaying in the electron and
muon channels, respectively, as a function of lepton pseudo-
rapidity, η, and as a function of lepton transverse momen-
tum, pT. Background contributions from QCD multi-jet pro-
duction and from EW processes discussed above are also
shown in the plots. Fairly good agreement is found between
data and the sum of signal and background contributions. The
non-smooth behaviour of the multi-jet background distribu-
tions is related to large statistical uncertainties of the tem-
plates, which are propagated through the background sub-
traction procedure to the final results.
4.3 Experimental corrections
The W± → ±ν production yields in the electron and muon
decay channels are measured in a fiducial phase-space region
defined as:
pT > 25 GeV, |η| < 2.5, pνT > 25 GeV, mT > 40 GeV,
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Fig. 2 Detector-level distributions of W+ (left) and W− (right) event
candidates decaying in the electron channels after all selection require-
ments as a function of the electron pseudorapidity (top) and transverse
momentum (bottom). The contributions of EW and top-quark back-
grounds are normalised according to their expected number of events
in the data, while the contribution of QCD multi-jet background is nor-
malised using a template fit to the peT distribution. Distributions are
presented for the 0–80% centrality class. The error bars represent the
statistical uncertainties
where  = e, μ stands for the electron or muon, pνT is the
transverse momentum of the respective (anti)neutrino and mT
is the transverse mass of the lepton and neutrino system. To
correct for QED final-state emissions, the lepton kinematics
are evaluated before photon radiation.
The W± → ±ν event yields are extracted in each bin of
η and centrality using the formula:
NW = N
obs
W − N bkgW
CW
,
where N obsW and N
bkg
W are the numbers of observed and back-
ground events, respectively, and CW denotes bin-by-bin cor-
rection factors, which are evaluated using the signal MC sim-
ulation in bins of η and centrality, accounting for differences
between data and MC simulation as described below. The
correction factors are determined separately for each lepton
charge and each decay channel, and are defined as:
CW
(
ηreco , centrality
) = N
sel, pass
W
(
ηreco , centrality
)
N sel,genW
(
ηtrue , centrality
) ,
with N sel,passW being the sum of event weights for events
that fulfil the detector-level selection criteria described in
Sect. 4.1, while N sel,genW denotes the sum of event weights
for events selected in the generator-level fiducial phase space.
The CW correction factors account for differences between
selections applied to the reconstructed lepton pseudorapidity,
ηreco , and the true pseudorapidity,η
true
 . These factors account
also for the lepton reconstruction, identification, isolation,
and trigger efficiencies, which are evaluated separately, as
well as for the pmissT selection efficiency. Lepton efficiencies
are measured in the data and determined in MC simulation
using the tag-and-probe method in Z → +− events in the
Pb+Pb system [49,64,66]. They are evaluated as a function
of the reconstructed η and pT in the electron channel, while
in the muon channel, they depend only on η. Differences
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Fig. 3 Detector-level distributions of W+ (left) and W− (right) event
candidates decaying in the muon channels after all selection require-
ments as a function of the muon pseudorapidity (top) and transverse
momentum (bottom). The contributions of EW and top-quark back-
grounds are normalised according to their expected number of events
in the data, while the contribution of QCD multi-jet background is nor-
malised using a template fit to the pμT distribution. Distributions are
presented for the 0–80% centrality class. The error bars represent the
statistical uncertainties
between efficiencies extracted from the data and MC sim-
ulation do not exceed a few percent. Scale factors used to
correct the MC simulation are derived as ratios of efficien-
cies determined in data and simulation. Within the precision
of the tag-and-probe method, no dependence of scale factors
on centrality is observed. The reconstructed sum of event
weights, N sel,passW , is evaluated after correcting the simula-
tion, such that the simulated detector response matches the
response observed in data.
Figure 4 shows the CW correction factors evaluated for
positive electrons and muons as a function of η and cen-
trality in events from selected centrality ranges. A sizeable
evolution with event centrality is observed for both chan-
nels. The centrality dependence is mainly driven by the pmissT
resolution which deteriorates with increasing event activity.
The usage of the data overlay procedure in production of the
MC samples ensures a good description of the underlying
event in the simulation. The pmissT resolution is also tested
with Z → +− events as a function of centrality, and rea-
sonably good agreement between pmissT distributions in the
data and MC simulation is found. Residual differences are
due to a misalignment of the ID. They are covered by the
systematic uncertainty discussed in Sect. 4.4. The veto on
Z → +− decays also contributes to the change of the
CW correction factor in the most central events, where the
rate of ‘loose’ quality leptons increases. The muon recon-
struction and identification efficiencies are measured to be
above 90% and not dependent on centrality. The efficiency
of the muon isolation selection is measured to be ∼ 90%
in the barrel region and ∼ 96% in the endcap region. This
selection was optimised as a function of centrality, and there-
fore no dependence on detector occupancy is observed. The
electron isolation efficiency depends on centrality and varies
from ∼ 90% in peripheral events to ∼ 75% in the most cen-
tral events. In the electron channel, a significant difference
in the evolution of the CW correction factor can be noticed
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Fig. 4 Correction factor CW for positive electrons (left) and positive muons (right) as a function of η evaluated in selected centrality classes. The
error bars represent the statistical uncertainties
between the central (|η| < 1.37) and forward pseudorapidi-
ties (1.52 < |η| < 2.47). That behaviour can be attributed
to the electron reconstruction efficiency, which increases in
the forward region as a function of centrality from ∼ 75% to
∼ 95% almost compensating for other effects, while in the
barrel region it changes from ∼ 90 to ∼ 95%. The increase
in the reconstruction efficiency is caused by the increasing
number of charged-particle tracks and a loose requirement
on matching the track to the EM cluster. Finally, the electron
identification is optimised to have a constant efficiency as a
function of centrality and its value is above 80%. For negative
electrons and muons, the CW correction factors (not shown
in the figure) are sensitive to the same effects and result in
similar behaviour as a function of η and centrality.
As shown in Eq. (1), particle production yields in heavy-
ion collisions are often presented in terms of the number of
counts per MB collision. The total number of MB collisions
corresponding to the analysed dataset is extracted from a
MB data sample as described in Ref. [51] and is equal to
2.99 × 109 collisions for the 0–80% centrality class. The
Nevt values for centrality classes used in this analysis are
derived as corresponding fractions of this number.
4.4 Systematic uncertainties
Systematic uncertainties of the measured observables are
determined separately for electron and muon decay channels
as well as for positive and negative lepton electric charges.
They are estimated for each pseudorapidity bin and centrality
class. The sources of systematic uncertainties considered are
described below.
The uncertainties in the measurement of lepton recon-
struction, identification, trigger and isolation efficiency scale
factors are separated into statistical and systematic compo-
nents. The statistical uncertainties of the scale factors are
propagated to the final results using a toy MC approach,
while the systematic uncertainties are propagated in a fully
correlated way across all lepton η and pT bins. In the elec-
tron channel, the largest of these uncertainties is related to
the electron identification efficiency measurement, which is
limited by statistical precision and is at most 4% for yields
measured as a function of η. The dominant uncertainty in the
muon channel comes from the measurement of muon trigger
efficiency and varies between 2 and 4% for yields measured
as a function of η.
Systematic uncertainties related to electron energy cali-
bration and muon momentum calibration are evaluated by
varying scale and resolution corrections applied to the lep-
ton candidates. The corresponding variations of measured
yields are ∼ 0.1% and their contribution to the systematic
uncertainty is, therefore, neglected.
The resolution and background rejection power of the
reconstructed pmissT depends on the contribution from low-pT
particles produced in the underlying event. In order to assess
the impact of this contribution, the threshold for the pT of
ID tracks used in the pmissT calculation is varied in both the
data and MC simulation from its nominal value of 4 GeV
up and down by 1 GeV, and the full analysis is repeated.
The higher track pT threshold minimises the impact of the
underlying event on the pmissT resolution but also removes
tracks required to balance the transverse energy of the event.
Studies performed in MB events showed that the 3 GeV pT
threshold introduces a bias in the mean values of the x and y
components of pmissT . Therefore, the lower track pT threshold
introduces sources of spurious pmissT related to a larger contri-
bution of soft particles from the underlying event. In addition,
misalignment of the ID produces a charge-dependent bias in
the measured pT of tracks, which is specific to the analysed
dataset. The bias is evaluated to be 2% for tracks with a pT
of about 40 GeV. Since the signal lepton track drives the
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value of reconstructed pmissT , an uncertainty due to this bias
is evaluated by varying the pmissT scale in data by ±2%. This
variation is applied in a correlated way to events with leptons
of positive and negative charge. If an anti-correlated varia-
tion is used instead, the impact on the charge asymmetry
measurement is found to be negligible. The total uncertainty
in measured yields due to the pmissT reconstruction and ID
misalignment varies as a function of centrality between 2
and 4% for the electron channel and between 1 and 3% for
the muon channel.
An uncertainty varying from 2 to 8% in the electron chan-
nel and ∼ 2% in the muon channel is associated with the
data-driven estimation of the multi-jet background. The vari-
ation in the electron channel is η-dependent. A smaller effect
is observed in the barrel region, while the 8% variation is
observed in the endcap region where the fraction of the
multi-jet background is significant. This uncertainty is par-
tially estimated using systematic variations of the correction
applied to the shape of the multi-jet background template. By
default, the distance, d, used in the shape reweighting pro-
cedure described in Sect. 4.2 is defined relative to the mean
value of the signal isolation. However, the width of the signal
isolation region in pisoT /p
μ
T is non-negligible, and for system-
atic variations, d is recalculated relative to the boundaries of
this region. In addition, the shape of the multi-jet background
template is found to be dependent on η. The uncertainty due
to this effect is estimated by comparing templates constructed
using leptons from separate η regions (either barrel or end-
cap) to the nominal template. The contribution from resid-
ual differences in shapes to the total systematic uncertainty
related to the multi-jet background estimation is 1–3% in
the electron channel and ∼ 1% in the muon channel. An
additional uncertainty is related to the statistical precision
of multi-jet background templates extracted from data. It is
evaluated to be ∼ 2% (barrel) and ∼ 4% (endcap) in the
electron channel and ∼ 2% in the muon channel. The two
independent components, representing systematic and statis-
tical contributions to the uncertainty, are added in quadrature
while reporting the total uncertainty.
Uncertainties in the estimation of EW and top-quark back-
grounds are evaluated by varying their normalisation within
the error of their cross-sections. These variations result in up
to 0.5% uncertainty in the electron channel and up to 0.2%
uncertainty in the muon channel.
The average nuclear thickness function, 〈TAA〉, is used
to normalise the W± boson production yields. The 〈TAA〉
uncertainties listed in Table 1 are used to vary the normalised
yields. The resulting normalisation uncertainty ranges from
0.9% in the most central collisions to 8.2% in the 60–80%
centrality class, while for the 0–80% centrality class, it is
1.6%.
The simulated event samples produced for different
isospin combinations of colliding nucleons are normalised
assuming a fixed collision rate for each combination. The
impact of this assumption is checked by correcting the data
after background subtraction using CW correction factors
evaluated from the signal simulation produced for either
pp collisions or nn collisions. No significant difference is
observed compared to the application of nominal corrections.
A summary of systematic uncertainties as a function of
〈Npart〉 is shown in Figs. 5 and 6 for the electron and muon
channels, respectively. The total systematic uncertainty of
the W± boson yields obtained in the electron decay channel
varies as a function of η in the barrel region between 4 and
5%. This uncertainty is affected by the statistical precision of
the efficiency scale factors measured in bins of η. Total sys-
tematic uncertainties in the endcap regions are much larger
and reach 10%. This is caused by the significant multi-jet
background contamination and significantly lower statisti-
cal precision of the efficiency scale factor estimation. The
total systematic uncertainty for η-integrated yields is largely
independent of centrality and amounts to about 5%. In the
muon channel, the precision of the measurement for all η
values is similar to the precision of the electron channel mea-
surement in the barrel region. As a function of centrality, the
total systematic uncertainty in the muon channel is approxi-
mately constant at about 3%.
4.5 Channel combination
The corrected electron and muon channel measurements are
combined using the best linear unbiased estimate (BLUE)
method [71], accounting for correlations of systematic uncer-
tainties across the channels and measurement bins. For some
systematic errors, no covariance matrix is available, and
therefore some assumptions about correlations between bins
and production channels need to be made. The 〈TAA〉 uncer-
tainty and theoretical uncertainty in the background produc-
tion cross-sections for simulated processes are assumed to be
fully correlated between bins and channels. This approach
is justified as they are used as simple normalisation factors
which are common to both channels and across all analysis
bins. The uncertainties in the multi-jet background estima-
tion are assumed to be fully correlated between analysis bins
and uncorrelated between the decay channels. Finally, the
uncertainties related to the pmissT reconstruction are conser-
vatively assumed to be correlated between both the analysis
bins and the decay channels.
5 Results
Figure 7 shows a comparison between the differential nor-
malised production yields for W+ and W− bosons obtained
for the electron and muon decay channels as a function of
the absolute value of the charged-lepton pseudorapidity, |η|.
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Fig. 5 Relative systematic uncertainties of W+ (left) and W− (right)
boson production yields measured in the electron decay channel eval-
uated as a function of 〈Npart〉. The total systematic uncertainty is
represented by open squares, while other markers represent contribu-
tions from individual sources of uncertainty. The uncertainties related
to electron efficiency corrections (“Efficiency”), pmissT reconstruction
and ID misalignment uncertainties (“pmissT and ID align”), as well as
the uncertainties related to the estimation of EW and top-quark back-
grounds (“EW and t t¯ bkg”), are added in quadrature
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Fig. 6 Relative systematic uncertainties of W+ (left) and W− (right)
boson production yields measured in the muon decay channel evaluated
as a function of 〈Npart〉. The total systematic uncertainty is represented
by open squares, while other markers represent contributions from indi-
vidual sources of uncertainty. The uncertainties related to muon effi-
ciency corrections (“Efficiency”), pmissT reconstruction and ID misalign-
ment uncertainties (“pmissT and ID align”), as well as the uncertainties
related to the estimation of EW and top-quark backgrounds (“EW and
t t¯ bkg”), are added in quadrature
The combined dataset is also shown on the same figure. Good
agreement is found between the two decay modes, support-
ing the combination of the measurements. The distribution
for W+ bosons falls steeply at large |η|, whereas for W−
bosons, it tends to be flat with |η|. This is attributed to the
fact that high-pT W± bosons are mostly left-handed [72] and
preferentially produced in the valence-quark direction, thus
towards non-zero pseudorapidity. The W+ boson decays into
a right-handed positive lepton, which is thus boosted back
towards lower |η|, while the W− boson decays into a left-
handed negative lepton which is boosted towards higher |η|.
Figure 8 shows a comparison between lepton charge asym-
metries obtained for the electron and muon decay channels
as a function of the charged-lepton absolute pseudorapidity.
Good agreement is found between the two decay modes,
which supports the combination of the two datasets. The
resulting combined data points are also shown on the same
figure.
Figure 9 shows a comparison of the normalised produc-
tion yields for W+ and W− bosons obtained for the electron
and muon decay channels, as well as their combination, as
a function of the event centrality (represented by 〈Npart〉).
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Fig. 7 Differential normalised production yields for W+ (left) and
W− (right) bosons as a function of absolute pseudorapidity of the
charged lepton shown separately for electron and muon decay channels
as well as for their combination. Statistical and systematic uncertainties
of the combined yields are shown as bars and shaded boxes, respectively.
For the individual channels, only the total uncertainties are shown as
error bars. Systematic uncertainties related to 〈TAA〉 are not included.
The lower panels show the ratios of channels to combined yields in each
bin with error bars and shaded boxes representing the total uncertain-
ties of the channels and combined yields, respectively. The points for
individual channels are shifted horizontally for better visibility
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Fig. 8 Lepton charge asymmetry as a function of absolute pseudora-
pidity of the charged lepton, |η|, measured for W± bosons decaying
into electrons and muons as well as for the combination of the two chan-
nels. Statistical and systematic uncertainties of the combined charge
asymmetry are shown as bars and shaded boxes, respectively. For the
individual channels, only the total uncertainties are shown as error bars.
The lower panel shows the differences between the asymmetries mea-
sured for each channel separately and their combination with error bars
and shaded boxes representing the total uncertainties of the channels and
combined asymmetry, respectively. The points for individual channels
are shifted horizontally for better visibility
Here, also, good agreement between the two decay modes is
observed.
Figure 10 shows a comparison of combined differential
normalised production yields for W+ and W− bosons with
theoretical predictions as a function of charged-lepton pseu-
dorapidity. The predictions are calculated using the MCFM
code [73] at NLO accuracy in QCD. The calculations are
performed using either the free-nucleon CT14 NLO PDF
set or one of two PDF sets including nuclear modifica-
tions (nPDFs): EPPS16 or nCTEQ15. All predictions account
for the isospin effect. Uncertainties in the theoretical predic-
tions include contributions from PDF uncertainties, varia-
tions of the renormalisation and factorisation scales and vari-
ations of the strong coupling constant αS. All predictions
provide a good description of the shapes of the measured
|η| distributions. The prediction based on the CT14 NLO
PDF set differs by 2–3% in normalisation compared with the
data, while the predictions based on nPDFs underestimate
the measured yields by 10–20%. It should also be noted that
the W+ (W−) boson production cross-sections measured in
the pp system [28] are larger by 5% (4%) than the CT14
NLO theory predictions for pp collisions, corresponding to
a difference of about one standard deviation.
The combined lepton charge asymmetry is compared with
theoretical predictions in Fig. 11. All three predictions agree
with the data within systematic uncertainties, except for the
most forward |η| bin. The isospin effect, which yields a
larger fraction of W− → −ν events in Pb+Pb compared to
pp collisions in the forward region, results in a sign-change
of the asymmetry that is observed within the |η| acceptance
of the measurement.
Figure 12 compares the normalised production yields of
W+ and W− bosons as a function of 〈Npart〉 for the com-
bined electron and muon channels. The normalised produc-
tion yields for W+ bosons are about 10% higher than the
yields for W− bosons. The data are also compared with the-
oretical predictions based on the CT14 NLO PDF set, which
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Fig. 9 Normalised production yields for W+ (left) and W− (right)
bosons as a function of 〈Npart〉 shown separately for electron and muon
decay channels as well as for their combination. Statistical and sys-
tematic uncertainties of the combined yields are shown as bars and
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for better visibility
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Fig. 10 Differential normalised production yields for W+ (left) and
W− (right) bosons as a function of absolute pseudorapidity of the
charged lepton for the combined electron and muon channels. Error
bars show statistical uncertainties, whereas systematic uncertainties are
shown as shaded boxes. Systematic uncertainties related to 〈TAA〉 are
not included. The measured distributions are compared with theory pre-
dictions calculated with the CT14 NLO PDF set as well as with EPPS16
and nCTEQ15 nPDF sets. For the theory predictions, the error bars rep-
resent total uncertainties due to PDF uncertainties, scale variations and
αS variations. The lower panels show the ratios of predicted yields to
the measured ones, and the shaded band shows the sum in quadrature of
statistical and systematic uncertainties of the data. The points for theory
predictions are shifted horizontally for better visibility
include the isospin effect. The normalised production yields
for W± bosons do not change with 〈Npart〉 for mid-central and
central collisions represented by 〈Npart〉 values above 200. In
this range of centralities, the measured yields are in good
agreement with the predictions, while for mid-peripheral
and peripheral collisions corresponding to 〈Npart〉 < 200,
there is a slight excess of W± bosons in data in compari-
son with the theory predictions. The effect grows as 〈Npart〉
decreases. It is largest in the most peripheral bin and amounts
to 1.7 (0.8) standard deviations for W− (W+) boson produc-
tion. After combining the two bins with the lowest 〈Npart〉
values, the excess in measured normalised production yields
over the theory predictions is 1.7 (0.9) standard deviations for
W− (W+) bosons. It was checked whether the events from the
lowest 〈Npart〉 bin could be contaminated by a contribution
from photonuclear background. No significant enhancement
of events with asymmetric signals in the ZDC on either side
of ATLAS was seen.
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function of 〈Npart〉 shown for the combination of electron and muon
decay channels. Predictions calculated using the CT14 NLO PDF set
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The measurement of normalised production yields for W+
and W− bosons is repeated using the alternative FCal 	 ET
ranges to define centrality classes, Nevt, 〈Npart〉 and 〈TAA〉
values, extracted from the MCGlauber code v3.2. The results
obtained using the two different MCGlauber codes are com-
pared in Fig. 13. For both the W+ and W− bosons, the nor-
malised production yields extracted with geometric param-
eters from the MCGlauber code v3.2 are slightly closer to
the constant yields expected from a scaling with the nuclear
thickness. This improvement is more pronounced in periph-
eral events, but the MCGlauber code v3.2 results still do
not fully follow a constant scaling. In addition, differences
between the yields obtained using the MCGlauber code v2.4
and v3.2 are smaller than the experimental uncertainties. The-
oretical predictions shown in Fig. 13 are calculated using
the CT14 NLO PDF set and incorporate the neutron-skin
effect [74] evaluated using the separate radial distributions
for protons and neutrons provided by the MCGlauber code
v3.2. The difference between the radial distributions results
in an evolution of the effective proton-to-neutron ratio with
centrality. The impact of the neutron skin on normalised W±
boson production yields is largest in the most peripheral col-
lisions, where the predictions differ by −1.4% (+1%) for
W+ (W−) bosons relative to predictions calculated using a
constant proton-to-neutron ratio.
Figure 14 shows the nuclear modification factor defined
via Eq. (2) as a function of 〈Npart〉 for the production of
W+ and W− bosons for the combined electron and muon
channels. The pp measurements used to obtain the RAA fac-
tor come from Ref. [28]. All uncertainties are assumed to
be uncorrelated between the measurements in the Pb + Pb
and pp systems, and, therefore, are added in quadrature. As
a function of 〈Npart〉, the nuclear modification factors for
both the W+ and W− bosons follow the same trend as the
normalised production yields. The observed deviations of
RAA from unity can be mostly attributed to the isospin effect
present in the Pb + Pb system, which results in an enhance-
ment of W− bosons and a suppression of W+ bosons relative
to the pp system. These modifications of W± boson produc-
tion in the Pb + Pb system arise from the larger fraction
of valence d-quarks in lead nuclei than in protons, since
the dominant production mode of W± bosons is through
ud¯ → W+ and du¯ → W− processes. The measured RAA
factors are compared with theoretical predictions calculated
with the CT14 NLO PDF set. These predictions do not fully
describe the RAA factors despite reproducing the normalised
production yields of W+ and W− bosons measured as a func-
tion of |η|. For peripheral collisions, the measured RAA fac-
tors agree with predictions within 1.2 (0.4) standard devia-
tions for W− (W+) bosons, while for central collisions the
agreement is within 1.1 (1.8) standard deviations. The appar-
ent contradiction in the theoretical description of RAA factors
and of the normalised production yields shown in Fig. 12 is
due to the W± boson production cross-sections measured in
the pp system [28] being larger than the CT14 NLO theory
predictions.
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It was recently argued in Ref. [75] that the value of
RAA in peripheral A+A collisions is expected to be mod-
ified due to a biased classification of the event geometry,
as specified by the centrality assignment, for events con-
taining a hard process. In that analysis, the value of RAA
without any nuclear effects was determined using the HG-
PYTHIA model, which describes A+A collisions using the
Hijing event generator [76] and superimposes a Pythia 6.4
event [61] for each hard sub-interaction specified by the gen-
erator. The HG-PYTHIA prediction was demonstrated to
describe the ALICE measurement of charged-hadron RAA
in peripheral Pb+Pb collisions [77]. In Fig. 15, the RAA
factors for W+ and W− bosons measured as a function of
centrality percentile are compared with theoretical predic-
tions calculated with the CT14 NLO PDF set multiplied by
the HG-PYTHIA prediction of the RAA factor taken from
Ref. [77]. The impact of re-evaluating the bias for centrality
classes defined in the ATLAS centrality determination proce-
dure is found to be negligible. Due to the different interplay
of the hard process and soft production for events with jet
production and EW boson production, it is not clear that the
centrality bias in this analysis is expected to be the same as
in the ALICE measurement. In fact, the observed trend of
RAA factors with centrality goes in the opposite direction to
the effect of centrality bias predicted by HG-PYTHIA for
charged-hadron production.
6 Summary and conclusions
Inclusive production of W± bosons decaying into ±ν mea-
sured in the electron and muon channels in Pb+Pb collisions
at
√
sNN = 5.02 TeV is reported. The measurements are
based on the data collected in 2015 using the ATLAS detec-
tor at the LHC corresponding to an integrated luminosity of
0.49 nb−1.
The fiducial production yields scaled by the average
nuclear thickness function, 〈TAA〉, and the total number
of minimum-bias Pb + Pb collisions, Nevt, are measured
in the phase-space region defined by the charged-lepton
transverse momentum, pT > 25 GeV, and pseudorapidity,
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Fig. 15 Nuclear modification factor RAA obtained from the fiducial
W+ and W− boson production yields as a function of centrality per-
centile. Error bars show statistical uncertainties, whereas systematic
uncertainties are shown as the boxes around the data points. The sys-
tematic uncertainties due to 〈TAA〉 and luminosity of the pp dataset
are included in those boxes. The dashed lines show predictions which
incorporate the centrality bias calculated using HG-PYTHIA for the
ALICE charged-hadron production measurement [77]. These predic-
tions are corrected for the isospin effect evaluated using MCFM with
the CT14 NLO PDF set
|η| < 2.5, the transverse momentum of the (anti)neutrino,
pνT > 25 GeV, and the transverse mass of the charged-lepton–
(anti)neutrino system, mT > 40 GeV.
The dominant background contribution comes from multi-
jet production. It is evaluated using a data-driven method
and amounts to up to about 20% and 12% in the electron
and muon decay channels, respectively. Other, smaller, back-
ground contributions come from EW boson decays (Z →
μ+μ−(τ+τ−) and W± → τ±ν) and t t¯ production. They are
estimated by normalising MC simulations to the integrated
luminosity of the data sample.
After background subtraction and efficiency corrections,
the normalised production yields are presented as a function
of the absolute pseudorapidity of the charged lepton, |η|, and
the average number of nucleons participating in the collision,
〈Npart〉.
The normalised production yields for W± bosons are com-
patible in the two lepton decay channels which are com-
bined in this analysis. The combined normalised production
yields are consistent with theoretical predictions based on
the CT14 NLO PDF set, while predictions obtained with the
EPPS16 and nCTEQ15 nPDF sets underestimate the mea-
sured yields by 10–20%. However, measurements in the pp
system have shown that CT14 NLO predictions underesti-
mate the data by 4–5%. The measured yields for W± bosons
are also used to obtain the lepton charge asymmetry, which is
well described by the mentioned theoretical predictions. The
lepton charge asymmetry changes sign and becomes neg-
ative for |η| > 2, which is an indication of the isospin
effect yielding a larger fraction of W− → −ν events in
Pb + Pb compared to pp collisions. The data lack sensitivity
to nuclear modifications of the nucleon PDFs in the kinematic
region probed by W± boson production. Normalised produc-
tion yields for W± bosons are in agreement with the expected
scaling with 〈TAA〉 for mid-central and central events. In the
range 〈Npart〉 < 200, a systematic excess of the normalised
production yields of W± bosons is observed in the data in
comparison with the theory predictions with the isospin effect
included. The effect is largest in the two most peripheral bins
for W− bosons, and there, the combined excess amounts to
1.7 standard deviations. A comparison of normalised pro-
duction yields for geometric parameters obtained with two
versions of the MCGlauber code (v2.4 and v3.2) shows that
the MCGlauber code v3.2 results are somewhat closer to the
constant yields expected from the scaling with the nuclear
thickness. However, the difference between the two results
is smaller than the measurement uncertainties after the uncer-
tainty in 〈TAA〉 is excluded.
Nuclear modification factors, RAA, for W± boson pro-
duction are calculated using cross-sections measured in pp
collisions at the same centre-of-mass energy. As a function of
〈Npart〉, the measured RAA factors follow the same trend as
the normalised production yields. The observed deviations
of RAA from unity can be mostly attributed to the isospin
effect. For peripheral collisions, the data agree with pre-
dictions based on the CT14 NLO PDF set within 1.2 (0.4)
standard deviations for W− (W+) bosons, while for central
collisions the agreement is within 1.1 (1.8) standard devi-
ations. The trend observed in the data goes in the opposite
direction to predictions including the centrality bias evalu-
ated with the HG-PYTHIA model for charged-hadron pro-
duction. Due to differences in the soft-particle production
between events with jet production and EW boson produc-
tion, it is not clear that the centrality bias should be the same
for these two classes of processes. The presented measure-
ment can be used to constrain the centrality bias in the future.
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