It is proved that certain maximal real graphs of maps from C n to C n are polynomially convex. Manifolds fibred over ∂ , with fibres being such graphs, are introduced and a related Riemann-Hilbert problem is considered. Existence of a solution is proved, and its local structure is studied.
Introduction
Recall that a compact set K ∈ C n is said to be polynomially convex if for every a / ∈ K there exists a (holomorphic) polynomial p with |p(a)| > max K |p|. A noncompact closed set is said to be polynomially convex provided it can be exhausted by compact polynomially convex sets. By we denote the open unit disc.
Duval in [5] proved that for f : ⊂ C → C with | f z | > | f z | on , the disc z, f (z) z ∈ ⊂ C 2 is polynomially convex. Duval's disc is obviously totally real, since f z = 0 on . It follows that if f : C → C and | f z | > | f z | on C, then the graph of f is polynomially convex in C 2 .
About polynomial convexity of graphs of maps from C n to C n , n 2, much less is known. It is a result of Hörmander and Wermer, [10] , that if f : C n → C n is of the form f (z) = z + R(z) and R is Lipschitz with Lipschitz constant k < 1, then the graph is polynomially convex in C 2n . If n = 1 and if f is C 1 , this condition implies | f z | > | f z |.
In next section we prove the following theorem. Note that Γ is maximal real since (a) implies det(∂ G) = 0. Note also that condition (a) says that ∂ G is strictly positive as an C-linear operator, and condition (b) says that DG • κ (here κ denotes conjugation on C n ≈ R 2n , and DG = ∂ G + ∂ G • κ denotes the derivative of G) is positive as an R-linear operator and DG • κ mI. For n = 1 Theorem 1 follows from Duval [5] .
Next we consider a map G : ∂ × C n → C n . Suppose that at every fixed ξ ∈ ∂ the map G(ξ, ·) : C n → C n satisfies the conditions (a) and (b) from Theorem 1. Their graphs we denote by M ξ . By Theorem 1 they are polynomially convex in C 2n , and they are totally real. Let us consider a related Riemann-Hilbert problem. We want to find a holomorphic disc (z, w) : → C 2n (here z, w : → C n ) which maps each ξ ∈ ∂ into M ξ . This will be precisely a disc whose graph is attached to the manifold M = ξ ∈∂ {ξ } × M ξ ⊂ C 2n+1 . Also, it is equivalent to look for such a holomorphic disc (z, w) in
For n = 1 such a problem was studied in [17] by Wegert, Khimchiachvili and Spitkovsky (see also [16] ). They considered G : ∂ × C → C of class C 1 with |∂ G| > |∂ G| and Re(∂ G) > 0 on ∂ × C. They also needed that in the above inequalities there is a little bit of space between the right and the left-hand side, independent of ξ ∈ ∂ and z ∈ C, and that G(ξ, ·) has bounded derivative uniformly on ∂ . Then they proved that there is a solution of the corresponding Riemann-Hilbert problem in every 
Observe that here can be chosen a universal m > 0 which is good for all
From Theorem 2 it follows that the graphs of the solutions are disjoint and their union covers the target manifold
It is worth to mention that this problem is related to the so-called transmission problem for holomorphic maps. This problem is to find a map z, holomorphic on , and a map w, holomorphic on C \ , such that for a given F :
Theorem 2 could be restated as an existence theorem for the nonlinear transmission problem for holomorphic maps. Here note that one conjugation is involved, so in the hypothesis of the theorem the role of ∂ G and ∂ G must be interchanged.
C n → C n has, for every ξ ∈ ∂ , the following properties:
Suppose also that inequalities 
Fibers are polynomially convex
The polynomially convex hull of a compact K ⊂ C n consists of all those points a ∈ C n for which |p(a)| max K |p| for every (holomorphic) polynomial p. So, K is polynomially convex if its polynomially convex hull contains no point of C n \ K .
In the proof of Theorem 1 the following well-known criterion due to Oka (see e.g. Stolzenberg [13] ) will be used.
is not in polynomially convex hull of K if and only if there exists a continuous family of polynomials p t
, and (c) the distance between an arbitrary fixed point in C n and the set {p t = 0} tends to ∞ when t → ∞.
If K is a closed but not necessarily compact set and if for every a ∈ C n \ K we can find a family of polynomials as in the criterion above, then K is a polynomially convex set.
Proof of Theorem 1. Denote by Γ the graph of G over C n and let
and O'Farrell and Preskenis [11, 12] )
We have
We continue with the proof of Theorem 1. Take
and consider
Since ∂ G(a 0 ) is a strictly positive matrix and a → a 0 as λ → 0, for λ > 0 small enough the last term has negative real part. So, we have found a ∈ C n and α ∈ Π − such that {Q a = α} passes through the point (a 0 , b 0 ). Now we wish to push this set to infinity, staying all the time in the complement of Γ . Set α(t)
We see that |α(t)| → ∞ forces (z, w) ∞ → ∞, and consequently (z, w) 2 
we have
we get
for every ξ ∈ ∂ . Denote
If we multiply the above equality from the left by Z T then take the real part and integrate it over ∂ , we get
The left-hand side is zero, since Z T W is holomorphic and vanishes at 0. By our assumption (b), Re(Z
The integral on the right is by Cauchy-Schwarz less than Z 2 C 2 . It follows Z 2
where R 1 depends only on G.
Let γ 0 ∈ ∂ and let γ : [0, 2] → be the parametrization of the path from ζ to 0 and then from 0 to γ 0 , with
Here we have used Cauchy formula for z . By Cauchy-Schwarz and by z 2 R 1 , the last term is less than
Using Poisson integral,
we see that (3) is less than
It follows that z 2 |a 0 | + π R 1 .
Since we assumed that G is bounded by K , we have w 2 K . Also, equality (2) gives
So, we have upper bounds for z 2 , z 2 , w 2 and w 2 which do not depend on (z, w). 2
Remark. We see from the proof that, for the given G, the constant which we get as a universal upper bound for (z, w) 1,2 depends on A 2 , B 2 , C 2 and m. The first three obviously depend continuously on G ∈ C 2 (∂ × C n , C n ), and in fact also m can be chosen in such way for each G that it depends continuously on G. So, we can add to Theorem 4 that the constant R depends continuously on G.
Local structure of the solutions
Let us recall the notion of partial indices. If a matrix loop T : ∂ → M n (C) is of class C α , 0 < α < 1, then T can be written in the form Let us compute the partial indices of the disc (z, w) respect to {M ξ }. Along the boundary (z(ξ ), w(ξ )), ξ ∈ ∂ , a basis of the tangent space to M ξ is given by the columns of the matrix
where 
The first n rows of this equality are
Multiplying this equality from the left by B, and conjugating it, we get
Let us assume for a moment k is even. We rewrite the above equality in the form
Denote U = ξ 
Since U T V is holomorphic function vanishing at 0, the left-hand side equals to 0. But the integrand on the right-hand side is by our assumption greater or equal to 0 and it is equal to 0 only where U = 0. It follows that we must have U ≡ 0, hence u ≡ 0. This is for k even.
In the case k is odd, the computation is similar. The difference is that we now deal with ξ k 2 , where
is not an integer.
This we can regard as a holomorphic function on C \ [0, ∞). Here note that in equality (6) the integrand on the left-hand side is, also in this case, a holomorphic function on the whole . Now we get u ≡ 0 as above. From equality (4) now we get v ≡ 0. This gives a contradiction, so all partial indices are less or equal to 0. Since we showed their sum is 0, they must all equal to 0. 2 Let ζ ∈ and let us consider the map Ψ ζ :
The derivative of Φ ζ at (z 0 , w 0 ) is given by the linear map defined by
where A and B are computed at (z 0 , w 0 ). (See Wegert [15] .) Lemma 1. The operator DΨ ζ is bijective, or equivalently, the inhomogeneous linear equation , . . . ,
are the columns of Φ. Since the equation is R-linear, the real space spanned by
is included in the space of all solutions of the homogenous equation. Actually, it turns out that these are all solutions. Now we want to get, for a given a 0 ∈ C n , a solution with z(ζ ) = a 0 , or equivalently we are looking for v ∈ R 2n such that
for someb 0 , it remains to find v ∈ R 2n with
But such v does exist since the matrix in (7), denote it by E, is bijective, hence EC 2n = C 2n and so the space ER 2n must equal to the space L of all vectors
. Since all partial indices equal to 0, the operator (z, w) → w − Az − B z is Fredholm with Fredholm index 2n, and then it follows that it is surjective. So, for ζ = 1 operator DΨ ζ is bijective.
To see that this holds also for Ψ ζ for every ζ ∈ , let Z be the set of all ζ ∈ for which DΨ ζ is bijective. We already have 1 ∈ Z. Also, Z is open since the set of the bijective operators is open. It remains to show that it is closed. In Section 3 we proved a priori estimates for the solutions of the problem given by G which has the properties as in Theorem 2. One can get the same estimates for the linear case. Now, let ζ n ∈ Z, ζ n → ζ , and take an (a 0 , C ) ∈ C n × C α (∂ ). For every n there is a (z n , w n ) with z n (ζ ) = a 0 and w n − Az n − B z n = C . The sequence (z n , w n ) is bounded in H ∞ ∩ L 1,2 , so it is bounded in C 1/2 , and then it has a subsequence which in C α , for α < 1 2 , converges to some (z 0 , w 0 ). The disc (z 0 , w 0 ) is by Chirka [1] (8) is bijective. Hence, by the implicit function theorem for Banach spaces, we get for nearby G solutions near (z 0 ,w 0 ). This is a contradiction since for all t n , (z n , w n ) is a unique solution. This proves t 0 ∈ S.
For openness, suppose t 0 ∈ S, and let (z 0 , w 0 ) be the corresponding unique solution. Again, since the derivative with respect to the variable (z, w) of the operator in (8) is bijective, we get a neighbourhood U × V of (
2 ) such that for every G ∈ U there is a unique (z, w) ∈ V with z(ζ ) = a 0 solving w = G(ξ, w). If the uniqueness would fail for t n , with G t n arbitrary close to G t 0 , then there would be solutions (z n ,w n ) lying outside V . As above, by a priori estimates we would get a solution of the problem at t 0 , lying outside V , but this is a contradiction. So, if we take U small enough then for every G ∈ U there really is a unique solution. 2
