23,000, and 41,000 years-as predicted by the simplest and most general (linear) model of climatic response (4) (5) (6) (7) (8) (9) (10) . If the response is indeed only linear, then statistical analysis suggests that as much as 25 percent of the observed variance is explained by orbital forcing (11, 12) . If the response is significantly nonlinear, then the percentage of explained variance may well be larger (13). In any event, there is substantial empirical evidence both in the frequency domain and in the time domain that orbital influences are actually felt by the climate system.
At the same time, significant advances have been made in climate theory. A new generation of radiation-balance models has recently been applied to the ice-age problem with results that support the astronomical theory (14-17). These theoretical developments, combined with advances in paleoclimatology, indicate that there is an opportunity to make a fundamental shift in research strategy (17). Specifically, we should aim to identify mechanisms by which different parts of the climate system respond to changes in radiative boundary conditions. The importance of this opportunity is that both the temporal and the spatial structure of these changes can be specified exactly (18, 19) . Except for studies of the annual cycle, we know of no other problem in climate dynamics where the primary external forcing terms are known so precisely.
This opportunity can be exploited most effectively by comparing geological observations with predictions derived from physically based models of climate. In the second part of this article we review the available models and distinguish between two types: an equilibrium model of the form y = f(x), where the climatic state (y) has come to equilibrium with the fixed orbital boundary condition (x), and a differential model of the form dy/dt = f(y,x), where integration yields a history of climatic response to changing boundary conditions.
In the third section of this article, we recommend a strategy for developing differential models that are physically motivated yet simple enough so that their full explanatory powers can be determined by comparing a wide range of model variants with geological observations. Applying this strategy in the fourth section, we develop a differential model of the form dy/dt = (1/Ti)(x -y). Here, the input x is a single function of time representing the orbital forcing, y is a measure of the total volume of land ice, and Ti is a pair of constants at our disposal. The output of this model compares favorably with the geological record of the past 250,000 years. Thus, the model's prediction for the next 100,000 years is useful as a basis for forecasting how climate would evolve at orbital frequencies in the absence of anthropogenic disturbance. For intervals older than about 250,000 years, however, the match between actual and model climates deteriorates with age. In a final section, we compare existing differential models, suggest some improvements that could be incorporated in future models, and discuss the fundamental questions of climatic sensitivity and predictability. earth's orbit.
Astronomical Theory of Climate
K years ago ments of the earth's orbit: the eccentricity (e), the obliquity of the ecliptic (e), and the longitude of perihelion (t) with respect to the moving vernal point (19). Integrated over all latitudes and over an entire year, the energy influx depends only on e. However, the geographic and seasonal pattern of irradiation essentially depends only on e and on e sin tw, a parameter that describes how the precession of the equinoxes affects the seasonal configuration of earth-sun distances (20 (Fig. 1) . Although the curves have a large number of sinusoidal components, calculated spectra are dominated by a small number of peaks. The most important term in the series expansion for eccentricity has a period calculated by Berger (22) to be 413,000 years. Eight of the next 12 terms range from 95,000 to 136,000 years. In low-resolution spectra, these terms contribute to a peak that is often loosely referred to as the 100,000-year eccentricity cycle. In contrast, the spectrum of obliquity is relatively simple, dominated by components with periods near 41,000 years. The main components of the precession index have periods near 23,000 and 19,000 years. In low-resolution spectra, these are seen as a single peak near 22,000 years.
The geometry of past and future orbits has been calculated several times (23); the most recent work is that of Berger (19), whose results are used in this article (24). The present value of e is 0.017. Over the past million years, this value 944 has ranged from 0.001 to 0.054. Over the same interval, the value of E (now 23.4?) has ranged from 22.0? to 24.5?; and the precession index (defined as zero for A.D. 1950) has ranged from -6.9 to 3.7 percent.
Climatic impact of orbital change. The income side of the earth's annual radiation budget is the solar energy received at the top of the atmosphere each year. By determining how this income is distributed in time and space, the geometry of the orbit controls both the march of the seasons and the latitudinal arrangement of climatic zones. Therefore, any change in the three orbital elements that fix the irradiation pattern must bring about some climatic change. For example, if eccentricity and obliquity were both reduced from their present values to zero, the seasonal cycle would vanish and pole-to-equator contrasts would sharpen. Or if the summer solstice were shifted toward perihelion and away from its present position relatively far from the sun, summers in the Northern Hemisphere would become warmer (and winters colder) than they are today.
Evolution of ideas. In 1864, Croll (1) pointed out that orbitally driven variations in the annual energy influx depend only on eccentricity and are on the order of e2, or 0.1 percent. Like others who have considered the matter since (14, 19), he concluded that the direct influence of these variations was probably too small to be detectable. However, he argued that variations in the seasonal influx-which is a joint function of the three orbital elements-were large enough to trigger a substantial climatic response, namely the cycle of Pleistocene ice ages. Current status. This is not to say that all important questions have been answered. In fact, one purpose of this article is to contribute to the solution of one of the remaining major problems: the origin and history of the 100,000-year climatic cycle. At least over the past 600,000 years, almost all climatic records are dominated by variance components in a narrow frequency band centered near a 100,000-year cycle (5-8, 12, 21, 38). Yet a climatic response at these frequencies is not predicted by the Milankovitch version of the astronomical theory-or any other version that involves a linear response (5, 6). This follows from the fact that irradiation spectra are characterized almost completely by frequencies reflecting changes in obliquity E and precession (e sin w). Eccentricity controls only the amplitude of the precession effect; its frequency components do not appear in the precession spectrum (39, 40). Because changes in insolation that depend directly on eccentricity are generally considered to be quantitatively insignificant, it would not be reasonable to formulate a model in which the climatic response depends directly on this parameter. Another problem is that most published climatic records that are more than 600,000 years old do not exhibit a strong 100,000-year cycle. For example, it is virtually absent from isotopic records of planetary ice volume that date from earlier parts of the Pleistocene Epoch (41), although it is probably an important component of soil records from Central Europe that span the past 2 million years (42). As more detailed studies of older marine sequences become available, it will be interesting to see if the 100,000-year cycle is really absent from this climatic record.
Strategy shift. Whatever the outcome of future research on the 100,000-year problem may be-and whatever stochastic (43, 44) or deterministic (45) processes may operate in addition to the astronomical causes-the conclusion seems inescapable that for at least the past 730,000 years, the climate system has re- sponded to orbital forcing at the frequencies of variation in obliquity and precession. Therefore, we argue that the time has come to make a fundamental shift in research strategy: instead of using numerical models of climate to test the astronomical theory, we should use the geological record as a criterion against which to judge the performance of physically motivated models of climate (14, 17). Before proceeding further, it is desirable to review the kinds of models that are available (46-52). 
Survey of Response Models
Equilibrium models. Much of the theoretical work done to date has been with equilibrium models of the form y = f(x), where a system function (f) relates the equilibrium climatic state (y) with the orbital boundary condition (x). In some models, the output (y) is a vector quantity representing the climatic response at different sites or in different parts of the system, and the orbital input is specified as a vector x = x(e,E,w).
Two classes of system functions have been used. The first involves setting the output equal to a linear combination of insolation curves. This approach has been widely used by geologists searching for correlations between geological and astronomical time series (53, 54). In more complex models, f is generated from a system of differential equations designed to capture the fast physics of the response process. The response f(x) is obtained by integrating the equations to equilibrium at fixed values of x. Several investigators have used models of this type (14, 17, 30, 31). In the model developed by Suarez and Held (14), the response is forced by seasonal variations in incident radiation at all latitudes. The system function includes albedo feedback and heat storage in an isothermal ocean 40 meters deep. Although the model lacks an ice sheet, the output is a set of latitudes representing the season- In a pioneering study of this kind, Weertman (15) modeled the fluctuations of a continental ice sheet as a function of changing solar radiation. The profile of this model ice sheet is governed by the assumptions that ice flows as a perfectly plastic solid and that the crust subsides isostatically. Input to the model is the radiation received at 50?N during the summer half-year; output is the extent of the ice sheet (in kilometers). The system function is a set of equations containing five parameters, each of which may be adjusted within physically reasonable limits. A typical system function is shown in Fig. 2B . Experiments designed to simulate the glacial response to orbital variations over the past 2 million years indicate that the model physics is adequate to account for the magnitude of the known fluctuations in ice-sheet dimensions. The structure of the model response in the time domain is quite sensitive to small adjustments in certain parameters, although the response of the model in the frequency domain is more robust (58). In addition to significant responses at the forcing periods (near 19,000, 23,000, and 41,000 years), spectra calculated from the model output A much simpler differential model was proposed by Calder (59). Here, the input is the radiation received at 50?N during the summer half-year, and the output is an estimate of global ice volume. The system function is derived by fixing the values of two parameters (a critical value of the input, and a ratio of response rates above and below this value) and by imposing an upper limit on the output (Fig.  2D) . According to experiments we have performed, the output is quite sensitive to small changes in the values of these parameters. For one choice of parameters, Calder gives a simulation extending over the past 800,000 years. The results for the past 150,000 years are quite good. As documented below, the spectrum of this output contains significant power at cycles of 100,000 years and longer.
Developing Differential Models Development strategy. We wish to formulate a strategy that takes advantage of our knowledge of the history of climate's response to changes in the irradiation pattern. As a starting point, we choose to model global ice volume because there is a continuous isotopic record of this quantity over the past million years (7, 33), and because the cryosphere is probably the only part of the climate system whose characteristic time scales of response are of the same order as the time scales of the orbital forcing (57). If the history of the ice sheets could be successfully simulated, the extent of the ice sheets and the configuration of the earth's orbit could be used as boundary conditions for modeling the faster responses of the atmosphere and the ocean.
One possible strategy for understanding the behavior of the Pleistocene ice sheets is to apply all available knowledge of climate physics to the creation of the most realistic model possible. As described above, Pollard and Weertman have made considerable progress in this direction-yet results fall short of an adequate simulation. In the remainder of this article, we will follow an alternative strategy which attempts to capture the essential features of more complex models in a class of simple models. Perhaps the chief virtue of this strategy is that it becomes possible to uncover the full explanatory power of a given class of models by tuning-that is, by adjusting the model parameters over a range of physically reasonable values until the optimum model variant is identified. If the optimum model is unable to predict important features of the paleoclimatic record, then its failures can be used to suggest improvements in the basic structure )del. At each stage in the devel-model without destroying its predictive the constraints of physical plausibility to process, knowledge of more abilities (60). We propose to simplify make significant changes in the system models should provide useful at the outset.
function. Some of these parameters may )ut what new features ought to
Model complexity. Tuning a model to vary over a large range and make large orated into the model. the climatic record is an essential feature changes in the system function, while r reason for developing simple of our strategy for developing a simple others may be relatively restricted. For that even if a complex model class of differential models. To see how purposes of comparison, however, we successful simulation, it may drastically complexity affects one's abili-count all of them equally. Some of the lt to understand what features ty to tune a model, define the complexity parameters (Cf) will occur in the system odel are the basis of its suc-(c) to be the total number of adjustable function. As explained in the next secachieve this understanding, parameters. We include in this total any tion, others (ci) will occur in the input, so be necessary to simplify the parameter that can be adjusted within that c = cf + ci. In the models previously discussed, c ranges from 4 to 12 (Table 1 The parameter a controls the ratio of precession and obliquity effects, and is record in mind when designing a class of system functions. In addition, a minimum of complexity is desirable to allow for the tuning process, and the functions should have the potential for producing output spectra close to the known climatic spectra. A good forum for designing and comparing system functions is the stability diagram (Fig. 2) , first introduced in the present context by Pollard (16). The stability diagram is a plot of dy/dt = f(x,y) against y at several fixed values of x. At constant x, points where the curves cross the dy/dt = 0 axis are either stable or unstable fixed points of the system, depending on the direction of crossing. The plot is useful in visualizing the behavior of a given system in response to orbital forcing. Thus it can also be used to construct functions that realize a mechanism under consideration. initial condition to die out before reaching the interval studied (the past 500,000 and next 100,000 years). The resulting simulation of the real isotopic curve was poor. Moreover, because the model is linear, the spectrum of the output contained power only at the forcing periods (near 19,000, 23,000, and 41,000 years). None was present at the longer periods associated with eccentricity.
To extract eccentricity frequencies from any model in a physically reasonable way, some form of nonlinearity is required. There are several indications that one source of nonlinear behavior is the tendency for ice sheets to shrink faster than they grow. On the one hand, theoretical arguments suggest that growth times of land-based ice sheets are considerably longer than shrinkage times (62), and that instabilities in marinebased ice sheets probably augment this dynamic asymmetry (63). On the other hand, there is abundant historical evidence from studies of isotopic curves (21) that major glaciations terminate faster than they begin (64). These physical considerations lead us to a simple, nonlinear model of the form dy/dt = (1/Ti)(x -y), where the rate of climatic change is now made inversely proportional to a time constant that assumes one of two specified values depending on whether the climate is warming (Tw) or cooling (To). As with the linear model, if x is held fixed, the output y approaches equilibrium response at y = x. The way in which such a model responds to a step input is shown in Fig. 4 .
In testing this model we found it convenient to rewrite the system equation as 3 to 0.75, a from -1 to -3, and ( from 0 to 6000 years.
Because the chronology and form of the younger climatic record are better known than those of older intervals, and because we wished to allow for the possibility that climate is a nonstationary system, we elected to fine-tune the model against certain features of the geological record of the past 150,000 years. We found that the general form of the model's response was rather robust against the parametric adjustments performed in tuning the model (Figs. 5 and 6) . The timing and relative magnitude of the six climatic events for which radiometric ages are given in Table 2 Table 2 were used in tuning the model. Calculated ages for the six other events may therefore be considered as predictions to be checked against the results of independent research. In addition, the model contains a prediction for the course of future climate (Fig. 7) . Specifically, we take the model output to indicate that orbital forcing will act over the next 23,000 years to continue the general cooling trend that began some 6000 years ago. This effect must be superimposed on variations that will occur at frequencies higher than one cycle per 19,000 years, and on anthropogenic effects such as a possible warming due to an increase in carbon dioxide levels. This conclusion is robust against substantial parametric adjustments (Figs. 4 and 5) and consistent with many (21, 59, 66) but not all (54, 67) earlier predictions.
The past 500,000 years. As noted above, the model's simulation of the isotopic record of ice volume over the past 150,000 years is quite good. But results for earlier times are mixed, and parametric adjustments do little or nothing to improve matters (Figs. 7 and 8 It is useful to analyze two aspects of the model's performance separately. First, we are interested in its ability to simulate the four sharp upward excursions of the isotope record known as terminations I, II, IV, and V (21), which occur at the base of stages 1, 5, 9, and 11, respectively (Fig. 8) . Of these, I, II, and IV are well simulated, but V is not. Second, we are interested in the model's ability to simulate the relative magnitude of the main peaks and valleys of the isotope curve. This ability decreases systematically with age, although in some cases (for example, the exaggerated model peak at 170,000 years before present) minor but as yet unresolved discrepancies among published 8180 curves make it difficult to evaluate the seriousness of model failures. Older instances of model failure occur in isotope stage 8, the upper part of stage 9, the upper part of stage 11, and stage 12. We note that Calder's model does significantly better in stages 8 and 11, but has problems similar to ours in other parts of the older record (Fig. 8) . Response spectrum. Another way of evaluating the model's performance is to examine the spectrum of its response. To simplify the discussion, we will refer to the period of spectral peaks in units of K (= 1000 years). As discussed above, the input to our model has periodicities only near 19K, 23K, and 41K, and lacks power at the 100K and 413K eccentricity cycles (Fig. 9A ). Yet the isotopic record we are trying to simulate has a dominant periodicity near 100K, in addition to the components near 19K, 23K, and 41K (Fig. 9, C and D) . As would be expected from the nonlinearity in our model, the output contains power not only at the forcing periods but also at both periods of the eccentricity cycle (Fig. 9B) . Although the resulting spectrum is a better simulation than could be obtained with any linear model, it has too much power at 413K and too little at 100K. Power at 10OK has also been found in the models of Weertman (15) and Calder (59). The spectrum of Calder's model (Fig. 9E) contains less 413K power than does the spectrum of our model. However, this is achieved at the expense of introducing spurious power near 200K, which arises as the second harmonic of the 413K cycle when that cycle is clipped by the cutoff in his model. Both models exaggerate the amount of power at 23K and 19K compared with that at 41K.
Improving the Model
The goal of our modeling effort has been to simulate the climatic response to orbital variations over the past 500,000 years (68, 69). The resulting model fails to simulate four important aspects of this record. It fails to produce sufficient 100K power; it produces too much 23K and 19K power; it produces too much 413K (Fig. 10) shows why the model loses its match with the record at that point, and why termination V is not simulated. A resonance in the climatic system or an intrinsic tendency to oscillate at 1OOK might resolve all these problems. Unfortunately, the physical basis for such response characteristics seems to be lacking (70).
Another approach to the problem is suggested by comparing the stability diagrams of our model with those of Weertman and Pollard (Fig. 2) . Their system functions, when examined at constant input x, typically possess two stable fixed points with an unstable point between (71). One stable point is at full glaciation, the other at zero ice. An attractive idea for solving some of the problems cited above would be to use the slow-coolingrapid-warming mechanism to set up a model that would flip-flop back and forth between stable points in response to changes in the envelope of the precession curve. The stable points would move about and even disappear as x varied, thus allowing the high-frequency components of the input to show up in the fine structure of the output. In addi- 46. Recent reviews (47-49) show that climate models have been used to investigate the ice-age problem in two distinct ways. One strategy has been to study how a model atmosphere responds to specified changes in its internal forcing fields (ice distribution, ocean temperatures, and so on). This strategy (48-50) has been used in zonally averaged energy-balance models of the type originated by Budyko (30) 
