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Abstract
In the Maslov idempotent probability calculus, expectations of random variables
are defined so as to be linear with respect to max-plus addition and scalar multipli-
cation. This paper considers control problems in which the objective is to minimize
the max-plus expectation of some max-plus additive running cost. Such problems
arise naturally as limits of some types of risk sensitive stochastic control problems.
The value function is a viscosity solution to a quasivariational inequality (QVI) of
dynamic programming. Equivalence of this QVI to a nonlinear parabolic PDE with
discontinuous Hamiltonian is used to prove a comparison theorem for viscosity sub-
and super-solutions. An example from math finance is given, and an application in
nonlinear H-infinity control is sketched.
Key words: Max-plus control, max-plus additive cost, risk-sensitive stochastic
control, nonlinear parabolic PDEs, viscosity solutions.
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1 Introduction
A wide variety of asymptotic problems, including large deviations for stochastic processes,
can be considered in the framework of the Maslov idempotent probability calculus. In this
theory, probabilities are assigned which are additive with respect to “max-plus” addition
and expectations are defined so as to be linear with respect to max-plus addition and
scalar multiplication. For this reason we use the term “max-plus probability” instead
of “idempotent probability.” There is extensive literature on max-plus probability and
max-plus stochastic processes. See [2], [3], [6], [10], [17] and references cited there. The
max-plus framework is also important for certain problems in discrete mathematics and
in computer science applications. See [1], [3] for example.
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To provide background for the results of this paper, let us begin by mentioning two re-
sults from the Freidlin-Wentzell theory of large deviations for small random perturbations
of dynamical systems [14]. Consider a finite time interval [t, T ] and X(s) which satisfies
the stochastic differential equation (SDE){
dX(s) = f(X(s))ds+ θ−1/2σ(X(s))dW (s), t ≤ s ≤ T,
X(t) = x ∈ Rn.
(1.1)
Here θ > 0 is a “large” parameter and W (s) is a d-dimensional Brownian motion. Some-
times we write X(s) = Xθ(s) to emphasize dependence on θ. Asymptotic large deviations
results as θ →∞ are typically described through a deterministic optimization problem. In
the limit problem, Xθ(s) in (1.1) is replaced by x(s), which satisfies an ordinary differential
equation (ODE) 

dx
ds
(s) = f(x(s)) + σ(x(s))v(s), t ≤ s ≤ T,
x(t) = x.
(1.2)
The unknown function v(·) is a “control,” with v(·) ∈ L2([t, T ];Rd). In the language of
nonlinear H-infinity control theory, v(s) is called a “disturbance” [15]. The disturbance
control is chosen to maximize an expression of the form Φ(x(·))− 1
2
‖v(·)‖2 with ‖ · ‖2 the
L2-norm. The maximum is the max-plus expectation E+[Φ(x(·))] as defined in Section 2.
We may consider, in particular, the following two kinds of choices for Φ.
Case 1
Φ1(x(·)) =
∫ T
t
l(x(s))ds +G(x(T )).
The term G(x(T )) is called a terminal cost. When G = 0, we say that Φ1 is a “max-plus
multiplicative” running cost. Under suitable assumptions on f , σ and l, the Freidlin-
Wentzell theory implies that
lim
θ→∞
θ−1 logE[exp{θΦ1(Xθ(·))}] = E
+[Φ1(x(·))]. (1.3)
Case 2
Φ2(x(·)) =
∫ ⊕
[t,T ]
l(x(s))ds = max
s∈[t,T ]
l(x(s)).
This is the case of “max-plus additive” running cost. In Case 2, the large deviations result
(see [11]) is
lim
θ→∞
θ−1 logE
[∫ T
t
exp{θl(Xθ(s))}ds
]
= E+[Φ2(x(·))]. (1.4)
In this paper, we are concerned with problems in which the time evolution of the
state x(s) depends on a control u(s). Thus, equation (1.2) above will be replaced by the
ODE (2.2). The case of max-plus multiplicative running costs has already been studied
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using methods of risk sensitive stochastic control theory and differential games. See [13,
Chap. 6], [10]. We consider the problem of choosing the control u(s) to minimize
E+
[∫ ⊕
[t,T ]
l(x(s), u(s))ds
]
= E+
[
ess. sup
t≤s≤T
l(x(s), u(s))
]
. (1.5)
We call this a “max-plus stochastic control problem with max-plus additive running cost.”
The control u(s) at time s is to be chosen using information about disturbances v(r)
for times r < s. A precise definition of the class Γ(t, T ) of admissible strategies is given in
Section 3. Γ(t, T ) consists of Elliott-Kalton strategies with the additional properties (S1),
(S2). Another possible class consists of those Elliott-Kalton strategies which are “strictly
progressive,” as defined in [13, Section 11.9] and [16]. See also Section 4.3.
The max-plus stochastic control problem is studied using the method of dynamic pro-
gramming. The associated value function V (t, x) is defined by (3.1). It satisfies a dynamic
programming principle (Theorem 3.3), which is proved by standard arguments using prop-
erties of max-plus conditional expectations. The dynamic programming equation for V
takes the form of a quasivariational inequality (QVI) (2.11). It is shown later (Theorem
4.9) that V is the unique bounded, Lipschitz continuous viscosity solution to (2.11) with
boundary data (2.12) at time T .
In Section 4, the QVI (2.11) is shown to be equivalent to the nonlinear parabolic PDE
(4.1), which involves a discontinuous Hamiltonian. In the special case when there are no
disturbances in the model (σ = 0), the PDE (4.1) is of a kind considered by Barron-Ishii
[5]. The treatment of viscosity subsolutions and supersolutions in Section 4, and the proof
of the comparison Theorem 5.1, make use of similar ideas in [5].
Section 4.2 considers a nonlinear two time parameter semigroup associated with the
max-plus control problem. This semigroup is expressed in terms of a family of operators
Ft,r, which are related to max-plus linear operators. The semigroup property is a con-
sequence of the dynamic programming principle. The operator ∂V
∂t
+ H in (4.1) has an
interpretation as the generator of this semigroup. See Theorem 4.7.
In the max-plus control problem, there are actually two controls. One is the control
u(s), chosen to minimize (1.5). The other (maximizing) control is v(s), which enters
through the max-plus expectation E+. Although our problem has a differential game
interpretation, we make no use of results about differential games. See remarks in Section
4.3.
In Section 6, we consider a stochastic control version of the model, in which the ODE
(2.2) for the state dynamics is replaced by the SDE (6.1) and the goal is to minimize the
expectation of the risk-sensitive criterion in (6.2). Let Ψθ(t, x) be the value function for
this problem. Theorem 6.3 states that
lim
θ→∞
θ−1 log Ψθ(t, x) = V (t, x). (1.6)
The corresponding large deviations result is (1.4). Theorem 6.3 is proved using a version
of the Barles-Perthame method for viscosity solutions.
As an example to illustrate the limit in (1.6), we consider in Section 7 the classical
Merton optimal investment-consumption problem in mathematical finance. For the Mer-
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ton problem, Ψθ(t, x), V (t, x) and the corresponding optimal controls can be found by
explicit calculations.
In Section 8 we consider some infinite time horizon problems. The interest is in inequal-
ities of the form (8.1) which hold on every finite time interval [0, T ]. Such inequalities have
an interpretation in nonlinear H-infinity control theory, with max-plus additive running
cost. The discussion follows mainly [11, Section 8].
2 Max-plus stochastic control
2.1 Preliminaries on max-plus probability
We start with reviewing some notions and facts from max-plus probability theory which
will be needed later. The readers should refer to [2], [3], [6], [11], [15], [17] for more details.
Let us consider extended reals R− = R∪{−∞}. For a, b ∈ R−, we define new addition
and multiplication by
a⊕ b = max{a, b}, a⊗ b = a+ b.
R
− with these new operations is called max-plus algebra and it satisfies all the axioms of
rings except for the existence of additive inverse. In addition, the idempotency a⊕ a = a
holds.
To introduce the notions of max-plus probability, we focus on a particular case dis-
cussed in the present paper. Let t ∈ [0, T ] and Ω = Ωt,T = L
2([t, T ];Rd) be a sample
space. We use the notation L2[t, T ] for L2([t, T ];Rd) if the dimension is clear from the
context. On this sample space, we consider max-plus probability density Q : Ω→ R−
Q(v) = −
1
2
∫ T
t
|v(s)|2ds, v ∈ Ω.
Then, the max-plus probability P+ for A ⊂ Ω is defined by
P+(A) = sup
v∈A
Q(v) = sup
v∈A
{
−
1
2
∫ T
t
|v(s)|2ds
}
.
The supremum on empty set is understood to be −∞. We call (Ω, P+) (or (Ω, Q)) a
max-plus probability space.
Let Z : Ω → R− be a random variable. Here we do not require any measurability
conditions. The max-plus expectation of Z is
E+[Z] = sup
v∈Ω
{Z(v)⊗Q(v)} = sup
v∈L2[t,T ]
{
Z(v)−
1
2
∫ T
t
|v(s)|2ds
}
.
Z is max-plus integrable if E+[Z] < ∞. It is easily seen that the max-plus expectation
is linear under max-plus algebra: for max-plus integrable random variables Z, Y and
a ∈ R−,
E+[Z ⊕ Y ] = E+[Z]⊕ E+[Y ], E+[a⊗ Z] = a⊗ E+[Z].
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If Z ≤ Y , then
E+[Z] ≤ E+[Y ].
To consider max-plus conditional expectations under this special probability space, let
0 ≤ t < r < T and denote Ω1, Ω2 by
Ω1 = Ωt,r = L
2[t, r], Ω2 = Ωr,T = L
2[r, T ].
On the product space Ω1 × Ω2, we define max-plus probability density Q1 ⊗Q2 by
(Q1 ⊗Q2)(v1, v2) = Q1(v1)⊗Q2(v2), (v1, v2) ∈ Ω1 × Ω2,
where
Q1(v1) = −
1
2
∫ r
t
|v1(s)|
2ds, Q2(v2) = −
1
2
∫ T
r
|v2(s)|
2ds.
Note that if we set v1 = v|[t,r], v2 = v|[r,T ] for v ∈ Ω,
Q(v) = Q1(v1)⊗Q2(v2).
Thus, (Ω, Q) can be identified with (Ω1 × Ω2, Q1 ⊗Q2).
Let Z(v) = Z(v1, v2) be a random variable on Ω. For v1 ∈ Ω1, the max-plus conditional
expectation of Z under v1 is given by
E+[Z|v1] = sup
v2∈Ω2
[Z(v1, v2)⊗Q2(v2)].
If Z has the form Z(v1, v2) = Z1(v1)⊕Z2(v1, v2) for some Z1 : Ω1 → R
− and Z2 : Ω→ R
−,
it is seen that
E+[Z] = E+[Z1 ⊕ E
+[Z2(v1, ·)|v1]]. (2.1)
2.2 Problem formulation and verification theorem
We consider max-plus control problems on a finite time interval [t, T ]. The final time T
is fixed throughout the paper, and the initial time satisfies 0 ≤ t < T . Let us consider
the system governed by

dx
ds
(s) = f(x(s), u(s)) + σ(x(s), u(s))v(s), t ≤ s ≤ T,
x(t) = x ∈ Rn,
(2.2)
where U ⊂ Rm, f : Rn × U → Rn, σ : Rn × U → M(n, d), M(n, d) is the set of n × d
matrices. x(s) is the state of the system, u ∈ L∞([t, T ];U) is a control and v ∈ L2[t, T ]
is a disturbance (or uncertainty) in the system. Equation (2.2) is an ordinary differential
equation with two parameters. However, in terms of max-plus diffusion processes, we
can regard (2.2) as a controlled max-plus stochastic differential equation under (Ω, Q) (cf.
[11]).
When we choose a control at a certain time, it is natural to require that the decision
has to be made by past information of the disturbance. It can be realized by the notion
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of Elliott-Kalton strategy in the theory of differential games (cf. [8]). Let α : L2[t, T ] →
L∞([t, T ];U). α is an Elliott-Kalton strategy from L2[t, T ] into L∞([t, T ];U) if α satisfies
the following: Let v, v˜ ∈ L2[t, T ] and t ≤ s ≤ T .
If v = v˜ a.e. on [t, s], then α[v] = α[v˜] a.e. on [t, s]. (2.3)
We denote by ΓEK(t, T ) the set of Elliott-Kalton strategies from L
2[t, T ] into L∞([t, T ];U).
If we choose α ∈ ΓEK(t, T ), (2.2) becomes

dx
ds
(s) = f(x(s), α[v](s)) + σ(x(s), α[v](s))v(s), t ≤ s ≤ T,
x(t) = x ∈ Rn
(2.4)
for each disturbance v ∈ L2[t, T ].
The goal in max-plus stochastic control is to minimize the max-plus expectation of
some criterion J on a suitable subclass of Elliott-Kalton strategies. For the controlled
system (2.4), there can be three natural criteria:
(i) Terminal cost: For Φ : Rn → R,
J = Φ(x(T )).
(ii) Max-plus multiplicative running cost: For l : Rn × U → R,
J =
∫ T
t
l(x(s), α[v](s))ds.
(iii) Max-plus additive running cost: For l : Rn × U → R,
J =
∫ ⊕
[t,T ]
l(x(s), α[v](s))ds ≡ ess. sup
s∈[t,T ]
l(x(s), α[v](s)).
(i) and (ii) are considered in [13, Section 11.7] and [16]. In the present paper, we shall
discuss the criterion of type (iii).
Unless otherwise stated, we assume that the following conditions hold:
(A1) U ⊂ Rm is compact.
(A2) f and σ are of C1 on Rn×U . f , σ and their derivatives fx, σx in x are bounded on
R
n × U .
(A3) l is of C1 on Rn × U . l, lx and lu are bounded on R
n × U .
Under (A2), there exists a unique solution of (2.2) for any control u ∈ L∞([t, T ];U) and
disturbance v ∈ L2[t, T ].
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We formulate our max-plus control problem more specifically. Let a subclass Γ(t, T ) ⊂
ΓEK(t, T ) be given. For α ∈ Γ(t, T ), consider the max-plus expectation of the max-plus
additive running cost criterion:
J(t, x;α) = E+tx
[∫ ⊕
[t,T ]
l(x(s), α[v](s))ds
]
= sup
v∈L2[t,T ]
{∫ ⊕
[t,T ]
l(x(s), α[v](s))ds−
1
2
∫ T
t
|v(s)|2ds
}
,
(2.5)
where x(s) is the solution of (2.4). We indicate the dependence on the initial condition
of the system by the subscript tx of E+tx. Our concern in max-plus stochastic control is
to minimize J(t, x;α) on Γ(t, T ). Thus, the value function associated with strategy class
Γ(t, T ) is defined by
V (t, x) = inf
α∈Γ(t,T )
J(t, x;α) = inf
α∈Γ(t,T )
E+tx
[∫ ⊕
[t,T ]
l(x(s), α[v](s))ds
]
. (2.6)
For given class Γ(t, T ) ⊂ ΓEK(t, T ), it is a fundamental problem to characterize V (t, x)
as a (unique) solution of the associated dynamic programming equation (DPE). In order
to guess the DPE for V (t, x), consider J(t, x;α) with constant strategy α[v](s) ≡ u for
u ∈ U , i.e, let us define V u(t, x) by
V u(t, x) = E+tx
[∫ ⊕
[t,T ]
l(x(s), u)ds
]
. (2.7)
In [11], it is proved that under (A1)–(A3), V u(t, x) is the unique bounded Lipschitz
continuous viscosity solution of
max
{
∂V u
∂t
+Hu(x,∇V u(t, x)), l(x, u)− V u(t, x)
}
= 0, (t, x) ∈ (0, T )× Rn,
V u(T, x) = l(x, u), x ∈ Rn,
(2.8)
where for x, p ∈ Rn and u ∈ U ,
Hu(x, p) = max
v∈Rd
{
(f(x, u) + σ(x, u)v) · p−
1
2
|v|2
}
=
1
2
a(x, u)p · p+ f(x, u) · p, a(x, u) = σ(x, u)σ(x, u)T .
(2.9)
Note that σ(x, u)Tp attains the maximum in Hu(x, p), i.e.,
σ(x, u)Tp ∈ argmax
v∈Rd
{
(f(x, u) + σ(x, u)v) · p−
1
2
|v|2
}
. (2.10)
We expect that a value function V (t, x) for some strategy class may satisfy the following
quasivariational inequality (QVI):
min
u∈U
max
{
∂V
∂t
+Hu(x,∇V (t, x)), l(x, u)− V (t, x)
}
= 0, (t, x) ∈ (0, T )× Rn, (2.11)
V (T, x) = min
u∈U
l(x, u), x ∈ Rn. (2.12)
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We will see that (2.11) with (2.12) is the correct DPE for our max-plus control problem
in (2.6) if Γ(t, T ) is properly chosen. In Section 4, we will show that (2.11) is equivalent
to a nonlinear parabolic PDE with discontinuous Hamiltonian. When Γ(t, T ) is chosen to
satisfy (S1), (S2) in Section 3, then the value function is the unique bounded Lipschitz
viscosity solution of (2.11), (2.12). See Theorem 4.9.
We conclude this section by considering strategies determined by Markov control poli-
cies u. Let u(s, y) be a Lipschitz continuous function of (s, y) ∈ [t, T ] × Rn into U . The
corresponding strategy αu is defined by

dx
ds
(s) = f(x(s), u(s, x(s))) + σ(x(s), u(s, x(s)))v(s), t ≤ s ≤ T,
x(t) = x
(2.13)
and αu[v](s) = u(s, x(s)). u is called a Markov control policy.
Theorem 2.1. Let W (t, x) be a C1-solution of (2.11) and (2.12) such that ∇W (t, x)
satisfies a uniform Lipschitz condition on x. Then:
(a) W (t, x) ≤ J(t, x;αu) for every Lipschitz Markov control policy u;
(b) If there exists a Lipschitz Markov control policy u∗ such that for any (s, y) ∈ [t, T ]×Rn
u∗(s, y) ∈ argmin
u∈U
max
{
∂W
∂s
(s, y) +Hu(y,∇W (s, y)), l(y, u)−W (s, y)
}
, (2.14)
then W (t, x) = J(t, x;αu
∗
).
Proof. We shall first show (a). By the fundamental theorem of calculus,
W (s, x(s))−
1
2
∫ s
t
|v(r)|2dr
= W (t, x) +
∫ s
t
{
∂W
∂r
(r, x(r)) + (f(x(r), αu[v](r)) + σ(x(r), αu[v](r))v(r)) · ∇W (r, x(r))
−
1
2
|v(r)|2
}
dr. (2.15)
where x(r) is the solution of (2.13).
Let us consider the following closed system on [t, T ]:

dxˆ
ds
(s) = f(xˆ(s), u(s, xˆ(s))) + σ(xˆ(s), u(s, xˆ(s)))σ(xˆ(s), u(s, xˆ(s)))T∇W (s, xˆ(s)),
xˆ(t) = x.
(2.16)
Define vˆ(·) by
vˆ(r) = σ(xˆ(r), u(r, xˆ(r)))T∇W (r, xˆ(r)), t ≤ r ≤ T.
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From (2.15) with v(·) = vˆ(·),
W (s, xˆ(s))−
1
2
∫ s
t
|vˆ(r)|2dr
= W (t, x) +
∫ s
t
{
∂W
∂r
(r, xˆ(r)) + (f(xˆ(r), αu[vˆ](r)) + σ(xˆ(r), αu[vˆ](r))vˆ(r)) · ∇W (r, xˆ(r))
−
1
2
|vˆ(r)|2
}
dr. (2.17)
By noting (2.10), we have
W (s, xˆ(s))−
1
2
∫ s
t
|vˆ(r)|2dr
=W (t, x) +
∫ s
t
{
∂W
∂r
(r, xˆ(r)) +Hα
u[vˆ](r) (xˆ(r),∇W (r, xˆ(r)))
}
dr. (2.18)
We shall consider two cases: Suppose that
∂W
∂r
(r, xˆ(r)) +Hα
u[vˆ](r)(xˆ(r),∇W (r, xˆ(r))) ≥ 0, t < r < T.
Then, by (2.18) with s = T ,
W (T, xˆ(T ))−
1
2
∫ T
t
|vˆ(r)|2dr ≥W (t, x).
From (2.12),
W (T, xˆ(T )) = min
u∈U
l(xˆ(T ), u) ≤ l(xˆ(T ), αu[vˆ](T ))
≤ sup
t≤s≤T
l(xˆ(s), αu[vˆ](s)) =
∫ ⊕
[t,T ]
l(xˆ(s), αu[vˆ](s))ds.
Here note that ess. sup on [t, T ] coincides with sup on [t, T ] because l(xˆ(s), αu[vˆ](s)) is
continuous on [t, T ]. Thus we have
W (t, x) ≤
∫ ⊕
[t,T ]
l(xˆ(s), αu[vˆ](s))ds−
1
2
∫ T
t
|vˆ(s)|2ds ≤ J(t, x;αu).
We next consider the case where there exists r0 ∈ (t, T ) such that
∂W
∂r
(r0, xˆ(r0)) +H
αu[vˆ](r0)(xˆ(r0),∇W (r0, xˆ(r0))) < 0.
Define τ by
τ ≡ inf
{
r ∈ [t, T ] ;
∂W
∂r
(r, xˆ(r)) +Hα
u[vˆ](r)(xˆ(r),∇W (r, xˆ(r))) < 0
}
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We can show that the following claims hold:
∂W
∂r
(r, xˆ(r)) +Hα
u[vˆ](r)(xˆ(r),∇W (r, xˆ(r))) ≥ 0, t ≤ r < τ, (2.19)
l(xˆ(τ), α[vˆ](τ)) ≥W (τ, xˆ(τ)). (2.20)
(2.19) is obvious from the definition of τ . For the proof of (2.20), since W (t, x) is a
solution of (2.11),
max
{
∂W
∂r
(r, x) +Hu(x,∇W (r, x)), l(x, u)−W (r, x)
}
≥ 0, ∀u ∈ U.
In particular,
max
{
∂W
∂r
(r, xˆ(r)) +Hα
u[vˆ](r)(xˆ(r),∇W (r, xˆ(r))), l(xˆ(r), αu[vˆ](r))−W (r, xˆ(r))
}
≥ 0,
t < r < T. (2.21)
Take a sequence {rn} such that rn ↓ τ (n ↑ ∞) and
∂W
∂r
(rn, xˆ(rn)) +H
αu[vˆ](rn)(xˆ(rn),∇W (rn, xˆ(rn))) < 0, ∀n.
Thus, from (2.21),
l(xˆ(rn), α
u[vˆ](rn)) ≥W (rn, xˆ(rn)), ∀n.
Since s 7→ l(xˆ(s), αu[vˆ](s)) = l(xˆ(s), u(s, xˆ(s))) is continuous, we have by taking n→∞
l(xˆ(τ), αu[vˆ](τ)) ≥W (τ, xˆ(τ)).
In (2.18), if we take s = τ ,
W (τ, xˆ(τ))−
1
2
∫ τ
t
|vˆ(r)|2dr
= W (t, x) +
∫ τ
t
{
∂W
∂r
(r, xˆ(r)) +Hα
u[vˆ](r)(xˆ(r),∇W (r, xˆ(r)))
}
dr.
By (2.19) and (2.20),
l(x(τ), αu[vˆ](τ))−
1
2
∫ τ
t
|vˆ(r)|2dr ≥W (t, x).
If we make the dependence on αu[vˆ] and vˆ clear, this inequality can be written by
l(xα
u[vˆ],vˆ(τ), αu[vˆ](τ))−
1
2
∫ τ
t
|vˆ(r)|2dr ≥W (t, x) (2.22)
where xα
u[vˆ],vˆ is the solution of (2.4) corresponding to αu[vˆ], vˆ.
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Define v˜ : [t, T ]→ Rn by
v˜(s) =
{
vˆ(s), t ≤ s ≤ τ,
0, τ < s ≤ T.
Then, from the definition of αu, we can see that
xα
u[v˜],v˜(r) = xα
u[vˆ],vˆ(r), t ≤ r ≤ τ.
Therefore, from (2.22),
W (t, x) ≤ l(xα
u[v˜],v˜(τ), αu[v˜](τ))−
1
2
∫ T
t
|v˜(r)|2dr
≤
∫ ⊕
[t,T ]
l(xα
u[v˜],v˜(s), αu[v˜](s))ds−
1
2
∫ T
t
|v˜(r)|2dr ≤ J(t, x;αu).
We shall now prove (b). By (2.14), we have for (s, y) ∈ (t, T )× Rn
max
{
∂W
∂s
(s, y) +Hu
∗(s,y)(y,∇W (s, y)), l(y, u∗(s, y))−W (s, y)
}
= 0.
This implies that
∂W
∂s
(s, y) +Hu
∗(s,y)(y,∇W (s, y)) ≤ 0 and l(y, u∗(s, y))−W (s, y) ≤ 0. (2.23)
For any v ∈ L2[t, T ], consider (2.13) with u(s, y) = u∗(s, y). By (2.15) with u(s, y) =
u∗(s, y),
W (s, x(s))−
1
2
∫ s
t
|v(r)|2dr
= W (t, x) +
∫ s
t
{
∂W
∂r
(r, x(r)) + (f(x(r), αu
∗
[v](r)) + σ(x(r), αu
∗
[v](r))v(r)) · ∇W (r, x(r))
−
1
2
|v(r)|2
}
dr
≤W (t, x) +
∫ s
t
{
∂W
∂r
(r, x(r)) +Hα
u∗ [v](r)(x(r),∇W (r, x(r)))
}
dr.
Thus, from (2.23),
l(x(s), αu
∗
[v](s))−
1
2
∫ s
t
|v(r)|2dr ≤W (t, x), t ≤ s ≤ T.
Hence we have ∫ ⊕
[t,T ]
l(x(s), αu
∗
[v](s))ds−
1
2
∫ T
t
|v(r)|2dr ≤W (t, x).
Since v ∈ L2[t, T ] is taken arbitrarily,
J(t, x;αu
∗
) = sup
v∈L2[t,T ]
{∫ ⊕
[t,T ]
l(x(s), αu
∗
[v](s))ds−
1
2
∫ T
t
|v(s)|2ds
}
≤W (t, x).
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Remark 2.2. (i) Theorem 2.1 holds under weaker assumptions than (A1)–(A3). An
inspection of the proof shows that Theorem 2.1 is true if we omit (A1) and also the
assumption that f is bounded in (A2). Instead of (A3), l can be any continuous function.
(ii) Theorem 2.1 (a) can be extended to a general class including Markov control policies.
If we consider any strategy α satisfying (S1), (S2) (Section 3) and α[v](T−) = α[v](T ),
we can have W (t, x) ≤ J(t, x;α) under more regularity assumptions on W (t, x). This
can be shown with modifications of the proof of Theorem 2.1 by using Lemma 4.8 for a
particular Elliott-Kalton strategy β : L∞([t, T ];U)→ L2[t, T ];
β[u](s) = σ(x(s), u(s))T∇W (s, x(s)), t ≤ s ≤ T, u ∈ L∞([t, T ];U),
where x(s) is the solution of (2.2) with v(s) = β[u](s). If we use α[vǫ] and vǫ (see Lemma
4.8) instead of u and vˆ, respectively, the arguments in the proof are still valid by working
with additional discussions on approximations. Such idea is also used in the proof of
(4.20).
3 Value function and dynamic programming princi-
ple
To characterize a value function as a solution of the DPE, we usually need (i) the dy-
namic programming principle (DPP) for the value function, (ii) the correct form of the
infinitesimal generator of the semigroup associated with the DPP. Under (i) and (ii), one
could show that the value function is a solution of the evolution equation in some sense
(cf. [13, Chapter 2]). In this section, we shall introduce a strategy class which will be
related to (2.11) and show the DPP.
As a strategy class for our max-plus control problem, we consider Γ(t, T ) ⊂ ΓEK(t, T )
defined by the set of α : L2[t, T ]→ L∞([t, T ];U) satisfying the following conditions:
(S1) For any v ∈ L2[t, T ], s 7→ α[v](s) is right-continuous with left limits on [t, T ].
(S2) Let v, v˜ ∈ L2[t, T ] and t ≤ s ≤ T . If v = v˜ a.e. on [t, s], then α[v] = α[v˜] on [t, s].
Note that we require α[v](r) = α[v˜](r) for all r ∈ [t, s] in (S2) (compare with (2.3) for
Elliott-Kalton strategy). We always take Γ(t, T ) satisfying (S1) and (S2) for our strategy
class in the rest of the arguments.
We point out some properties on instantaneous time delay of Γ(t, T ). The proofs are
immediate from the definition.
Lemma 3.1. For α ∈ Γ(t, T ), (i) and (ii) hold:
(i) α[v](t) does not depend on v ∈ L2[t, T ].
(ii) Let v, v˜ ∈ L2[t, T ] and t < s ≤ T . If v = v˜ a.e. on [t, s), then α[v](r) = α[v˜](r) for all
r ∈ [t, s].
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Remark 3.2. If u is any Lipschitz Markov control policy (Section 2) and we consider
Γ(t, T ) satisfying (S1) and (S2), then αu ∈ Γ(t, T ). On the other hand, if α[v](s) = φ[v(s)]
for some nonconstant Borel measurable function φ : Rd → U , then α ∈ ΓEK(t, T ) but
α 6∈ Γ(t, T ). For any α ∈ Γ(t, T ) and t < s < T , α[v] has the left hand limit α[v](s−) which
depends only on v(r) for r < s. Moreover, α[v](s−) = α[v](s) except for countably many
s. This expresses (in a mathematically imprecise way) the intuitive idea that condition
(S1) allows α[v](s) to depend on past values v(r) for r < s, but not on the current value
v(s).
For t < T , let V (t, x) be the value function associated with Γ(t, T ), i.e.,
V (t, x) = inf
α∈Γ(t,T )
E+tx
[∫ ⊕
[t,T ]
l(x(s), α[v](s))ds
]
= inf
α∈Γ(t,T )
sup
v∈L2[t,T ]
{∫ ⊕
[t,T ]
l(x(s), α[v](s))ds−
1
2
∫ T
t
|v(s)|2ds
}
,
(3.1)
where x(s) is the solution of (2.4). When t = T , we let Γ(T, T ) = U and define V (T, x)
by
V (T, x) = min
u∈U
l(x, u).
As the following theorem shows, we have the DPP for V (t, x).
Theorem 3.3. For any (t, x) ∈ [0, T ]× Rn and t ≤ r ≤ T ,
V (t, x) = inf
α∈Γ(t,r)
E+tx
[∫ ⊕
[t,r]
l(x(s), α[v](s))ds⊕ V (r, x(r))
]
. (3.2)
Proof. In the case where t = r = T or t = r < T , (3.2) is immediate.
We next consider the case where t < r < T . Let W (t, x) be the right-hand side (RHS)
of (3.2). As in Section 2, we identify v with (v1, v2), where v1 = v|[t,r] and v2 = v|[r,T ]. For
any ǫ > 0, we take α1 ∈ Γ(t, r) such that
W (t, x) + ǫ > E+tx
[∫ ⊕
[t,r]
l(x(s), α1[v1](s))ds⊕ V (r, x(r))
]
, (3.3)
where x(s) (t ≤ s ≤ r) is the solution of (2.2) on [t, r] for u = α1[v1] and v = v1 ∈ L
2[t, r].
For each ξ ∈ Rn, choose α2ξ ∈ Γ(r, T ) such that
V (r, ξ) + ǫ > E+rξ
[∫ ⊕
[r,T ]
l(x2(s), α2ξ [v2](s))ds
]
, (3.4)
where x2(s) (r ≤ s ≤ T ) is the solution of (2.2) on [r, T ] for u = α2ξ [v2] and v = v2 ∈
L2[r, T ] with initial condition x2(r) = ξ.
For v ∈ L2[t, T ], define α[v] ∈ L∞([t, T ];U) by
α[v](s) =
{
α1[v1](s), t ≤ s < r,
α2x(r)[v2](s), r ≤ s ≤ T.
(3.5)
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x(r) is the solution of (2.2) given by u = α1[v1] and v = v1. Note that αx(r)[v2](r) does not
depend on v2 because of Lemma 3.1 (i). Then, it is not difficult to check that α satisfies
(S1) and (S2), that is, α ∈ Γ(t, T ).
By using (2.1),
E+tx
[∫ ⊕
[t,T ]
l(x(s), α[v](s))ds
]
= E+tx
[∫ ⊕
[t,r]
l(x(s), α1[v1](s))ds⊕ E
+
tx
[∫ ⊕
[r,T ]
l(x(s), α[v](s))ds
∣∣∣∣ v1
]]
= E+tx
[∫ ⊕
[t,r]
l(x(s), α1[v1](s))ds⊕ E
+
rx(r)
[∫ ⊕
[r,T ]
l(x2(s), α2x(r)[v2](s))ds
]]
From (3.4), the last term can be estimated by
E+tx
[∫ ⊕
[t,r]
l(x(s), α1[v1](s))ds⊕E
+
rx(r)
[∫ ⊕
[r,T ]
l(x2(s), α2x(r)[v2](s))ds
]]
≤ E+tx
[∫ ⊕
[t,r]
l(x(s), α1[v1](s))ds⊕ (V (r, x(r)) + ǫ)
]
≤ E+tx
[∫ ⊕
[t,r]
l(x(s), α1[v1](s))ds⊕ V (r, x(r))
]
+ ǫ.
Thus we have from (3.3)
E+tx
[∫ ⊕
[t,T ]
l(x(s), α[v](s))ds
]
≤W (t, x) + 2ǫ.
Since α ∈ Γ(t, T ), we obtain
V (t, x) ≤W (t, x) + 2ǫ.
Sending ǫ to 0, we have
V (t, x) ≤ W (t, x).
To prove W (t, x) ≤ V (t, x), take any α ∈ Γ(t, T ). We define α1 : L
2[t, r] →
L∞([t, r];U) by
α1[v1](s) = α[v1 · v
0
2](s), t ≤ s < r, v1 ∈ L
2[t, r], (3.6)
where v02 ∈ L
2(r, T ] is a (dummy) disturbance on (r, T ] and v1 · v
0
2 is the concatenation of
v1 and v
0
2:
v1 · v
0
2(s) =
{
v1(s), t ≤ s ≤ r,
v02(s), r < s ≤ T.
Note that α1 does not depend on the choice of v
0
2 by (S2). Since α ∈ Γ(t, T ), α1 ∈ Γ(t, r).
For a given v1 ∈ L
2[t, r], we define αv12 : L
2[r, T ]→ L∞([r, T ];U) as follows:
αv12 [v2](s) = α[v1 · v2](s), r ≤ s ≤ T, v2 ∈ L
2[r, T ]. (3.7)
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We can see αv12 ∈ Γ(r, T ) because α ∈ Γ(t, T ). Thus, by the definition of W (t, x) and
V (r, x(r)),
W (t, x) ≤ E+tx
[∫ ⊕
[t,r]
l(x(s), α1[v1](s))ds⊕ V (r, x(r))
]
≤ E+tx
[∫ ⊕
[t,r]
l(x(s), α1[v1](s))ds⊕ E
+
rx(r)
[∫ ⊕
[r,T ]
l(x2(s), α
v1
2 [v2](s))ds
]]
(3.8)
By using (2.1),
RHS of (3.8) = E+tx
[∫ ⊕
[t,r]
l(x(s), α1[v1](s))ds⊕E
+
tx
[∫ ⊕
[r,T ]
l(x(s), αv12 [v2](s))ds
∣∣∣∣ v1
]]
= E+tx
[∫ ⊕
[t,T ]
l(x(s), α[v](s))ds
]
.
Thus we have
W (t, x) ≤ E+tx
[∫ ⊕
[t,T ]
l(x(s), α[v](s))ds
]
.
Since α ∈ Γ(t, T ) is taken arbitrarily,
W (t, x) ≤ V (t, x).
Finally, let t < r = T . For any α ∈ Γ(t, T ),
V (T, x(T )) ≤ l(x(T ), α[v](T−)) ≤ sup
t<s<T
l(x(s), α[v](s)) =
∫ ⊕
[t,T ]
l(x(s), α[v](s))ds.
In this case, (3.2) is immediate from (2.6).
By using (A1)–(A3) and the DPP for the value function, we can obtain the following
regularity result on the value function.
Proposition 3.4. V (t, x) is bounded Lipschitz continuous on [0, T ]× Rn.
Proof. It is obvious that V (t, x) is bounded. Since f , σ, l are time-independent, if t < T
then V (t, x) can be rewritten as follows:
V (t, x) = inf
α∈Γ(0,T−t)
E+0x
[∫ ⊕
[0,T−t]
l(x(s), α[v](s))ds
]
= inf
α∈Γ(0,T−t)
sup
v∈L2[0,T−t]
{∫ ⊕
[0,T−t]
l(x(s), α[v](s))ds−
1
2
∫ T−t
0
|v(s)|2ds
}
, (3.9)
where x(s) is the solution of

dx
ds
(s) = f(x(s), α[v](s)) + σ(x(s), α[v](s))v(s), s ≥ 0,
x(0) = x.
(3.10)
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Since l is bounded, it is sufficient to consider the supremum of (3.9) on
‖v‖L2[0,T−t] ≤ K (3.11)
for some constant K where K does not depend on t, x, α.
Let x˜(s) be the solution of (3.10) with the initial condition x˜(0) = y and set ζ(s) =
x(s)− x˜(s). Then, from (A2), we can find constants C1, C2 such that
|ζ(s)| ≤ |x− y|+
∫ s
0
C1|ζ(r)|+ C2|ζ(r)||v(r)|dr, 0 ≤ s ≤ T.
By Grownwall’s inequality,
|ζ(s)| ≤ |x− y|
{
1 +
∫ s
0
(C1 + C2|v(r)|)e
R s
r
(C1+C2|v(τ)|)dτdr
}
, 0 ≤ s ≤ T.
Since we only consider v satisfying (3.11), we can find CK > 0 such that
|ζ(s)| ≤ CK |x− y|, 0 ≤ s ≤ T.
Since lx is bounded,
l(x(s), α[v](s)) ≤ l(x˜(s), α[v](s)) + ‖lx‖∞|ζ(s)|.
Thus we have∫ ⊕
[0,T−t]
l(x(s), α[v](s))ds ≤
∫ ⊕
[0,T−t]
l(x˜(s), α[v](s))ds+ LK |x− y|,
where LK = ‖lx‖∞CK . Taking the max-plus expectation,
E+0x
[∫ ⊕
[0,T−t]
l(x(s), α[v](s))ds
]
≤ E+0y
[∫ ⊕
[0,T−t]
l(x˜(s), α[v](s))ds
]
+ LK |x− y|.
Since α ∈ Γ(0, T − t) is taken arbitrarily,
V (t, x) ≤ V (t, y) + LK |x− y|.
Therefore we have
|V (t, x)− V (t, y)| ≤ LK |x− y|, 0 ≤ t < T, x, y ∈ R
n. (3.12)
We now show that V (·, x) is uniformly Lipschitz. Let 0 ≤ t < r ≤ T . From (3.9), it is
easy to see that
V (r, x) ≤ V (t, x).
So it suffices to show for some M > 0 that
V (t, x) ≤ V (r, x) +M(r − t).
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By the DPP for (3.9) and max-plus linearity of the max-plus expectation,
V (t, x) = inf
α∈Γ(0,r−t)
E+0x
[∫ ⊕
[0,r−t]
l(x(s), α[v](s))ds⊕ V (r, x(r − t))
]
= inf
α∈Γ(0,r−t)
E+0x
[∫ ⊕
[0,r−t]
l(x(s), α[v](s))ds
]
⊕ E+0x [V (r, x(r − t))] . (3.13)
By (A2), there exists C > 0 such that for any v ∈ L2[0, r − t],
|x(s)− x| ≤ Cs+ C
∫ s
0
|v(r)|dr, 0 ≤ s ≤ r − t.
Since x 7→ V (t, x) is uniformly Lipschitz by (3.12),
V (r, x(r − t)) ≤ V (r, x) + C˜K(r − t) + C˜K
∫ r−t
0
|v(s)|ds,
where C˜K = LKC. Thus, we can estimate the second expectation of (3.13) by
E+0x [V (r, x(r − t))]
≤ sup
v∈L2[0,r−t]
{
V (r, x) + C˜K(r − t) + C˜K
∫ r−t
0
|v(s)|ds−
1
2
∫ r−t
0
|v(s)|2ds
}
≤ V (r, x) + C˜K(r − t) +
1
2
C˜2K(r − t) = V (r, x) +M
1
K(r − t), (3.14)
where M1K = C˜K + (1/2)C˜
2
K . Therefore we have from (3.13)
V (t, x) ≤ inf
α∈Γ(0,r−t)
E+0x
[∫ ⊕
[0,r−t]
l(x(s), α[v](s))ds
]
⊕ (V (r, x) +M1K(r − t))
= (V (r, x) +M1K(r − t))⊕ inf
α∈Γ(0,r−t)
E+0x
[∫ ⊕
[0,r−t]
l(x(s), α[v](s))ds
]
. (3.15)
Let us consider the constant strategy α[v](s) ≡ u0,
inf
α∈Γ(0,t−r)
E+0x
[∫ ⊕
[0,r−t]
l(x(s), α[v](s))ds
]
≤ E+0x
[∫ ⊕
[0,t−r]
l(x0(s), u0)ds
]
,
where x0(s) is the solution of (3.10) for α[v](s) ≡ u0. Since lx is bounded, by the same
argument as (3.14), there exists M2K > 0 such that
E+0x
[∫ ⊕
[0,t−r]
l(x0(s), u0)ds
]
≤ l(x, u0) +M
2
K(r − t).
If we take u0 ∈ argminu∈U l(x, u),
l(x, u0) = min
u∈U
l(x, u) = V (T, x) ≤ V (r, x).
Thus, we have
inf
α∈Γ(0,t−r)
E+0x
[∫ ⊕
[0,r−t]
l(x(s), α[v](s))ds
]
≤ V (r, x) +M2K(r − t).
Hence, if we take MK = max{M
1
K ,M
2
K}, we obtain from (3.15)
V (t, x) ≤ V (r, x) +MK(r − t).
17
4 Viscosity approach to value function
4.1 Nonlinear parabolic equation equivalent to QVI
As mentioned in Section 2, we want to show that the DPE for (3.1) is (2.11). Equation
(2.11) seems quite reasonable because it is derived from the generator with constant
control case. One difficulty on (2.11) is very nonlinear, for instance, it is not linear on
∂V/∂t.
On the other hand, by using the idea of [5], it is shown that (2.11) is equivalent to the
following equation (see Proposition 4.6):
∂V
∂t
+H(x, V (t, x),∇V (t, x)) = 0, (t, x) ∈ (0, T )× Rn, (4.1)
where for x ∈ Rn, r ∈ R, p ∈ Rn,
H(x, r, p) = min
u∈A(x,r)
Hu(x, p) = min
u∈A(x,r)
max
v∈Rd
{
(f(x, u) + σ(x, u)v) · p−
1
2
|v|2
}
, (4.2)
A(x, r) = {u ∈ U ; l(x, u) ≤ r}.
We define H(x, r, p) = ∞ if A(x, r) = ∅. Equation (4.1) looks like a standard nonlinear
equation of parabolic type backward in time. But we need to be careful in (4.1) because the
Hamiltonian H(x, r, p) is discontinuous and it can be ∞. As we will see later, since (4.1)
will be naturally derived by calculating the generator, we mainly discuss (4.1) instead of
(2.11). But one should notice that (2.11) is useful to prove Theorem 2.1. See also Section
7. We first show that (2.11) and (4.1) are equivalent in viscosity sense.
Let us recall the definition of viscosity solutions with a discontinuous Hamiltonian.
For the later argument, we shall define discontinuous viscosity solutions. Let h(ξ) be a
function on a subset in a Euclidean space. We denote by h∗(ξ) and h∗(ξ) the upper and
the lower semi-continuous envelopes of h, respectively:
h∗(ξ) = lim sup
η→ξ
h(η), h∗(ξ) = lim inf
η→ξ
h(η).
Definition 4.1. Let W (t, x) be a locally bounded function on (0, T ) × Rn. W (t, x) is
a viscosity subsolution (resp. viscosity supersolution) of (4.1) if the following holds: if
(tˆ, xˆ) ∈ (0, T )×Rn is a maximum point (resp.minimum point) of W ∗−ϕ (resp. W∗−ϕ)
for a C1-function ϕ(t, x) in (0, T )× Rn, then
∂ϕ
∂t
(tˆ, xˆ) +H∗(xˆ,W ∗(tˆ, xˆ),∇ϕ(tˆ, xˆ)) ≥ 0,(
resp.
∂ϕ
∂t
(tˆ, xˆ) +H∗(xˆ,W∗(tˆ, xˆ),∇ϕ(tˆ, xˆ)) ≤ 0
)
.
If W (t, x) is a viscosity sub and supersolution, W (t, x) is called a viscosity solution.
We will give some properties on H(x, r, p) used in [5]. They can be proved in a similar
way to [5], so we omit the proofs.
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Lemma 4.2 (cf. Lemma 2.3, [5]). (i) If r < r′, then A(x, r) ⊂ A(x, r′).
(ii) Let r < r′, x ∈ Rn. Then there exists δ = δ(|r′ − r|) > 0 such that
A(y, r) ⊂ A(x, r′), ∀y ∈ Bδ(x),
where Bδ(x) is the open ball centered at x with radius δ.
Lemma 4.3 (cf. Lemma 2.4, [5]). (i) If r < r′, then H(x, r, p) ≥ H(x, r′, p).
(ii) Let r < r′, x ∈ Rn. Then there exists δ = δ(|r′ − r|) > 0 such that
H(y, r, p) ≥ H(x, r′, p)− L(|p|+ 1)|p||x− y|, ∀y ∈ Bδ(x), ∀p ∈ R
n
for some constant L > 0.
Lemma 4.4 (cf. Proposition 2.5, [5]). For x ∈ Rn, r ∈ R, p ∈ Rn,
(i) H∗(x, r, p) = H(x, r + 0, p),
(ii) H∗(x, r, p) = H(x, r − 0, p).
In Lemma 4.4, we can identify the semi-continuous envelopes as follows.
Lemma 4.5. (i) H∗(x, r, p) = H(x, r, p).
(ii) H∗(x, r, p) = infu∈A′(x,r)H
u(x, p) where A′(x, r) ≡ {u ∈ U ; l(x, u) < r}.
Proof. We shall prove (i). Since s 7→ H(x, s, p) is non-increasing,
H(x, r + 1/n, p) ≤ H(x, r, p).
Taking n→∞,
H(x, r + 0, p) ≤ H(x, r, p). (4.3)
To show the equality holds in (4.3), suppose that
H(x, r + 0, p) < H(x, r, p). (4.4)
By noting that s 7→ H(x, s, p) is non-increasing, we have
min
u∈A(x,r+1/n)
Hu(x, p) = H(x, r + 1/n, p) ≤ H(x, r + 0, p), ∀n ∈ N. (4.5)
Let un ∈ A(x, r + 1/n) be a minimizer of minu∈A(x,r+1/n)H
u(x, p), i.e.,
Hun(x, p) = min
u∈A(x,r+1/n)
Hu(x, p) = H(x, r + 1/n, p). (4.6)
Note that A(x, r + 1/n) 6= ∅ because H(x, r + 1/n, p) <∞ by (4.4) and (4.5). Since U is
compact, there exists a subsequence {unj} and u¯ ∈ U such that
unj → u¯ (j →∞).
By (4.5) and (4.6),
Hunj (x, p) ≤ H(x, r + 0, p).
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Thus, taking the limit as j →∞,
H u¯(x, p) ≤ H(x, r + 0, p). (4.7)
Since unj ∈ A(x, r + 1/nj),
l(x, unj ) ≤ r + 1/nj, j = 1, 2, · · · .
Taking the limit as j →∞, we have
l(x, u¯) ≤ r, i.e. , u¯ ∈ A(x, r). (4.8)
Therefore, we have from (4.7) and (4.8)
H(x, r, p) = min
u∈A(x,r)
Hu(x, p) ≤ H u¯(x, p) ≤ H(x, r + 0, p).
This contradicts to (4.4). Hence we obtain
H(x, r + 0, p) = H(x, r, p).
From Lemma 4.4 (i), we have (i).
We shall next prove (ii). It is enough to show that
H(x, r − 0, p) = inf
u∈A′(x,r)
Hu(x, p).
Since A(x, r − 1/n) ⊂ A′(x, r) (n = 1, 2, · · · ),
H(x, r − 1/n, p) = min
u∈A(x,r−1/n)
Hu(x, p) ≥ inf
u∈A′(x,r)
Hu(x, p).
Sending n to ∞,
H(x, r − 0, p) ≥ inf
u∈A′(x,r)
Hu(x, p). (4.9)
Since s 7→ H(x, s, p) is non-increasing,
H(x, r − 1/n, p) ≥ H(x, r − 0, p),
i.e. Hu(x, p) ≥ H(x, r − 0, p), ∀u ∈ A(x, r − 1/n). (4.10)
Note that
A′(x, r) =
∞⋃
n=1
A(x, r − 1/n).
So, we have from (4.10)
Hu(x, p) ≥ H(x, r − 0, p), ∀u ∈ A′(x, r).
Thus, we have
inf
u∈A′(x,r)
Hu(x, p) ≥ H(x, r − 0, p).
By using Lemma 4.5, we can prove the following result on the relation between (2.11)
and (4.1).
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Proposition 4.6. Let W (t, x) be a locally bounded function on (0, T )× Rn. W (t, x) is a
viscosity subsolution ( resp. viscosity supersolution) of (2.11) if and only if W (t, x) is a vis-
cosity subsolution ( resp. viscosity supersolution) of (4.1). Here W (t, x) is a viscosity sub-
solution ( resp. viscosity supersolution) of (2.11) if the following holds: if (tˆ, xˆ) ∈ (0, T )×
R
n is a maximum ( resp.minimum) point of W ∗(t, x) − ϕ(t, x) ( resp.W∗(t, x) − ϕ(t, x))
for a C1-function ϕ(t, x) on (0, T )× Rn, then
min
u∈U
max
{
∂ϕ
∂t
(tˆ, xˆ) +Hu(xˆ,∇ϕ(tˆ, xˆ)), l(xˆ, u)−W ∗(tˆ, xˆ)
}
≥ 0(
resp. min
u∈U
max
{
∂ϕ
∂t
(tˆ, xˆ) +Hu(xˆ,∇ϕ(tˆ, xˆ)), l(xˆ, u)−W∗(tˆ, xˆ)
}
≤ 0
)
.
Proof. Note that we may assume W ∗(tˆ, xˆ) = ϕ(tˆ, xˆ) in the definitions of subsolutions
without loss of generality. Then, it is sufficient for the equivalence of subsolutions to
show that for a C1-function ϕ(t, x) and (tˆ, xˆ) ∈ (0, T )×Rn, the following inequalities are
equivalent:
min
u∈U
max
{
∂ϕ
∂t
(tˆ, xˆ) +Hu(xˆ,∇ϕ(tˆ, xˆ)), l(xˆ, u)− ϕ(tˆ, xˆ)
}
≥ 0, (4.11)
∂ϕ
∂t
(tˆ, xˆ) +H∗(xˆ, ϕ(tˆ, xˆ),∇ϕ(tˆ, xˆ)) ≥ 0. (4.12)
Let us assume (4.11) holds. Then, we have
max
{
∂ϕ
∂t
(tˆ, xˆ) +Hu(xˆ,∇ϕ(tˆ, xˆ)), l(xˆ, u)− ϕ(tˆ, xˆ)
}
≥ 0, ∀u ∈ U. (4.13)
If u ∈ A′(xˆ, ϕ(tˆ, xˆ)), i.e., l(xˆ, u)− ϕ(tˆ, xˆ) < 0, (4.13) implies that
∂ϕ
∂t
(tˆ, xˆ) +Hu(xˆ,∇ϕ(tˆ, xˆ)) ≥ 0.
Therefore,
∂ϕ
∂t
(tˆ, xˆ) +Hu(xˆ,∇ϕ(tˆ, xˆ)) ≥ 0, ∀u ∈ A′(xˆ, ϕ(tˆ, xˆ)).
Thus, we have
∂ϕ
∂t
(tˆ, xˆ) + inf
u∈A′(xˆ,ϕ(tˆ,xˆ))
Hu(xˆ,∇ϕ(tˆ, xˆ)) ≥ 0.
By Lemma 4.5 (ii), we have
∂ϕ
∂t
(tˆ, xˆ) +H∗(xˆ, ϕ(tˆ, xˆ),∇ϕ(tˆ, xˆ)) ≥ 0.
We suppose (4.12) holds. From (4.12) and Lemma 4.5,
∂ϕ
∂t
(tˆ, xˆ) + inf
u∈A′(xˆ,ϕ(tˆ,xˆ))
Hu(xˆ,∇ϕ(tˆ, xˆ)) ≥ 0. (4.14)
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If A′(xˆ, ϕ(tˆ, xˆ)) = ∅,
l(xˆ, u) ≥ ϕ(tˆ, xˆ), ∀u ∈ U.
Thus we have
max
{
∂ϕ
∂t
(tˆ, xˆ) +Hu(xˆ,∇ϕ(tˆ, xˆ)), l(xˆ, u)− ϕ(tˆ, xˆ)
}
≥ l(xˆ, u)− ϕ(tˆ, xˆ) ≥ 0, ∀u ∈ U,
which implies
min
u∈U
max
{
∂ϕ
∂t
(tˆ, xˆ) +Hu(xˆ,∇ϕ(tˆ, xˆ)), l(xˆ, u)− ϕ(tˆ, xˆ)
}
≥ 0.
If A′(xˆ, ϕ(tˆ, xˆ)) 6= ∅, we have from (4.14),
∂ϕ
∂t
(tˆ, xˆ) +Hu(xˆ,∇ϕ(tˆ, xˆ)) ≥ 0, ∀u ∈ A′(xˆ, ϕ(tˆ, xˆ)). (4.15)
Let u ∈ U be arbitrarily taken. If l(xˆ, u) < ϕ(tˆ, xˆ), i.e., u ∈ A′(xˆ, ϕ(tˆ, xˆ)), then (4.15)
implies
max
{
∂ϕ
∂t
(tˆ, xˆ) +Hu(xˆ,∇ϕ(tˆ, xˆ)), l(xˆ, u)− ϕ(tˆ, xˆ)
}
=
∂ϕ
∂t
(tˆ, xˆ) +Hu(xˆ,∇ϕ(tˆ, xˆ)) ≥ 0.
On the other hand, if l(xˆ, u) ≥ ϕ(tˆ, xˆ),
max
{
∂ϕ
∂t
(tˆ, xˆ) +Hu(xˆ,∇ϕ(tˆ, xˆ)), l(xˆ, u)− ϕ(tˆ, xˆ)
}
≥ l(xˆ, u)− ϕ(tˆ, xˆ) ≥ 0.
Thus,
max
{
∂ϕ
∂t
(tˆ, xˆ) +Hu(xˆ,∇ϕ(tˆ, xˆ)), l(xˆ, u)− ϕ(tˆ, xˆ)
}
≥ 0, ∀u ∈ U.
Therefore, we have
min
u∈U
max
{
∂ϕ
∂t
(tˆ, xˆ) +Hu(xˆ,∇ϕ(tˆ, xˆ)), l(xˆ, u)− ϕ(tˆ, xˆ)
}
≥ 0.
For the definitions of supersolutions, we may also suppose W∗(tˆ, xˆ) = ϕ(tˆ, xˆ). Thus,
in the proof of the equivalence of supersolutions, it suffices to check that the following
inequalities are equivalent:
min
u∈U
max
{
∂ϕ
∂t
(tˆ, xˆ) +Hu(xˆ,∇ϕ(tˆ, xˆ)), l(xˆ, u)− ϕ(tˆ, xˆ)
}
≤ 0, (4.16)
∂ϕ
∂t
(tˆ, xˆ) +H∗(xˆ, ϕ(tˆ, xˆ),∇ϕ(tˆ, xˆ)) ≤ 0. (4.17)
Suppose (4.16) holds. Since U is compact, there exists u¯ ∈ U such that
max
{
∂ϕ
∂t
(tˆ, xˆ) +H u¯(xˆ,∇ϕ(tˆ, xˆ)), l(xˆ, u¯)− ϕ(tˆ, xˆ)
}
= min
u∈U
max
{
∂ϕ
∂t
(tˆ, xˆ) +Hu(xˆ,∇ϕ(tˆ, xˆ)), l(xˆ, u)− ϕ(tˆ, xˆ)
}
≤ 0.
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Thus,
∂ϕ
∂t
(tˆ, xˆ) +H u¯(xˆ,∇ϕ(tˆ, xˆ)) ≤ 0 and l(xˆ, u¯)− ϕ(tˆ, xˆ) ≤ 0.
Since l(xˆ, u¯) ≤ ϕ(tˆ, xˆ), we see u¯ ∈ A(xˆ, ϕ(tˆ, xˆ)). Therefore we have
∂ϕ
∂t
(tˆ, xˆ) +H(xˆ, ϕ(tˆ, xˆ),∇ϕ(tˆ, xˆ)) =
∂ϕ
∂t
(tˆ, xˆ) + min
u∈A(xˆ,ϕ(tˆ,xˆ))
Hu(xˆ,∇ϕ(tˆ, xˆ))
≤
∂ϕ
∂t
(tˆ, xˆ) +H u¯(xˆ,∇ϕ(tˆ, xˆ)) ≤ 0.
By Lemma 4.5 (i), we obtain
∂ϕ
∂t
(tˆ, xˆ) +H∗(xˆ, ϕ(tˆ, xˆ),∇ϕ(tˆ, xˆ)) ≤ 0.
We assume (4.17) holds. From (4.17) and Lemma 4.5 (i),
∂ϕ
∂t
(tˆ, xˆ) + min
u∈A(xˆ,ϕ(tˆ,xˆ))
Hu(xˆ,∇ϕ(tˆ, xˆ)) ≤ 0. (4.18)
Note that A(xˆ, ϕ(tˆ, xˆ)) 6= ∅ because the minimum of (4.18) is finite. Taking a minimum
point u¯ ∈ A(xˆ, ϕ(tˆ, xˆ)) in (4.18),
∂ϕ
∂t
(tˆ, xˆ) +H u¯(xˆ,∇ϕ(tˆ, xˆ)) ≤ 0
Combining u¯ ∈ A(xˆ, ϕ(tˆ, xˆ)), i.e., l(xˆ, u¯)− ϕ(tˆ, xˆ) ≤ 0,
max
{
∂ϕ
∂t
(tˆ, xˆ) +H u¯(xˆ,∇ϕ(tˆ, xˆ)), l(xˆ, u¯)− ϕ(tˆ, xˆ)
}
≤ 0.
Thus, we obtain
min
u∈U
max
{
∂ϕ
∂t
(tˆ, xˆ) +Hu(xˆ,∇ϕ(tˆ, xˆ)), l(xˆ, u)− ϕ(tˆ, xˆ)
}
≤ 0.
4.2 Generators and evolution equations
In optimal control problems, DPPs can be often described by the semigroups associated
with the value functions. Once the control problem is related to the semigroup and the
generator is identified, one can prove that the value function is a viscosity solution of the
evolution equation with the generator (cf. [13]). We shall discuss our max-plus control
problem by the semigroup-generator approach and prove that the value function (3.1) is
a unique viscosity solution of (4.1) with (2.12).
For 0 ≤ t < r ≤ T , we define operator Ft,r acting on φ : R
n → R− by
Ft,rφ(x) = inf
α∈Γ(t,r)
E+tx
[∫ ⊕
[t,r]
l(x(s), α[v](s))ds⊕ φ(x(r))
]
, x ∈ Rn.
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We understand that Ft,t is an identity operator. By using Ft,r, the value function V (t, x)
can be written as
V (t, x) = Ft,T0(x),
where 0 is a constant function taking its value 0 = −∞. Note that 0 = −∞ is the additive
identity in max-plus algebra. Then, (3.2) can be written in terms of Ft,r as follows:
Ft,T0 = Ft,rFr,T0, 0 ≤ t < r ≤ T.
The DPP of (3.1) given by (3.2) corresponds to the semigroup property of {Ft,r}.
Since V (t, x) involves an inf-sup as seen in (3.1), the form of the generator of {Ft,r} is
not obvious. Moreover, it is expected that the form depends on the choice of strategies
classes (cf. [16]). By following the argument used in [16], we can show that our strategy
class Γ(t, T ) satisfying (S1) and (S2) is related to H(x, r, p) in (4.1). To state the result
on the generators, we denote by C1b ((0, T ) × R
n) the set of bounded C1-functions with
bounded first order derivatives.
Theorem 4.7. For any ϕ ∈ C1b ((0, T )× R
n) and (t, x) ∈ (0, T )× Rn, we have
lim sup
δ→0+
1
δ
{Ft,t+δϕ(t+ δ, ·)(x)− ϕ(t, x)} ≤
∂ϕ
∂t
(t, x) +H∗(x, ϕ(t, x),∇ϕ(t, x)), (4.19)
∂ϕ
∂t
(t, x) +H∗(x, ϕ(t, x),∇ϕ(t, x)) ≤ lim inf
δ→0+
1
δ
{Ft,t+δϕ(t+ δ, ·)(x)− ϕ(t, x)}. (4.20)
We need a result on approximations of strategies in Γ(t, T ). The proof is given in the
Appendix. Let ∆EK(t, T ) be the set of Elliott-Kalton strategies from L
∞([t, T ];U) into
L2[t, T ].
Lemma 4.8. Let α ∈ Γ(t, T ). For any β ∈ ∆EK(t, T ) and any ǫ > 0, there exist
uǫ ∈ L∞([t, T ];U) and vǫ ∈ L2[t, T ] such that
|α[vǫ](s)− uǫ(s)| < ǫ, ∀s ∈ [t, T ) and β[uǫ](s) = vǫ(s) a.e. s ∈ [t, T ].
Proof of Theorem 4.7. We first prove (4.19). In Lemma 4.5 (ii) with r = ϕ(t, x),
p = ∇ϕ(t, x), we consider u ∈ U such that
l(x, u) < ϕ(t, x).
It is enough to prove that
lim sup
δ→0+
1
δ
{Ft,t+δϕ(t + δ, ·)(x)− ϕ(t, x)} ≤
∂ϕ
∂t
(t, x) +Hu(x,∇ϕ(t, x)). (4.21)
We take ρ0 > 0 such that
l(x, u) < ϕ(t, x)− ρ0. (4.22)
If we take a constant strategy α[v](s) ≡ u for Ft,t+δϕ(t+ δ, ·)(x),
Ft,t+δϕ(t+ δ, ·)(x)
≤ E+tx
[∫ ⊕
[t,t+δ]
l(x(s), u)ds⊕ ϕ(t+ δ, x(t + δ))
]
= sup
v∈L2[t,t+δ]
{∫ ⊕
[t,t+δ]
l(x(s), u)ds⊕ ϕ(t+ δ, x(t + δ))−
1
2
∫ t+δ
t
|v(s)|2ds
}
. (4.23)
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Since l and ϕ are bounded, the supremum in (4.23) can be restricted to those v satisfying∫ t+δ
t
|v(s)|2ds ≤M, (4.24)
for some M > 0. Here M does not depend on u and δ. Then, we can show that there
exists c(M) > 0 such that for any v satisfying (4.24),
|x(s)− x| < c(M)δ1/2, t ≤ s ≤ t+ δ, (4.25)
|ϕ(t+ δ, x(t + δ))− ϕ(t, x)| < c(M)δ1/2,
|l(x(s), u)− l(x, u)| < c(M)δ1/2, t ≤ s ≤ t + δ.
For small δ > 0, we have
|ϕ(t+ δ, x(t + δ))− ϕ(t, x)| <
1
2
ρ0,
|l(x(s), u)− l(x, u)| <
1
2
ρ0, t ≤ s ≤ t+ δ.
Then, by using (4.22), we have for s ∈ [t, t + δ]
l(x(s), u) < l(x, u) +
1
2
ρ0 < ϕ(t, x)−
1
2
ρ0 < ϕ(t+ δ, x(t + δ)),
which implies ∫ ⊕
[t,t+δ]
l(x(s), u)ds < ϕ(t+ δ, x(t + δ))
for small δ > 0. Thus, from (4.23) with (4.24),
Ft,t+δϕ(t+δ, ·)(x)−ϕ(t, x) ≤ sup
‖v‖2
L2[t,t+δ]
≤M
{
ϕ(t+ δ, x(t + δ))− ϕ(t, x)−
1
2
∫ t+δ
t
|v(s)|2ds
}
for small δ > 0. By using the fundamental theorem of calculus and (4.25),
ϕ(t+ δ, x(t + δ))− ϕ(t, x)−
1
2
∫ t+δ
t
|v(s)|2ds
=
∫ t+δ
t
∂ϕ
∂s
(s, x(s)) + (f(x(s), u) + σ(x(s), u)v(s)) · ∇ϕ(s, x(s))−
1
2
|v(s)|2ds
=
∫ t+δ
t
∂ϕ
∂t
(t, x) + (f(x, u) + σ(x, u)v(s)) · ∇ϕ(t, x)−
1
2
|v(s)|2ds+ o(δ)
≤
(
∂ϕ
∂t
(t, x) + sup
v∈Rd
{
(f(x, u) + σ(x, u)v) · ∇ϕ(t, x)−
1
2
|v|2
})
δ + o(δ)
where o(δ) is uniform on v satisfying (4.24). Therefore we obtain
Ft,t+δϕ(t + δ, ·)(x)− ϕ(t, x) ≤
(
∂ϕ
∂t
(t, x) +Hu(x,∇ϕ(t, x))
)
δ + o(δ).
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This implies (4.21). Hence we have proved (4.19).
To prove (4.20), we use the idea of the proof of [16, Proposition 2.6]. If u ∈ L∞([t, t+
δ];U) and v ∈ L2[t, t + δ] are given, let us define F u,vt,t+δφ(x) for φ : R
n → R− by
F u,vt,t+δφ(x) =
∫ ⊕
[t,t+δ]
l(x(s), u(s))ds⊕ φ(x(t+ δ))−
1
2
∫ t+δ
t
|v(s)|2ds,
where x(s) is the solution of (2.2).
We consider a particular βˆ ∈ ∆EK(t, t+ δ):
βˆ[u](s) = σ(xˆ(s), u(s))T∇ϕ(s, xˆ(s)), t ≤ s ≤ t + δ,
where xˆ(s) is the solution of (2.2) with v(s) = βˆ[u](s)
Fix ρ > 0. We shall show that for small δ > 0
F
u,βˆ[u]
t,t+δ ϕ(t + δ, ·)(x)− ϕ(t, x)
≥ min
{(
∂ϕ
∂t
(t, x) +H(x, ϕ(t, x) + ρ,∇ϕ(t, x))
)
δ + o(δ),
ρ
2
−Mδ
}
, (4.26)
where o(δ) and M are uniform on u ∈ L∞([t, t+ δ];U).
For the first case, suppose u(s) ∈ A(x, ϕ(t, x) + ρ) for a.e. s ∈ [t, t + δ]. From the
definition of H(x, ϕ(t, x) + ρ,∇ϕ(t, x)),
H(x, ϕ(t, x) + ρ,∇ϕ(t, x))
≤ sup
v∈Rd
{
(f(x, u(s)) + σ(x, u(s))v) · ∇ϕ(t, x)−
1
2
|v|2
}
=
(
f(x, u(s)) + σ(x, u(s))σ(x, u(s))T∇ϕ(t, x)
)
· ∇ϕ(t, x)
−
1
2
|σ(x, u(s))T∇ϕ(t, x)|2, a.e. s ∈ [t, t + δ].
Integrating the above inequality on [t, t+ δ], we have
H(x, ϕ(t, x) + ρ,∇ϕ(t, x))δ
≤
∫ t+δ
t
{
(f(x, u(s)) + σ(x, u(s))σ(x, u(s))T∇ϕ(t, x)) · ∇ϕ(t, x)
−
1
2
|σ(x, u(s))T∇ϕ(t, x)|2
}
ds.
Since f , σ, ∇ϕ are bounded and continuous, there exists K > 0, which does not depend
on u(·), such that
|xˆ(s)− x| ≤ K(s− t), t ≤ s ≤ t+ δ. (4.27)
Thus, we have
H(x, ϕ(t, x) + ρ, ϕ(t, x))δ
≤
∫ t+δ
t
{
(f(xˆ(s), u(s)) + σ(xˆ(s), u(s))βˆ[u](s)) · ∇ϕ(s, xˆ(s))
−
1
2
|βˆ[u](s)|2
}
ds+ o(δ). (4.28)
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where o(δ) is uniform on u(·).
By (2.2) for xˆ(s), we have
ϕ(t+ δ, xˆ(t+ δ))− ϕ(t, x)−
1
2
∫ t+δ
t
|βˆ[u](s)|2ds
=
∫ t+δ
t
∂ϕ
∂s
(s, xˆ(s)) + (f(xˆ(s), u(s)) + σ(xˆ(s), u(s))βˆ[u](s)) · ∇ϕ(s, xˆ(s))−
1
2
|βˆ[u](s)|2ds
=
∂ϕ
∂t
(t, x)δ +
∫ t+δ
t
{
(f(xˆ(s), u(s)) + σ(xˆ(s), u(s))βˆ[u](s)) · ∇ϕ(s, xˆ(s))
−
1
2
|βˆ[u](s)|2
}
ds+ o(δ),
where o(δ) is uniform on u(·). Thus, we have from (4.28)
ϕ(t + δ, xˆ(t + δ))− ϕ(t, x)−
1
2
∫ t+δ
t
|βˆ[u](s)|2ds
≥
(
∂ϕ
∂t
(t, x) +H(x, ϕ(t, x) + ρ,∇ϕ(t, x))
)
δ + o(δ).
Therefore, we obtain
F
u,βˆ[u]
t,t+δ ϕ(t + δ, ·)(x)− ϕ(t, x)
=
∫ ⊕
[t,t+δ]
l(xˆ(s), u(s))ds⊕ ϕ(t+ δ, xˆ(t + δ))−
1
2
∫ t+δ
t
|βˆ[u](s)|2ds− ϕ(t, x)
≥ ϕ(t+ δ, xˆ(t+ δ))− ϕ(t, x)−
1
2
∫ t+δ
t
|βˆ[u](s)|2ds
≥
(
∂ϕ
∂t
(t, x) +H(x, ϕ(t, x) + ρ,∇ϕ(t, x))
)
δ + o(δ). (4.29)
For the second case, we suppose there exists a subset Iδ ⊂ [t, t + δ] with positive
Lebesgue measure such that u(s) 6∈ A(x, ϕ(t, x) + ρ) for s ∈ Iδ, i.e.,
l(x, u(s)) > ϕ(t, x) + ρ, ∀s ∈ Iδ.
Since l and ϕ are Lipschitz,
l(y, u(s)) > ϕ(r, z) + ρ− L(|y − x|+ |z − x|+ δ) for s ∈ Iδ, t ≤ r ≤ t+ δ.
Then, by (4.27), we have
l(xˆ(s), u(s)) > ϕ(r, xˆ(r)) +
ρ
2
, s ∈ Iδ, t ≤ r ≤ t + δ
for small δ > 0. Therefore we have∫ ⊕
[t,t+δ]
l(xˆ(s), u(s))ds > ϕ(r, xˆ(r)) +
ρ
2
, t ≤ r ≤ t+ δ.
27
By using this,
F
u,βˆ[u]
t,t+δ ϕ(t+ δ, ·)(x)− ϕ(t, x) =
∫ ⊕
[t,t+δ]
l(xˆ(s), u(s))ds⊕ ϕ(t + δ, xˆ(t + δ))
−
1
2
∫ t+δ
t
|βˆ[u](s)|2ds− ϕ(t, x)
≥
∫ ⊕
[t,t+δ]
l(xˆ(s), u(s))ds−
1
2
∫ t+δ
t
|βˆ[u](s)|2ds− ϕ(t, x)
≥ ϕ(t, x) +
ρ
2
−
1
2
∫ t+δ
t
|βˆ[u](s)|2ds− ϕ(t, x)
≥
ρ
2
−Mδ. (4.30)
for some constant M > 0. Here we used βˆ[u](s) = σ(xˆ(s), u(s))T∇ϕ(s, xˆ(s)) is bounded.
Hence, by (4.29) and (4.30), we obtain (4.26).
Now we shall prove (4.20). We first fix ǫ > 0. Let α ∈ Γ(t, t+ δ) be taken arbitrarily.
It implies from Lemma 4.8 that there exist uǫ,δ ∈ L∞([t, t + δ];U) and vǫ,δ ∈ L2[t, t + δ]
such that
|α[vǫ,δ](s)− uǫ,δ(s)| < ǫδ, ∀s ∈ [t, t + δ) and βˆ[uǫ,δ](s) = vǫ,δ(s) a.e. s ∈ [t, t+ δ]. (4.31)
Let xǫ,δ(s) (resp. xˆǫ,δ(s)) be the solution of (2.2) for u(s) = α[vǫ,δ](s) and v(s) = vǫ,δ(s)
(resp.u(s) = uǫ,δ(s) and v(s) = βˆ[uǫ,δ](s)). By using (4.31), we can show that
|xǫ,δ(s)− xˆǫ,δ(s)| ≤ Cǫδ2, t ≤ s ≤ t + δ
for some C > 0. Then, it is not difficult to see that∫ ⊕
[t,t+δ]
l(xǫ,δ(s), α[vǫ,δ](s))ds⊕ ϕ(t + δ, xǫ,δ(t + δ))
≥
∫ ⊕
[t,t+δ]
l(xˆǫ,δ(s), uǫ,δ(s))ds⊕ ϕ(t+ δ, xˆǫ,δ(t+ δ))− C˜ǫδ − C˜ǫδ2
for some constant C˜. Since vǫ,δ = βˆ[uǫ,δ],
F
α[vǫ,δ],vǫ,δ
t,t+δ ϕ(t + δ, ·)(x)− ϕ(t, x) ≥ F
uǫ,δ,βˆ[uǫ,δ]
t,t+δ ϕ(t+ δ, ·)(x)− ϕ(t, x)− C˜ǫδ − C˜ǫδ
2.
By (4.26),
F
α[vǫ,δ ],vǫ,δ
t,t+δ ϕ(t+ δ, ·)(x)− ϕ(t, x)
≥ min
{(
∂ϕ
∂t
(t, x) +H(x, ϕ(t, x) + ρ,∇ϕ(t, x))
)
δ + o(δ),
ρ
2
−Mδ
}
− C˜ǫδ − C˜ǫδ2.
Note that o(δ) is uniform on α because (4.26) is uniform on u. Therefore we obtain
Ft,t+δϕ(t+ δ, ·)(x)− ϕ(t, x)
≥ min
{(
∂ϕ
∂t
(t, x) +H(x, ϕ(t, x) + ρ,∇ϕ(t, x))
)
δ + o(δ),
ρ
2
−Mδ
}
− C˜ǫδ − C˜ǫδ2.
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Dividing the both side by δ > 0 and taking lim inf as δ → 0+,
lim inf
δ→0+
1
δ
{Ft,t+δϕ(t+ δ, ·)(x)− ϕ(t, x)} ≥
∂ϕ
∂t
(t, x) +H(x, ϕ(t, x) + ρ,∇ϕ(t, x))− C˜ǫ.
Then, by sending ǫ→ 0, we have
lim inf
δ→0+
1
δ
{Ft,t+δϕ(t+ δ, ·)(x)− ϕ(t, x)} ≥
∂ϕ
∂t
(t, x) +H(x, ϕ(t, x) + ρ,∇ϕ(t, x)).
By Lemma 4.4 (i), if we take ρ→ 0+, we finally have (4.20).
Under the DPP and the estimates on the generator, we can easily characterize V (t, x)
as a unique viscosity solution. The uniqueness is implied by the comparison theorem in
the next section.
Theorem 4.9. V (t, x) is the unique bounded Lipschitz continuous viscosity solution of
(4.1) (equivalently (2.11)) with the terminal condition (2.12).
Proof. First of all, we point out that we may suppose the smooth test function ϕ(t, x) in
Definition 4.1 is taken from C1b ((0, T )×R
n) because V (t, x) is bounded and the definition
of viscosity sub/supersolutions only uses a local information of W (t, x)− ϕ(t, x).
We only show that V (t, x) is a subsolution of (4.1) since the supersolution part is
proved in a similar way. Let (tˆ, xˆ) ∈ (0, T )× Rn be a maximum point of V (t, x)− ϕ(t, x)
for ϕ ∈ C1b ((0, T )× R
n) and V (tˆ, xˆ) = ϕ(tˆ, xˆ). If we use (3.2) at (t, x) = (tˆ, xˆ), then
V (tˆ, xˆ) = inf
α∈Γ(tˆ,tˆ+δ)
E+
tˆxˆ
[∫ ⊕
[tˆ,tˆ+δ]
l(x(s), α[v](s))ds⊕ V (tˆ+ δ, x(tˆ + δ))
]
.
Since V (tˆ, xˆ) = ϕ(tˆ, xˆ) and V (t, x) ≤ ϕ(t, x) for any (t, x) ∈ (0, T )× Rn,
ϕ(tˆ, xˆ) ≤ inf
α∈Γ(tˆ,tˆ+δ)
E+
tˆxˆ
[∫ ⊕
[tˆ,tˆ+δ]
l(x(s), α[v](s))ds⊕ ϕ(tˆ+ δ, x(tˆ + δ))
]
.
By using the notation Ft,t+δ, this inequality can be written as
ϕ(tˆ, xˆ) ≤ Ftˆ,tˆ+δϕ(tˆ+ δ, ·)(xˆ).
Thus, we have
0 ≤ lim sup
δ→0+
1
δ
{Ftˆ,tˆ+δϕ(tˆ+ δ, ·)(xˆ)− ϕ(tˆ, xˆ)}.
From Theorem 4.7,
0 ≤
∂ϕ
∂t
(tˆ, xˆ) +H∗(xˆ, ϕ(tˆ, xˆ),∇ϕ(tˆ, xˆ)).
Therefore V (t, x) is a viscosity subsolution of (4.1).
The uniqueness is a consequence of Theorem 5.1 in the next section.
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4.3 Remarks on other strategy classes
To discuss the max-plus control problems, one might want to choose a different class of
strategies. Actually, there exist classes for which the generator-DPP arguments work. We
shall make remarks on other possibilities for strategy classes without details.
First of all, one might think that Elliott-Kalton strategy class should be a natural can-
didate for the problem. Let VEK(t, x) be the value function of (3.1) defined by ΓEK(t, T )
instead of Γ(t, T ). It is not difficult to see VEK(t, x) satisfies the DPP in a similar way to
the case of Γ(t, T ): for t ≤ r ≤ T , x ∈ Rn,
VEK(t, x) = inf
α∈ΓEK(t,r)
E+tx
[∫ ⊕
[t,r]
l(x(s), α[v](s))ds⊕ VEK(r, x(r))
]
.
For t < r, denote by FEKt,r the operator associated with ΓEK(t, r):
FEKt,r φ(x) = inf
α∈ΓEK(t,r)
E+tx
[∫ ⊕
[t,r]
l(x(s), α[v](s))ds⊕ φ(x(r))
]
.
If we calculate the generator, we can prove that for ϕ ∈ C1b ((0, T ) × R
n) and (t, x) ∈
(0, T )× Rn,
lim sup
δ→0+
1
δ
{
FEKt,t+δϕ(t+ δ, ·)(x)− ϕ(t, x)
}
≤
∂ϕ
∂t
(t, x) +K∗(x, ϕ(t, x),∇ϕ(t, x)), (4.32)
∂ϕ
∂t
(t, x) +K∗(x, ϕ(t, x),∇ϕ(t, x)) ≤ lim inf
δ→0+
1
δ
{
FEKt,t+δϕ(t+ δ, ·)(x)− ϕ(t, x)
}
, (4.33)
where
K(x, r, p) = max
v∈Rd
min
u∈A(x,r)
{
(f(x, u) + σ(x, u)v) · p−
1
2
|v|2
}
. (4.34)
See Appendix B for the proof. Thus, VEK(t, x) can be shown to be a bounded Lipschitz
continuous viscosity solution of
∂VEK
∂t
(t, x) +K(x, VEK(t, x),∇VEK(t, x)) = 0, (t, x) ∈ (0, T )× R
n, (4.35)
with the terminal condition (2.12). Moreover, VEK(t, x) can be shown to be unique in
such function class since we can have a comparison theorem for (4.35) by using similar
ideas to Theorem 5.1. Here we note that K(x, r, p) ≤ H(x, r, p) and they do not coincide
in general. Since our DPE is (2.11), equivalently (4.1), using ΓEK(t, T ) leads to a wrong
equation.
There can be another class associated with (4.1). α ∈ ΓEK(t, T ) is called a strictly
progressive strategy if for any β ∈ ∆EK(t, T ), there exist u ∈ L
∞([t, T ];U) and v ∈ L2[t, T ]
such that
α[v] = u, β[u] = v a.e. on [t, T ],
where ∆EK(t, T ) is the set of Elliott-Kalton strategies from L
∞([t, T ];U) into L2[t, T ] (see
[10], [13] and [16]). If we denote by ΓSP (t, T ) the set of strictly progressive strategies on
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[t, T ] and VSP (t, x) is the value function given by ΓSP (t, T ), it is also seen that VSP (t, x)
satisfies the DPP:
VSP (t, x) = inf
α∈ΓSP (t,r)
E+tx
[∫ ⊕
[t,r]
l(x(s), α[v](s))ds⊕ VSP (r, x(r))
]
for t ≤ r ≤ T and x ∈ Rn (cf. [16] for max-plus multiplicative running cost). Let the
operator corresponding to ΓSP (t, r) be
F SPt,r φ(x) = inf
α∈ΓSP (t,r)
E+tx
[∫ ⊕
[t,r]
l(x(s), α[v](s))ds⊕ φ(x(r))
]
.
We can show that the generator of F SPt,r is associated with H by the exactly same way as
Γ(t, r) without using Lemma 4.8:
lim sup
δ→0+
1
δ
{
F SPt,t+δϕ(t+ δ, ·)(x)− ϕ(t, x)
}
≤
∂ϕ
∂t
(t, x) +H∗(x, ϕ(t, x),∇ϕ(t, x)),
∂ϕ
∂t
(t, x) +H∗(x, ϕ(t, x),∇ϕ(t, x)) ≤ lim inf
δ→0+
1
δ
{
F SPt,t+δϕ(t+ δ, ·)(x)− ϕ(t, x)
}
for ϕ ∈ C1b ((0, T )×R
n) and (t, x) ∈ (0, T )×Rn. Therefore, VSP (t, x) is the unique bounded
Lipschitz continuous viscosity solution of (4.1) with (2.12). Hence, VSP (t, x) = V (t, x).
But we note that it is not clear that Markov control policies are strictly progressive in
general. Thus, Γ(t, T ) may be a better class if we consider the connection to the verification
theorem. See also [13, Remark XI.9.1] for the discussion on Markov control policies of
a differential game problem. Lemma 4.8 states that a property like strict progressivity
holds approximately, if α ∈ Γ(t, T ). This approximation property is useful in deriving
Theorem 4.7, instead of directly using strict progressivity.
We have not made use of the following differential game interpretation of the max-
plus control problem. In this interpretation, u(s) is a minimizing control and v(s) is a
maximizing control. The differential game dynamics are (2.2) and the game payoff is
P (t, x; u, v) =
∫ ⊕
[t,T ]
l(x(s), u(s))ds−
1
2
∫ T
t
|v(s)|2ds. (4.36)
According to (3.1)
V (t, x) = inf
α∈Γ(t,T )
sup
v∈L2[t,T ]
P (t, x;α[v], v). (4.37)
In the Elliott-Kalton definition of lower differential game value, Γ(t, T ) is replaced by
ΓEK(t, T ). Hence we should not expect V (t, x) to agree in all cases with the Elliott-
Kalton lower value.
The right side of (4.36) involves both a max-plus integral and an ordinary integral. For
this reason we could not use standard differential game arguments to obtain a dynamic
programming principle. Instead, properties of max-plus conditional expectations were
used to prove the dynamic programming principle in Theorem 3.3.
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A different kind of differential game payoff is
P1(t, x; u, v) =
∫ T
t
l(x(s), u(s))−
1
2
∫ T
t
|v(s)|2ds. (4.38)
This is the case of “max-plus multiplicative running cost” mentioned in the Introduction.
For this payoff, standard differential game methods can be used. Let
V1(t, x) = inf
α∈ΓSP (t,T )
sup
v∈L2[t,T ]
P1(t, x;α[v], v). (4.39)
Then V1(t, x) agrees with the upper Elliott-Kalton value for the differential game (not the
lower value). See [13, p. 393].
5 Comparison theorem
In the proof of Theorem 4.9, we used the uniqueness of bounded Lipschitz continuous
viscosity solutions of (4.1) with (2.12). This is a consequence of a comparison theorem
stated in the present section. So far, we only consider continuous viscosity solutions. We
prove a comparison theorem for semi-continuous cases because we need it in the argument
for risk-sensitive limits.
As we noted, the Hamiltonian H(x, r, p) is not sufficiently regular to apply the general
comparison results of viscosity solutions. Following the ideas used in the proof of [5,
Theorem 4.2] with Lemmas 4.2–4.4, we will get a weak comparison theorem for (4.1).
The statement of the weak comparison theorem is similar to [13, Theorems 8.1 and 8.2]
by assuming a Lipschitz viscosity solution.
Theorem 5.1. Let W (t, x) ( resp.W (t, x)) be a bounded function on (0, T ] × Rn and a
viscosity subsolution ( resp. viscosity supersolution) of (4.1). Assume that x 7→ W ∗(T, x)
and x 7→W ∗(T, x) are continuous and there exists a bounded continuous viscosity solution
U ∈ C((0, T ]× Rn) of (4.1) such that x 7→ U(t, x) is Lipschitz continuous uniformly on
(0, T ) and W ∗(T, x) ≤ U(T, x) ≤ W ∗(T, x) for x ∈ R
n. Then W ∗(t, x) ≤ U(t, x) and
U(t, x) ≤W ∗(t, x) on (0, T ]× R
n. Hence, W ∗(t, x) ≤W ∗(t, x) on (0, T ]× R
n.
Proof. We shall only show U(t, x) ≤ W ∗(t, x). W
∗(t, x) ≤ U(t, x) can be proved in a
similar way if we change the role of U(t, x) (resp. W ∗(t, x)) to W
∗(t, x) (resp.U(t, x)).
Let 0 < θ < 1 and β > 0. We choose a smooth nonnegative function g : Rn → R such
that
W ∗(t, x) ≤ g(x), ∀(t, x) ∈ (0, T ]× R
n, (5.1)
‖∇g‖∞ <∞, g(x)→∞ (|x| → ∞). (5.2)
Define W
θ,β
: (0, T ]× Rn → R by
W
θ,β
(t, x) = (1− θ)W ∗(t, x) + θg(x) + Lθ(T − t) +
β
t
,
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where L > 0 is a constant.
We can show that there exists a constant L > 0 depending on ‖f‖∞, ‖σ‖∞, ‖∇g‖∞
such that
∂W
θ,β
∂t
+H∗(x,W
θ,β
(t, x),∇W
θ,β
(t, x)) ≤ −
β
t2
in (0, T )× Rn (viscosity sense), (5.3)
W ∗ ≤W
θ,β
in (0, T ]× Rn. (5.4)
These can be seen ifW (t, x) is a classical supersolution in the following way. The viscosity
case can be also verified by using the same kind of arguments.
By L > 0, β > 0 and (5.1),
W
θ,β
(t, x) = (1− θ)W (t, x) + θg(x) + Lθ(T − t) +
β
t
≥ (1− θ)W (t, x) + θg(x)
≥ (1− θ)W (t, x) + θW (t, x) = W (t, x).
Thus we have (5.4).
We shall show (5.3). Since p 7→ Hu(x, p) is convex,
Hu(x,∇W
θ,β
(t, x)) ≤ (1− θ)Hu(x,∇W (t, x)) + θHu(x,∇g(x)).
By noting that f , σ and ∇g are bounded, there exists C > 0 depending only on ‖f‖∞,
‖σ‖∞, ‖∇g‖∞ such that
Hu(x,∇W
θ,β
(t, x)) ≤ (1− θ)Hu(x,∇W (t, x)) + θC.
Then, we have
∂W
θ,β
∂t
+Hu(x,∇W
θ,β
(t, x)) ≤ (1− θ)
(
∂W
∂t
+Hu(x,∇W (t, x))
)
− (L− C)θ −
β
t2
.
If we take L > 0 such that L > C,
∂W
θ,β
∂t
+Hu(x,∇W
θ,β
(t, x)) ≤ (1− θ)
(
∂W
∂t
+Hu(x,∇W (t, x))
)
−
β
t2
.
Taking the minimum over u ∈ A(x,W (t, x)), we obtain
∂W
θ,β
∂t
+ min
u∈A(x,W (t,x))
Hu(x,∇W
θ,β
(t, x))
≤ (1− θ)
(
∂W
∂t
+H(x,W (t, x),∇W (t, x))
)
−
β
t2
≤ −
β
t2
.
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In the last line, we used that W (t, x) is a supersolution of (4.1). Since W (t, x) ≤
W
θ,β
(t, x), we have A(x,W (t, x)) ⊂ A(x,W
θ,β
(t, x)). Thus, we have
H(x,W
θ,β
(t, x),∇W
θ,β
(t, x)) ≤ min
u∈A(x,W (t,x))
Hu(x,∇W
θ,β
(t, x))
Therefore we obtain (5.3).
We shall prove U ≤ W
θ,β
in (0, T ] × Rn. For ǫ > 0, we define Φǫ : (0, T ] × (0, T ] ×
R
n × Rn → R by
Φǫ(t, s, x, y) = U(t, x)−W
θ,β
(s, y)−
1
2ǫ
|t− s|2 −
1
2ǫ
|x− y|2.
By using standard arguments in viscosity theory, it is not difficult to see that for sufficiently
small ǫ > 0, there exists (tǫ, sǫ, xǫ, yǫ) ∈ (0, T ]× (0, T ]× R
n × Rn such that
Φǫ(tǫ, sǫ, xǫ, yǫ) = sup
t,s∈(0,T ]
x,y∈Rn
Φǫ(t, s, x, y), (5.5)
θg(yǫ) +
β
sǫ
+
1
2ǫ
|tǫ − sǫ|
2 +
1
2ǫ
|xǫ − yǫ|
2 ≤M, (5.6)
where M > 0 is a constant independent of ǫ > 0. Again, by standard arguments, we can
show that
1
2ǫ
|tǫ − sǫ|
2 +
1
2ǫ
|xǫ − yǫ|
2 → 0 (ǫ→ 0). (5.7)
Now we are ready to prove U ≤W
θ,β
in (0, T ]× Rn, equivalently,
max
(0,T ]×Rn
(U −W
θ,β
) ≤ 0.
On the contrary, we suppose that
max
(0,T ]×Rn
(U −W
θ,β
) > 0. (5.8)
Under the assumption (5.8), it can be seen that
0 < tǫ, sǫ < T for sufficiently small ǫ > 0. (5.9)
If (5.9) does not hold, there exists a sequence {ǫn}
∞
n=1 (ǫn ↓ 0) such that for each n =
1, 2, · · · ,
tǫn = T or sǫn = T.
Since |tǫ − sǫ| → 0 as ǫ→ 0 by (5.6),
tǫn, sǫn → T (n→∞).
As for the asymptotics on xǫ, yǫ through ǫ = ǫn, we can see from (5.6) that there exists
x¯ ∈ Rn such that
xǫn , yǫn → x¯ (n→∞) by taking a subsequence of {ǫn}.
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We estimate U(tǫn , xǫn)−W
θ,β
(sǫn, yǫn) from the above. In the case where tǫn = T ,
U(tǫn , xǫn)−W
θ,β
(sǫn, yǫn) = U(T, xǫn)−W
θ,β
(sǫn, yǫn)
= U(T, xǫn)−W
θ,β
(T, xǫn) +W
θ,β
(T, xǫn)−W
θ,β
(sǫn, yǫn)
≤W
θ,β
(T, xǫn)−W
θ,β
(sǫn, yǫn).
In the last line, we used U ≤W ∗ ≤W
θ,β
on {t = T} × Rn. In the case where sǫn = T ,
U(tǫn , xǫn)−W
θ,β
(sǫn, yǫn) = U(tǫn , xǫn)−W
θ,β
(T, yǫn)
= U(tǫn , xǫn)− U(T, yǫn) + U(T, yǫn)−W
θ,β
(T, yǫn)
≤ U(tǫn , xǫn)− U(T, yǫn).
Similarly, we used U ≤W
θ,β
on {t = T} × Rn. Therefore, we have
U(tǫn , xǫn)−W
θ,β
(sǫn, yǫn) ≤ max{W
θ,β
(T, xǫn)−W
θ,β
(sǫn, yǫn), U(tǫn , xǫn)− U(T, yǫn)}.
Taking limsup as ǫn → 0,
lim sup
ǫn→0
(U(tǫn , xǫn)−W
θ,β
(sǫn, yǫn))
≤ lim sup
ǫn→0
max{W
θ,β
(T, xǫn)−W
θ,β
(sǫn, yǫn), U(tǫn , xǫn)− U(T, yǫn)}
≤ max{lim sup
ǫn→0
(W
θ,β
(T, xǫn)−W
θ,β
(sǫn, yǫn)), lim sup
ǫn→0
(U(tǫn , xǫn)− U(T, yǫn))}
Noting that x 7→ W
θ,β
(T, x) is continuous, W
θ,β
is lower semi-continuous and U(t, x) is
continuous, we have
lim sup
ǫn→0
(U(tǫn , xǫn)−W
θ,β
(sǫn, yǫn)) ≤ 0. (5.10)
On the other hand, from (5.8),
0 < max
(0,T ]×Rn
(U −W
θ,β
) ≤ max
t,s∈(0,T ]
x,y∈Rn
Φǫ(t, s, x, y) ≤ U(tǫ, xǫ)−W
θ,β
(sǫ, yǫ).
Thus, we have
0 < max
(0,T ]×Rn
(U −W
θ,β
) ≤ lim inf
ǫn→0
(U(tǫn , xǫn)−W
θ,β
(sǫn, yǫn)),
which contradicts to (5.10). Therefore, (5.9) has to hold.
For sufficiently small ǫ > 0, it implies from (5.9) that (tǫ, sǫ, xǫ, yǫ) is a maximum point
of Φǫ(t, s, x, y) in (0, T ) × (0, T ) × R
n × Rn. In particular, since (tǫ, xǫ) is a maximum
point of Φǫ(t, sǫ, x, yǫ) and U(t, x) is a viscosity subsolution, we have
1
ǫ
(tǫ − sǫ) +H
∗(xǫ, U(tǫ, xǫ),
1
ǫ
(xǫ − yǫ)) ≥ 0. (5.11)
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In a similar way, since (sǫ, yǫ) is a minimum point of −Φǫ(tǫ, s, xǫ, y) andW
θ,β
is a viscosity
supersolution of (5.3),
1
ǫ
(tǫ − sǫ) +H∗(yǫ,W
θ,β
(sǫ, yǫ),
1
ǫ
(xǫ − yǫ)) ≤ −
β
s2ǫ
. (5.12)
Subtracting (5.12) from (5.11), we have
H∗(xǫ, U(tǫ, xǫ),
1
ǫ
(xǫ − yǫ))−H∗(yǫ,W
θ,β
(sǫ, yǫ),
1
ǫ
(xǫ − yǫ)) ≥
β
s2ǫ
. (5.13)
Let us take α > 0 such that
0 < α < max
(0,T ]×Rn
(U −W
θ,β
).
Since max(0,T ]×Rn(U −W
θ,β
) ≤ U(tǫ, xǫ)−W
θ,β
(sǫ, yǫ) for ǫ > 0,
α < U(tǫ, xǫ)−W
θ,β
(sǫ, yǫ), ∀ǫ > 0.
We choose rǫ1 < r
ǫ
2 such that
W
θ,β
(sǫ, yǫ) < r
ǫ
1 < r
ǫ
2 < U(tǫ, xǫ) and r
ǫ
2 − r
ǫ
1 = α.
By Lemma 4.3 (i) and Lemma 4.4 (ii),
H∗(xǫ, U(tǫ, xǫ),
1
ǫ
(xǫ − yǫ)) = H(xǫ, U(tǫ, xǫ)− 0,
1
ǫ
(xǫ − yǫ))
≤ H(xǫ, r
ǫ
2,
1
ǫ
(xǫ − yǫ)).
By Lemma 4.3 (i) and Lemma 4.4 (i),
H∗(yǫ,W
θ,β
(sǫ, yǫ),
1
ǫ
(xǫ − yǫ)) = H(yǫ,W
θ,β
(sǫ, yǫ) + 0,
1
ǫ
(xǫ − yǫ))
≥ H(yǫ, r
ǫ
1,
1
ǫ
(xǫ − yǫ)).
Thus, we have from (5.13)
H(xǫ, r
ǫ
2,
1
ǫ
(xǫ − yǫ))−H(yǫ, r
ǫ
1,
1
ǫ
(xǫ − yǫ)) ≥
β
s2ǫ
. (5.14)
By Lemma 4.3 (ii), there exists δ = δ(|rǫ2 − r
ǫ
1|) = δ(α) such that
H(y, rǫ1, p) ≥ H(xǫ, r
ǫ
2, p)− L(|p|+ 1)|p||xǫ − y|, ∀y ∈ Bδ(xǫ), ∀p ∈ R
n.
In particular, taking p = (xǫ − y)/ǫ,
H(y, rǫ1,
1
ǫ
(xǫ − y)) ≥ H(xǫ, r
ǫ
2,
1
ǫ
(xǫ − y))− L
(∣∣∣∣xǫ − yǫ
∣∣∣∣+ 1
)
|xǫ − y|
2
ǫ
, ∀y ∈ Bδ(xǫ).
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Since |xǫ − yǫ| → 0 (ǫ→ 0) and δ is independent of ǫ,
H(yǫ, r
ǫ
1,
1
ǫ
(xǫ − yǫ)) ≥ H(xǫ, r
ǫ
2,
1
ǫ
(xǫ − yǫ))− L
(∣∣∣∣xǫ − yǫǫ
∣∣∣∣+ 1
)
|xǫ − yǫ|
2
ǫ
for sufficiently small ǫ > 0. Thus, we obtain from (5.14)
H(yǫ, r
ǫ
1,
1
ǫ
(xǫ − yǫ)) + L
(∣∣∣∣xǫ − yǫǫ
∣∣∣∣ + 1
)
|xǫ − yǫ|
2
ǫ
−H(yǫ, r
ǫ
1,
1
ǫ
(xǫ − yǫ)) ≥
β
s2ǫ
,
which implies that
β
s2ǫ
≤ L
(∣∣∣∣xǫ − yǫǫ
∣∣∣∣+ 1
)
|xǫ − yǫ|
2
ǫ
for sufficiently small ǫ > 0. (5.15)
Recall that x 7→ U(t, x) is Lipschitz continuous uniformly on t. Then, the superdif-
ferential D+x U(t, x) is included in B¯K(0), where K > 0 is a uniform Lipschitz constant of
x 7→ U(t, x). Thus, since (xǫ − yǫ)/ǫ ∈ D
+
x U(tǫ, xǫ),∣∣∣∣xǫ − yǫǫ
∣∣∣∣ ≤ K,
Therefore, we have from (5.15)
β
s2ǫ
≤ L(K + 1)
|xǫ − yǫ|
2
ǫ
for sufficiently small ǫ > 0.
Since |xǫ − yǫ|
2/ǫ→ 0 as ǫ→ 0 from (5.7), we have
lim
ǫ→0
β
s2ǫ
= 0.
This contradicts to sǫ ∈ (0, T ]. Therefore, we have max(0,T ]×Rn(U −W
θ,β
) ≤ 0, i.e.,
U ≤W
θ,β
in (0, T ]× Rn.
Finally, if we take the limit as θ ↓ 0 and β ↓ 0, we obtain
U ≤W ∗ in (0, T ]× R
n.
6 Risk-sensitive control limits
Let ν = (Ω, {Fs}, P, {W (s)}) be a reference probability system with d-dimensional {Fs}-
Brownian motion {W (s)}. Under ν, consider the following stochastic system modelled by
the stochastic differential equation:{
dX(s) = f(X(s), u(s))ds+ θ−1/2σ(X(s), u(s))dW (s), t ≤ s ≤ T,
X(t) = x ∈ Rn,
(6.1)
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where {u(s)} is a U -valued {Fs}-progressively measurable control process and θ > 0 is a
parameter. For this system, we introduce the risk-sensitive type criterion
Jθ(t, x; u(·)) = Etx
[∫ T
t
eθl(X(s),u(s))ds
]
. (6.2)
The optimal control problem for (6.1) with (6.2) is to minimize (6.2) over the control
processes. Thus, we are interested in the value function
Ψθ(t, x) = inf
u(·)
Jθ(t, x; u(·)), (6.3)
where the infimum is taken over all U -valued {Fs}-progressively measurable processes. If
we set L(x, u) = e−l(x,u), the value function becomes
Ψθ(t, x) = inf
u(·)
Etx
[∫ T
t
L(X(s), u(s))−θds
]
.
In an example considered in Section 7, θ can be understood as the parameter related to
risk-sensitivity in optimal investment/consumption problems of mathematical finance.
Our aim in the present section is to connect the stochastic control problem of risk-
sensitive type described in the above with the max-plus stochastic control via risk-averse
limits. More precisely, we shall study the asymptotics of Ψθ(t, x) as θ → ∞. The ar-
guments we use are mainly from the PDE techniques in viscosity theory. We utilize
the general stability result of discontinuous solutions, a so-called Barles-Perthame type
procedure (cf. [4], [13]).
Let us define Vθ(t, x) by
Vθ(t, x) =
1
θ
log Ψθ(t, x), (t, x) ∈ (0, T )× R
n.
To derive an equation of Vθ(t, x), we first note that under (A1)–(A3), Ψθ(t, x) is a (unique)
bounded uniformly continuous viscosity solution of the following DPE (cf. [13, Chap.V.9]):
∂Ψθ
∂t
+ Fθ(x,∇Ψθ(t, x), D
2Ψθ(t, x)) = 0, (t, x) ∈ (0, T )× R
n, (6.4)
Ψθ(T, x) = 0, x ∈ R
n, (6.5)
where Fθ is defined for φ : R
n → R by
Fθ(x,∇φ(x), D
2φ(x)) = min
u∈U
{
1
2θ
tr(a(x, u)D2φ(x)) + f(x, u) · ∇φ(x) + eθl(x,u)
}
with a(x, u) = σ(x, u)σ(x, u)T . Thus, Vθ(t, x) is a bounded continuous viscosity solution
of
∂Vθ
∂t
+Hθ(x, Vθ(t, x),∇Vθ(t, x), D
2Vθ(t, x)) = 0, (t, x) ∈ (0, T )× R
n, (6.6)
where
Hθ(x, φ(x),∇φ(x), D
2φ(x))
= min
u∈U
{
1
2θ
tr(a(x, u)D2φ(x)) +Hu(x,∇φ(x)) + eθ(l(x,u)−φ(x))
}
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and Hu(x, p) is defined by (2.9). Note that the value Vθ(t, x) at t = T cannot be defined
since Ψθ(T, x) = 0.
If we follow Barles-Perthame type procedure, we need to verify the following two steps:
(i) stability on solutions, i.e., the upper (resp. lower) semi-continuous limit of Vθ(t, x) as
θ →∞ is a viscosity subsolution (resp. supersolution) of the limit equation, (ii) the semi-
continuous limits have a common continuous terminal data. (i) will be implied by a
general argument from viscosity theory. (ii) can be proved by obtaining good estimates
for the semi-continuous limits in the following way.
We recall the semi-continuous limits of Vθ(t, x) as θ → ∞. For (t, x) ∈ (0, T ) × R
n,
define V (t, x) and V (t, x) by
V (t, x) = lim sup
θ→∞
(s,y)→(t,x)
Vθ(s, y), V (t, x) = lim inf
θ→∞
(s,y)→(t,x)
Vθ(s, y).
Since l(x, u) is bounded on Rn × U , V (t, x) and V (t, x) are well-defined.
Proposition 6.1. There exists M > 0 such that for any (t, x) ∈ (0, T )× Rn,
min
u∈U
l(x, u) ≤ V (t, x) ≤ V (t, x) ≤ min
u∈U
l(x, u) +M(T − t). (6.7)
The following corollary is immediate from the above estimates.
Corollary 6.2. V (t, x) and V (t, x) are uniquely extended to an upper and a lower semi-
continuous functions on (0, T ]×Rn with V (T, x) = V (T, x) = minu∈U l(x, u), respectively.
Proof of Proposition 6.1. We shall first show the lower estimate in (6.7). Take α > 0. If
we set l(x) = minu∈U l(x, u), we can find a smooth bounded function g(x) with bounded
first and second derivatives such that
α+ g(x) ≤ l(x) ≤ g(x) + 2α, x ∈ Rn. (6.8)
This can be seen because l(x) is Lipschitz and we can take a smooth bounded g˜(x) with
bounded first and second derivatives such that
−
α
2
≤ l(x)− g˜(x) ≤
α
2
.
If we choose g(x) = g˜(x)− (3/2)α, g(x) satisfies (6.8).
Let us define φ(t, x) by
φ(t, x) = (T − t)eθg(x) = (T − t)G(x)θ.
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If we calculate the left-hand side (LHS) of (6.4) for φ(t, x),
∂φ
∂t
+ Fθ(x,∇φ(t, x), D
2φ(t, x))
= G(x)θ
(
− 1 + min
u∈U
{
1
2
(T − t)G−1(x) tr(a(x, u)D2G(x))
+
1
2
(T − t)(θ − 1)G−2(x)a(x, u)∇G(x) · ∇G(x)
+ (T − t)θG−1(x)f(x, u) · ∇G(x) + eθ(l(x,u)−g(x))
})
≥ G(x)θ
(
− 1 + min
u∈U
{
1
2
(T − t)G−1(x) tr(a(x, u)D2G(x))
+ (T − t)θG−1(x)f(x, u) · ∇G(x) + eθ(l(x,u)−g(x))
})
Here we assumed θ > 1 without loss of generality. Since g(x), ∇g(x) and D2g(x) are
bounded , we can see that there exists a constant C > 0 such that
1
2
(T − t)G−1(x) tr(a(x, u)D2G(x)) + (T − t)θG−1(x)f(x, u) · ∇G(x) ≥ −C − Cθ.
By (6.8), we have
∂φ
∂t
+ Fθ(x,∇φ(t, x), D
2φ(t, x)) ≥ G(x)θ(−1− C − Cθ + eαθ).
Therefore, there exists θ˜(α) > 0 such that for θ ≥ θ˜(α)
∂φ
∂t
+ Fθ(x,∇φ(t, x), D
2φ(t, x)) > 0, (t, x) ∈ (0, T )× Rn,
that is, φ(t, x) is a strict classical subsolution. Since Ψθ(t, x) is a viscosity (super) solu-
tion and Ψθ(T, 0) = φ(T, 0) = 0, the argument of the classical comparison theorem for
parabolic type equations works by using φ(t, x) as a test function. Thus, we have
φ(t, x) ≤ Ψθ(t, x), (t, x) ∈ (0, T )× R
n.
(Also, see [13, Theorem V.9.1]). Hence, for θ ≥ θ˜(α), we obtain the lower estimate for
Vθ(t, x)
1
θ
log(T − t) + l(x)− 2α ≤
1
θ
log(T − t) + g(x) ≤ Vθ(t, x).
Taking the liminf on θ and (t, x), we have
l(x)− 2α ≤ V (t, x).
Sending α→ 0, we have the lower bound for V (t, x)
l(x) ≤ V (t, x).
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For the upper estimate in (6.7), let us consider Jθ(t, x; u(·)) with constant control
u(s) = u:
Jθ(t, x; u) = Etx
[∫ T
t
eθl(X(s),u)ds
]
=
∫ T
t
Etx
[
eθl(X(s),u)
]
ds. (6.9)
Define W uθ (r, x) ((r, x) ∈ [t, s]× R
n) by
W uθ (r, x) = Erx
[
eθl(X(s),u)
]
.
Then, W uθ (r, x) satisfies the following linear PDE of parabolic type (in viscosity sense):
∂W uθ
∂r
+
1
2θ
tr(a(x, u)D2W uθ (r, x)) + f(x, u) · ∇W
u
θ (r, x) = 0, (r, x) ∈ (t, s)× R
n,
W uθ (s, x) = e
θl(x,u), x ∈ Rn.
Taking the transformation
Zuθ (r, x) =
1
θ
logW uθ (r, x),
we have the nonlinear PDE for Zuθ (r, x)
∂Zuθ
∂r
+
1
2θ
tr(a(x, u)D2Zuθ (r, x)) +
1
2
a(x, u)∇Zuθ (r, x) · ∇Z
u
θ (r, x)
+f(x, u) · ∇Zuθ (r, x) = 0, (r, x) ∈ (t, s)× R
n,
Zuθ (s, x) = l(x, u), x ∈ R
n.
Take α > 0. Since x 7→ l(x, u) is uniformly Lipschitz on u, there exists a smooth
function hu(x) such that
|hu(x)− l(x, u)| ≤ α, x ∈ Rn, (6.10)
|Dih
u(x)| ≤ C1, |Dijh
u(x)| ≤ C2(α)
for some constants C1, C2(α). Note that we can take C1 which does not depend on α and
u. Let us consider Z˜uθ (r, x) defined by
Z˜uθ (r, x) = Z
u
θ (r, x)− h
u(x). (6.11)
After some calculations, we can see that Z˜uθ (r, x) satisfies
∂Z˜uθ
∂r
(r, x) +
1
2θ
tr(au(x)D2Z˜uθ (r, x)) +
1
2
au(x)∇Z˜uθ (r, x) · ∇Z˜
u
θ (r, x)
+F u(x) · ∇Z˜uθ (r, x) + L
u
θ (x) = 0, (r, x) ∈ (t, s)× R
n, (6.12)
Z˜uθ (s, x) = l(x, u)− h
u(x), x ∈ Rn. (6.13)
where au(x) = a(x, u), F u(x) = f(x, u) + a(x, u)∇hu(x) and
Luθ (x) =
1
2θ
tr(a(x, u)D2hu(x)) +
1
2
a(x, u)∇hu(x) · ∇hu(x) + f(x, u) · ∇hu(x), (6.14)
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Note that we can take large M > 0 (independent of u and α) and θˆ(α) > 0 such that
|Luθ (x)| < M, x ∈ R
n, u ∈ U, θ ≥ θˆ(α).
Then, M(s − r) + α is a strict classical supersolution of (6.12). Thus, for θ ≥ θˆ(α), we
have
Z˜uθ (r, x) ≤M(s− r) + α.
In particular, if we set r = t, we obtain
Zuθ (t, x) =
1
θ
logEtx[e
θl(X(s),u)] ≤ hu(x) +M(s− t) + α
≤ hu(x) +M(T − t) + α.
Therefore, we have the estimate
Etx[e
θl(X(s),u)] ≤ eθ(h
u(x)+M(T−t)+α).
Hence the following upper bound for Jθ(t, x; u) holds:
Jθ(t, x; u) ≤ (T − t)e
θ(hu(x)+M(T−t)+α).
From the definition of Vθ(t, x) and (6.10),
Vθ(t, x) ≤
1
θ
log Jθ(t, x; u) ≤
1
θ
log(T − t) +M(T − t) + l(x, u) + 2α.
for θ ≥ θˆ(α). Taking the limsup on θ and (t, x),
V (t, x) ≤ l(x, u) +M(T − t) + 2α.
Then, taking the limit as α→ 0, we have
V (t, x) ≤ l(x, u) +M(T − t).
Since M > 0 does not depend on u, we have the upper estimate in (6.7).
Under Corollary 6.2 and the comparison theorem for the limit equation, the argument
is standard to identify the semi-continuous limits. We shall give the proof for convenience.
Theorem 6.3. Vθ(t, x) converges to V (t, x) as θ →∞ uniformly on each compact set in
(0, T )× Rn.
Proof. We shall show V (t, x) is a viscosity subsolution of (4.1). Let ϕ(t, x) be a smooth
function on (0, T )×Rn and (tˆ, xˆ) be a maximum point of V (t, x)−ϕ(t, x) in (0, T )×Rn.
We may assume (tˆ, xˆ) is a strict maximum point and V (tˆ, xˆ) = ϕ(tˆ, xˆ). Since (tˆ, xˆ) is a
strict maximum, we can take some sequences {θn}, {(tn, xn)} (θn →∞, (tn, xn)→ (tˆ, xˆ))
such that Vθn(tn, xn)→ V (tˆ, xˆ) and (tn, xn) is a local maximum point of Vθ(t, x)−ϕ(t, x).
Noting that Vθ(t, x) is a viscosity (sub) solution of (6.6),
0 ≤
∂ϕ
∂t
(tn, xn) +Hθn(xˆ, ϕ(tn, xn),∇ϕ(tn, xn)), D
2ϕ(tn, xn)). (6.15)
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For α > 0, let Aα = A(xˆ, V (tˆ, xˆ)− α). From (6.15), we have
0 ≤
∂ϕ
∂t
(tn, xn) + min
u∈Aα
{
1
2θn
tr(a(xn, u)D
2ϕ(tn, xn))
+Hu(xn,∇ϕ(tn, xn)) + e
θn(l(xn,u)−ϕ(tn,xn))
}
. (6.16)
If we take large n,
l(xn, u)− ϕ(tn, xn) = l(xn, u)− l(xˆ, u) + l(xˆ, u)− V (tˆ, xˆ)
+ V (tˆ, xˆ)− ϕ(tn, xn)
≤ −
α
2
for any u ∈ A(xˆ, V (tˆ, xˆ)− α).
From (6.16),
0 ≤
∂ϕ
∂t
(tn, xn) + min
u∈Aα
{
1
2θn
tr(a(xn, u)D
2ϕ(tn, xn)) +H
u(xn,∇ϕ(tn, xn))
}
+ e−θnα/2.
Taking the limit as n→∞, we have
0 ≤
∂ϕ
∂t
(tˆ, xˆ) +H(xˆ, V (tˆ, xˆ)− α,∇ϕ(tˆ, xˆ)).
By Lemma 4.4, if we send α→ 0,
0 ≤
∂ϕ
∂t
(tˆ, xˆ) +H∗(xˆ, V (tˆ, xˆ),∇ϕ(tˆ, xˆ)).
Therefore V (t, x) is a viscosity subsolution of (4.1).
Next, we shall prove that V (t, x) is a viscosity supersolution. Let ϕ(t, x) be a smooth
function on (0, T ) × Rn and (tˆ, xˆ) be a strict minimum point of V (t, x) − ϕ(t, x) on
(0, T ) × Rn with V (tˆ, xˆ) = ϕ(tˆ, xˆ). We take some sequences {θn}, {(tn, xn)} (θn →
∞, (tn, xn) → (tˆ, xˆ)) such that Vθn(tn, xn) → V (tˆ, xˆ) and (tn, xn) is a local minimum of
Vθn(t, x)− ϕ(t, x). Since Vθ(t, x) is a viscosity (super) solution of (4.1),
∂ϕ
∂t
(tn, xn) + min
u∈U
{
1
2θn
tr(a(xn, u)D
2ϕ(tn, xn))
+Hu(xn,∇ϕ(tn, xn)) + e
θn(l(xn,u)−ϕ(tn,xn))
}
≤ 0. (6.17)
Take α > 0. We note that for large n, the minimum of (6.17) is the same if we replace
U with
Cnα = {u ∈ U ; l(xn, u)− Vθn(tn, xn) ≤ α/2}
Let u ∈ Cnα . Then, we have
l(xˆ, u)− V (tˆ, xˆ)
≤ l(xˆ, u)− l(xn, u) + l(xn, u)− Vθn(tn, xn) + Vθn(tn, xn)− V (tˆ, xˆ) ≤ α
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for large n uniform on u. Thus, for large n, we see that Cnα ⊂ Bα = A(xˆ, V (tˆ, xˆ) + α).
Therefore we can obtain
∂ϕ
∂t
(tn, xn) + min
u∈Bα
{
1
2θn
tr(a(xn, u)D
2ϕ(tn, xn))
+Hu(xn,∇ϕ(tn, xn)) + e
θn(l(xn,u)−ϕ(tn,xn))
}
≤ 0.
for large n. Since eθn(l(xn,u)−ϕ(tn,xn)) > 0,
∂ϕ
∂t
(tn, xn) + min
u∈Bα
{
1
2θn
tr(a(xn, u)D
2ϕ(tn, xn)) +H
u(xn,∇ϕ(tn, xn))
}
≤ 0
If we take the limit as n→∞,
∂ϕ
∂t
(tˆ, xˆ) +H(xˆ, V (tˆ, xˆ) + α,∇ϕ(tˆ, xˆ)) ≤ 0.
By Lemma 4.4, if we take α→ 0,
∂ϕ
∂t
(tˆ, xˆ) +H∗(xˆ, V (tˆ, xˆ),∇ϕ(tˆ, xˆ)) ≤ 0.
Thus, V (t, x) is a viscosity supersolution of (4.1).
From the above results and Corollary 6.2, we proved that V (t, x) (resp.V (t, x)) is
a bounded upper (resp. lower) semi-continuous viscosity subsolution (resp. supersolution)
satisfying the terminal condition
V (T, x) = V (T, x) = min
u∈U
l(x, u), x ∈ Rn.
We recall that V (t, x) is a bounded Lipschitz continuous viscosity solution of (4.1) with
the terminal condition minu∈U l(x, u) from Theorem 4.9. Thus, by applying Theorem 5.1,
we have
V (t, x) ≤ V (t, x) ≤ V (t, x), (t, x) ∈ (0, T )× Rn.
Since V (t, x) ≤ V (t, x) is trivial, we obtain
V (t, x) = V (t, x) = V (t, x), (t, x) ∈ (0, T )× Rn.
Hence Vθ(t, x) converges to V (t, x) as θ →∞ uniformly on compact sets.
7 Mathematical finance example
In this section we consider the classical Merton optimal consumption problem in mathe-
matical finance, on a finite time horizon. This problem has an explicit solution, and the
kind of risk sensitive limit considered in Section 6 can be found by direct calculations.
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In the Merton problem, let X(s) denote an investor’s wealth at time s. The wealth
is divided between a risky and a riskless asset. Let k(s) be the fraction of wealth in the
risky asset and C(s) the consumption rate. Wealth obeys the SDE{
dX(s) = X(s)[r(1− k(s))ds+ k(s)(µds+ ΣdW (s))]− C(s)ds, t ≤ s ≤ T,
X(t) = x > 0
(7.1)
with r the riskless interest rate and µ,Σ the mean return rate and volatility for the risky
asset. For the Merton problem on a finite time interval, the goal is to minimize
Etx
[∫ T
t
C(s)−θds
]
, θ > 0
The “HARA parameter” is −θ and the discount rate is 0. Let C(s) = c(s)X(s). The
control in this stochastic control problem is u(s) = (k(s), c(s)), and X(s) is the state.
There is the control constraint c(s) > 0 and the state constraint X(s) > 0. We require
that k(s) is bounded and that c(s) is bounded on [t, T1] for any T1 < T .
As in (6.1), let Ψθ(t, x) denote the value function for this stochastic control problem.
By using the dynamic programming PDE (6.4) there is the explicit solution [12, p. 161]
Ψθ(t, x) = [hθ(t)]
1+θx−θ, (7.2)
hθ(t) =
1 + θ
νθθ
(
1− e−
νθθ
1+θ
(T−t)
)
, (7.3)
νθ =
(µ− r)2
2Σ2(1 + θ)
+ r. (7.4)
The optimal controls are
k∗θ(s) =
µ− r
Σ2(1 + θ)
, c∗θ(s) = [hθ(s)]
−1. (7.5)
Note that k∗θ(s) is constant and that c
∗
θ(s) depends only on s and not on X(s). Since
hθ(T ) = 0, c
∗
θ(s)→∞ as s→ T
−.
The HARA parameter −θ is a measure of risk aversion, and θ →∞ is a “totally risk
averse limit.” We suppose that the volatility Σ = Σ(θ) is such that θΣ2(θ) tends to σ¯2
as θ → ∞ (σ¯ > 0). For the Merton problem, some of the assumptions in Section 6 are
not satisfied. Instead of using Theorem 6.3, we obtain a solution to the limit max-plus
control problem directly.
Let Vθ = θ
−1 logΨθ. From (7.2), (7.3)
lim
θ→∞
Vθ(t, x) = V (t, x), (7.6)
V (t, x) = − log x+B(t), (7.7)
B(t) = log[ν−1(1− e−ν(T−t))], (7.8)
where ν = (µ− r)2/(2σ¯2) + r. From (7.5), as θ →∞, k∗θ(s) and c
∗
θ(s) tend to
k∗(s) = k∗ =
µ− r
σ¯2
, c∗(s) = e−B(s). (7.9)
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In the limiting max-plus control problem, the state x(s) > 0 satisfies (2.2) with
f(x, k, c) = x[r + (µ− r)k − c]
σ(x, k) = σ¯kx.
From (2.9)
Hu(x, Vx) = (r − c)xVx + (µ− r)kxVx +
1
2
σ¯2k2x2V 2x . (7.10)
For V (t, x) of the form (7.7)
min
k
Hu(x, Vx) = c− ν. (7.11)
The minimum in (7.11) occurs at the constant k∗ in (7.9). For the Merton problem
l(x, c) = − log x− log c.
For V as in (7.7) the dynamic programming QVI (2.11) becomes
0 = min
c
{max[− log c− B(t), B˙(t) + c− ν]}. (7.12)
At the minimum c = c∗(t),
0 =− log c∗(t)− B(t), (7.13)
0 =B˙(t) + c∗(t)− ν. (7.14)
This agrees with (7.8) and (7.9). Since B(T ) = −∞, c∗(t)→∞ as t→ T−.
For the Merton problem, the optimal controls k∗θ(s), c
∗
θ(s) in (7.5) are functions of time
only. This suggests (but does not prove) that the minimum among strategies α in the
max-plus control problem is the same as the minimum among controls u(s) = (k(s), c(s))
which depend only on time s. Let us therefore consider only αu such that αu[v](s) = u(s)
for all disturbances v(·). We assume that u(s) is bounded on [t, T ] and right continuous
with left limits, as in (S1) of Section 3. It is easy to show that
E+
[
−
∫ s
t
σ¯k(ρ)v(ρ)dρ
]
=
σ¯2
2
∫ s
t
k(ρ)2dρ. (7.15)
From (2.1) we then have
J(t, x;αu) = − log x+ J˜(t, u),
J˜(t, u) = max
s∈[t,T ]
{∫ s
t
(c(ρ)− r)dρ+
∫ s
t
[
σ¯2
2
k(ρ)2 − (µ− r)k(ρ)
]
dρ− log c(s)
}
.
The second integrand is minimized by taking k(ρ) = k∗, with k∗ as in (7.9). Hence, k∗ is
the optimal fraction of wealth in the risky asset. With this choice of k(s),
J˜(t, k∗, c) = max
s∈[t,T ]
[∫ s
t
(c(ρ)− ν)dρ− log c(s)
]
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with ν as in (7.4). Let us show that
J˜(t, k∗, c) ≥ B(t). (7.16)
By (7.13) and (7.14)∫ s
t
(c(ρ)− ν)dρ− log c(s) = B(t)− log c(s) + log c∗(s) +
∫ s
t
(c(ρ)− c∗(ρ))dρ. (7.17)
If c(t) ≤ c∗(t), then (7.16) clearly holds. Suppose that c∗(t) < c(t) and let
s0 = inf{s > t : c(s) ≤ c
∗(s)}.
Since c(s) is bounded and c∗(s) → ∞ as s → T−, we have s0 < T . Since c(·) is right
continuous, c(s0) = c
∗(s0). Then
J˜(t, k∗, c) ≥ B(t) +
∫ s0
t
(c(ρ)− c∗(ρ))dρ > B(t),
which proves (7.16). If c(s) = c∗(s) for all s, then the right side of (7.17) equals B(t).
Hence, J˜(t, k∗c∗) = B(t). Since c∗(s)→∞ as s → T−, u∗ = (k∗, c∗) is not an admissible
control. However, for δ > 0 let cδ(s) = 1 if s ∈ [t, t+δ] and cδ(s) = c
∗(s−δ) if s ∈ [t+δ, T ].
For s ∈ [t+ δ, T ]
∫ s
t+δ
(cδ(ρ)− ν)dρ− log cδ(s) =
∫ s−δ
t
(c∗(ρ)− ν)dρ− log c∗(s− δ) = B(t).
Hence
B(t) ≤ J˜(t, k∗, cδ) ≤ |1− ν|δ +B(t).
Since δ is arbitrarily small, B(t) is the infimum of J˜(t, k, c) among all admissible controls
u = (k, c).
Remark 7.1. The Verification Theorem 2.1 cannot be applied directly to this example
for two reasons. There is a state constraint x(s) > 0 in the Merton problem. Also, the
value function V (t, x) in (7.7) is unbounded as t → T−. However, Theorem 2.1 can be
applied to the following modified version of the Merton problem. We take y(s) = log x(s)
as the state at time s. Also we require that 0 < c(s) ≤ C < ∞, where C > ν is a fixed
constant. The corresponding max-plus value function V˜ (t, y) has the form
V˜ (t, y) = −y + B˜(t).
By a calculation similar to (7.9)–(7.14), the optimal control (k∗, c˜∗(s)) satisfies (7.9) with
B(s) replaced by B˜(s). Moreover, B˜(s), c˜∗(s) satisfy (7.13)–(7.14) with c˜∗(T ) = C.
Theorem 2.1 implies that (k∗, c˜∗(s)) is optimal compared to any Lipschitz Markov control
policy (k(s, y), c(s, y)) such that 0 < c(s, y) ≤ C.
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8 Infinite time horizon
In this section we consider initial time t = 0 and final time T finite but arbitrarily large.
We are concerned with inequalities of the form
E+0x
[∫ ⊕
[0,T ]
l(x(s), u(s))ds
]
≤W (x) (8.1)
which are required to hold for every T > 0. Such inequalities are of interest in nonlinear
H-infinity control, and are related to results in [7], [11].
Let V (0, x;T ) denote the value function, where in (2.7) we write V (t, x;T ) to emphasize
dependence on T . If a strategy α can be chosen such that (8.1) holds for all T , with
u(s) = α[v](s), then (8.1) implies
V (0, x;T ) ≤W (x). (8.2)
Since V (0, x;T ) is a nondecreasing function of T , it tends to a limit V∞(x) as T → ∞,
and
V∞(x) ≤W (x). (8.3)
We will show later, under the additional assumption (A5) that V∞ is a Lipschitz
continuous viscosity solution to the steady state form of (2.11). However, we first consider
the following elementary result in which α[v](s) = u(x(s)) with u a stationary control
policy. For this result we assume:
(A4) (i) f(x, u) and σ(x, u) are Lipschitz continuous on Rn×U and σ(x, u) is bounded;
(ii) l(x, u) is continuous on Rn × U .
Proposition 8.1. Assume (A4). Suppose that W (x) is C1, u(x) is Lipschitz on Rn and
that for any y ∈ Rn
max{Hu(y)(y,∇W (y)), l(y, u(y))−W (y)} ≤ 0. (8.4)
Then (8.1) holds with u(s) = u(x(s)).
Proof. For any v ∈ L2[t, T ] the ODE (2.2) has a unique solution x(s) on [t, T ] with initial
data x(t) = x. By the Fundamental Theorem of Calculus
W (x(s))−
1
2
∫ s
0
|v(ρ)|2dρ =W (x) +
∫ s
0
Hu(x(ρ))(x(ρ),∇W (x(ρ)))dρ
−
1
2
∫ s
0
|v(ρ)− σT (x(ρ), u(x(ρ)))∇W (x(ρ))|2dρ
≤W (x).
Since l(x(s), u(x(s)) ≤W (x(s)), we obtain (8.1).
We note that (8.4) implies that W (x) is a viscosity supersolution of equation (8.10)
below, which is the steady state form of the QVI (2.11).
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Let us illustrate the use of Proposition 8.1 in nonlinear H-infinity control theory.
Suppose that a “running cost” l1(x, u), a “terminal cost” function G(x) and a parameter
µ > 0 are given. Consider control policies u : Rn → U . We seek a policy u such that
µ
[∫ T
0
l1(x(s), u(x(s))ds+G(x(T ))
]
≤ W (x) +
1
2
∫ T
0
|v(s)|2ds (8.5)
for every initial state x(0) = x and every T > 0. This formulation is considered in [7].
In much of the H-infinity control literature, the terminal cost term G(x(T )) is omitted.
Inequality (8.5) is often rewritten by multiplying each side by γ2 = µ−1, where γ is
an H-infinity norm parameter. We may expect (8.3) to hold only under some further
assumptions on f , σ, l1 G, and for µ in some interval [0, µ1].
To rewrite (8.5) in the form (8.1), we consider an augmented state xˆ(s) = (x(s), xn+1(s)),
where
dxn+1(s)
ds
= l1(x(s), u(x(s))).
Let l(xˆ, u) = µ(xn+1 + G(x)). Suppose that for every s ≥ 0,
E+0xˆ[l(xˆ(s), u(x(s)))] ≤ xn+1 +W (x). (8.6)
When we take xn+1 = xn+1(0) = 0, this implies (8.5).
To apply Proposition 8.1, with W (x) replaced by Wˆ (xˆ) = xn+1 +W (x), we require
that for all yˆ
Hu(y)(y,∇yW (y)) + µl1(y, u(y)) ≤ 0, (8.7)
µ(yn+1 +G(y)) ≤ yn+1 +W (y). (8.8)
The following example illustrates the use of Proposition 8.1 in nonlinearH-infinity control.
Example 8.2. Assume that f(0, 0) = 0, u(0) = 0 and f(x, u(x)) · x ≤ −c|x|2 for some
c > 0. This implies that x(s) is exponentially stable to the equilibrium point 0 if there is
no disturbance (v(s) = 0). Also assume that
0 ≤ l1(x, u(x)) ≤ C1|x|
2, 0 ≤ G(x) ≤ C2|x|
2
for some C1, C2. We choose W (x) = K|x|
2. An easy calculation shows that (8.7) holds if
K‖a‖ < c and µ is small enough (a = σσT ). Inequality (8.8) holds if µ < 1, µC2 < K,
C1µ+ 2K
2‖a‖2 −Kc ≤ 0.
To conclude this section, let us return to consider the limit function V∞(x) in (8.3).
We now assume conditions (A1)–(A3) in Section 2 and also:
(A5) (i) σ = σ(u),
(ii) (f(x, u)− f(y, u)) · (x− y) ≤ 0 for all x, y ∈ Rn, u ∈ U .
Proposition 8.3. For every x, y ∈ Rn, T > 0 and α ∈ Γ(0, T )
|J(0, x;T, α)− J(0, y;T, α)| ≤ ‖lx‖|x− y|, (8.9)
where ‖ · ‖ is the sup norm.
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Proof. Let x(s), y(s) be the solutions of (2.2) with x(0) = x, y(0) = y and u(s) = α[v](s).
Since σ = σ(u),
d
ds
|x(s)− y(s)|2 = 2(f(x(s), u(s))− f(y(s), u(s))) · (x(s)− y(s)) ≤ 0.
Hence, |x(s)− y(s)| ≤ |x− y|. Since
l(x(s), u(s))− l(y(s), u(s))| ≤ ‖lx‖|x(s)− y(s)|
and α is arbitrary, this implies (8.9).
By (8.3), V∞(x) is Lipschitz with the same Lipschitz constant ‖lx‖ as in (8.9). It can
be shown that V∞ is a viscosity solution of the steady state form of (2.11):
min
u∈U
max{Hu(x,∇V∞(x)), l(x, u)− V∞(x)} = 0, x ∈ R
n. (8.10)
A Proof of Lemma 4.8
We first construct an approximation in a short time after the initial time t. Set a constant
uǫ1 ∈ U by
uǫ1 ≡ α[v](t). (A.1)
Note that uǫ1 does not depend on v ∈ L
2([t, T ];Rd) from Lemma 3.1 (i). Although uǫ1
actually does not depend on ǫ, we use this notation because of the consistency.
We define vˆǫ1 ∈ L
2[t, T ] by
vˆǫ1(s) ≡ β[u
ǫ
1](s), s ∈ [t, T ],
where uǫ1 in β[u
ǫ
1] is understood as a constant curve on [t, T ] taking the constant u
ǫ
1.
Consider the first time when the error of uǫ1 and α[vˆ
ǫ
1] gets larger than ǫ, i.e., define
s1 ∈ [t, T ] by
s1 ≡ inf{s ∈ [t, T ] ; |u
ǫ
1 − α[vˆ
ǫ
1](s)| ≥ ǫ} ∧ T.
We understand that inf ∅ =∞. Here recall that uǫ1 = α[vˆ
ǫ
1](t) from (A.1) and Lemma 3.1
(i).
By using the definition of Γ(t, T ), we can see that
|uǫ1 − α[vˆ
ǫ
1](s)| < ǫ, t ≤ s < s1, (A.2)
|uǫ1 − α[vˆ
ǫ
1](s1)| ≥ ǫ if s1 < T. (A.3)
(A.2) is immediate from the definition of s1. In order to see (A.3), take a sequence {rk}
∞
k=1
such that
rk ↓ s1 (k ↑ ∞) and |u
ǫ
1 − α[vˆ
ǫ
1](rk)| ≥ ǫ, k = 1, 2, · · · . (A.4)
Since s 7→ α[vˆǫ1](s) is right-continuous, by taking the limit as k → ∞ in (A.4), we have
(A.3).
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Define vǫ1 ∈ L
2[t, s1) by
vǫ1 ≡ vˆ
ǫ
1|[t,s1) = β[u
ǫ
1]|[t,s1).
For v2 ∈ L
2[s1, T ], we denote by v
ǫ
1 · v2 the concatenation of v
ǫ
1 and v2:
vǫ1 · v2(s) ≡
{
vǫ1(s), t ≤ s < s1,
v2(s), s1 ≤ s ≤ T.
From (ii) of the definition of Γ(t, T ), the values of α[vǫ1·v2] on [t, s1] are uniquely determined
by vǫ1. More precisely, the following claim holds:
For any v2, v˜2 ∈ L
2[s1, T ], α[v
ǫ
1 · v2](s) = α[v
ǫ
1 · v˜2](s), ∀s ∈ [t, s1]. (A.5)
Taking this property into mind, we define α[vǫ1] : [t, s1]→ U by
α[vǫ1](s) ≡ α[v
ǫ
1 · v2](s), t ≤ s ≤ s1.
Then, (A.2) and (A.3) are rewritten by
|uǫ1 − α[v
ǫ
1](s)| < ǫ, t ≤ s < s1, (A.6)
|uǫ1 − α[v
ǫ
1](s1)| ≥ ǫ if s1 < T. (A.7)
If s1 = T , we stop the approximating procedure and set sn = s1 for n = 2, 3, · · · . If
s1 < T , we continue the procedure and construct an approximation in a short time after
s1. Let us define a constant u
ǫ
2 by
uǫ2 ≡ α[v
ǫ
1](s1) = α[v
ǫ
1 · v2](s1).
Note that uǫ2 does not depend on v2 ∈ L
2[s1, T ].
Define vˆǫ2 ∈ L
2[t, T ] by
vˆǫ2(s) ≡ β[u
ǫ
1 · u
ǫ
2](s), t ≤ s ≤ T,
where uǫ1 ·u
ǫ
2 is a piecewise constant curve on [t, T ] defined by the concatenation of constant
curves taking the constant uǫ1 on [t, s1) and the constant u
ǫ
2 on [s1, T ]. Consider the first
time s2 ∈ [s1, T ] when the error of u
ǫ
2 and α[vˆ
ǫ
2] gets larger than ǫ;
s2 ≡ inf{s ∈ [s1, T ] ; |u
ǫ
2 − α[vˆ
ǫ
2](s)| ≥ ǫ}. (A.8)
Since uǫ1 = u
ǫ
1 · u
ǫ
2 on [t, s1), β[u
ǫ
1] = β[u
ǫ
1 · u
ǫ
2] a.e. on [t, s1]. Thus, from the definitions of
vǫ1 and vˆ
ǫ
2,
vǫ1 = vˆ
ǫ
2 a.e. on [t, s1).
Then, (A.8) can be written as
s2 = inf{s ∈ [s1, T ] ; |u
ǫ
2 − α[v
ǫ
1 · vˆ
ǫ
2|[s1,T ]](s)| ≥ ǫ}.
Note that uǫ2 = α[v
ǫ
1 · vˆ
ǫ
2|[s1,T ]](s1). In a similar way to (A.2) and (A.3), we have
|uǫ2 − α[v
ǫ
1 · vˆ
ǫ
2|[s1,T ]](s)| < ǫ, s1 ≤ s < s2, (A.9)
|uǫ2 − α[v
ǫ
1 · vˆ
ǫ
2|[s1,T ]](s2)| ≥ ǫ if s2 < T. (A.10)
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Let us define vǫ2 ∈ L
2[s1, s2) by
vǫ2 ≡ vˆ
ǫ
2|[s1,s2) = β[u
ǫ
1 · u
ǫ
2]|[s1,s2).
We note that from (ii) of the definition of Γ(t, T ), α[vǫ1 · v
ǫ
2 · v3]|[t,s2] does not depend on
v3 ∈ L
2[s2, T ]. So, we denote α[v
ǫ
1 · v
ǫ
2] : [t, s2]→ U by
α[vǫ1 · v
ǫ
2](s) ≡ α[v
ǫ
1 · v
ǫ
2 · v3](s), t ≤ s ≤ s2.
From (A.9), (A.10) and the definition of vǫ2, we obtain
|uǫ2 − α[v
ǫ
1 · v
ǫ
2](s)| < ǫ, s1 ≤ s < s2, (A.11)
|uǫ2 − α[v
ǫ
1 · v
ǫ
2](s2)| ≥ ǫ if s2 < T. (A.12)
If we continue this procedure, we have {sn}
∞
n=1 (t < s1 ≤ s2 ≤ · · · ≤ sn ≤ · · · ≤ T ),
{uǫn}
∞
n=1 ⊂ U and v
ǫ
n ∈ L
2[sn−1, sn) such that for each n = 1, 2, · · · ,
uǫn = α[v
ǫ
1 · v
ǫ
2 · · · · · v
ǫ
n−1](sn−1), (A.13)
|uǫn − α[v
ǫ
1 · v
ǫ
2 · · · · · v
ǫ
n](s)| < ǫ, sn−1 ≤ s < sn, (A.14)
|uǫn − α[v
ǫ
1 · v
ǫ
2 · · · · · v
ǫ
n](sn)| ≥ ǫ if sn < T, (A.15)
vǫn = β[u
ǫ
1 · u
ǫ
2 · · · · · u
ǫ
n] on [sn−1, sn). (A.16)
Here we make a convention that s0 = t and u
ǫ
1 ≡ α[v](t) in (A.13) for n = 1. Note that
the approximating procedure could stop in a finite step if sn = T for some n.
We shall show sn → T (n → ∞). On the contrary, suppose τ ≡ limn→∞ sn < T .
Define vǫ ∈ L2[t, T ] by
vǫ(s) ≡
{
vǫn(s), sn−1 ≤ s < sn, n = 1, 2, · · ·
v0, τ ≤ s ≤ T,
(A.17)
where v0 ∈ Rd is a constant. Since vǫ = vǫ1 · v
ǫ
2 · · · · · v
ǫ
n a.e. on [t, sn],
α[vǫ](s) = α[vǫ1 · v
ǫ
2 · · · · · v
ǫ
n](s), sn−1 ≤ s ≤ sn. (A.18)
In particular,
α[vǫ](sn) = α[v
ǫ
1 · v
ǫ
2 · · · · · v
ǫ
n](sn). (A.19)
From (A.15), we have
|uǫn − α[v
ǫ](sn)| ≥ ǫ.
Noting that uǫn = α[v
ǫ
1 · v
ǫ
1 · · · · · v
ǫ
n−1](sn−1) = α[v
ǫ](sn−1) by (A.13) and (A.19),
|α[vǫ](sn−1)− α[v
ǫ](sn)| ≥ ǫ.
Since s 7→ α[vǫ](s) has left limits on (t, T ], by taking the limit as n → ∞ in the above
inequality, we have
0 = |α[vǫ](τ−)− α[vǫ](τ−)| ≥ ǫ.
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This is a contradiction. Therefore we have
T = lim
n→∞
sn.
We define uǫ : [t, T ]→ U and vǫ : [t, T ]→ Rd as follows:
uǫ(s) ≡
{
uǫn, sn−1 ≤ s < sn, n = 1, 2, · · · ,
u0, s = T,
(A.20)
vǫ(s) ≡
{
vǫn(s), sn−1 ≤ s < sn, n = 1, 2, · · ·
v0, s = T,
(A.21)
where u0 and v0 are constants in U and Rd, respectively. (A.21) is exactly the same as
(A.17) when τ = T .
We shall check uǫ and vǫ are actually what we want. As already noted in (A.18),
α[vǫ](s) = α[vǫ1 · v
ǫ
2 · · · · · v
ǫ
n](s), sn−1 ≤ s ≤ sn.
So, from (A.14) and the definition of uǫ,
|uǫ(s)− α[vǫ](s)| < ǫ, sn−1 ≤ s < sn, n = 1, 2, · · · .
Therefore we have
|uǫ(s)− α[vǫ](s)| < ǫ, t ≤ s < T.
Since uǫ = uǫ1 · u
ǫ
2 · · · · · u
ǫ
n on [t, sn),
β[uǫ] = β[uǫ1 · u
ǫ
2 · · · · · u
ǫ
n] a.e. on [t, sn].
Thus, from (A.16) and the definition of vǫ, we can see
vǫ = β[uǫ] a.e. on [t, T ].
B Generators for the case of Elliott-Kalton strategies
We note that the same results on K(x, r, p) as Lemmas 4.4 and 4.5 hold:
K∗(x, r, p) = K(x, r + 0, p) = K(x, r, p),
K∗(x, r, p) = K(x, r − 0, p) = max
v∈Rd
inf
u∈A′(x,r)
{
(f(x, u) + σ(x, u)v) · p−
1
2
|v|2
}
,
where A′(x, r) = {u ∈ U ; l(x, u) < r}.
We first show (4.32). If A′(x, ϕ(t, x)) = ∅, (4.32) is trivial. We consider the case where
A′(x, ϕ(t, x)) 6= ∅. From the definition of FEKt,t+δ,
FEKt,t+δϕ(t+ δ, ·)(x) = inf
α∈ΓEK(t,t+δ)
sup
v∈L2[t,t+δ]
{∫ ⊕
[t,t+δ]
l(x(s), α[v](s))ds⊕ ϕ(t+ δ, x(t + δ))
−
1
2
∫ t+δ
t
|v(s)|2ds
}
.
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Since l and ϕ are bounded, we may replace the range of the supremum with v ∈ L2[t, t+δ]
such that ∫ t+δ
t
|v(s)|2ds ≤M (B.1)
for some constant M independent of δ and α.
Fix ρ > 0 and take ǫ > 0 arbitrarily. Note that for each v ∈ Rd,
max
v∈Rd
min
u∈A(x,ϕ(t,x)−ρ)
{
(f(x, u) + σ(x, u)v) · ∇ϕ(t, x)−
1
2
|v|2
}
≥ min
u∈A(x,ϕ(t,x)−ρ)
{
(f(x, u) + σ(x, u)v) · ∇ϕ(t, x)−
1
2
|v|2
}
.
We choose a measurable mapping u¯ : Rd → U such that u¯(v) ∈ A(x, ϕ(t, x)− ρ) and
min
u∈A(x,ϕ(t,x)−ρ)
{
(f(x, u) + σ(x, u)v) · ∇ϕ(t, x)−
1
2
|v|2
}
> (f(x, u¯(v)) + σ(x, u¯(v))v) · ∇ϕ(t, x)−
1
2
|v|2 − ǫ (B.2)
for each v ∈ Rd.
Define α ∈ ΓEK(t, t+ δ) by
α[v](s) = u¯(v(s)), t ≤ s ≤ t+ δ.
Let x(s) be the solution of (2.4) with ‖v‖2L2[t,t+δ] ≤M . Then, we have
ϕ(t + δ, x(t + δ))− ϕ(t, x)
=
∫ t+δ
t
∂ϕ
∂s
(s, x(s)) + (f(x(s), α[v](s)) + σ(x(s), α[v](s))v(s)) · ∇ϕ(s, x(s))ds.
Since we consider v satisfying (B.1), there exists c(M) > 0 such that
|x(s)− x| ≤ c(M)|s− t|1/2, t ≤ s ≤ t+ δ. (B.3)
Thus, we have
ϕ(t + δ, x(t + δ))− ϕ(t, x)
=
∫ t+δ
t
∂ϕ
∂t
(t, x) + (f(x, α[v](s)) + σ(x, α[v](s))v(s)) · ∇ϕ(t, x)ds+ o(δ) (B.4)
where o(δ) is uniform on ‖v‖2L2[t,t+δ] ≤ M . By noting α[v](s) = u¯(v(s)), we have from
(B.2), (B.4)
ϕ(t+ δ, x(t + δ))−
1
2
∫ t+δ
t
|v(s)|2ds− ϕ(t, x)
=
∫ t+δ
t
∂ϕ
∂t
(t, x) + (f(x, α[v](s)) + σ(x, α[v](s))v(s)) · ∇ϕ(t, x)−
1
2
|v(s)|2ds+ o(δ)
≤
(
∂ϕ
∂t
(t, x) +K(x, ϕ(t, x)− ρ,∇ϕ(t, x))
)
δ + ǫδ + o(δ). (B.5)
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On the other hand, recall u¯(v) ∈ A(x, ϕ(t, x)− ρ). Thus we have
l(x, α[v](s)) ≤ ϕ(t, x)− ρ, t ≤ s ≤ t + δ.
By (B.3), we see that for small δ,
l(x(s), α[v](s)) < ϕ(t+ δ, x(t + δ))− ρ/2, t ≤ s ≤ t+ δ
for any ‖v‖2L2[t,t+δ] ≤M . Then, for small δ,
F
α[v],v
t,t+δ ϕ(t+ δ, ·)(x)− ϕ(t, x)
=
∫ ⊕
[t,t+δ]
l(x(s), α[v](s))ds⊕ ϕ(t + δ, x(t + δ))−
1
2
∫ t+δ
t
|v(s)|2ds− ϕ(t, x)
= ϕ(t+ δ, x(t + δ))−
1
2
∫ t+δ
t
|v(s)|2ds− ϕ(t, x). (B.6)
Therefore, (B.5), (B.6) imply
F
α[v],v
t,t+δ ϕ(t+ δ, ·)(x)− ϕ(t, x) ≤
(
∂ϕ
∂t
(t, x) +K(x, ϕ(t, x)− ρ,∇ϕ(t, x))
)
δ + ǫδ + o(δ)
Since o(δ) is uniform on ‖v‖2L2[t,t+δ] ≤M ,
FEKt,t+δϕ(t + δ, ·)(x)− ϕ(t, x) ≤
(
∂ϕ
∂t
(t, x) +K(x, ϕ(t, x)− ρ,∇ϕ(t, x))
)
δ + ǫδ + o(δ).
Dividing by δ and taking the limsup as δ → 0+,
lim sup
δ→0+
1
δ
{FEKt,t+δϕ(t+ δ, ·)(x)− ϕ(t, x)} ≤
∂ϕ
∂t
(t, x) +K(x, ϕ(t, x)− ρ,∇ϕ(t, x)) + ǫ.
Since ǫ > 0 is taken arbitrarily, we have
lim sup
δ→0+
1
δ
{FEKt,t+δϕ(t+ δ, ·)(x)− ϕ(t, x)} ≤
∂ϕ
∂t
(t, x) +K(x, ϕ(t, x)− ρ,∇ϕ(t, x)).
Finally, by sending ρ→ 0, we can prove (4.32).
We next show (4.33). For α ∈ ΓEK(t, t+ δ) and v ∈ L
2[t, t+ δ],
F
α[v],v
t,t+δ ϕ(t + δ, ·)(x) ≥ inf
u∈L∞([t,t+δ];U)
F u,vt,t+δϕ(t+ δ, ·)(x).
Then, we have
FEKt,t+δϕ(t+ δ, ·)(x) ≥ sup
v∈L2[t,t+δ]
inf
u∈L∞([t,t+δ];U)
F u,vt,t+δϕ(t+ δ, ·)(x).
From this inequality,
lim inf
δ→0+
1
δ
{FEKt,t+δϕ(t+ δ, ·)(x)− ϕ(t, x)}
≥ lim inf
δ→0+
1
δ
{
sup
v∈L2[t,t+δ]
inf
u∈L∞([t,t+δ];U)
F u,vt,t+δϕ(t+ δ, ·)(x)− ϕ(t, x)
}
. (B.7)
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Let ρ > 0 and fix v ∈ Rd. For u(·) ∈ L∞([t, t + δ];U), let x(s) be the solution of (2.2)
with u(s) and v(s) ≡ v. We consider two cases.
For the first case, suppose u(s) ∈ A(x, ϕ(t, x) + ρ) a.e. on [t, t + δ]. Then,
F u,vt,t+δϕ(t+ δ, ·)− ϕ(t, x)
≥ ϕ(t+ δ, x(t + δ))− ϕ(t, x)−
1
2
∫ t+δ
t
|v|2ds
=
∫ t+δ
t
∂ϕ
∂t
(s, x(s)) + (f(x(s), u(s)) + σ(x(s), u(s))v) · ∇ϕ(s, x(s))−
1
2
|v|2ds
≥
∫ t+δ
t
∂ϕ
∂t
(t, x) + (f(x, u(s)) + σ(x, u(s))v) · ∇ϕ(t, x)−
1
2
|v|2ds+ o(δ)
≥
(
∂ϕ
∂t
(t, x) + min
u∈A(x,ϕ(t,x)+ρ)
{
(f(x, u) + σ(x, u)v) · ∇ϕ(t, x)−
1
2
|v|2
})
δ + o(δ), (B.8)
where o(δ) is uniform on u(·).
For the second case, we suppose there exists Iδ ⊂ [t, t+ δ] with positive measure such
that u(s) 6∈ A(x, ϕ(t, x) + ρ) for any s ∈ Iδ. In a similar way to the argument in Theorem
4.7, we can see that∫ ⊕
[t,t+δ]
l(x(s), u(s))ds > ϕ(r, x(r)) +
ρ
2
, t ≤ r ≤ t + δ
for small δ uniform on u(·). Then, we have
F u,vt,t+δϕ(t+ δ, ·)(x)− ϕ(t, x)
≥
(
∂ϕ
∂t
(t, x) + min
u∈A(x,ϕ(t,x)+ρ)
{
(f(x, u) + σ(x, u)v) · ∇ϕ(t, x)−
1
2
|v|2
})
δ (B.9)
for small δ uniform on u(·).
Combining (B.8) and (B.9),
inf
u∈L∞([t,t+δ];U)
F u,vt,t+δϕ(t+ δ, ·)(x)− ϕ(t, x)
≥
(
∂ϕ
∂t
(t, x) + min
u∈A(x,ϕ(t,x)+ρ)
{
(f(x, u) + σ(x, u)v) · ∇ϕ(t, x)−
1
2
|v|2
})
δ + o(δ).
Thus, by (B.7), we have
lim inf
δ→0+
1
δ
{FEKt,t+δϕ(t+ δ, ·)(x)− ϕ(t, x)}
≥ lim inf
δ→0+
1
δ
{
sup
v∈L2[t,t+δ]
inf
u∈L∞([t,t+δ];U)
F u,vt,t+δϕ(t + δ, ·)(x)− ϕ(t, x)
}
≥ lim inf
δ→0+
1
δ
{
inf
u∈L∞([t,t+δ];U)
F u,vt,t+δϕ(t+ δ, ·)(x)− ϕ(t, x)
}
≥
∂ϕ
∂t
(t, x) + min
u∈A(x,ϕ(t,x)+ρ)
{
(f(x, u) + σ(x, u)v) · ∇ϕ(t, x)−
1
2
|v|2
}
.
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Since v ∈ Rd is taken arbitrarily,
lim inf
δ→0+
1
δ
{FEKt,t+δϕ(t+ δ, ·)(x)− ϕ(t, x)} ≥
∂ϕ
∂t
(t, x) +K(x, ϕ(t, x) + ρ,∇ϕ(t, x)).
Taking ρ→ 0, we obtain (4.33).
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