Let 1 < < 2 and ( , ) be the -expansion of ∈ [0, 1). Denote by ( ) the set of positions where the digit 1 appears in ( , ). We consider the sets of points such that ( ) contains arbitrarily long arithmetic progressions and includes infinite arithmetic progressions, respectively. Their sizes are investigated from the topological, metric, and dimensional viewpoints.
Introduction
Let be a sequence of natural numbers. The lower asymptotic density ( ) of (the upper asymptotic density ( ) of , resp.) is defined as ∑ ≤ , ∈ 1 , resp.) .
If ( ) = ( ), the common value is called the asymptotic density of , denoted by ( ). The concept of asymptotic density was extensively applied to number theory such as arithmetic progressions, the first of which is the following theorem due to Szemerédi [1] .
Theorem 1 (see [1] ). If ( ) > 0, then the sequence contains arbitrarily long arithmetic progressions.
The issue to find what kind of sequence can contain arbitrarily long arithmetic progressions is very popular nowadays. For instance, Green and Tao [2] proved that the sequence of prime numbers contains arbitrarily long arithmetic progressions, which extends Theorem 1 since ( ) = 0.
Assume that the sequence contains arbitrarily long arithmetic progressions; a further question is whether can contain an infinite arithmetic progression. In 1972, Wagstaff Jr. [3] found a sequence of natural numbers which contains arbitrarily long arithmetic progressions but does not have any infinite one. In fact, he even gave more information as the following.
Theorem 2 (see [3] ). For each , ∈ [0, 1] with ≤ , there exists a sequence of natural numbers such that contains no infinite arithmetic progression and ( ) = and ( ) = .
The topics of arithmetic progressions and binary expansion were firstly linked byŠalát and Tomanová [4] . They considered the sequence of the positions where the digit 1 appears in the binary expansion of real numbers in the unit interval. In this paper, we investigate the same questions for -expansion with 1 < ≤ 2 and generalize the results in [4] . Let 1 < ≤ 2. The -transformation : [0, 1) → [0, 1) is defined as ( ) = (mod 1) for any ∈ [0, 1). Consider the greedy -expansion of :
Here [ ] denotes the integer part of ∈ R. It is clear that all the digits ( , ) ∈ {0, 1} for any ∈ [0, 1) and ≥ 1. 
that is, the set of natural numbers with ( , ) = 1. In other words, ( ) is the sequence of positions where the digit 1 appears in the -expansion of . Denote 
Obviously, I ⊂ F since an infinite arithmetical progression contains arbitrarily long ones. In Section 2, we will give some introduction to -expansion. In Sections 3 and 4, we will describe the sets F , I and their complements F , I from the viewpoints of topology, metric, and Hausdorff dimension.
Preliminary for -Expansion
When = 2, any sequence in {0, 1}
N except countably many elements is a -expansion of some point ∈ [0, 1). It is not this case when 1 < < 2 is not an integer. Denote
A 0-1 sequence is said to be admissible if ∈ Σ and a 0-1 word ( 1 , . . . , ) is admissible if there exists one point ∈ [0, 1) such that 1 ( , ) = 1 , . . . , ( , ) = . Denote by Σ the set of all admissible words of length . Let be the closure of Σ and then ( , ) is a subshift of ({0, 1} N , ), where is the shift transformation of the symbolic space {0, 1} N . Parry [5] gave a criterion to check if a sequence in
{0, 1}
N is admissible where the -expansion of the number 1 (defined similarly with (2)) plays an essential role. If theexpansion of 1, denoted by (1, ), is finite, that is, ending with zeros, we call the modified periodic sequence * (1, ) := ( 1 (1, ) , . . . , −1 (1, ), (1, )−1)
∞ the infinite -expansion of 1, where (1, ) ̸ = 0 is the last nonzero element. If (1, ) is infinite, namely, that there are infinitely many 1s in the sequence (1, ), then just let * (1, ) = (1, ). We use the notation ≺ to represent the lexicographical order in the symbolic space {0, 1} N .
Theorem 3 (see [5] ). Let ∈ {0, 1} N . Then
For the case = 2, = {0, 1} N ; that is, the coding space is the full shift space. When 1 < < 2, is a proper subset of {0, 1}
N . If (1, ) is finite, is a subshift of finite type (SFT) which can be obtained by forbidding finitely many words. The set of 's with being SFT is dense in (1, 2] (see [5] ). If 1 <
, which means that every 1 -admissible sequence is 2 -admissible.
is called a cylinder of order .
Any cylinder ( 1 , . . . , ) is a left-closed and right-open interval and its length
We say that a cylinder
; that is, any admissible sequence can be concatenated with the word ( 1 , . . . , ). In other words,
The following lemma, due to Li and Wu [6] , will be used to prove Proposition 6.
Lemma 5 (see [6] When = 2, the Lebesgue measure L is a -invariant measure. If is not an integer, the Lebesgue measure L is not -invariant; however Rényi [7] proved that there exists a unique invariant measure equivalent to L. Parry [5] and Gel'fond [8] independently gave the density formula of and L.
The function (⋅, ) : → ( , ) maps ∈ [0, 1] to its -expansion. Conversely there is a projection from the subshift
We have the following commutative diagram; that is,
Topological Properties of F and I
Let ( , ) = ∑ =1 ( , ) be the sum of first digits of the -expansion of
Proposition 6. The set is of the first category.
Proof. The set can be written as
For any , ∈ N, the set , is the union of some cylinders ( 1 , . . . , ) of order satisfying 1 + ⋅ ⋅ ⋅ + < / . Note that the cylinder ( 1 , . . . , ) is a left-closed and right-open interval; denote by ( 1 , . . . , ) its closure, which is obtained by adding the right endpoint of ( 1 , . . . , ) . Let 
Since the set , is closed, ∩ 
So we complete the proof.
Remark 7.
By the similar argument with the proof of Proposition 6, we can prove that the set
is of the first category for any 0 ≤ ≤ 1. When 1 < < 2, the set may be empty. For instance, = ( √ 5 + 1)/2; the set Σ can be characterized as that ∈ Σ iff the word 11 does not appear in ;
does not end with 101010 . . . . Proof. Firstly we claim that F ⊂ { ∈ [0, 1) : ( ( )) = 0}. Indeed, if ( ( )) > 0, by Theorem 1, we know that the sequence ( ) contains arbitrarily long arithmetical progressions; that is, ∈ F .
Secondly, combining the facts that
and the set is of the first category (Proposition 6), we know that the set F is of the first category. So the set F is residual.
Theorem 9. The set I is of the first category in [0, 1).
Proof. Let ( ) = { 1 ( ) < 2 ( ) < 3 ( ) < ⋅ ⋅ ⋅ < ( ) < ⋅ ⋅ ⋅ } and = { ∈ [0, 1) : the gap sequence , where
It suffices to show that, for any ≥ 1, the set is nowhere dense. That is, for any interval ⊂ [0, 1), there exists an interval ⊂ such that ∩ = 0. Indeed, for given ⊂ [0, 1), we can find a cylinder ( 1 , 2 , . . . , ) such that ( 1 , 2 , . . . , ) ⊂ when is large enough. Put = ( 1 , 2 , . . . , , 0 +1 ). Obviously ⊂ . Since, for any ∈ , the word of + 1 consecutive zeros appears in theexpansion of , we have ∩ = 0. Therefore is nowhere dense.
The combination of Theorems 8 and 9 implies the following. 
Metric and Dimensional Properties of
F and I Theorem 11. L(F ) = 1 and L(I ) = 0.
where is the indicator function. By Birkhoff 's ergodic theorem, we have, for -almost every (a.e.) ∈ [0, 1),
Note that is equivalent to the Lebesgue measure L; then, for L-a.e. , the asymptotic density of ( )
that is, L{ ∈ [0, 1) : ( ( )) = ([1/ , 1))} = 1. By Theorem 1, we know
Thus L(F ) = 1. Let , ≥ 1 be natural numbers. Define 
and then
The set I ( , , 0) consists of finitely many cylinders ( 1 , . . . , −1 , ) with = 1. Now we estimate the length of ( 1 , . . . , −1 , ) by the following two cases.
(i) If the word ( 1 , . . . , −1 , 1) is admissible, then the cylinder ( 1 , . . . , −1 , 0) is full by Lemma 2.9(i) in [6] and consequently | ( 1 , . . . ,
, and 1 < ≤ 2, we have
That is, 
for any ( 1 , . . . , −1 , 1) ∈ Σ . Therefore,
Repeating this argument, we obtain
which implies L(I ( , )) = 0 together with (25). Then we complete the proof.
The following is a consequence of Theorem 11.
Corollary 12. Consider L(F \ I ) = 1.
Proof. Since is a SFT, there exists ∈ N such that it is enough to forbid finitely many words of length − 1. Note that I ⊃ I (1, ) for any ∈ N. Now we construct a Cantor subset of I (1, ) with large Hausdorff dimension when is large. Let = + 1 with > 2 and define
where means ( , ) for simplicity. Then the set can be regarded as a Cantor-like set as the following: the interval 0 of level 0 is [0, 1) and the set 
Let J ,ℓ be any cylinder of level and let J −1,ℓ be its father cylinder of level − 1. Note that both J ,ℓ and J −1,ℓ are full cylinders; we know that their lengths are − ( +1) and −( −1)( +1) , respectively. So the ratio between |J ,ℓ | and |J −1,ℓ | is −( +1) . Therefore is a self-similar set. Obviously satisfies strong separation condition (SSC). By the Hausdorff dimension formula for the self-similar set with SSC (see Falconer [9] , Page 130), we know that dim is the unique solution of the equation
That is, dim = (log )/( +1) log . Note that ≥ −2 ; then
We obtain dim I = 1 by letting → ∞. 
where ℎ ( ) is the measure-theoretical entropy of with respect to . Since the -invariant measure with ([1/ , 1)) = 0 is just the Dirac measure at the origin 0, the measure-theoretical entropy ℎ ( ) = 0, which implies dim = 0. Therefore dim F = 0. We claim that ℎ(I (1, ) ∩ ) = I (1, ). Indeed, on the one hand, for any ∈ I (1, ) ∩ , we know (ℎ( ), ) = ( , ) by the definition of the function ℎ.
Note that ∈ I (1, ); then ℎ( ) ∈ I (1, ), which leads to ℎ(I (1, ) ∩ ) ⊂ I (1, ). On the other hand, for any ∈ I (1, ), take = ( ( , )) ∈ . Clearly ℎ( ) = and ( , ) = ( , ), which implies ∈ I (1, ).
So I (1, ) ⊂ ℎ (I (1, ) ∩ ). By Theorem 3.1(4) in [11] , the function ℎ is (log / log )-Hö lder which implies log log dim I (1, ) = log log dim ℎ (I (1, ) ∩ )
≤ dim (I (1, ) ∩ ) .
Since I (1, ) ∩ ⊂ I (1, ), we have dim I (1, ) ≥ log log dim I (1, ) ,
which concludes the result by letting → ∞ and then → ∞, together with (34) in Lemma 13.
