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License 4.0 (CC BY-NC).The memory remains: Understanding collective
memory in the digital age
Ruth García-Gavilanes,1* Anders Mollgaard,2* Milena Tsvetkova,1 Taha Yasseri1,3†
Recently developed information communication technologies, particularly the Internet, have affected howwe, both as
individuals and as a society, create, store, and recall information. The Internet also provides uswith a great opportunity
to study memory using transactional large-scale data in a quantitative framework similar to the practice in natural
sciences. We make use of online data by analyzing viewership statistics of Wikipedia articles on aircraft crashes. We
study the relation between recent events and past events and particularly focus on understandingmemory-triggering
patterns.Wedevise aquantitativemodel that explains the flowof viewership fromacurrent event topast events based
on similarity in time, geography, topic, and the hyperlink structure ofWikipedia articles.We show that, on average, the
secondary flow of attention to past events generated by these remembering processes is larger than the primary
attention flow to the current event. We report these previously unknown cascading effects.D
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 INTRODUCTION
The way individuals collectively remember, forget, and recall events,
people, places, etc., has been a prominent topic of research on collective
memory (1). However, the notion of collective memory as a socially
generated common perception of an event itself has been introduced
and studied only recently (2), about the time when our society started
to become highly connected through new channels of communication.
Maurice Halbwachs is generally recognized as the father of collective
memory research.Halbwachs developed the concept of collectivememory,
arguing that individualmemories are only understoodwithin the context
of a group, unifying the nation or community through time and space
(2). AfterHalbwachs, different scholars fromvarious academic disciplines
have used the concept of collectivememory as an interdisciplinary con-
cept.Researchoncollectivememory is oftenbasedon theoretical concepts,
the study of historical and archival sources, oral histories, case studies,
interviews, surveys, and discourse analysis (3). For example, one group
of researchers carried out several interviews to investigate the possible nar-
rative template of younger and older American adults for three wars,
namely, theCivilWar,WorldWar II, and the IraqWar.AlthoughAmericans
of different ages recalled similar events, the interpretation of some events
changed over the generations: Both younger and older adults recalled the
bombings of Hiroshima and Nagasaki; however, they differed in how
they rated the bombings (4).
More recently, memory study scholars tend to stress the significance
of the media in shaping collective memories: “Culture and individual
memory are constantly produced through, andmediated by, the technol-
ogies ofmemory. The question ofmediation is thus central to theway in
which memory is conceived in the fields of study of visual culture, cul-
tural studies andmedia studies.” (5).Under thisperspective, offline research
methodologies often involve the hiring of coders for content analysis of
news and the use of surveys or interviews for analyzing the publicmemory
agenda. For example, a groupof researchers (6) compared “mediamemory
agenda” and “public memory agenda” to understand the influence of
the media on the shaping of collective perceptions of the past by asking
coders to analyze the content of the news and request the public to fill in
surveys. Alternatively, scholars have studied the role of journalists ascollective memory agents by manually analyzing the stories journalists
tell as professionals and the stories they tell about their profession
(7). In all cases, most of the researchmethodologies applied onmemory
studies rely on long and costly procedures.
However, developments in digital technologies in recent years have
significantly influenced howwe keep track of events both as individuals
and as a collective. Digital technologies have also provided us with huge
amounts of data, which researchers are already using to study different
aspects of our social behavior utilizing automatic procedures on much
larger samples of data.
“The Internet doesn’t forget.”On the one hand, the Internet has had
strong impacts on memory and the processes of remembering and
forgetting, and on the other hand, it has converted collective memory
into an observable phenomenon that can be tracked and measured on-
line at scale.AnalyzingdifferentWebdocuments, researchers have shown
thatmore recent past events are rememberedmore vividly in the present.
For example, previous studies (8, 9) investigated news corpora and con-
cluded that most of the temporal expressions are from the near past.
Campos et al. (10) analyzed 63,000 Web query logs and found that
10% had temporal references, mostly to the near past or future. Further,
Jatowt et al. (11) studied howmicrobloggers collectively refer to time and
found that although several posts are about past events, the “here and
now” is what they mostly refer to and care about.
Aiming to enhance our knowledge of online collective memory, we
use pageview logs of articles on Wikipedia, the largest online encyclo-
pedia. These data provide remarkable granularity and accuracy to study
online memory. There is a high correlation between search volume on
Google and visits to Wikipedia articles related to the search keywords
(12, 13). This indicates that Wikipedia traffic data reliably reflect the
Internet users’ behavior in general. The high response rate and pace of
coverage in Wikipedia in relation to breaking news (14, 15) are features
that makeWikipedia a good research platform to address questions re-
lated to collective memory.
Other researchers have previously usedWikipedia to study collective
memory. In particular, Ferron et al. (16–18) thoroughly studied editors’
behavior to confirm the interpretation ofWikipedia as a globalmemory
place. They explored edit activity patternswith regard to commemoration
processes, the sentiments of edits in old and recent traumatic and non-
traumatic events, and the evolution of emotions in talk pages. However,
these studies focused only on editorial activities in Wikipedia; only a few
studies address collective memory considering Wikipedia visitors and1 of 7
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 their patterns of attention. For example, Yucesoy and Barabási (19)
used Wikipedia viewership data to study the popularity and fame of
current and retired elite athletes and found that performance dictates
visibility and memory. More specifically, Kanhabua et al. (20) tackle re-
membering signals using pageviews in Wikipedia to identify factors for
memory triggering. They calculate a remembering score made up of
different combinations of time series analysis techniques and study
how the score varies with regard to time and location. However, this
work is limited to empirical observations and fails to give any general
understanding of the phenomenon.
Several other prediction tasks have been done usingWikipedia data
and metadata. For example, researchers have used Wikipedia viewer-
ship data to predict movie box office revenues (21), stockmarketmoves
(22), electoral popularity (23, 24), and influenza outbreaks (25, 26).
Further, researchers have predicted the click-through rate betweenWiki-
pedia pages, which enables determination of which existing and potential
Wikipedia links are useful. They performed this analysis using Web
server logs (27) and navigational paths (28). Researchers have also used
pageview counts to predict the dynamics of Wikipedia pages. For exam-
ple, Thij et al. (29) predicted that the attention to promoted content on
Wikipedia decays exponentially over time.
UsingWikipedia viewership data, we study hownew events trigger a
flow of attention to past events, which is howwe operationalize collective
memory.We limit our focus to aircraft incidents and accidents as reported
in English Wikipedia, which is the largest language edition of the online
encyclopaedia.Wequantify andmodel the attention that flows fromarticles
about recent accidents to articles about past accidents and study the effect
of different dimensions of the event on the distribution of attention flow. o
n
ciencem
ag.org/RESULTS
To calculate the effect of a new event on the attention to a past event, we
pair the pageview time series of the corresponding Wikipedia articles.
Here, we focus on all aircraft incidents or accidents reported in EnglishGarcía-Gavilanes et al., Sci. Adv. 2017;3 : e1602368 5 April 2017Wikipedia.We call the events that occurredwithin the period 2008–2016
as “source events” and their Wikipedia articles as “source articles.” We
pair the source events with older aircraft incidents or accidents, called
“target events,” and their Wikipedia articles, called “target articles” (see
Materials and Methods).
View flow
Asanexample, Fig. 1A shows the flowof attention fromtheGermanwings
Flight 9525 accident to the AmericanAirlines Flight 587 accident repre-
sented by the viewership time series of their corresponding Wikipedia
articles. The Germanwings accident occurred on 24March 2015, when
the copilot deliberately crashed the plane into a mountain in the Alps,
thereby killing 150people. TheAmericanAirlines accident took place in
November 2001 and was caused by a pilot error, which resulted to the
plane crashing into the Bell Harbor neighborhood outside New York,
therebykilling 265people.We see an increase in the views to theAmerican
Airlines Flight 587 article on the day of theGermanwings crash and this
lasted for several days. Note that there was noWikipedia hyperlink be-
tween the two articles during this period. The area of the shaded region
measures the increase of the views to the target article relative to the aver-
age daily views of the previous year (Fig. 1A, dashed line), called “prior
activity.” We refer to this area as the view flow, and it will be the central
variable of interest in our study. The view flow is calculated over the week
after the first edit of the source article. In particular, we focus on the first
week where the attention is expected to be maximal (30). Note that any
area below the dashed line will count negatively, so the view flow can
theoretically be negative as well.
Our data set includes 84,761 pairs of source and target events (see
Materials and Methods). In Fig. 1B, we show the view flow from the 98
source events (vertical axis) to all 123 target events from 2000 to 2007
(horizontal axis). We notice that some source events trigger a strong
view flow on many target events, whereas others have triggering effect
on only few or no target events. In the following section we analyze the
influence of a range of factors on the view flow between pairs. N
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Fig. 1. View flow. Left: DailyWikipedia article view count on a logarithmic scale for theWikipedia articles representingGermanwings Flight 9525 (source) andAmerican Airlines
Flight 587 (target). The colored areameasures the increase in views relative to the daily averageof the previous year (dashed line).Right:View flow from98 sources (2008–2016) to
all 123 target events from the period 2000–2007. The color of the pixels shows the strength of the view flow on a logarithmic scale. Both axes are sorted according to the date of
the accident such that going down or going right brings the reader tomore recent events. Some source events, like Germanwings Flight 9525 (see pointer), trigger a lot of target
events. We also point to the articles for the 9/11 crashes, which are triggered often and always in unity.2 of 7
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 Triggering factors
Here, we limit the analysis to the 11 largest sources (9823 source-target
pairs) because the view flow of smaller sources is dominated by the
natural noise of the targets (see Materials and Methods). All error bars
presented in this section reflect SDs due to sampling error, which are
computed using bootstrapping. Presented P values test the hypothesis
that the mean of population 2 is larger than the mean of population 1.
These are likewise computed using bootstrapping (10,000 samplings).
Mann-Whitney U tests have been performed on all presented popula-
tion pairs and generally yield P values below 10−9.
Figure 2A shows the average view flow for different groups of
source-target article pairs. As expected, we find that target articles about
recent events are triggered much more often than those about older
events (P = 0.000). We find that the number of deaths in the target event
has an impact: events withmore casualties aremore likely to be triggered
(P=0.000).We also find that the previous viewership of the target articles
has a very large impact on the flow of views (P = 0.000).
We find very little impact from the location of the operating com-
pany of the target flight, namely, whether it is western (North Ameri-
can) (P= 0.225) or whether it shares the continent with the source flight
(P = 0.282). We further check the effect of having the target and source
articles appear in a common Wikipedia category, as an indication of
similarity (see Materials and Methods). We find that a shared category
has a very large impact on the view flow (P = 0.000). Finally, we check
whether there has been a link from the source article to the target article
during any of the 7 days under study.We observe that a direct hyperlink
has a huge impact on the viewership flow (P = 0.000). However, by re-
moving all linked pairs (75 pairs) and performing the same analysis, we
get the same qualitative findings (see Fig. 2B), except that western
companies now are triggered significantly more often (P = 0.020).
The average view flow only drops by 32%, thereby showing that links
are not the main driving force responsible for view flow.
Up to this point, we analyzed the view flow considering all variables
as binary; butwe can get even better resolutionwith analysis of numbersGarcía-Gavilanes et al., Sci. Adv. 2017;3 : e1602368 5 April 2017of years of separating events, numbers of deaths, and prior activity. In
Fig. 3A, we show the view flow as a function of years of separation be-
tween the source and target events. Although the error bars are rather
large, it is clear that there is a strong drop in view flow over the first
45 years. In Fig. 3B, we show the view flow as a function of numbers
of deaths involved in the target event. As expected, there is increased
view flowwith large numbers of deaths, but surprisingly, there is greater
view flow to target articles about events with no deaths compared to
those with small numbers (~20) of deaths. The average view flow drops
from1112 ± 242 for events with zero deaths to 159 ± 37 for target events
of ~20 deaths. One possible explanation is that events with zero deaths
are reported in Wikipedia because they are remarkable in some other
way. Hijackings are a major contributor, but there are other examples,
such as the 1940 Brocklesbymid-air collision, where two planes collided
mid-air and got locked together but still managed to land safely. In Fig.
3C, we present (in log-log scale) the view flow as a function of the prior
activity of the target article, again measured 1 year before the source
event. The trend nicely follows the fitted power law Ceax, with C =
2.19 ± 0.24 and a = 1.23 ± 0.03. The goodness of fit is R2 = 0.999,
whereas a linear fit only yields R2 = 0.737.
Although the source articles, combined, received 7.4 million views
during their respective first weeks, we estimate the combined view flow
to all the target articles to be 10.5 million. The ratio between the two is
1.42 ± 0.26, thereby indicating that the flow of attention is, on average,
greater than the attention received by themain event itself. If we remove
all linked pairs, then we are still left with a ratio of 0.96 ± 0.24. These
results tell us that view flow is not aminor player in attention dynamics,
but rather a driving force, at least in Wikipedia, even if we cannot gen-
eralize this finding to the whole Internet.
Modeling remembering
In the previous section, we showed that online views of two different
articles can be strongly coupled. Therefore, one cannot describe the at-
tention to a topic as an isolated phenomenon. We will now model the N
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Fig. 2. Triggering factors for view flow. Left: Averageview flowamongpairsbelonging todifferentgroupsaccording todifferent factors. Theblackbar labeled “All” includes all pairs,
thebars labeled “Recent” and “Old” split the source-target pairs into those that are separatedbymoreor less than29years (themedian separationbetweenpairs). Thebars “Manydeaths”
and “Fewdeaths” split thepairs according to thenumberof deathsof the target event (at themedian valueof 22deaths). Thenext twobars split thepairs according to theprior activity of
the target article. The bins in dark gray area are based on whether the source and target flights were operated by companies located on the same continent, whether the operating
company is located in Europe, Australia, or North America (Western), whether the source and target articles belong to the same article categories, andwhether there is a direct hyperlink
from the source article to the target article. Right: The same as in the left panel, but pairs with a hyperlink from source to target have been removed from the sample.3 of 7
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 coupling between the source and target and thereby show that a big frac-
tion of the target views may be explained from the source views alone.
More formally, we aim to predict the views of a target article y based on
the views of a source article x and a number of factors that couple the
two. The goal is tomaximize the coefficient of determination in predicting
y. We introduce a model with three terms
y ¼ yoffset þ ylink þ ytriggered ð1Þ
The first term, yoffset, comes from the fact that some target articles re-
ceive more attention than others on average. We model this as yoffset =
ahistory ⋅ yhistory, where yhistory is the average weekly views for the previous
year.With this term alone, we are able to explain 24 ± 9% of the variance
among the target views. The estimate is basedon a fivefold cross-validation,
and the error bars are given by the spread in the results of the five sam-
plings.We then include view flowmediatedby links (ylink) in themodel. To
do this,we estimate thenumberof views to the source article that is exposed
to a link to the target article and call this variable “exposure to target link”
represented as xlink (seeMaterials andMethods).We thenmodel link flow
as ylink = alink ⋅ xlink, which in combination with yoffset allows us to ex-
plain 30 ± 8% of the variance in the views among the target articles.
The final term in themodel, ytriggered, represents triggering ofmemory.
Three conditionsmust bemet for a source event to trigger thememory
of a target event. First, one must hear about the source event, and sec-
ond, one must already have the target event stored in his or her long-
termmemory. Finally, the coupling between the two events needs to be
sufficiently strong to trigger thememory.We expect the number of peo-
ple whohear about the source event to be proportional to the number of
views to the source article, which we name x. Likewise, we expect the
number of people who have the target event stored in their memory to
be proportional to the previous average views of the corresponding tar-
get article, yhistory. Finally, there is the coupling between the two events
a, which is the probability that hearing about the source event will
trigger the memory of the target event. The first-order approximation
of the triggered views can then be written as
ytriggered ¼ x  yhistory  a ð2ÞGarcía-Gavilanes et al., Sci. Adv. 2017;3 : e1602368 5 April 2017For simplicity, we model the coupling using a linear combination of
the remaining variables (indexed as zi)
a ¼ ∑
i
aizi þ a0 ð3Þ
Here, we have not included geographical variables, which proved to
be negligible in the above analysis. Instead, we have used information
regarding years of separation, numbers of deaths in the target event,
shared Wikipedia category (0 or 1), and target article link (0 or 1). By
including the triggering term in the model, we increase the explained
variance from 30 ± 8% to 35 ± 11% (see Materials and Methods for
parameter values).DISCUSSION
We introduced “view flow,” or the attention to an old topic induced by a
new topic, as a quantitativemeasure of remembering.We then used this
measure to study the factors of remembering for the case of aircraft
accidents and incidents, using data from Wikipedia. In particular, we
studied how time, similarity, geography, previous attention, and links
affect the view flow from a source event to a target event.We found that
thememory of an aircraft incident effectively lasts around 45 years. This
45-year limit might reflect the fact that people who were adults at the
time of the accident might not use Wikipedia, or may have died in the
interim or simply may have forgotten about the accident during that
time interval, such that onlywritten records are left in the end. Incidents
with either many (50+) or no deaths are remembered the most on
Wikipedia. The latter result may be explained by a bias inWikipedia,
which tends to keep records of “no death” incidents only if they are
remarkable in some other way. If we reinsert the data points into the
fitted model (Eq. 1), then we reproduce the U shape, despite the fact
that the model is linear in the death variable. This indicates that the
U shape is not inherent to the deaths but is rather contained in the
other variables.
Generally, we do not find that geographical similarity has any signif-
icant impact on remembering aircraft incidents, even though the level of
attention paid to individual incidents is considerably driven by location
(30). Links were found to greatly increase the view flow between source10 20 30 40 50 60
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Fig. 3. Detailed analysis of triggering factors for view flow. Left: Average view flow against the separation in years between source and target event. Center: Average view
flow against the number of deaths involved in the target event. Right: Average daily views of the target article during the year before the source event. A power law fit with an
exponent of 1.23 is also shown.4 of 7
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 and target, but because they are only present for a small fraction of source-
target pairs, they cannot explainmost of the observed view flow. It isworth
mentioning that the flow between pairs without a directWikipedia link
remains as an open question because our data do not provide any
explanation of the underlying mechanisms. The reported flow could
be mediated by the external channels online or offline. Of more general
importance is the previous attention to the target article, whichhas a super-
linear effect on the view flow. This shows that regardless of the strength
of the coupling between events, some past events are consistently more
memorable. The view flow is especially strongwhen the source and target
are similar in some way, as measured by a shared Wikipedia category.
Overall, we find that a source event induces a combined view flow,
which on average is ~142% of the views given to the source event itself.
This tells us that view flow is a major force that should not be ignored.
Interaction between signals has previously been studied in economics
(31) however, signal interactions are not included in current models
of social spreading. The typical approach in previous studies is to make
predictions for the popularity of a topic based on the recent history of
that topic alone (32–35). Futuremodels should not consider spreading
phenomena as stand-alone objects but should also account for cross-
correlations. Concepts, ideas, videos, and so on are not stand-alone
objects but instead form a large network with attention flowing from
one to another.
We made a first attempt to model remembering. We proposed to
model remembering with a product between the current attention to
the source event, the previous attention to the target event, and a coupling
between the two. The rationale behind thismodel is threefold. To trigger
the memory of the target event, one must hear about the source event,
the target event must already be stored in long-term memory, and the
coupling between the two events must be large enough to trigger the
memory. Our model allowed us to explain 35% of the variance in views
among theWikipedia articles about target events.Note that no information
regarding the internal dynamics of the target article views was used toGarcía-Gavilanes et al., Sci. Adv. 2017;3 : e1602368 5 April 2017produce this result. A big limitation of ourmodel is the linear expression
for coupling between articles, which, if improved, might allow much
more variance to be explained. Furthermore, we do not account for any
spreadingprocesses induced by the triggering ofmemory. These processes
might be responsible for the superlinear relationship observed in Fig. 3C.
In summary, we argue that the flow of attention between different
events and concepts is mediated by memory or, more generally, associ-
ativity. We find that source events generate a flow of attention to pre-
vious events, which is even greater than the attention given to the source
itself. A firstmodel to explain remembering in the case of airline crashes
has been provided. The theoretical framework and the mathematical
formulation inEq. 2 can be easily generalized to explain collective online
memory in a broader context, whereas the coupling amust bemodeled
to fit the particular setting.MATERIALS AND METHODS
Data collection
We collected data fromWikipedia using twomain sources: MediaWiki
API and Wikidata, using https://cran.r-project.org/web/packages/
WikidataR/index.html. The MediaWiki API is a Web service that
provides access to wiki features, data, and metadata of articles such
as links and categories. On the other hand, Wikidata is a Wikipedia
partner project that aims to store structured data from other Wiki-
media projects, including Wikipedia, and fix inconsistencies across
different editions (36). Examples of such structured data include the
date or geographical coordinates of an event.
We focused on a set of articles in English Wikipedia in the
categories “aviation accidents and incidents by country” and “avi-
ation accidents and incidents by year” and their subcategories.
These categories cover all airline accidents and incidents in differ-
ent countries and throughout history that are available in English
Wikipedia. Using the MediaWiki API, we obtained 1606 articles0 5 × 105 1 × 106 2 × 1061.5 × 106
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Fig. 4. Filtering. Left: View curves of all articles from 2008 to 2016. The vertical axis measures the average views during the 1-year sampling period. The horizontal axis
determines the period used for sampling. Specifically, it determines the days of separation between the incident and the beginning of the sampling period. Note that the
computation relaxes after approximately 1 year of cooling. We therefore require that sources and targets are separated by at least 2 years because this ensures that the target
has relaxed before sampling its average view rate.Right:We show the average view flow from each source against the views of that source during the same period. The dark dots
represent the 11 largest source events, whichwere used in Triggering factors:Malaysia Airlines flight 370,Malaysia Airlines flight 17, Air France flight 447, Germanwings flight 9525,
2010 Polish Air Force Tu-154 crash, Indonesia AirAsia flight 8501, Asiana Airlines flight 214, 2011 Lokomotiv Yaroslavl air disaster, Metrojet flight 9268, and Colgan Air Flight 3407.
The smaller source events (light blue) have not been included because noise dominates in this region.5 of 7
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 from which 1496 are specifically about aircraft crashes or incidents
(we discarded articles of biographies, airport attacks, etc.). Further-
more, we extracted editorial information for the articles in the data
set: the date when the article was created, the alternative names for the
article through time, and the article links and categories. We collected
the links from the page history for the 7 days after the first edit of the
article and for each link, and we calculated the fraction of the day that
it remained in the article. For the 1496 articles, we systematically col-
lected structured data fromWikidata: the date of the event, geographical
coordinates of where the event occurred, number of deaths, and the
continent of the aircraft company. Unfortunately, Wikidata did not have
complete information for all articles. To remedy this deficiency, we
obtained the missing data by automatically crawlingWikipedia infoboxes,
using https://cran.r-project.org/web/packages/WikipediR/index.html,
or manually checking the information in the articles.
Finally, we extracted the daily traffic to the articles between 01
January 2008 and 10 April 2016 from theWikipedia pageview dumps
available at https://dumps.wikimedia.org/other/pagecounts-raw/
through a third-party interface, http://stats.grok.se. There are no data
available before this interval.We used the alternative title names of each
article tomerge all traffic statistics to the current title. Article views have
been normalized according to the global traffic of English Wikipedia,
which is available at https://tools.wmflabs.org/, such that all views cor-
respond to the January 2015 values.
Sampling
The source articles were created in Wikipedia within the period 01
January 2008 and 10 April 2016. These articles have viewership data
available from the moment they were created to the last day of the
period. To capture the immediate attention to a source event right after
its occurrence, we chose the corresponding source articles created up
to 1 day after the source event. Furthermore, we removed small source
events that are proximate to large source events. This was done to avoid
false positives, that is, small sources that are credited with the view flow
triggered by large source events. We defined proximity by a 10-day
range because the main attention of an aircraft event has been shown
to decay over this time scale (30). The process of removing false posi-
tives was performed as follows: (i) we sorted all the source articles by
their total number of views during the first week in Wikipedia; (ii)
starting from the article with the most views, we removed all source
articles that were created within a 10-day range; and (iii) we continued
with the next article with the highest views and repeated (ii) and so on.
In the end, this procedure left us with 98 source events.
We then paired each one of the 98 source events with target events
from our entire data set such that each of the target events occurred at
least 2 years before the source event. This assured that the views of the
target article had at least 1 year to stabilize such that the calculation of
the average views before the source event is representative. In the leftGarcía-Gavilanes et al., Sci. Adv. 2017;3 : e1602368 5 April 2017panel of Fig. 4, we justified the 1-year stabilization period by showing
that the view average stabilizes after approximately 300 days. The 2-year
separation criterion reduced the number of source-target pairs from
189,430 to 144,773.
InTriggering factors, we restricted our study to the 11 largest sources
with the argument that the noise of the view flow is comparable to the
signal for the smaller sources. We illustrate this in Fig. 4, which shows
the average view flow from any target to its sources. The error bars were
computed as the spread in the target views during the year before the
source event. We removed all sources below the 11th largest source be-
cause the natural noise of the target views dominates in this region, as
illustrated in Fig. 4. Our analysis has also been applied to the complete
set of sources, which yielded the following changes to the results: The av-
erage view flow is a full scale smaller, and thenoise is a bitmoredominant.
The effects of categories and geography are enhanced, whereas the super-
linear effect of the previous views on the view flow almost disappears.
Category similarity
Categories in Wikipedia form a pseudohierarchical structure, and their
function is to group other regularWikipedia articles to a common sub-
ject (37). In general, categories are socially annotated, and editors can
classify an article into a category simply by appending one to it. The
categories appended to a Wikipedia article are generally found at the
bottom of it. Here, we considered the common categories among target
and source Wikipedia articles as a similarity feature.
Hyperlinks
In the context of this project, hyperlinks are internal links inWikipedia
linking a page to another page within English Wikipedia. The blue
hyperlinks are an essential feature in Wikipedia because an article can
often only be understood in the context of related articles, and internal
links make it easy to explore this context (28). Here, we predicted the
views of the source article flowing to the target article due to an internal
link in the source article. To do this, we used “exposure to target link”
(xlink) as an independent input variable for predicting the views of the
target article. The variable was calculated using the revision histories of
the source articles, which allowed us to track the fraction of a given day
with an internal link to the target article. We then constructed xlink by
multiplying this fraction with the number of views of the source article
in that day. In the prediction model, we added the resulting number of
views for all the days considered in the prediction, which, in this case, is
7 days after the source article was created.
Parameter values
In Table 1, we show the fitted parameter values with error bars esti-
mated from 10,000 bootstrapping samples. The alinked parameter is part
of the coupling constant and should not be confused with alink, which is
in the ylink term.Table 1. Model parameters. Least square fit of the parameters in the model to the data. Error bars are estimated using bootstrapping.ahistory alink adeaths ayears0.83 ± 0.04 0.05 ± 0.02 3.3 × 10−9 ± 2.2 × 10−9 −2.0 × 10−8 ± –1.5 × 10−8acategory alinked a00.0 × 10−7 ± 8.7 × 10 8.2 × 10−6 ± 3.9 × 10−6 1.5 × 10−6 ± 0.8 × 10−66 of 7
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