Welcome to this special issue on Computational Neuroethology. As it is possible that not all readers of Adaptive Behavior will be familiar with research in this field, some words of introduction are in order.
It is important to note that use of the word computational does not necessarily imply acceptance of the computer metaphor (i.e., the notion that the neural networks under study are representing or processing information): There are other views of how best to interpret neural activity that do not necessarily involve computational language (see, for example, van Gelder, 1992) . In this sense, the computational in computational neuroethology is more akin to the usage in computational physics or computational chemistry than in computational neuroscience, where (at least according to Koch & Segev, 1989, pp. 3-4) the computer metaphor is part of the definition of the field.
In the context of adaptive behavior, it is clear that CNE treats the neural system as merely one component in a perception-action cycle, where actions allow the agent to perceive information concerning its environment, which may lead to changes in the agent's internal state, which may in turn affect further actions, which affect what information can be perceived, and so on. This observation is not new: It can be traced back at least as far as the cybernetics research of the 1940s: . ' ' &dquo; ' ~ ~ [_ The central nervous system no longer appears as a self-contained organ, receiving inputs from the senses and discharging into the muscles. On the contrary, some of its most characteristic activities are explicable only as circular processes, emerging from the nervous system into the muscles, and re-entering the nervous system through the sense organs, whether they be proprioreceptors or organs of the special senses. This seemed to us to mark a new step in the study of that part of neurophysiology which concerns not solely the elementary processes of nerves and synapses but the performance of the nervous system as an integrated whole&dquo; (Weiner, 1948, p. 8 ).
Despite such early observations of the importance of the interaction between a nervous system and the external environment, much of the work in &dquo;simplifying&dquo; computational neurosciencel has concentrated on isolated networks that perform a transformation or mapping from a given input representation into some desired output representation. In many such cases, the choices of input and output representation are a priori decisions made by the researcher. If such networks are to be employed in artificial agents, or are to be of use in understanding biological agents, then this can be so only under the (often unspoken) assumption that, eventually, it will be possible to assemble a &dquo;pipeline&dquo; of such input-output transducer networks that links sensory inputs to motor outputs and produces adaptive behavior. The most significant issue here is that there is a dependence on intermediate representations, which may not be justifiable: Neural sensorimotor pathways generating adaptive behaviors might not be neatly partitioned into representation-transforming modules; when we open up the black box, we may not find any patterns of activity identifiable as a representation in the conventional sense and, even if we do, there is no guarantee that they will be in strong accordance with representations chosen a priori by connectionist modelers. This should not be mistaken for an argument against representation, nor for a denial of the vital role played by internal states in the generation of many adaptive behaviors. It is simply an awareness of the dangers of being misled by a priori notions of representation. One of the safest ways to avoid these dangers is to model, as far as is possible, entire sensorimotor pathways (i.e., the complete sequence of neural processing, from sensory input to motor output) involved in the generation of adaptive behavior.
1 There is a distinction between simplifying and realistic models m computational neuroscience. Simplifying models typically study the properties of networks of abstract "formal" neurons, whereas realistic models are closer to direct biological modeling.
When such an approach is adopted, the true nature of any representations and processing necessary for the generation of adaptive behaviors is more likely to be revealed, and the validity of any assumptions is clarified. This is one of the primary advantages of CNE research: in comparison to computational neuroscience, it offers fewer opportunities for simulation experiments which, although internally consistent, are of little relevance to the natural systems being modeled (Cliff, 1991; Miller, 1995) .
There are four articles in this special issue. The first, by Ekeberg, Lansner, and Grillner, reviews the authors' past work in modeling neural networks responsible for generating swimming movements in lampreys, before presenting new results from simulations of three-dimensional movement control. As the authors note, the phenomena of interest are largely dependent on the interaction of the animal's body with the environment, and accurate models of the mechanics of these interactions are required to appreciate fully the role of the networks in generating observable behavior. The paper by Cruse et al. also deals with the neural control of locomotion, examining network models that generate walking patterns in hexapods. Again, this work emphasizes the interaction between the agent and its environment and illustrates how studies of real animals, robots, and computer simulations can be combined to provide both a greater understanding of biology and principles that can be employed in the construction of walking robots. Following this, the article by Corbacho and Arbib deals with studies of visuomotor coordination in frog and toad, concentrating on perceptual issues. As with previous work in Arbib's group, the research involves a froglike simulation animat, controlled by artificial neural networks that are constructed with close attention paid to the available biological data.
The first three articles illustrate the importance of the dynamics of interaction between the agent and the environment and how internal network dynamics give rise to observable behavior patterns. Though much can be gained from empirical observation, there is a need for predictive analytical characterizations of such dynamics. The final article, by Beer, begins to satisfy this need. Although Beer's article is, of necessity, very mathematical, the description of the dynamics of small continuous-time recurrent neural networks that he offers is necessary and of potential significance to many adaptive behavior research topics.
The articles in this issue illustrate some current CNE projects. Brief details of other related research can be found in Cliff (1995) . 
