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Abstract
The recent advent of automated neural network
architecture search led to several methods that
outperform state-of-the-art human-designed ar-
chitectures. However, these approaches are com-
putationally expensive, in extreme cases consum-
ing GPU years. We propose two novel methods
which aim to expedite this optimization problem
by transferring knowledge acquired from previous
tasks to new ones. First, we propose a novel neu-
ral architecture selection method which employs
this knowledge to identify strong and weak char-
acteristics of neural architectures across datasets.
Thus, these characteristics do not need to be re-
discovered in every search, a strong weakness of
current state-of-the-art searches. Second, we pro-
pose a method for learning curve extrapolation to
determine if a training process can be terminated
early. In contrast to existing work, we propose to
learn from learning curves of architectures trained
on other datasets to improve the prediction accu-
racy for novel datasets. On five different image
classification benchmarks, we empirically demon-
strate that both of our orthogonal contributions
independently lead to an acceleration, without any
significant loss in accuracy.
1. Introduction
Deep learning techniques have been the key to major im-
provements in machine learning in various domains such
as image and speech recognition and machine translation.
Traditionally, people built handcrafted neural network archi-
tectures for a particular task or they manually adapted popu-
lar networks, such as ResNet, DenseNet, Inception network,
to the task at hand. As finding an architecture manually is
extremely arduous and requires an exploration of several
network architectures, there has been an increased effort
in automating it. To this end, there have been several auto-
mated neural architecture search algorithms, mainly based
on evolutionary algorithms or reinforcement learning (Zoph
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& Le, 2017; Real et al., 2017; Zoph et al., 2017; Baker et al.,
2017a; Zhong et al., 2017; Liu et al., 2018a; Pham et al.,
2018). However, one challenge of these algorithm remains
the computational effort to find the best network. Most of
these algorithms comprise of three components: the search
space, the search strategy and the performance estimation
of an architecture. In our paper, we propose techniques to
accelerate the search strategy and performance estimation.
Search Strategy: We identified one common feature of all
currently existing methods as a tremendous shortcoming:
all methods search from scratch. Therefore, we propose an
approach which kick-starts the search based on inductive
transfer. We make the assumption that we have trained neu-
ral architectures already on other datasets and collected the
metaknowledge of the experiments. This includes informa-
tion such as the topology and how the validation accuracy
develops with growing number of epochs (learning curve).
However, it excludes the model parameters itself. First, we
use a predictive Bayesian model to extract a latent represen-
tation from the metaknowledge to transfer information about
architectures across datasets. Second, we use this model to
guide the architecture selection on an unseen dataset.
Performance Estimation: To avoid training the network
to completion to validate it, one can estimate the perfor-
mance by leveraging learning curve extrapolation (Domhan
et al., 2015; Chandrashekaran & Lane, 2017; Klein et al.,
2017; Baker et al., 2017b). Terminating the training of poor
performing networks early allows for a significant reduc-
tion in the computational effort. However, some of these
methods are based on prediction models which require a
sufficient amount of training data (Chandrashekaran & Lane,
2017; Klein et al., 2017; Baker et al., 2017b). Before ap-
plying them successfully, the data is generated by training
architectures until completion. Other approaches do not
require training data but can only be applied after observing
a sufficiently long learning curve (Domhan et al., 2015).
We address the issues of the existing methods with a new
Bayesian transfer learning curve extrapolation method. This
method is able to utilize learning curves gathered across
different datasets in order to improve its extrapolations for
a new dataset. As a consequence, we need only a select
few learning curves from the current dataset to extrapolate
learning curves accurately.
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In conclusion, our contributions are
• Formulation neural architecture selection and learning
curve extrapolation as a transfer learning problem.
• Development of a learning curve extrapolation method
to improve the accuracy of the forecasts. This is the
very first method to improve learning curve extrapola-
tion by means of inductive transfer. Empirical evidence
gathered on five different datasets indicates a speed-up
by a factor of more than 16 when early stopping is
employed, saving on average about 350 GPU hours.
• Derivation of a neural architecture selection method
based on inductive transfer to accelerate the optimiza-
tion. We conduct an elaborate comparison to com-
petitor methods and human designed architectures on
up to five different image classification benchmarks.
State-of-the-art results are obtained on CIFAR-10 and
CIFAR-100 in less than 8 hours of search time.
2. Related Work
Neural Architecture Search The increasing popularity
of the automation of machine learning has led to several
advances in automated neural architecture search. Currently,
it is dominated by methods based on evolutionary algorithms
and reinforcement learning.
Neural Architecture Search (NAS) (Zoph & Le, 2017) is
one of the early reinforcement learning methods achieving
strong results on CIFAR-10 using 800 GPUs for an entire
month. Inspired by this, new methods were developed to
reduce the search time by limiting the search space to re-
peating cells (Zoph et al., 2017; Zhong et al., 2017), smart
reusing (Cai et al., 2017) or sharing of the model weights
(Pham et al., 2018; Liu et al., 2018b).
Neuro-evolution is a well-studied method which started
with evolving the network parameters (Miller et al., 1989)
and was later extended to evolve the architecture as well
(Stanley & Miikkulainen, 2002). Real et al. (2017) showed
that neuro-evolution is able to find neural architectures with
similar performance to human-designed architectures. Very
recently, the idea of learning repeating cells instead of the
entire neural architecture network has been adopted for
evolutionary algorithms (Liu et al., 2018a; Wistuba, 2018).
Miikkulainen et al. (2017) propose to co-evolve a set of cells
and their connections.
The use of inductive transfer in the metalearning community
is very common (Vanschoren, 2018; Wistuba et al., 2018).
However, so far these methods were developed to select
traditional machine learning models (e.g. SVM, Random
Forest) or tune their hyperparameters for tabular data (Bar-
denet et al., 2013; Wistuba et al., 2015b). Most of these
methods also rely on metafeatures, i.e. features describing
the properties of the dataset which are often not defined
for unstructured data (Yogatama & Mann, 2014; Schilling
et al., 2016). Furthermore, many methods also expect that
a possible candidate can be expressed with a fixed size and
low-dimensional vector which is not the case for neural
architectures (Wistuba et al., 2015a; 2016; Schilling et al.,
2015). For all those reasons most methods are not appli-
cable to the problem of architecture selection. Thus, we
propose a novel method based on these principles to select
neural architectures.
Learning Curve Prediction Most of the prior work for
learning curve prediction is based on the idea of extrap-
olating the partial learning curve by using a combination
of continuously increasing basic functions. Domhan et al.
(2015) define a set of 11 parametric basic functions, es-
timate their parameters and combine them in an ensem-
ble. Klein et al. (2017) propose a heteroscedastic Bayesian
model which learns a weighted average of the basic func-
tions. Chandrashekaran & Lane (2017) do not use basic
functions but use previously observed learning curves for
the current dataset. An affine transformation for each pre-
viously seen learning curve is estimated by minimizing the
mean squared error with respect to the partial learning curve.
The best fitting extrapolations are averaged as the final pre-
diction. Baker et al. (2017b) use a different procedure. They
use a support vector machine to predict the final accuracy
based on features extracted from the learning curves, its
gradients, and the neural architecture itself.
The predictor by Domhan et al. (2015) is able to forecast
without seeing any learning curve before but requires ob-
serving more epochs for accurate predictions. The model by
Chandrashekaran & Lane (2017) requires seeing few learn-
ing curves to extrapolate future learning curves. However,
accurate forecasts are already possible after few epochs. Al-
gorithms proposed by Klein et al. (2017) and Baker et al.
(2017b) need to observe many full-length learning curves
before providing any useful forecasts. However, this is pro-
hibiting in the scenarios where learning is time-consuming
such as in large convolutional neural networks.
3. Architecture Selection and Learning Curve
Extrapolation with Inductive Transfer
In this section we formulate neural architecture selection
and learning curve extrapolation as a transfer learning task.
Furthermore, we propose two novel methods to solve these
tasks accordingly.
3.1. Inductive Transfer for Architecture Selection
Our problem assumption is that we have access to previously
trained neural network architectures for different datasets
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Figure 1. The two problems addressed in this work using inductive transfer. Left: Predicting the accuracy of a neural architecture based
on observations on previous tasks. Right: Extrapolating learning curves considering previous tasks and partially observed learning curves.
(see Figure 1 left). Thus, we have a set of recordsD of which
network architecture n ∈ N was trained on dataset d ∈
D with a validation accuracy an,d. This set D represents
the metaknowledge. The task is to predict an,d for unseen
tuples (n, d) and in particular for datasets for which no
observations are available in D. Our method is based on the
biased matrix factorization model (Koren et al., 2009). We
can use it to predict the validation accuracy for a network
architecture n trained on a dataset d,
aˆn,d = b0 + bn + bd + v
T
nud . (1)
The model contains a global bias b0 ∈ R, a network archi-
tecture and dataset bias bn, bd ∈ R, and the latent network
architecture/dataset representation un, vd ∈ Rf . As we
will see later in Section 3.1.2, the point estimate alone is
not sufficient. Instead, we take advantage of the posterior
p (an,d|D,θ).
3.1.1. A VARIATIONAL PREDICTION MODEL
We use variational learning to derive an equivalent Bayesian
model with likelihood
p (D|w) =
∏
(n,d)∈Ω
N (an,d|b0 + bn + bd + vTnud, σ2) .
(2)
where Ω ⊆ N × D is the index set of observed network
architecture evaluations and w all model parameters. The
idea of variational learning is to approximate intractable
integrals by approximating posterior probabilities of unob-
served variables. This enables us to do statistical inference
over these variables. In our case, we are approximating
p (w|D) by a variational distribution q (w|θ). We estimate
the parameters θ of the variational distribution by minimiz-
ing the Kullback-Leibler divergence of the exact Bayesian
posterior on the weights from the variational approximation:
θ∗ = arg min
θ
DKL (q (w|θ) ‖ p (w|D)) (3)
= arg min
θ
∫
q (w|θ) log q (w|θ)
p (w) p (D|w)dw (4)
= arg min
θ
DKL (q (w|θ) ‖ p (w))
− Eq(w|θ) [log p (D|w)] . (5)
This cost function is known as the evidence lower bound
(Saul et al., 1996) or the variational free energy (Neal & Hin-
ton, 1993). It has two components. The first term ensures
that the variational distribution is similar to the prior over
the parameters. The second term is the fit to the data. Thus,
optimizing the cost function makes sure that the variational
distribution satisfies both the complexity of the data D and
our prior p (w).
The model parameters in Equation (1) are w =
(b0, bn, bd, U, V ). We select independent Gaussian priors
for them: p (b0) = N
(
0, σ2b0
)
, p (bn) , p (bd) = N
(
0, σ2b
)
,
p (ud,k) , p (vn,k) = N
(
0, σ2l
)
. We choose a diagonal
Gaussian distribution, N (µ, diag (σ)), for the variational
posterior. Thus, θ = (µ,σ). We estimate θ by optimizing
Equation (5) using stochastic gradient descent.
3.1.2. NEURAL ARCHITECTURE SELECTION
We derive a neural architecture selection method using in-
ductive transfer by combining our proposed Bayesian model
with Bayesian Optimization (Mockus et al., 1978) as shown
in Algorithm 1. Given the new dataset d, we initially face
the cold start problem (Koren et al., 2009). The metaknowl-
edge D does not contain any example for the new dataset
and hence, the model cannot estimate any useful values for
bd and ud. We overcome this by starting with the globally
best network. Then, we select a network architecture based
on the expected utility. We use the improvement to measure
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the utility (Mockus et al., 1978),
u (n, d) = max {an,d − amaxd , 0} , (6)
where amaxd is the best known validation accuracy. Then, the
expected improvement is
EI ((n, d) , p (an,d|D,θ)) := E [u (n, d) |D,θ] (7)
=
∫ ∞
amaxd
(an,d − amaxd ) p (an,d|D,θ) dan,d . (8)
The expected improvement will be high for network archi-
tectures where the predictive posterior distribution assumes
values higher than amaxd . It has a closed form solution if
p (an,d|D,θ) is Gaussian distributed (Mockus et al., 1978).
Algorithm 1 now sequentially selects the architecture with
highest expected improvement, trains and evaluates it and
adds the additional observation to the metaknowledge D.
We continue until some criterion is reached, e.g. a time
constraint.
Algorithm 1 Neural Architecture Selection with Inductive
Transfer
Input: Metaknowledge D, new dataset d.
Output: Best neural architecture found.
1: Let a¯n be the normalized mean accuracy of network n
across all tested datasets in D.
2: n∗ ← arg maxn∈N a¯n
3: while not converged do
4: Train n∗ on d and get validation accuracy an∗,d.
5: D ← D ∪ {an∗,d}
6: if an∗,d > amaxd then
7: nmax, amaxd ← n∗, an∗,d
8: Update the predictive posterior p (an,d|D,θ).
9: n∗ ← arg maxn∈N EI ((n, d) , p (an,d|D,θ))
10: return nmax
3.2. Inductive Transfer for the Extrapolation of
Learning Curves
With the term learning curve we describe the validation
accuracy of an iterative algorithm, as a function of the num-
ber of epochs. We denote the learning curve for a network
n trained on dataset d for Tˆ epochs by tn,d ∈ RTˆ . Now
tn,d,T is the observed validation accuracy after training for
T epochs. Extrapolation of learning curves is the task to
forecast the validation accuracy of a neural architecture after
Tˆ epochs based on observing the first T epochs only, where
T < Tˆ . Similar to the previous task, we assume that we
have collected metaknowledge D which contains learning
curves tn,d for all (n, d) ∈ Ω, where Ω ⊆ N×D is a subset
of all network dataset pairs (see Figure 1 right). Accurate
learning curve extrapolations enable us to terminate training
processes early without regret but at lower computational
cost.
We extend the probabilistic model of Equation (2) by ad-
ditionally considering the information about the partially
observed learning curve tn,d,1:T and define the likelihood
for each instance (n, d) ∈ Ω as
N
(
tn,d,Tˆ |b0 + bn + bd + vTnud + r max1≤i≤T tn,d,i, σ
2
)
.
(9)
To reduce the number of parameters we decide to use only
the maximum validation accuracy observed in the learning
curve instead of the entire learning curve. This leads to
only one additional parameter for which we define p (r) =
N (0, σ2br) and q (r|µr, σr) = N (r|µr, σr). Inference is
done according to Section 3.1.1.
3.2.1. THE EARLY TERMINATION METHOD
We use our model in the early termination framework by
Domhan et al. (2015) described in Algorithm 2. It deter-
mines whether training the neural architecture on a dataset d
should be stopped based on the partially observed learning
curve tn,d. If the best seen accuracy in the current run is
higher than any accuracy seen on this dataset before ( tmaxd ),
training is never stopped early (Line 3). Else, the probabil-
ity of improvement (Kushner, 1964) is computed (Line 5).
Thus, we define the utility of a learning curve as
u (n, d) =
{
1 if max1≤i≤T tn,d,i > tmaxd
0 otherwise
(10)
and the probability of improvement derives as
PI
(
(n, d) , p
(
tn,d,Tˆ |D,θ
))
:= E [u (n, d) |D,θ] (11)
=
∫ ∞
tmaxd
p
(
tn,d,Tˆ |D,θ
)
dtn,d,Tˆ . (12)
If the probability of improvement exceeds a threshold δ, we
continue training the architecture. Otherwise, we terminate
early.
Algorithm 2 Early Termination Method
Input: Metaknowledge D, new dataset d, neural architec-
ture n.
Output: Learning curve.
1: for T ← 1 . . . Tˆ do
2: Train n on d for one epoch and observe tn,d,T .
3: if max1≤i≤T tn,d,i > tmaxd then
4: continue
5: else if PI
(
(n, d) , p
(
tn,d,Tˆ |D,θ
))
≤ δ then
6: return tn,d
7: return tn,d
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4. Experimental Evaluation
We will compare our models to a representative set of com-
petitor methods for the two challenging tasks, neural ar-
chitecture optimization and learning curve extrapolation.
However, at first we introduce the used datasets, the defined
search space and how we obtained the metaknowledge for
our experiments.
4.1. Datasets
We evaluate our proposed methods on five different image
classification datasets. The CIFAR-10 dataset (Krizhevsky,
2009) consists of colored 50,000 train and 10,000 test im-
ages of dimension 32× 32 where one needs to distinguish
between ten classes. CIFAR-100 (Krizhevsky, 2009) has the
same dimensions but one hundred instead of ten classes. The
Street View House Number (SVHN) (Netzer et al., 2011)
dataset is another ten class problem with images of size
32×32. It has about 73,257 training and 26,032 test images.
It contains about half a million additional images which we
do not consider in our experiments. Fashion-MNIST (Xiao
et al., 2017) is a more recent dataset intended to replace
MNIST. Like MNIST, it is a ten class problem with 28× 28
gray-scale images. “Quick, Draw!” is a dataset with about
50 million sketches with 345 classes created by over 15
million humans. For computational reasons we randomly
select a subset, 300 examples per class for train and 100 per
class for test. For each dataset we use a random subset of
size 5,000 of the training set to validate a neural network
architecture.
We use the same data preprocessing and data augmentation
as also used by (Pham et al., 2018). We subtract the channel
mean from the image and divide it by the channel standard
deviation. We enlarge images by padding a margin of four
pixels and randomly crop it back to the original dimension.
For all datasets but SVHN we apply random horizontal
flipping. Additionally, we use CutOut (Devries & Taylor,
2017). By using the openly available code of (Pham et al.,
2018) to train an architecture, we ensure a fair comparison
with ENAS.
4.2. Search Space and Metaknowledge
The micro search space is a very common architecture
search space (Zoph et al., 2017; Pham et al., 2018). Its
idea is to design convolution and reduction cells instead of
the entire neural architecture. To generate the data for our
metaknowledge, we select 400 neural architectures at ran-
dom from this search space. All 400 architectures are trained
on the five datasets described in the previous section and
serve as our search space. The architectures are trained with
a Nesterov momentum and stochastic gradient descent with
a cosine schedule with lmin = 0.001, lmax = 0.05, T0 = 10
and Tmul = 2 for 70 epochs (Loshchilov & Hutter, 2016).
The l2 weight decay is fixed to 10−4. The metaknowledge
in the following experiments contains all instances but those
belonging to the current test dataset.
4.3. Automated Architecture Optimization
In this section, we discuss two different experiments. In
the first one we train each neural architecture for 70 epochs,
resulting in lower accuracies. However, it enables us to con-
duct more repetitions and hence to report reliable standard
deviations. In the second one we train for 630 epochs fol-
lowing Pham et al. (2018), and compare with the competitor
methods.
At first, we compare our proposed method IT-NAS to ENAS
(Pham et al., 2018) and random search. Limiting random
search and IT-NAS to the 400 randomly selected architec-
tures, we can report results for 10,000 and 100 repetitions,
respectively. We then report the mean accuracy obtained by
ENAS over five repetitions using the authors’ implementa-
tion in Figure 2. Across all datasets we notice very good
results for IT-NAS within few hours, considerably outper-
forming ENAS and random search. After this initial phase,
IT-NAS shows small but steady improvement of up to 1%.
ENAS achieves similarly good results but has drawbacks
for easier datasets and those with more computational effort
per epoch. For example, SVHN is easier to solve such that
a random search finds an equivalent neural architecture to
ENAS within shorter time. On the largest dataset, “Quick,
Draw!”, ENAS requires about 20 hours (almost twice as
long as on CIFAR-10) before having reached the perfor-
mance of IT-NAS. In contrast, IT-NAS and random search
trained few models before, enabling shorter search times if
required. Finally, both IT-NAS and random search can profit
from early termination using learning curve extrapolation
(as discussed in Section 4.6) while ENAS cannot.
Second, we compare our method against the competitor
methods. For this, we continue training the best neural ar-
chitectures found in the previous experiment and report the
corresponding errors in Table 2. We repeated the experi-
ments of ENAS on CIFAR-10 with the authors’ code and
achieve comparable results. We report a shorter run time
because we use an NVIDIA Tesla V100 while the authors
used the slower NVIDIA GTX 1080Ti GPU. The impact
of the metaknowledge is significant, enabling IT-NAS to
outperform all competitors on CIFAR-10 and CIFAR-100
at no search costs and with a moderate number of model
parameters. Only ENAS reports better number for CIFAR-
100. However, using the same search budget, IT-NAS is
also able to find a better architecture than ENAS. These
results can be potentially be improved by using the early
stopping technique discussed in the next section. We report
the cells selected for the two benchmark datasets CIFAR-10
Inductive Transfer for Neural Architecture Optimization
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Figure 2. IT-NAS achieves very good results early on and outperforms random search at any time. ENAS provides similarly good results,
however, at higher computational costs, in particular for larger datasets, e.g. “Quick, Draw!”.
and CIFAR-100 in Figure 5 and 6, respectively.
4.4. Mobile Architecture Selection
Recently, more and more automated methods are described
in order to take hardware constraints into account. In a
little experiment we want to show that our method can be
applied without any big changes to achieve the same. Our
only change is the search space which is now limited to
approximately 0.3 to 0.8 million parameters, our definition
of a mobile architecture on CIFAR-10. We report our re-
sults in Table 1. We notice that our method is orders of
magnitudes faster than all competitor methods and provides
the smallest error with very few parameters. Our search
algorithm is faster than before. The reason for this is that
mobile architectures are trained faster, so we only require at
most few hours.
4.5. Detailed Overview of Competitor Architectures
We provide a detailed overview of the trade-off between
number of parameters and classification error on CIFAR-10
in Figure 3. The architectures found by our method IT-NAS
are well performing with respect to both metrics and thus
are in the lower left corner of the plot. They dominate most
of the other proposed architectures and are not dominated
by any other architecture.
4.6. Learning Curve Extrapolation
We conduct two different experiments to evaluate the quality
of different learning curve extrapolation methods. First, we
compare the methods with respect to a rank correlation
metric, indicating whether the predicted accuracy reflects
the true ranking of the neural architectures. Second, we
use the exploration of learning curves to expedite a random
search. We use the authors’ implementation of Domhan
et al. (2015) and Chandrashekaran & Lane (2017) to run
these methods.
4.6.1. RANK CORRELATION
In our first experiment we measure the rank correlation
between the true accuracy of an architecture and the pre-
dictions of the four learning curve predictors. We select
five neural architectures from the search space described
in Section 4.2 at random. The corresponding full learning
curves are provided to the learning curve predictors which
need to provide forecasts for the remaining architectures.
Additionally, we provide partial learning curves of varying
length. The method by Domhan et al. (2015) requires to
see at least four epochs for a new learning curve in order to
extrapolate it. Thus, its results start at a later stage. In Fig-
ure 4 we report the results over ten repetitions. Clearly, our
proposed method using inductive transfer (IT-LCE) is out-
performing its competitor methods across all five datasets
with respect to the Spearman rank correlation coefficient.
At first, one would expect a growing rank correlation co-
efficient when more information about a learning curve is
available (more epochs). However, this does not turn out to
be true for all methods and all datasets. SVHN is a dataset
where we observe this behavior for many methods. The
explanation is that SVHN is a more difficult dataset for this
particular task. The accuracy for different architectures is
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Table 1. Results on CIFAR-10 for various mobile architectures. Search time in GPU days.
Method Search Time Error Params
DenseNet-BC (k = 12) (Huang et al., 2017b) N/A 4.51 0.8M
CondenseNet-86 (Huang et al., 2017a) N/A 5.00 0.52M
NSGA-NET (Lu et al., 2018) 8 3.85 3.3M
NASNet-B (Zoph et al., 2017) 2000 3.73 2.6M
RENA (Zhou et al., 2018) ? 3.98 2.2M
Lemonade (Elsken et al., 2018) 56 4.6 0.88M
DPP-Net (Dong et al., 2018) 8 4.62 0.52M
IT-NAS-1 (mobile) 0.00 4.06 0.57M
IT-NAS-2 (mobile) 0.08 3.65 0.66M
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Figure 3. Test error vs. number of parameters for various architectures.
very close, making it harder to get the ranking (not the pre-
dicted accuracy!) of the neural architectures right. This
also explains the overall worse Spearman correlation for
this dataset. Hardly noticeable, IT-LCE’s rank correlation
shows an increasing trend with growing number of epochs.
4.6.2. ACCELERATING RANDOM SEARCH
In this experiment we analyze the impact of extrapolating
learning curves when combined with a neural architecture
search. For simplicity, we accelerate a random search be-
ing conducted on the search space as described in Section
4.2. Every neural architecture is trained for at most 70
epochs and can be terminated early by the learning curve
extrapolation methods. Initially, only one random neural
architecture is trained. Then, sequentially 100 further neural
architectures are sampled. Every learning curve extrapola-
tor iterates over the architectures in the same sequence. At
every epoch, it decides whether to terminate or continue
the training process. We observe that the learning curve
extrapolator by Domhan et al. (2015) always chooses to
terminate early if only the very first epochs are seen. Thus,
we follow the recommendation of Domhan et al. (2015) and
do not terminate before having seen the first 30 epochs. The
results are summarized in Table 3. First, we observe that
all methods accelerate the search with almost no regret, i.e.
there is a negligible drop in accuracy over random search
without early stopping (“No Stopping”). Unsurprisingly,
the extrapolator by Domhan et al. (2015) requires the most
amount of time, as it is unable to make useful decisions
for shorter learning curves. Furthermore, we can confirm
the results by Baker et al. (2017b) and Chandrashekaran
& Lane (2017) who both claim to be better than Domhan
et al. (2015). Finally, our method takes the least amount
of time, beating all the other methods. The training time
is shortest across all the datasets, nonetheless, the regret is
never significantly higher than any other method.
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Table 2. Classification error for CIFAR-10 and CIFAR-100. The first block contains handcrafted neural architectures, the second block
automated methods based on reinforcement learning and, the third, those based on neuro-evolution. IT-NAS is outperforming all but one
method for both datasets with a reasonable amount of model parameters. Search duration in days. ENAS/IT-NAS architectures are trained
for 630 epochs which leads to a smaller error compared to Figure 2. Block diagrams of the architectures can be found in Figure 5 and 6.
Method Search CIFAR-10 CIFAR-100
Duration Error Params Error Params
ResNet (He et al., 2016) reported by (Huang et al., 2016) N/A 6.41 1.7M 27.22 1.7M
FractalNet (Larsson et al., 2017) N/A 5.22 38.6M 23.30 38.6M
Wide ResNet (d = 16) (Zagoruyko & Komodakis, 2016) N/A 4.81 11.0M 22.07 11.0M
Wide ResNet (d = 28) (Zagoruyko & Komodakis, 2016) N/A 4.17 36.5M 20.50 36.5M
DenseNet-BC (k = 12) (Huang et al., 2017b) N/A 4.51 0.8M 22.27 0.8M
DenseNet-BC (k = 24) (Huang et al., 2017b) N/A 3.62 15.3M 17.60 15.3M
DenseNet-BC (k = 40) (Huang et al., 2017b) N/A 3.42 25.6M 17.18 25.6M
NAS no stride/pooling (Zoph & Le, 2017) 22,400 5.50 4.2M - -
NAS predicting strides (Zoph & Le, 2017) 22,400 6.01 2.5M - -
NAS max pooling (Zoph & Le, 2017) 22,400 4.47 7.1M - -
NAS max pooling + more filters (Zoph & Le, 2017) 22,400 3.65 37.4M - -
NASNet (Zoph et al., 2017) 2,000 3.41 3.3M - -
MetaQNN (Baker et al., 2017a) 100 6.92 11.2M 27.14 11.2M
BlockQNN (Zhong et al., 2017) 96 3.6 ? 18.64 ?
Efficient Architecture Search (Cai et al., 2017) 10 4.23 23.4M - -
Efficient NAS (Pham et al., 2018) 0.45 2.89 4.6M - -
Efficient NAS (ours) 0.32 3.12 3.9M 16.55 4.2M
Large-Scale Evolution (Real et al., 2017) 2,600 5.4 5.4M 23.0 40.4M
Hierarchical Evolution (Liu et al., 2018a) 300 3.75 15.7M - -
CGP-CNN (ResSet) (Suganuma et al., 2017) 27.4 6.05 2.6M - -
CoDeepNEAT (Miikkulainen et al., 2017) ? 7.30 ? - -
IT-NAS (single shot) 0 3.06 3.4M 17.13 3.4M
IT-NAS 0.32 3.06 3.4M 16.38 4.2M
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Figure 4. The x-axis indicates the number of epochs observed of the learning curve to be extrapolated. We report the mean of ten
repetitions. The shaded area is the standard deviation. Our method IT-LCE outperforms its competitors on all datasets.
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Table 3. Our method achieves the highest acceleration among all considered methods. The time required is reduced by a factor of 16 to 23.
Time in hours, regret relative to the optimum of “No Stopping”.
Method CIFAR-10 CIFAR-100 SVHN Fashion-MNIST Quick, Draw!
Regret Time Regret Time Regret Time Regret Time Regret Time
No Stopping 0.00 295 0.00 293 0.00 451 0.00 301 0.00 526
(Domhan et al., 2015) 0.04 152 0.82 138 0.16 367 0.26 171 0.02 285
(Baker et al., 2017b) 0.04 38 0.00 39 0.16 74 0.00 38 0.00 72
(Chandrashekaran &
Lane, 2017)
0.04 46 0.82 14 0.00 90 0.00 26 0.02 56
IT-LCE 0.00 18 0.00 13 0.10 26 0.00 17 0.02 31
5. Discussion of Limitations
Our neural architecture selection has two limitations we
want to discuss. First, it requires the existence of meta-
knowledge for the task at hand which can be computational
expensive to create. For our experiments we invested about
1,866 hours GPU hours for its creation. However, this only
needs to be done once and then can be shared with other
researchers to reduce the search time significantly. This
is also paying off in the long run for AutoML services
where companies offer affordable architecture optimization
methods to their customers. Furthermore, it is not required
that this metaknowledge is gathered by a single person.
OpenML.org has proven that collaborative metaknowledge
collection works. We would also like to compare this com-
putational effort to the effort spent by researchers to develop
new architectures such as ResNet or DenseNet. Immense
human and computational effort was spent to create these
architectures but now they are available for everyone.
Second, our architectures are selected from a smaller candi-
date pool compared to traditional neural architecture search
spaces. We argue that working on a random subset of the en-
tire search space used by other neural architecture searches
is neither an advantage or disadvantage. The fact that our
method outperforms very competitive methods is an evi-
dence that any random subset (if chosen large enough) con-
tains good architectures with high probability. This claim is
supported by most architecture search papers which show
and claim that random search is a very competitive base-
line (in particular by Zoph et al. (2017) who introduced
this search space; see also Figure 2). Moreover, it appears
that the large search space contains many global optima of
equal quality. Thus, an increase of the search space does
not affect the problem’s difficulty. Often it is claimed that
the search on a larger space is supposed to be able to find
new architectures which can give us more insight. How-
ever, recent architecture search papers use more constrained
search spaces which leave no scope for surprises. Thus,
an architecture selection is equally valid as a search on an
admittedly larger but very restricted space.
6. Conclusions
We present two novel methods for neural architecture op-
timization (IT-NAS) and learning curve extrapolation (IT-
LCE) based on inductive transfer. We show that IT-NAS
achieves state-of-the-art results on CIFAR-10 and CIFAR-
100. With no search time it obtains outstanding results,
outperforming all but one competitor method. Spending 8
hours search time, it is able to outperform the last competitor
method ENAS in equal time. In a more elaborate study on
five different datasets, we provide empirical evidence that
our method is equal or better than ENAS. Further advantages
over ENAS are that it can profit from early stopping and
that it provides strong neural architecture recommendations
in no time.
Additionally, we compare our proposed learning curve ex-
trapolation method IT-LCE to three competitor methods on
five benchmark datasets. Our extrapolation method is the
very first to use inductive transfer in order to improve the
forecast. In an experiment to accelerate random search by
means of early stopping, we show significantly faster results
with comparable validation accuracy.
In conclusion, we demonstrated that inductive transfer is
a useful tool to improve automated machine learning with
respect to training time and classification performance. This
is a very interesting finding which might be the start of a
new research area.
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Figure 5. Cells selected for CIFAR-10.
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Figure 6. Cells selected for CIFAR-100.
