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Resumo
Este trabalho propõe a exploração de uma abordagem modular para projeto de pêndulo inver-
tido sobre rodas. Através da escolha apropriada de estruturas de controle, o método permite o
desacoplamento de variáveis chave para simplificar o projeto e adicionar benefícios inerentes à
modularização. Seguindo os procedimentos propostos, duas plantas virtuais foram simuladas em
diferentes contextos e com múltiplos objetivos, como controles de velocidade linear, posição
e rastreamento de um alvo. Os resultados demonstraram que o desacoplamento foi efetivo,
obedecendo a proposta de baixos níveis de erro para os módulos mais internos com valores
máximos menores que 5% em transientes bruscos. Uma abordagem adaptativa foi proposta e
implementada com o objetivo de permitir um desacoplamento mais apropriado entre as variáveis
controladas, bem como entre os projetos dos controladores e da planta mecânica. Utilizando
controles adaptativos via modelo de referência e via identificação de parâmetros, foi possível
realizar o projeto independente de cada malha de controle, com o desempenho de cada compo-
nente verificado em simulações.
Palavras-chave: Projeto de controle; Pêndulo invertido sobre rodas; Abordagem modular; Cont-
role adaptativo.
Abstract
The following work proposes the evaluation of a modular approach for two-wheeled inverted
pendulum design. By properly choosing control loop structures, the method allows for decoupling
key variables in order to simplify the project and add inherent benefits from modular systems. By
following the proposed approach, two virtual plants were simulated for different contexts with
multiple objectives, such as linear velocity control, position control and target following. Results
shown effective decoupling, obeying the proposed low error levels for inner modules, with peak
values within 5% for fast transients. An adaptive approach was proposed and implemented
aiming to allow for a more appropriate decoupling between the decoupled variables, as well as
between the control and the mechanical structure designs. By applying model reference and
parameters identification control structures, the independent design of each control loop was
made possible. The performance of each component was verified through simulations.
Keywords: Control design; Two-wheeled inverted pendulum; Modular approach; Adaptive
control.
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In the early 2000s, the first two-wheeled inverted pendulum (TWIP) was launched for selling
with the original name Segway Human Transporter (HT). As a vehicle, this product and its
successors consist of a platform mounted over two wheels with coincident axes, where the user
remains standing while disturbing the system equilibrium. By leaning forward or backwards, an
automatic control system constantly produces torques through mechanical actuators in order to
balance the platform, which makes the vehicle move as shown in Figure 1.1 (Segway (2014)).
Figure 1.1 The vehicle accelerates accordingly to the leaning direction.
Generally, a TWIP can be conceived as any device that moves while balancing itself over
two wheels around the vertical equilibrium state. While the pendulum (platform) position is not
coincident to the naturally unstable equilibrium state, the overall system is accelerating, so the
net contribution of torques provided by actuators and forces manifested in the connection to the
wheels provide stabilization. This is achieved via closed-loop control.
To make efficient feedback control possible, high frequency response variable estimations
are required. Solid-state gyroscope based sensors are often a choice, and their angular rate
outputs can be integrated to provide the angle values needed to enable closed-loop control. The
gyroscope data must be fused with other inclinometers to compensate drifting, e.g., due to static
offset and integration of noise (Gans and Hutchinson (2006), Grasser et al. (2002) Ren et al.
(2008), Segway (2014), Takei et al. (2009), Younis and Abdelati (2009)).
The manipulation of kinematic variables (position, speed and acceleration) can be done by
using different approaches. As shown above, one of the paradigms is to mechanically disturb the
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equilibrium state, since the controlled device will move to balance itself, as is done by Younis
and Abdelati (2009). This principle is explored when developing a TWIP as a vehicle. In this
case, the kinematic variables are manipulated by the pilot itself.
Another possible approach that can be taken into account, is the automatic control of variables
by using reference signal inputs in closed-loop controlled TWIPs. In this case, the controllers
must be designed to control these variables (Huang et al. (2010), Oliveira et al. (2018), Pathak
et al. (2005)).
Some of the advantages presented by systems implemented as TWIPs are:
• High mechanical efficiency due to simple assembly, which leads to low vehicle/load mass
ratios;
• Low space requirements, making it possible to transit in tight places;
• Controllability for stable operation of high and thin structures.
These advantages allowed different applications to emerge. As a vehicle, the Segway Personal
Transporter (PT) is used for low distance displacement, with low cost and a better thermal
energetic efficiency compared to various conventional urban vehicles (Radtke (2008)). Also, due
to the vehicle low weight (around 47kg for the ”i2 SE” model with batteries, Segway (2014)),
the energy needed to accelerate the vehicle mass is less than the amount required when compared
to cars, buses, motorcycles and trains.
The usage of the concept as a vehicle also allows for aiding people with some types of
disability, e.g., multiple sclerosis, spinal cord injury and amputee disabilities as shown by
evidences from Carroll (2013) and Sawatzky et al. (2009). By taking advantage of TWIP
mechanics, the product Segfree (Segfree (2014)) emerged as an alternative to wheelchairs,
enabling more autonomy to elderly and people with disabilities.
Other applications beyond people transportation include:
• Virtual presence systems (Double (2016));
• Robotic mobility platform (Nguyen et al. (2004));
• Load transportation (Takei et al. (2009));
• Mapping, localization, stealthy navigation, and path planning (Nguyen et al. (2004)).
20
The vast spectrum of possible applications and the different control approaches related to
TWIPs motivate this work, which introduces a method for modular design applied this type
of system. The introduction of the procedure intends to surplus some of the main problems
presented by traditional approaches, which will be evidenced in the literature review further in
this work.
1.1 Methodology
The methodology in this work is divided in three parts: mathematical modeling, control
design and results analysis. The conclusions will be evolved according to ability of the system to
behave within the performance conditions and the premises of modular design.
The first mathematical model is the 2D mechanics, comprehending longitudinal movement.
The model assumes rigid body dynamics for the combined wheels and the platform, which add
up to two degrees of freedom. The wheels rotate without slipping.
The second one is the 3D mechanical model, which encompasses three rigid bodies with
three degrees of freedom: the platform and each separate wheel. The system can move freely
along the plane and the wheels can not slip. The axis along the pendulum will be considered a
principal one of inertial, therefore the pendulum has two symmetry planes.
To the actuators, a single model shall be used, comprehending an individual set of a brushed
DC motor with a coupled gearbox.
In Chapter 2, a literature review on the main control structures for TWIPs is presented.
The importance of modular products and projects is shown, as well as a comparison between
the main approaches in literature and the modular design proposed in the present work. The
models for simulation and control design are presented in Chapter 3, where the assumptions
for each component will be discussed. Chapter 4 presents linear control laws and controller
architectures used for each loop. The components models, with known parameters, are considered
in order to choose adequate dynamics to be embedded in controllers. Adaptive alternatives are
shown in Chapter 5, in order to achieve better system decoupling and account for nonlinearities
compensation. Simulations results are presented in Chapter 6, and the different aspects of the




2.1 Literature Review on TWIP Design
With the popularization of TWIP systems in the early 2000s, different approaches to achieve
various objectives and performance characteristics were proposed. In the field of systemmodeling,
different considerations can be done to obtain a mathematical approximation for control design.
A common and simple modeling technique is to consider two-dimensional solid dynamics
(Younis and Abdelati (2009)). By following this approach, the designer can obtain the relations
between an input variable and two outputs, such as linear displacement and rod inclination. The
model can also introduce terrain steepness information depending on the application (Huang
et al. (2010)).
Amore complex dynamic model can be obtained by considering three-dimensional mechanics.
In these cases, the designer can, for example, consider a flat ground and use two inputs, such as
the motor voltages for each wheel, together with four outputs (vertical and horizontal positions,
leaning angle and heading angle, as shown by Boukas and Al-Sunni (2012)).
Different control methods are used to achieve various possible performance goals. Pathak
et al. (2005) introduced, through partial feedback linearization, the navigation via automatic
speed and position compensation. It was done by cascading two levels of control: a slower one,
responsible to produce a reference signal to the pitch angle, and a faster one, which tracks the
reference angle. This approach has an important influence on the present work, which makes it
possible to decouple certain components during the design.
Gans and Hutchinson (2006) presented the nonlinear control through partial-feedback lin-
earization to compensate the effects of nonactuated variables. In their work, the results were
obtained through simulations, by only considering the inherent mechanical characteristics. To do
so, a 3D model was computed.
Ren et al. (2008) proposed a self-tuning PID approach to control velocity by adapting the
controller characteristics in a neural network context. This work presents multiple control
levels with decoupled subsystems, and is an important influence to the present work, with
the presentation of experimental results, which contemplates influences of different physical
domains.
Through adaptive backstepping, Nomura et al. (2009) presented simulation results of a
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two-dimensional plant approximation, by also considering the motors’mechanical and electrome-
chanical characteristics, despite the electrical drive dynamics were not taken into account.
Huang et al. (2010) proposed the control of a 2D model by exploring sliding-modes with
different slope conditions. The results were obtained by simulations, and the plant model, once
more, encompassed only the mechanical part.
For the sake of generalizing the overall design, exemplified by the studies above, let us divide
the main design paradigms in two distinct groups. Group 1 (Pathak et al. (2005), Gans and
Hutchinson (2006), Huang et al. (2010)) consists of projects that use abstract modeling by taking
the plant as a model which only considers the mechanical characteristics. In this case, the inputs
are usually ideal torque sources, and the mechanical model can take different degrees of freedom
exemplified in Figure 2.1 for a 2D case and Figure 2.2 for a 3D case.
Mechanical 2D 
plant




Combined torque Actual t i l t  angle
-
Figure 2.1 Block diagram representation for the simplest projects represented in Group 1. A
SISO plant is controlled by a compensator that works as an ideal torque source. In this example,











Figure 2.2 Block diagram representation for projects of Group 1 that consider 3D mechanics.
In this example the plant has two outputs, that correspond to the direction it is heading and the
pitch angle for longitudinal movement. Therefore, the system can move on the plan.
Another possible approach is to consider the electrical and electromechanical characteristics
so as to achieve a more realistic model, nearer to implementation. Let us call Group 2 the set that
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contains design approaches including these characteristics, which can omit electrical switching
dynamics or take them into account (Younis and Abdelati (2009), Boukas and Al-Sunni (2012)).
Both examples are shown in Figures 2.3 and 2.4.
Electromechanical 
3D plantController




Left motor  voltage
Right motor  voltage
Figure 2.3 Block diagram representation for projects of Group 2 that consider 3D mechanics
with electrical inputs for each motor. This example despises the motors driving system dynamics.
The plant have two electrical inputs and two mechanical outputs.
Electromechanical 
3D plantController







Figure 2.4 Block diagram representation for projects of Group 2 that consider 3D mechanics with
electrical inputs for each motor. This example considers the motors driving system influence.
The plant have two electrical inputs and two mechanical outputs. The motor voltages are fed by
the electrical drive circuits.
In the next sections, a methodology is presented to separate the overall system to form
decoupled subsystem (modules) by choosing proper control structures. This project approach is
then put in perspective with the two main sets of control approaches (contained in Groups 1 and
2).
2.2 Modular Projects and Application of Methodology to TWIP Design
The modularization of products consists in the division of a system into more fundamental
decoupled subcomponents, or modules. A wide range of products with different applications
explore the concept, such as vehicles (Bertram et al. (2003)), computer hardware (Felcman
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et al. (1998)), application software (Sullivan et al. (2001)), housing (Smith (2011)), smartphones
(Schischke et al. (2016)) and robots (Quigley et al. (2009)).
Actual manufacturing companies can take advantage of many positive properties achieved
with modular approaches to conceive a new device. Among them, we can cite the possibility of
modularizing the project itself, by separating roles and teams for each module the product consists
of. This property brings simplification to the overall project, since each module can be separately
designed, prototyped and tested. In mechatronics design, for example, it can ease collaborative
work between engineers form different areas by simplifying the problem into smaller ones, with
subparts self-contained in their domains.
Another attractive characteristic of modular design for the manufacturing industries is the
possibility to increase flexibility in products characteristics, which is enabled through change-
ability of modules and easiness of module upgrading, allowing for greater customization to the
final user (Colombo and Harrison (2008)).
Updatability and maintenance of faulty modules is also an important characteristic brought by
modular approaches, which, together with the module recycling ability, improves the preservation
potential, adding benefits to the product life cycle (Gu and Sosale (1999)).
The modularization procedure presented in the context of TWIPs consists in decoupling the
system components through independent variable tracking by establishing multiple levels of
control loops. The goal is to achieve a functional model with totally interchangeable modules
whose characteristics depends only on the final product performance specifications.
The first and most internal module to be conceived corresponds the torque source. This
component must receive a reference signal that corresponds to the desired net output torque.
Figure 2.5 presents an example of a module implemented by a geared brushed DC motor and the
electrical drive. This example illustrates a general case where the driving circuits and controller
are not decoupled from the actuator.
Other modules must be developed according to the application that the model aims. For
example, the most commonly controlled variable found in the literature is the platform pitch
angle. This can be done as illustrated in Figure 2.6, which corresponds to the control paradigm
presented by Group 1, defined in the previous section.
Another example of module that can be conceived is the turning control system. In this case,
the controller can take the actual angular speed along the pendulum axis and compare to the
reference signal to compute a control effort. Alternatively, the controller can take information
from other sensors, e.g. the actual pitch angle. The control signal can be the torque difference
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Figure 2.5 Example of a torque module. The electric current needed to provide an electrome-
chanical torque is estimated to compensate friction in the motor (which can be modeled as a
function of the rotor speed). This calculation aims to define the amount of current need to achieve
such effort. The controller compares this calculated reference with the sensed current from the






Figure 2.6 Tilt module consisting of a controller that computes the necessary torque to track the
angular reference.
between two motors (Figure 2.7).
Figure 2.8 shows one form of system integration using the example modules cited above.
As is shown latter in this work, it is also possible to progressively increase the complexity
and the number of functionalities by adding self-contained modules, such as to control speed or
position, compensate terrain steepness, etc.
The proposal is to design inner modules for tracking references significantly faster than outer
ones. By doing so, the high frequency components inherent to the high speed transients in error
signals can be adequately filtered by the slower external loops. This means that, in practice, inner
components can be seen by outer ones as simple unitary gains, having no significant impacts to
the operation, stability and performance of other components.
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Figure 2.7 Turningmodule consisting of a controller that computes the necessary torque difference
to track the turning speed.
f
Figure 2.8 Integration of modules. The signals of the mechanical plant are read and sent to the
more external control modules, which compute the total torque and the torque difference to be
applied to the device wheels. The inner modules are then responsible for reproducing the input
reference at the output.
In general, with exception of the torque providing module, the control design (as it can be
observed in the cited works) are dependent not only on the final performance characteristics, but
also on the plant parameters. This is expected since the controller, in order to provide a proper
control signal, must have acknowledge of the system behavior. As mentioned before, this work
aims to allow for control design to depend only on the final performance specifications. This is
achieved by taking advantage of the characteristics that are common to any TWIP system, and
is done by using two different methods of adaptive control. The first one corresponds to direct
application of MRAC with full state feedback method found in literature for pitch and turning
control. The second one is an adapted Model identification adaptive control (MIAC) approach
combined with model reference control for the linear position loop.
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2.3 Modular Approach in Perspective with the Traditional Methods
The main advantages brought by the modular design method presented in this work are the
intrinsic properties of modular design in general, already mentioned in the previous section
(simplicity of project, upgradability, changeability, updatability, maintenance, preservation, etc).
This section discusses some of these characteristics and compare them with projects of Groups 1
and 2.
For the modular approach, the simplicity of project is brought by breaking the problem into
smaller ones. If the engineers in a given project choose to take the system as a whole, like it is
done in Group 2, the order of complexity is always higher, since it incorporates the dynamics of
the mechanical plant, actuators, electrical drive and other domains in a single model. When the
project disregards electrical switching in its models, it becomes simpler, but it also gets further
from the real system since the switching dynamics and filtering delays are neglected, which
characterizes a trade-off.
Although the projects belonging to Group 1 do not bring this complexity factor, it presents
a higher gap to implementation, since the real product can not bypass the electromechanical
actuation. The modular approach, can tighten this gap since, as projects fromGroup 2, it considers
those torque sources.
By designing the controllers for projects in the Group 2, the final results for a set of plant
parameters can be achieved with the highest potential of optimization, since the requirements are
obtained by taking as model the whole system. This reveal the main disadvantage of the modular
approach, which disables the possibility of achieving full potential of global optimization due to
the limits imposed for each module in order ensure decoupling.
On the other hand, the ability to define specific component characteristics is an important
advantage of the modular approach. When each module is conceived to play a well-defined role,
the designers can avoid underutilization of components and wastes with oversized specifications.
Group 2 projects lack this benefits since intermediate variables in the process are not controlled.
The strong coupling between components of distinct domains in this set also hinders upgradability
and maintenance.
Finally, the modular approach allows for high fidelity mathematical models without com-
promising the simplicity of design, as opposed to Group 2 methods. Since each module is
independent and self-contained, a lesser order model can be obtained for each subpart, which
simplifies the control project.
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Table 2.1 summarizes comparatively the main advantages and flaws of each method.
Table 2.1 Characteristics of the different approaches presented: (1) Group 1 - Mechanical
dynamics control design only; (2) Group 2 - Single control loop for plant with voltage input; (3)






1 Low High -
2 High for complex models Low High







1 High for mechanical part - High
2 Low Low Higher precision hinders design
3 High High High
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3 MATHEMATICAL MODELS
This chapter intends to develop the mathematical models needed for control design and
simulations. The models presented in this chapter where implemented in MATLAB SIMULINK
environment (MathWorks (2017)).
3.1 Longitudinal Mechanical Model
The first model to be presented represents the longitudinal movement using two-dimensional
solid dynamics. This simpler model is used in the development of the controller for pitch angle
and some simulations.
Figure 3.1 shows the free-body diagram for a TWIP. Since the model provides for longitudinal
movement, the wheels parameters (mass 𝑚𝑤, moment of inertia 𝐽𝑤 and radius 𝑟) are taken as
combined (mass and moment of inertia are doubled). The parameters for the platform are its
mass 𝑚𝑝, moment of inertia 𝐽𝑝 and distance from connection to Center of mass (CM) 𝐿. The















Figure 3.1 Two-dimensional free-body diagram of mechanical part, where: 𝑅ℎ and 𝑅𝑣 are
horizontal and vertical components of the force in the connection between bodies; 𝑃𝑝 and 𝑃𝑤
are weight forces; 𝐹 and 𝑁 are friction and normal contact forces; 𝜏 is the actuator torque.
From the free-body diagram (Figure 3.1), the Newton method of force can be applied as
follows in Equations 3.1 to 3.4, where ∑ 𝑀𝑤 is the sum of moments applied to the wheel,
∑ 𝐹𝑤𝑥 is the sum of horizontal forces applied to the wheel, ∑ 𝑀𝑝 is the sum of moments in the
platform and ∑ 𝐹𝑝𝑥 is the sum of horizontal forces in the platform. The acceleration variables
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𝑎𝑥 and 𝑎𝑡𝑎𝑛 correspond respectively to the horizontal component of the platform in the global
reference and the tangential component relative to the connection axis.
∑ 𝑀𝑤 = 𝐽𝑤 ̈𝑥/𝑟 (3.1)
∑ 𝐹𝑤𝑥 = 𝑚𝑤 ̈𝑥 (3.2)
∑ 𝑀𝑝 = 𝐽𝑝 ̈𝜓 + 𝑚𝑝𝐿𝑎𝑡𝑎𝑛 (3.3)
∑ 𝐹𝑝𝑥 = 𝑚𝑝𝑎𝑥 (3.4)
By evolving the proper geometric relations and using the canonic vectors ⃗𝑖 for horizontal
direction and ⃗𝑗 for vertical, Equations 3.5 to 3.7 can be found, where ⃗𝑎𝐶𝑀 is the acceleration for
the CM.
⃗𝑎𝐶𝑀 = 𝑎𝑥 ⃗𝑖 + 𝑎𝑦 ⃗𝑗 = (𝑎𝑤𝑥 + 𝑎𝑝/𝑤𝑥) ⃗𝑖 + (𝑎𝑤𝑦 + 𝑎𝑝/𝑤𝑦) ⃗𝑗 (3.5)
𝑎𝑥 = 𝑎𝑤𝑥 + 𝑎𝑝/𝑤𝑥 = ̈𝑥 − 𝐿 ̇𝜓
2 sin𝜓 + 𝐿 ̈𝜓 cos𝜓 (3.6)
𝑎𝑡𝑎𝑛 = 𝑎𝑥 cos𝜓 − 𝑎𝑦 sin𝜓 = ̈𝑥 cos𝜓 + 𝐿 ̈𝜓 (3.7)
The equations 3.8 to 3.11 below can be found by combining equations 3.1 to 3.4 and 3.5 to
3.7, where: 𝑅ℎ and 𝑅𝑣 are horizontal and vertical components of the force in the connection
between bodies; 𝐹 is the friction force; 𝜏 is the acting torque.
𝐹𝑟 − 𝜏 = 𝐽𝑤 ̈𝑥/𝑟 (3.8)
− 𝐹 − 𝑅ℎ = 𝑚𝑤 ̈𝑥 (3.9)
𝜏 + 𝑚𝑝𝑔𝐿 sin𝜓 = 𝐽𝑝 ̈𝜓 + 𝑚𝑝𝐿( ̈𝑥 cos𝜓 + 𝐿 ̈𝜓) (3.10)
𝑅ℎ = 𝑚𝑝( ̈𝑥 − ̇𝜓2𝐿 sin𝜓 + 𝐿 ̈𝜓 cos𝜓) (3.11)
Finally, the nonlinear Equations 3.12 and 3.13 of motion can be found.
𝑚𝑝𝐿 cos𝜓 ̈𝑥 + (𝐽𝑝 + 𝑚𝑝𝐿2) ̈𝜓 = 𝑚𝑝𝑔𝐿 sin𝜓 + 𝜏 (3.12)
(𝐽𝑤/𝑟 + (𝑚𝑤 + 𝑚𝑝)𝑟) ̈𝑥 + 𝑚𝑝𝑟𝐿 ̈𝜓 cos𝜓 = 𝑚𝑝𝑟𝐿 ̇𝜓2 sin𝜓 − 𝜏 (3.13)
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A linear model can be obtained by applying 1st degree Taylor series at point 𝜓 = 0, which
gives cos(𝜓) ≈ 1, sin(𝜓) ≈ 𝜓 and ̇𝜓2 sin𝜓 ≈ 0. This model is used for some controllers design.
𝑚𝑝𝐿 ̈𝑥 + (𝐽𝑝 + 𝑚𝑝𝐿2) ̈𝜓 = 𝑚𝑝𝑔𝐿𝜓 + 𝜏 (3.14)
(𝐽𝑤/𝑟 + (𝑚𝑤 + 𝑚𝑝)𝑟) ̈𝑥 + 𝑚𝑝𝑟𝐿 ̈𝜓 = −𝜏 (3.15)
3.2 Three-dimensional Mechanical Model
To allow for more realistic simulations and for turning control design, another model must
be built. Now, planar movement and three-dimensional mechanics shall be considered, and a
schematic is presented in Figure 3.2. Here, 𝜏𝑟 and 𝜏𝑙 are the torque outputs from left and right
motors. Angles 𝜃𝑟 and 𝜃𝑙 correspond to the rotation described by each wheel. 𝑊 is the distance
between wheels. The coordinates 𝑥 and 𝑦 give the system location in the 𝑥𝑦 plane. The heading


















Figure 3.2 Three-dimensional schematic for mechanical part. This model allows for movement
alond the 𝑥𝑦 plane.
Let 𝑣𝑓, 𝑣𝑣 and 𝑣𝑙 be the longitudinal (frontal), vertical and lateral speed, respectively, presented
by the CM. These variables can be written as a function of the model parameters, as shown in
Equations 3.16 to 3.18.
𝑣𝑓 = 𝑟( ̇𝜃𝑙 + ̇𝜃𝑟)/2 + 𝐿 ̇𝜓 cos𝜓 (3.16)
𝑣𝑣 = −𝐿 ̇𝜓 sin𝜓 (3.17)
𝑣𝑙 = 𝐿 ̇𝜙 sin𝜓 (3.18)
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The total squared velocity can be decomposed as follows in Equation 3.19.
𝑣2 = 𝑣2𝑓 +𝑣2𝑣 +𝑣2𝑙 =
𝑟2
4
( ̇𝜃2𝑙 +2 ̇𝜃𝑙 ̇𝜃𝑟 + ̇𝜃2𝑟)+𝑟( ̇𝜃𝑙 + ̇𝜃𝑟)𝐿 ̇𝜓 cos𝜓 +𝐿2 ̇𝜓2 +𝐿2 ̇𝜙2 sin
2 𝜓 (3.19)
Let 𝑇𝑤, 𝑇𝑝 and 𝑉 be the wheels kinetic energy, the platform kinetic energy and the platform
gravitational potential energy. With them, it is possible to find the Lagrangian ℒ (see Equations
3.20 to 3.24). It is assumed that the platform has two symmetry planes, so the principal axes of
inertia are coincident to the system local frame. 𝐽𝜙𝑐 is the moment of inertia along the ̇𝜙 cos𝜓




















( ̇𝜃2𝑙 + 2 ̇𝜃𝑙 ̇𝜃𝑟 + ̇𝜃2𝑟) +
𝑚𝑝𝑟𝐿
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̇𝜙2 sin2 𝜓 +







𝑉 = 𝑚𝑝𝑔𝐿 cos𝜓 (3.22)
𝑇 =𝑇𝑤 + 𝑇𝑟 (3.23)



















( ̇𝜃2𝑙 + 2 ̇𝜃𝑙 ̇𝜃𝑟 + ̇𝜃2𝑟) +
𝑚𝑝𝑟𝐿
2






̇𝜙2 sin2 𝜓 +






− 𝑚𝑝𝑔𝐿 cos𝜓 (3.24)
By using the geometric restriction (assuming that there is no wheel slip) ̇𝜙 = 𝑅𝑊( ̇𝜃𝑟 − ̇𝜃𝑙),
which is equivalent to ̇𝜙2 = 𝑅2𝑊 2 ( ̇𝜃
2
𝑟 − 2 ̇𝜃𝑟 ̇𝜃𝑙 + ̇𝜃2𝑙 ), it is possible to find the Lagrangian dependent




















( ̇𝜃2𝑙 + 2 ̇𝜃𝑙 ̇𝜃𝑟 + ̇𝜃2𝑟) +
𝑚𝑝𝑟𝐿
2




















( ̇𝜃2𝑟 − 2 ̇𝜃𝑟 ̇𝜃𝑙 + ̇𝜃2𝑙 ) sin
2 𝜓 − 𝑚𝑝𝑔𝐿 cos𝜓 (3.25)











( ̇𝜃2𝑟 − 2 ̇𝜃𝑟 ̇𝜃𝑙 + ̇𝜃2𝑙 ) sin𝜓 cos𝜓 − 𝐽𝜙𝑐
𝑅2
𝑊 2









) = 𝐽𝜓 ̈𝜓 +
𝑚𝑝𝑟𝐿
2
( ̈𝜃𝑙 + ̈𝜃𝑟) cos𝜓 −
𝑚𝑝𝑟𝐿
2








) =(𝐽𝑤 + 𝑚𝑤𝑟2) ̈𝜃𝑟 +
𝑚𝑝𝑟2
4










( ̈𝜃𝑟 − ̈𝜃𝑙) sin
2 𝜓 + 2𝑚𝑝𝐿2
𝑅2
𝑊 2




( ̈𝜃𝑟 − ̈𝜃𝑙) cos2 𝜓 − 2𝐽𝜙𝑐
𝑅2
𝑊 2




( ̈𝜃𝑟 − ̈𝜃𝑙) sin
2 𝜓 + 2𝐽𝜙𝑠
𝑅2
𝑊 2









) =(𝐽𝑤 + 𝑚𝑤𝑟2) ̈𝜃𝑙 +
𝑚𝑝𝑟2
4










( ̈𝜃𝑟 − ̈𝜃𝑙) sin
2 𝜓 − 2𝑚𝑝𝐿2
𝑅2
𝑊 2




( ̈𝜃𝑟 − ̈𝜃𝑙) cos2 𝜓 + 2𝐽𝜙𝑐
𝑅2
𝑊 2




( ̈𝜃𝑟 − ̈𝜃𝑙) sin
2 𝜓 − 2𝐽𝜙𝑠
𝑅2
𝑊 2
( ̇𝜃𝑟 − ̇𝜃𝑙) ̇𝜓 sin𝜓 cos𝜓 (3.31)
Finally, the equations of motion can be derived from the equations proposed by the La-
grangian energy method (Equations 3.32 and 3.34). Hence, by doing the proper substitutions and


























( ̈𝜃𝑙 + ̈𝜃𝑟) cos𝜓 + 𝑚𝑝𝐿2 ̈𝜓 − 𝑚𝑝𝐿2
𝑅2
𝑊 2




( ̇𝜃2𝑟 − 2 ̇𝜃𝑟 ̇𝜃𝑙 + ̇𝜃2𝑙 ) cos𝜓 sin𝜓 − 𝐽𝜙𝑠
𝑅2
𝑊 2
( ̇𝜃2𝑟 − 2 ̇𝜃𝑟 ̇𝜃𝑙 + ̇𝜃2𝑙 ) sin𝜓 cos𝜓 − 𝑚𝑝𝑔𝐿 sin𝜓
= + 𝜏𝑟 + 𝜏𝑙 (3.35)
Equation of motion 2:
(𝐽𝑤 + 𝑚𝑤𝑟2) ̈𝜃𝑟 +
𝑚𝑝𝑟2
4










( ̈𝜃𝑟 − ̈𝜃𝑙) sin
2 𝜓 + 2𝑚𝑝𝐿2
𝑅2
𝑊 2




( ̈𝜃𝑟 − ̈𝜃𝑙) cos2 𝜓 − 2𝐽𝜙𝑐
𝑅2
𝑊 2




( ̈𝜃𝑟 − ̈𝜃𝑙) sin
2 𝜓 + 2𝐽𝜙𝑠
𝑅2
𝑊 2
( ̇𝜃𝑟 − ̇𝜃𝑙) ̇𝜓 sin𝜓 cos𝜓
= − 𝜏𝑟 (3.36)
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Equation of motion 3:
(𝐽𝑤 + 𝑚𝑤𝑟2) ̈𝜃𝑙 +
𝑚𝑝𝑟2
4










( ̈𝜃𝑟 − ̈𝜃𝑙) sin
2 𝜓 − 2𝑚𝑝𝐿2
𝑅2
𝑊 2




( ̈𝜃𝑟 − ̈𝜃𝑙) cos2 𝜓 + 2𝐽𝜙𝑐
𝑅2
𝑊 2




( ̈𝜃𝑟 − ̈𝜃𝑙) sin
2 𝜓 − 2𝐽𝜙𝑠
𝑅2
𝑊 2
( ̇𝜃𝑟 − ̇𝜃𝑙) ̇𝜓 sin𝜓 cos𝜓
= − 𝜏𝑙 (3.37)
3.3 Actuators Model
The actuators model will consider a coupling between a brushed DC motor and an gearbox.
The motor can be modeled as an electrical armature winding that possesses a resistance 𝑅𝑎 and
an inductance 𝐿𝑎. The windings are excited by an armature voltage 𝑉𝑎. The electrical current
𝑖𝑎 produces an electromechanical torque 𝜏𝑒𝑚 in the proportion 𝑘, and the mechanical rotational
speed response 𝜔𝑚 results in a Counter-electromotive force 𝑉𝑐𝑒 in the same proportion 𝑘 (Kenjo
and Nagamori (1985)).
Due to the gearbox ratio 𝛼, the parameter 𝑘 encompasses the intrinsic motor constant times 𝛼.
The moment of inertia for the actuator movable parts are neglected. The friction model adopted
for the set takes into account a static friction moment 𝛵𝑠, a kinetic friction moment 𝛵𝑘 and a
viscous friction constant 𝑑 so its correspondent moment is 𝑑𝜔𝑚 (Armstrong-Hélouvry et al.
(1994)). Figure 3.3 show the total friction as a function of 𝜔𝑚.
The actuator model (motor + gearbox) can be represented by the block diagram presented
in Figure 3.4. Although brushless DC motors are a common choice in this type of application,
the modular characteristics of the project makes it easy to work with different types of motors,
provided the overall characteristics of the actuation module are adequate.
The simulation environment for the present work makes use of the SIMPOWERSYSTEMS library







Figure 3.3 Friction components represented in a graph. At 𝜔𝑚=0, the only friction moment
present is the static Coulomb component 𝛵𝑠, where the range of possible values are represented
over the vertical axis. For 𝜔𝑚>0, the friction moment is 𝛵𝑘 + 𝑑𝜔𝑚. For 𝜔𝑚<0, the total friction













Figure 3.4 Actuator model. The mechanical system response 𝜔𝑚 produces friction and a counter-
electromotive force. The total tension in the motor windings generates armature current (𝑖𝑎)
which is responsible for the electromechanical torque. The actuator output is seen as the provided
net torque.
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4 LINEAR CONTROL DESIGN
To accomplish a final functional system, some general performance requirements must be
defined. Each modular component must be conceived through knowing these characteristics.
Initially, a partially decoupled project is presented, where the control design for each component
must also know the mechanical plant parameters. Finally, the full decoupling is achieved by
applying adaptive control through a model reference.
4.1 Double Loop Pitch Angle Control
The angle control module internally requires to provide an angle equal to its reference input
with null static error and within a given stabilization time.
To elaborate the control structure for the pitch angle, the longitudinal movement is be
considered. By applying Laplace transform to linear Equations 3.14 and 3.15 for null initial
conditions and applying the proper manipulations, it is possible to find a transfer function that
correlates the torque input to the pitch angle output. Its form is presented in Equation 4.1, where







Since 𝑐1 and 𝑐2 are positive, it is possible to draw the root locus plot for a negative feedback
loop with a positive gain controller, which is shown in Figure 4.1.
By previously determining a damping ratio 𝜉=1, it is possible to find a target natural frequency
𝜔𝑛 to fit a determined stabilization time within a tolerance range in order to achieve the given
performance requirements. The control loop configuration in order to do so consists of two steps.
First, the system is stabilized through closed-loop control and the first closed loop pole is placed
at -2𝜔𝑛 as shown in Figure 4.2. This is done by adding a controller zero to cancel the stable pole.
In the practical implementations (simulations and experiments) a filtering pole is also added.
The first step consists of the stabilization loop with controller 𝐾1, shown in Figure 4.3, where
𝐺(𝑠). This internal loop as a closed-loop system has one pole at -2𝜔𝑛 and one that appears





Figure 4.1 Root locus for negative feedback with positive proportional gain controller. The red
lines represent the possible placing positions by varying the gain value.
The more external loop is implemented in order to allow for the output to track the reference
with null static error. To do so, an open-loop pole is added at the origin and a zero is added to
cancel the influence of the pole that appears from the stabilizing controller zero. By choosing
the correct gain value, it is expected that the root locus allows for the placement of two poles
half way between the origin and -2𝜔𝑛, i.e., at -𝜔𝑚, thus achieving a final second order system
with damping ratio 𝜉=1 and natural frequency 𝜔𝑛, as shown in Figure 4.4.
To show the robustness of the closed loop system when the pole cancellation is not perfect,
the step response is shown in Figure 4.5 when the estimated pole is 10% closer to or farther from
the imaginary axis.
This approach makes it easy to achieve the performance characteristics when the system
parameters are known. The choice of the controllers zeros position and both high frequency
gains for 𝐾1 and 𝐾2 depends on these parameters. This first approach, therefore, does not make
the design independent from the specific system characteristics, although it is shown in results
that the control design for each of the loops are properly decoupled from each other.
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Figure 4.2 Root locus for negative feedback with positive gain controller and a zero to cancel the
stable pole. The gain is chosen so as to achieve a closed loop setting with first order behavior
and two times the target natural frequency.





Figure 4.3 Double loop structure to track pitch angle.
4.2 Position Control
A position control loop for the system was implemented by taking the transfer function that
relates input 𝜓 to output 𝑥. This can be done by manipulating Equations 3.14 and 3.15 in order















Figure 4.4 Root locus for negative feedback of the stabilizing loop. The controller 𝐾2 has a pole
at the origin to achieve null static error and a zero to cancel the pole added by the stabilizing
controller
4.3 Turning control
To enable turning speed tracking, the control signal was chosen to be the difference 𝜏𝑟 − 𝜏𝑙.
By initially assuming 𝜓 = 0, the Equation 3.36 can be subtracted from 3.37 to get the simplified
model in Equation 4.3.
(𝐽𝑤 + 𝑚𝑤𝑟2 + 2𝐽𝜙𝑐
𝑟2
𝑊 2
)( ̈𝜃𝑙 − ̈𝜃𝑟) = 𝜏𝑟 − 𝜏𝑙 (4.3)
The variable substitution ̇𝜙 = 𝑟𝑊( ̇𝜃𝑟 − ̇𝜃𝑙) results in the Equation 4.4.
− (𝑊𝐽𝑤
𝑟
+ 𝑚𝑤𝑊𝑟 + 2𝐽𝜙𝑐
𝑟
𝑊
) ̈𝜙 = 𝜏𝑟 − 𝜏𝑙 (4.4)
By analyzing the term −𝑚𝑝𝐿2 𝑅
2
𝑊 2 ( ̇𝜃
2
𝑟 − 2 ̇𝜃𝑟 ̇𝜃𝑙 + ̇𝜃2𝑙 ) sin𝜓 cos𝜓 + 𝐽𝜙𝑐 𝑅
2
𝑊 2 ( ̇𝜃
2
𝑟 − 2 ̇𝜃𝑟 ̇𝜃𝑙 +
̇𝜃2𝑙 ) cos𝜓 sin𝜓 − 𝐽𝜙𝑠 𝑅
2
𝑊 2 ( ̇𝜃
2
𝑟 − 2 ̇𝜃𝑟 ̇𝜃𝑙 + ̇𝜃2𝑙 ) sin𝜓 cos𝜓 in Equation 3.35, it is possible to see that,
since 𝑚𝑝𝐿2 > 𝐽𝜙𝑠 > 𝐽𝜙𝑐 , it is always negative for ̇𝜃𝑙 − ̇𝜃𝑟 ≠ 0. Due to this fact, the pitch angle
control can have its performance compromised and possibly lose stability. This peculiarity is
shown on results and can be rectified by applying MRAC, which is also be confirmed further by
simulation results.
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Figure 4.5 Step response with pole estimation 10 closer to (left plot) or farther from (right plot)
the imaginary axis. The parameter values used are those presented in Table 6.1. The vertical
dotted lines show the settling time within 2%.
4.4 Armature Current Control
The electric current control is intrinsic of the torque provider module, and aims, with previous
knowledge of mechanical and electromechanical properties of the DC motor, to track a current
input so as to provide the correct net torque value at the output as shown in section 3.3. A
Proportional-integral-derivative (PID) controller is used to track electric current.
To decouple the current control from the mechanical plant, the sensed value of the rotor speed
is used. As shown in section 3.3, the value can be used to estimate the counter-electromotive
force in the motor, and the armature voltage can be set to overcome this phenomenon without
include de mechanical plant model in the PID parameters estimation.
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5 ADAPTIVE CONTROL DESIGN
In this chapter, the main techniques used to decouple the control design from specific me-
chanical plant parameters are described. Although each project may have different specifications
and parameters, adaptive controllers can be used to overcome the need of previously knowing the
system characteristics. To do so, this work takes advantage of characteristics that are common to
any TWIP.
The use of MRAC also allows for the system to work well at nonlinear operation, since the
system with sufficiently high adaptation gains is forced to track the reference model. Furthermore,
a stronger decoupling between 𝜓 and 𝜙 is expected, since each variable is controlled to track
their own references. However, at the results sections, it is shown that there are some issues that
occur when setting very high gains.
5.1 MRAC with Full State Feedback
The MRAC approach used for each control loop is presented by Slotine et al. (1991). By
writing the linear system (which is second order for all cases presented in the work) as
𝑎2 ̈𝑦 + 𝑎1 ̇𝑦 + 𝑎0𝑦 = 𝑢, (5.1)
where u and y are the input and the output, respectively. By defining a reference model
𝛼2 ̈𝑦𝑚 + 𝛼1 ̇𝑦𝑚 + 𝛼0𝑦𝑚 = 𝑟(𝑡), (5.2)
it is possible to choose the control law
𝑢 = ̂𝑎2𝑧 + ̂𝑎1 ̇𝑦 + ̂𝑎0𝑦 = v𝑇(𝑡) ̂a(𝑡) (5.3)
̂a(𝑡) = [ ̂𝑎2 ̂𝑎1 ̂𝑎0]𝑇 (5.4)
v(𝑡) = [𝑧 ̇𝑦 𝑦]𝑇, (5.5)
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where 𝑧 is computed from the measured or estimated states and from the model computed states
as
𝑧(𝑡) = ̈𝑦𝑚 − 𝛽1 ̇𝑒 − 𝛽0𝑒 (5.6)
𝑒 = 𝑦 − 𝑦𝑚. (5.7)
The constants 𝛽𝑖 are chosen so the polynomial 𝑠2 + 𝛽1𝑠 + 𝛽0 is Hurwitz stable. For every
project involving MRAC in the present work, it is used 𝛽1 = 2𝜔𝛽 and 𝛽0 = 𝜔2𝛽, with 𝜔𝛽 = 2𝜔𝑚.
By virtually implementing a model transfer function 𝑀(𝑠) as
𝑀(𝑠) = 𝜔𝑛𝑠
2
𝑠2 + 2𝜔𝑛𝑠 + 𝜔2𝑛
, (5.8)
and computationally integrating its output, it is possible to have the values 𝑦(𝑖)𝑚 in real time.
The idea is to find the values ̂𝑎𝑖 = 𝑎𝑖 so that 𝑒 = 0. Since the parameters 𝑎𝑖 are unknown, an
adaptation law must be chosen so as to update the estimated ̂𝑎𝑖 values in real-time so 𝑒 converges
to 0. By defining the parameter error ̃a = ̂a − a, the error dynamics can be written as
̇e = Ae + (1/𝑎2)b(v𝑇 ̃a) (5.9)








b = [0 1]𝑇. (5.12)
To find a suitable adaptation law to achieve convergence, the Lyapunov function candidate
𝑉 (e, ̃a) = e𝑇Pe + ̃a𝛤−1 ̃a (5.13)
𝛤 = 𝛤𝑇 > 0, P = P𝑇 > 0, Q > 0 so that, PA + A𝑇P + Q = 0 (5.14)
can be differentiated as follows:
̇𝑉 = −e𝑇Qe + 2 ̃a𝑇vb𝑇Pe + 2 ̃a𝛤−1 ̇̃a. (5.15)
Since ̇̂a = ̇̃a, the adaptation law ̇̂a = −𝛤vb𝑇Pe gives
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̇𝑉 = −e𝑇Qe. (5.16)
The second derivative of 𝑉, ̈𝑉 = e𝑇(A′Q + QA)e, is bounded, and the uniform continuity
of ̇𝑉 allows for inferring 𝑉 −→ 0 when 𝑡 −→ ∞ through Barbalat’s lemma (Slotine et al. (1991)).
5.2 Pitch Angle Control
The linearized equation that represents the net torque to pitch angle dynamics can be directly
obtained from Equation 4.1:






Equation 5.18 is written in the form (5.1), so the MRAC method presented in 5.1 can be
directly applied. Since de 𝑎1 constant in the present example is simply 0, the initial value of ̂𝑎1
is set to zero, and the matrix 𝛤 is defined such that 𝑎1 does not change.
For pitch angle control, the values were chosen by trial and error based in simulation results.
They are:





















The choice of P aims to ensure that the parameter convergence depends more on state 𝜓 than
on ̇𝜓, and 𝛤 is set so the adaptation gain for 𝑎0 is 2500 times greater than the adaptation gain for
𝑎2. Also, the multiplier for adapting 𝑎1 is 0, which means that it is not updated at all.
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5.3 Direction Control
The TWIP’s heading angle is related to the differential torque according to Equation 4.4 for
𝜓 ≈ 0, and it can be rewritten as:
𝑐 ̈𝜙 = 𝜏𝑟 − 𝜏𝑙 = 𝛥𝜏. (5.22)
By comparing this model with Equation 5.1, one can directly infer that 𝑎0 = 𝑎1 = 0. The
parameters ̂𝑎0 and ̂𝑎1 are initially set to 0 and the values chosen for applying MRAC in direction
control were then:





















Like in pitch control, some parameters estimates are unchanged, and the state 𝜙 has an
increased influence in the control law (as opposed to ̇𝜙) due to the choice of P .
5.4 Longitudinal Position Control
To control the position on a longitudinal application, a combination of MIAC and MRAC
was implemented due to some peculiar characteristics of the dynamics that relate the output
𝑥 with the input 𝜓. Equation 4.2 shows that the linearized system has relative degree 0, is a
double integrator and has a nonminimum zero, and these are characteristics that hinder the control
design.









̂𝑥(𝑠) = (−𝑐1𝑠2 + 𝑐2) ̂𝑥1(𝑠), (5.28)
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which allows for recovering (4.2). The estimation of 𝑥1 and 𝑥2 can then be done by numerical
integration, and further in this section, it is shown a strategy to overcome drifting due to integration
modeling errors, noise, and other error sources.
From the estimated 𝑥1 and measured 𝜓 values, an algorithm for model estimation was used







Although the inverted system is unstable, its output is always bounded since the actual system
is its inverse, which is always limited by the closed loop control. The input 𝑥 can be seen as a
signal that ensures 𝜓 is always bounded.
The estimated states 𝑥1 and 𝑥2 are used for MRAC, and the controller parameters where set
as





















The estimated values of 𝑐1 and 𝑐2 are used to scale the reference signal for the MRAC control.
Since, as shown in Section 5.1, the reference 𝑟(𝑡) corresponds to a command to be tracked by the
system first state, it is necessary to scale the reference signal so the states converge to values such
that the actual output 𝑥 reaches a desired command. For simplicity, only the stationary conditions
to be tracked in this approach are considered. The desired output 𝑟′(𝑡) = 𝑥∗ is directly divided
by 𝑐2, and a converted reference signal 𝑟(𝑡) = 𝑥∗1 is generated.
The estimation step is done by following a methodology presented by Ioannou and Fidan
(2006). The inverted system was chosen to be estimated for not having nonminimum zeros, and






The parameters can be joined together in a single vector 𝜎∗ = [−1/𝑐1 0 0 0 −𝑐2/𝑐1]𝑇,
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The polynomial 𝛬(𝑠) chosen was 𝛬(𝑠) = 𝑠2 + 20𝑠 + 100, and it adds filtering poles to
the algorithm that estimates the derivatives of 𝑥 and 𝜓. The idea is to vary the estimates of
−1/𝑐2 and −𝑐1/𝑐2 according to an adaptation law. This aims to construct a vector 𝜎 that can
be multiplied by 𝜌, which results in a value ̂𝜁. Those estimates are updated in order to get ̂𝜁 to
converge to 𝜁. The adaptation law to achieve this desired result is given by:
?̇? = 𝛤𝑖(𝜁 − ̂𝜁)𝜌. (5.36)










𝛾𝑖 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0










In order to overcome drifting due to error integration, the position error is computed and
a proportional-derivative (PD) logic is applied to generate a correction control signal, where
𝐾𝑝 = 0.01, 𝐾𝑑 = 0.1 and a derivation filtering pole was set at 𝑠 = −100.
5.5 Trajectory Control
The trajectory control is done directly by using a PD controller without adaptive characteristics.
The improvements, as is shown in the results chapter, are achieved by allowing the intermediate
variables, such as 𝜓 and 𝜙, to assume more aggressive values, which is possible since the MRAC
approach forces the system to track the reference models even when operating at nonlinear
regions. The chosen gains are 𝐾𝑝 = 0.01, 𝐾𝑑 = 0.1.
To control the direction the system must face, the reference angle for the turning control
is generating from the Cartesian coordinates that represent both the TWIP and the target lo-
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cations. From these coordinates, it is possible to compute de reference angle by computing
tan− 1(𝛥𝑦/𝛥𝑥). When the target is behind the TWIP, 180𝑜 is added to the reference values so
the system is driven backwards to the target.
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6 Results and Discussions
The Table 6.1 lists the numeric values of the physical parameters used for simulation. For the
simulations, the friction model will only consider viscosity. The numeric solver uses variable-step
with Dormand-Prince method. The relative tolerance was set to 0.1%.
Table 6.1 Numeric values used in simulations.
Description Value
𝑚𝑤 Wheels mass 3kg (1.5 each)
𝐽𝑤 Wheels moment of inertia 0.0972kg⋅m2 (0.0486 each)
𝑟 Wheel’s radius 20cm
𝑊 Distance between wheels 0.65m
𝑚𝑝 Platform’s mass 80kg
𝐽𝑝 Platform’s moment of inertia (CM) 6.67kg⋅m2
𝐽𝜙𝑐 Moment of inertia corresponding to the roll angle 0.6667kg⋅m
2
𝐽𝜙𝑠 Moment of inertia corresponding to the yaw angle 8kg⋅m
2
𝐿 Distance from axis to CM 1m
𝑔 Gravitational acceleration 9.81m/s2
𝑅𝑎 Armature resistance 0.345Ω
𝐿𝑎 Armature inductance 0.273mH
𝑘 Motor torque constant 0.0894N⋅m/A
𝑑 Viscous friction constant 73.53µN⋅m⋅s/rad
𝑓PWM PWM switching frequency 39.06kHz
6.1 Simulations with Torque, Inclination and Position Linear Controllers
For this first simulation, three levels of control are used: the inner torque, the inclination
and the outer position controllers. The target performance characteristics were set to reach a
maximum speed of 20km/h (or 5.556m/s) in less than 30s, within 2% of error.
For the torque module, the electric current control was designed to achieve a settling time
less than 0.015s for a step input. To do so, an integral controller was sufficient by the model
analysis, with a gain of 94.347A/V⋅s and the counter electromotive force compensation.








The inclination control is done through the double structure presented in the chapter 4, and
uses preset parameters. The controllers 𝐾1 and 𝐾2 were designed through the corresponding
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method for the double structure with 𝜔𝑛=10rad/s to achieve a response time to a step command









Finally, the position control must attend the following characteristics:
• Null long term error to parabolic input;
• System’s natural frequency such that, for a second order system approximation, 0.8rad/s <
𝜔𝑛𝑥 < 1rad/s. This assures that the system is not too fast, allowing the angular position 𝜃
to always track its reference signal.






and the position controller obtained to achieve the given performance characteristics can be
represented by the transfer function
𝐾𝑥(𝑠) =
2.2379(𝑠 + 0.03647)(𝑠 + 0.3318)
𝑠(𝑠 + 2.781)(𝑠 + 6.689)
. (6.1)
By simulating the integrated system in a 550s mission, we can first analyze the longitudinal
position response. To do so, a reference signal was generated in order to reach specific points at
maximum speed. The reference signal and the system response is presented in Figure 6.1.
From the results, it is possible to infer that the system was able to fulfill the speed requirement.
The general specification of 30s to reach the maximum speed was also achieved, as can be seen
in Figure 6.2.
To verify the component decoupling assumption, it is important to analyze the intermediate
variables in the process. First, the inclination (𝜓) response presented very low peak errors (less
than 0.015rad) at quick transient intervals (less than 0.4s), as show in Figure 6.3. The low error
level presented in the simulation, obeying the performance restrictions, indicates, as also shown in
Figure 6.3, that the inclination module works as an unitary gain, since the output is approximately
equal to the input. The same analysis can be applied to the torque module, of which the response
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Figure 6.1 System’s position response (𝑥). The left side puts a comparison between the reference
and the response, while the right side presents the error.
Time (s)

















Figure 6.2 System’s speed. The settling time within 2% is achieved in approximately 15.5s
can be verified in Figure 6.4. For this variable, it was obtained a maximum permanent error of
less than 0.3N⋅m and a maximum transient error of less than 0.7N⋅m. The major influence in
the stationary error values correspond to the switching device influence, and the high frequency
components are filtered by the mechanical system. The motor voltage curve for current control is
presented in Figure 6.5, and clearly shows variations around the low frequency response caused
by the switching device.
6.2 Simulations with Linear Turning Controller
By exploring the approximation presented in section 4.3 for 𝜓 = 0, it is possible to implement
the turning control as an extra module. The transfer function that relates input 𝜏𝑟 − 𝜏𝑙 to output
𝜙 in this model for the given parameters is
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Figure 6.3 Platform’s angular response (𝜓). The left side puts a comparison between the reference
and the response, while the right side presents the error.
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Figure 6.4 Actuating toque (𝜏). The left side puts a comparison between the reference and the
response, while the right side presents the error. The scale of the vertical axis shows that the







For this case, the position control can be directly substituted by a speed controller through the
integration of the desired target position. The read velocity is also integrated, and a speed profile
is translated into position tracking reference. To obtain a controller for this model that ensures a
stabilization time less than 1s and an overshoot level less than 5%, a dynamic controller that can




was conceived. In this simple example, there is still no feedback compensation to the
influences of varying 𝜓 values. But the system, as confirmed by simulations, did not have its
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Figure 6.5 Motors’ input voltage (𝑉𝑖𝑛).
stability compromised, although the performance characteristics change considerably, as shown
in Figure 6.6. It is possible to notice that, despite the requirements are attended for null linear
accelerations, which means, in the TWIPs scope, 𝜓 = 0, the control becomes much slower when
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Figure 6.6 System response for varying reference values of 𝜓 and ̇𝜙.
By enabling the speed control as mentioned before, the system can reach top speed in the
same 15.5s of the previous section. As before, at the peaks of acceleration (where the speed varies
more), the turning control responds with more overshoot and slower dynamics (Figure 6.7).
Another control approach that can be enabled by combining the tracking of pitch and turning,
is the independent wheel control through forward kinematics. The wheel velocity reference signal
can be converted to linear speed and turning values, since 𝑣 = 𝑟2( ̇𝜃𝑟 + ̇𝜃𝑟) and ̇𝜓 =
𝑟
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Figure 6.7 System response with closed loop speed control.
This allows for overcoming the impossibility of directly controlling the wheels velocity due to




















Right wheel reference speed (rad/s)
Right wheel actual speed (rad/s)
Left wheel reference speed (rad/s)
Left wheel actual speed (rad/s)
Figure 6.8 Independent wheel control enabled via variable substitution.
By directly using the position controller, the target following was also enabled with medium
speed values Figure 6.10. Figure 6.9 shows an example of trajectory where peaks of position
error to the target occur during acceleration and deceleration, and at sharp curves (Figure 6.11).
6.3 Adaptive Pitch Controller
The next simulations were done by omitting the torque providing module dynamics to avoid
extra computational costs. Since the results show that the fast dynamics of this inner module
does not affect significantly the overall performance, the obtained results should not be far from
the expected characteristics without the omission.
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Figure 6.9 Target following representation for the simulation with initial point (0,0).
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Figure 6.10 Speed curve for the example path.
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Figure 6.11 Error to the target position over time.
As shown in the analysis of Section 5.1, for a given linear system, the error between the
reference model and the actual system must converge to 0 by using the state feedback approach.
Furthermore, it is expected that the parameters estimated by the controller also converge to the
actual plant parameters. Some examples are given in the present Section to show the performance
of the pitch angle controller under certain conditions. Figure 6.12 shows a default reference
signal chosen for analysis and the respective response presented by the reference model.
By operating within a the linear region (𝜓 < 0.1rad) with 𝛾𝜓 = 20, it is possible to verify
that the actual system converges rapidly to track the reference model (Figure 6.13). Figure 6.14
presents the error convergence for this example, whereas the parameter convergence is shown in
Figure 6.15.
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Figure 6.12 Reference model response to a default reference input (adaptive control).










Figure 6.13 System response compared to reference model (adaptive control).
When operating outside the linear region, the system is forced to follow the reference signal
by the adaptive controller, although the parameter convergence is not achieved since the actual
system does not behave as the proposed linear model in Section 5.1. Figures 6.16 and 6.17
illustrate this configuration.
Finally, Figure 6.18 shows what happens to the control signal when a high amount of noise
is added to the measurement of 𝜓. The noise added is a random number (extracted from a
normal distribution every 2ms with unitary variance) multiplied by a gain 0.005. This signal
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Figure 6.14 Error convergence within linear region (adaptive control).






















Figure 6.15 Parameter convergence on linear region operation (adaptive control).
is very fast and high, which may not be achievable by controllers in experimental cases. This
behavior illustrates the problem of having very high adaptive gains in practical applications.
Figure 6.19 shows how the parameter 𝛾 filters the actuation noise when working with lower
gains. It is important to highlight that the values of noise added to exemplify this phenomenon
are exaggerated and, in practical applications, it is possible to easily achieve better measurements
even with cheap sensors. Therefore, the adaptive gains can be set to higher values.
6.4 Adaptive Direction Controller
When simulating the direction control system with 𝜓 = 0, the results show that the actual
system converge properly to the reference model (Figure 6.20). The estimated inertia parameter
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Figure 6.16 System response for pitch angles varying within 50𝑜 (adaptive control).























Figure 6.17 The parameters do not converge with nonlinear operation (adaptive control).
converges to the actual value, as shown in Fugire 6.21 for different values of 𝛾𝜙.
By setting 𝛾𝜓 = 20, it is possible to evaluate the 𝜙 response when the TWIP is accelerating,
i.e., when 𝜓 ≠ 0. Figure 6.22 shows that the 𝜙 response remains close to the reference model
even for high values of 𝜓. Although for the higher 𝜓 values the response dynamics start to change,
an increase in the gain 𝛾𝜙 forces the system to get closer to the reference output, as shown in
6.23.
Therefore, by setting a sufficiently high value for 𝛾𝜙, it is possible to decouple the influence
of the pitch control loop from the direction one, which was not possible by using simpler linear
controllers.
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Figure 6.18 Noisy control signal that occurs when noise is added to the output measurement on
high values of 𝛾𝜓 (adaptive control).












Figure 6.19 Noise in the control signal is attenuated with lower adaptation gains (adaptive
control).
6.5 Position Control
The position control results can be shown in Figure 6.24 when no proportional-derivative
drift compensation is used. The plot shows that the actual position drifts from the target reference
model due to error integration. As shown in Section 5.4, the controller reference input is not the
position 𝑥, but the state 𝑥1. In order to account for the actual 𝑥 position, the drift compensation
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Figure 6.20 Direction controlled response converges to the reference model (adaptive control).






















Figure 6.21 Estimated parameters converge to the actual plant constants (adaptive control).
























Figure 6.22 The system remains close to the reference model when 𝛾𝜓 = 20 and 𝛾𝜙 = 0.05
(adaptive control).
61






















Figure 6.23 The system gets closer to the reference model when 𝛾𝜓 = 20 and 𝛾𝜙 = 1 (adaptive
control).
can be turned on, which gives the results presented in Figure 6.25.











Figure 6.24 Adaptive position controller without drift compensation (adaptive control).
6.6 Trajectory Control
The trajectory control described in Section 5.5 was simulated for a predefined target path.
Figure 6.26 shows a sketch that represents the path followed by the system.
To compare results with the linear controllers approach, some simulations were done and the
results can be seen in Figures 6.27 and 6.28. The dashed black line represents the predetermined
target path. The green one, represents the adaptive system trajectory in response to the given
reference trajectory.
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Figure 6.25 Adaptive position controller with proportional-derivative drift compensation (adap-
tive control). PD gains where find through trial and error.
The blue line represent the system with the presented linear controllers (configuration 1).
In this case, the system is allowed to drive backwards if the target is behind it. The red case
(configuration 2) is also implemented with linear controllers but the system is not allowed to drive
back, and if the target is behind the TWIP, the device turns all the way to the correct direction.
This difference basically affects how the system deals with overshoots.
In both linear examples, since the turning control is not strongly decoupled from the pitch
angle, the system is forced to stop when the direction error is greater than 30𝑜. The device is
allowed to move once that error is inside that margin again.
In Figure 6.29 the absolute position error between the target and the TWIP is presented. It
is possible to notice that the adaptive system has the smallest error values in general, specially
when the target stops moving (at around 40s). For the green curve, an error peak occurs at around
30s. This can be seen in Figure 6.26 when the green curve gets far from the trajectory path
at around the point (19,12). This issue occur due to fast variations in the generated reference
direction when the system is too close to the target. Although it can be easily fixed, for example,
by freezing the reference angle when the system is inside a constant radius circle around the
target, it is interesting to see that the controllers manage to bring the device back to low error
values.
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Figure 6.26 Trajectory control with adaptive controllers starting from (-25,0).















Linear controllers in configuration 1
Figure 6.27 Trajectory control with linear controllers starting from (-25,0).
6.7 Comparison between Linear and Adaptive Control
As can be inferred from results, the adaptive controllers actuating on the loop helped to
overcome some problems that linear controllers could not solve. The presented double structure
of linear non-adaptive controllers allows for the system to be controlled adequately for small
pitch angles. In this approach, the implementation can be done by knowing the plant parameters
or by setting the zeros position and each controller gain by trial and error. Through experiments,
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Linear controllers in configuration 2
Figure 6.28 Trajectory control with linear controllers and no backwards driving starting from
(-25,0).



























Linear controllers in configuration 1
Linear controllers in configuration 2
Adaptive controllers
Figure 6.29 Absolute position error for all the simulated cases.
the stabilizing loop can be tuned in order to achieve a performance that corresponds to twice the
target natural frequency. The second controller can then be adjusted with the same zero value as
the first, and having its high frequency gain adequately tuned.
Although the linear controllers are unable to achieve the high performance presented by the
adaptive ones, the pitch stabilizing controller (𝐾1) can be used together with 𝐾2 for enabling null
stationary errors. For applications in which the TWIP can not be configured with an integrator
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controller, such as for human transportation purposes, the controller 𝐾2 can be turned off or
ignored. The reason is because, since the user must push the rod backwards or forward to
accelerate, an integrator pole would incrementally force the platform back to vertical posture.
𝐾1 can, in this case, be adjusted so the system behaves according to the target natural frequency.
In this perspective, for such applications, adaptive control through MRAC or even MIAC
would not suitable to traditional vehicle applications. In the model reference case, a signal should
be passed to the pitch controller so as to compute the reference model output, but the user controls
the device by applying disturbances to the pendulum. Model identification would require the
measurements of all plant inputs, including disturbances applied by the user, which is very hard
to achieve.
On the other hand, for control based in reference signals, such as the cases presented in
this work, the adaptive system shown to be more suitable, is easily implemented, allowed for a
stronger decoupling between subsystems and presented better performance at nonlinear operation.
The choice of adaptation gains can be done by trial and error. As shown by results, the system
works without having its stability compromised even with very different values assigned to these
gains. In fact, for ideal linear operation, the stability proof in Section 5.1 shows that the system
is stabilized for any positive adaptation gain.
The system shall then be configured to adapt fast enough so the reference output can be
adequately tracked even in nonlinear conditions. High adaptation gains, however, make the
system try to adapt, for example, to measurement noise, which would require control signals that
are unachievable in practice.
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7 CONCLUSIONS
The results show that the incremental modular project of a TWIP can have many advantages.
While working with simple models for control design, it was possible to obtain results within the
given constraints as confirmed by simulation over more sophisticated models. The project could
be divided into steps that can be separately tested in simpler simulations.
By choosing adequate control structures, the modules could be designed while obeying
the conditions that would grant decoupling. The mathematical proposals were proved by the
simulation results, which indicated that each loop was independent. The reasoning that led to
this conclusion consists of the comparison between the reference input and the system output
for each control loop. Since the values for the errors were sufficiently low (within the ranges
proposed in each project), each component acts approximately as unitary gains without dynamics.
Each module can then work and be designed independently, since this policy is respected.
The simulations presented adequate response for most cases. For the torque, pitch and position
controls, the desired characteristics were adequately achieved. In the case of turning control, the
performance is adequate only for some values of 𝜓 when working with linear controllers (the
approach presents issues when extreme conditions of operation are requested). This problem
could be resolved with the implementation of adaptive controllers through MRAC, which ensured
that the system response was always within low error margins in relation to a linear reference
model.
Some performance limitations were properly overcome by using adaptive approaches, which
allowed for the system to operate in aggressive conditions at higher accelerations and high pitch
values, while changing direction at the same time. The combination of cascaded and parallel loops
with adaptive controllers made possible a strong decoupling between each control design and
the mechanical plant, and the independent developing and testing of each module was possible
during this project.
The simulation results also suggests that, when working with an experimental adaptive
system, some care with the choice of the adaptation gains must be taken. In order to avoid a very
fast adapting control signal when the system is subjected to high frequency measurement and
actuation noises, these gain should not be very high. At the same time, very low adaptation gains
may not be sufficient to make the system work properly at non-ideal conditions, such as when
there are nonlinearities and coupled variables.
Proposals for future works include:
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• Addition of sensor models in simulations;
• Addition of Coulomb friction in the motors models;
• Application of adaptive control for the electric current loop in order to decouple the loop
dynamics from the specific motor used in the design;
• Experimental validation by developing a prototype.
7.1 Published Works
• Déda, T., Fujiwara, E. & Carneiro, E. J Braz. Soc. Mech. Sci. Eng. (2018) 40: 536.
Modular approach for control design of an autonomous two-wheeled inverted pendulum;
• Oliveira, T.C.D., Fujiwara, E. and de Paiva, E.C., 2018, March. Modular approach for
motion control design of three-dimensional two-wheeled inverted pendulum. In Advanced
Motion Control (AMC), 2018 IEEE 15th International Workshop on (pp. 96-101). IEEE.
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