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Abstract 
Linear threshold functions (for real and Boolean inputs) have received much attention, for 
they are the component parts of many artificial neural networks. Linear threshold functions are 
exactly those functions such that the positive and negative examples are separated by a hyper- 
plane. One extension of this notion is to allow separators to be surfaces whose equations are 
polynomials of at most a given degree (linear separation being the degree-l case). We investigate 
the representational nd expressive power of polynomial separators. Restricting to the Boolean 
domain, by using an upper bound on the number of functions defined on (0, 11” by polynomial 
separators having at most a given degree, we show, as conjectured by Wang and Williams 
(1991), that for almost every Boolean function, one needs a polynomial surface of degree at least 
Ln/2J in order to separate the negative examples from the positive examples. Further, we show 
that, for odd n, at most half of all Boolean functions are realizable by a separating surface of 
degree Ln/2]. We then compute the Vapnik-Chervonenkis dimension of the class of functions 
realized by polynomial separating surfaces of at most a given degree, both for the case of 
Boolean inputs and real inputs. In the case of linear separators, the VC dimensions coincide for 
these two cases, but for surfaces of higher degree, there is a strict divergence. We then use these 
results on the VC dimension to quantify the sample size required for valid generalization in 
Valiant’s probably approximately correct framework (Valiant, 1984; Blumer et al., 1989). 
1. Introduction 
A (0, 1}-valued functionfon Iw” is said to be a linear thresholdfunction if there are 
real numbers wl,w2, . . . . w, and 8 such that f(x) = 1 if and only if the inner product 
(w, X) = CyzO Wtxi is greater than 8. The coefficients Wi (1 < i < n) are known as the 
weights, the vector w is known as the weight-vector, and 9 is called the threshold. When 
8 = 0, we say that f is a homogeneous linear threshold function. Linear threshold 
functions have been studied extensively: see, for example [3,13,15,17,19]. Observe 
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that a function is a linear threshold function if and only if the positive examples can be 
separated from the negative examples by a separating hyperplane. (In the case of 
a homogeneous linear threshold function, this hyperplane contains the origin.) One 
may consider different kinds of separators, generalizing the notion of a linear thresh- 
old function. As in [7,20,26] (for example) one may consider separators which are 
quadratic, cubic, or in general polynomial. A surface in R” is said to be a polynomial 
discriminator of order m if it can be described by a multinomial equation of degree m in 
the variables x1,x2, . . . . x,. For example, the set of discriminators of order 2 in 
R3 consists of all surfaces whose equations are of the form 
WlXl + WzX2 + W3X3 + WqXf + WgX: + WeXz + W7XlX2 + WgXlX3 + WgX2X3 
= WlO 
for some constants wi (1 d i < lo), where at least one of the terms of order 2 has 
a non-zero coefficient. (This last condition ensures that the order of a discriminator is 
well defined.) 
Linear and polynomial discriminators have been studied in the context of pattern 
classification (see, for example, [S, 9,20]), where the aim is to classify a given set of test 
data points into two categories correctly, this classification being used as a (hopefully 
valid) means of classifying further points. Although we shall discuss only the method 
of separation by polynomial surfaces in this paper, it should be mentioned that other 
methods have usefully been applied when the desired classification of the data points 
cannot be achieved by linear separators; see, for example, [16,27]. The representation 
and approximation of Boolean functions by polynomials has useful applications in 
a number of areas of computer science; a discussion of some of the problems studied 
and the techniques used may be found in the survey of Saks [23]. In addition, 
polynomial discriminators have recently been employed in signal processing (see 
[22]). It is therefore an important problem to determine the “power” of classification 
achievable by such discriminators. 
Here, we investigate the representational and expressive power of polynomial 
separators. We bound the number of Boolean functions which can be represented by 
a polynomial having at most a given degree. Using this, we show that for almost every 
Boolean function, one needs a polynomial surface of degree at least Ln/2 J in order to 
separate the negative examples from the positive examples. We then compute the 
Vapnik-Chervonenkis dimension of the class of functions realized by polynomial 
separating surfaces of at most a given degree; we do this both for the case of Boolean 
inputs and real inputs. In the case of linear separators, the VC dimensions coincide for 
these two cases, but for the surfaces of higher degree, there is a strict divergence. 
Having computed the VC dimensions, we obtain an indication of how large a set of 
test data should be used for valid further classification of previously unseen points 
(within the criteria of the “probably approximately correct” model of machine learn- 
ing (see [l, 6,241)). 
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2. Definitions and notation 
We now introduce some notation which will prove useful. Let us denote the set 
{1,2, . . . . n} by [In]. We shall denote the set of all subsets of at most rn objects from [n] 
by [n]@‘) and we shall denote by [n]” the set of all selections, in which repetition is 
allowed, of at most m objects from [n]. Thus, [n]” is a collection of “multi-sets”. For 
example, [3]@’ consists of the sets 
where [3]’ consists of the multisets 
0, {I)> {I, I), (219 (2,219 (319 13, 3}, (L21, {L3}, {‘L3$. 
In general, [nlCm) consists of CTzO(l) sets, [n]” consists of (“L”) multisets, and, 
allowing a slight abuse of notation, [n](“‘) c [n]“. For each S E [n]“, and for any 
x = (X1,%, . . . , x,) E R”, xs denotes the product of the Xi for i E S (with repetitions as 
required). For example, x{1,2,3j = x1x2x3 and x jl,l,z) = x:x2. When S = 0, the empty 
set, we interpret xs as the constant 1. 
With this notation, a (0, 1}-valued function f defined on R” is a polynomial dis- 
criminantfunction of degree at most m if there are constants ws, one for each S E [n]“, 
such that 
f(x) = 1 0 c wsxs >o. 
SEtfIlm 
The set of polynomial discriminant functions on R” of degree at most m will be 
denoted by P(n,m). 
If we restrict attention to binary inputs (which we take to be 0 or 1) then any terms 
xs in which S contains a repetition are redundant, simply because for x = 0 or 1, 
xk = x for all k; thus for example, for binary inputs, x1 x:x: = x1 x2x3. Therefore, we 
arrive at the following definition of Wang and Williams 1261, which is a special case of 
that of a polynomial discriminant function. A Boolean functionfof n variables (that is, 
a (0, 1}-valued function on (0, l}“) is an order-at-most-m thresholdfunction if there are 
constants ws, one for each S E [n]‘““, such that 
.f(x) = 1 * c w,x,>o. 
SE [n]‘m’ 
If, in addition,fis not an order-at-most-(m - 1) threshold function, then we say that 
f has threshold order m. Of course, each such function is the restriction to (0, 1)” of 
a polynomial discriminant function; what we have emphasised here is that in consider- 
ing binary inputs only, some redundancy can be eliminated immediately. The set of all 
Boolean functions on (0, l}” of threshold order at most m will be denoted by T(n, m). 
We remark that T(n,m) is, in the terminology of Minsky and Papert [17], the set of 
functions computable by a musk perceptron of order at most m, on retina (0, l}“. 
For x E R”, define the extended vector C/I,,,(X) to be the vector of length (“‘,“) whose 
entries are xs for S E [n]” in some prescribed order. To be precise, we shall suppose 
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the entries are in lexicographic (dictionary) order. For example, ~{i,i,~) is before 
x{~,~,~) in the lexicographic ordering. (By default, the constant 1 preceeds all other 
xS.) By way of illustration, consider the case n = 3 and m = 2. In this case, 
Cj5z(xrxzx~) =(1,x x2 x x x x x x2 x x x x’). 1, 1, 1 21 1 3, 29 27 2 3, 39 3 
We observe (see [7], for example) that a function f is a polynomial discriminant 
function of degree at most m if and only if there is some homogeneous linear threshold 
function h,, defined on real vectors of length (“L”), such that 
f(x) = 1 * h&n(x)) = 1; 
that is, if and only if the extended vectors corresponding to the positive examples of 
f and those corresponding to the negative xamples can be separated by a hyperplane. 
Analogously, for the case of Boolean functions, for x E (0, l>“, let em(x) be the 
(0, 1}-vector of length CyCO( 7) whose entries are xs for S E [nlCm’ arranged in lexi- 
cographic order. Wang and Williams [26] call tj,,,(x) the m-augment of x. Then 
a Boolean function f has threshold order at most m if and only if the $,-vectors 
corresponding to the positive examples offand those corresponding to the negative 
examples can be separated by a hyperplane. 
3. Representational power 
In this section we quantify the representational power of the class T(n,m) of 
Boolean functions having threshold order at most m. 
For a Boolean functionf, definef”+ to be the set {~,,,(x):f(x) = l} and define f m- 
in the analogous way, f m- = {I,&,(X): f(x) = O}. The following observation, already 
made implicitly, is useful. 
Lemma 1. The Boolean function f has threshold order at most m ifand only ifthe subsets 
f m- and f *’ of the I?“=, (:)-dimensional Boolean hypercube are linearly separable. 
Denote by C(N,d) the quantity 
. 
The following well-known result can be found in [7,20], for example, and is known as 
the “function-counting theorem”. 
Lemma 2. The number of ways in which N points in d-dimensional real space can be 
partitioned into two sets in such a way that the blocks of this partition are linearly 
separable by a hyperplane passing through the origin is at most C(N,d). 
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In fact, this bound is tight, equality being obtained if the N points in question have 
the property that no d + 1 of them lie in a (d -1)-dimensional flat; that is, if the points 
are in general position. We immediately have the following upper bound, which is 
implicit in work of Baldi [S]. 
Theorem 3. The number of Boolean functions of threshold order at most m satisfies 
IThm)l6 Ck,$o(?$) 
for all m, n with 1 < m < n. 
It is fairly easy to deduce from this that log 1 T(n, m)l is at most n(i) + O(nm) as 
n + 00, with m = o(n). 
In his work, Cover [7] gives a similar upper bound on the number of ways a finite 
set of points in real n-dimensional space can be classified by separating surfaces 
described by equations of degree at most m. This upper bound is obtained in much the 
same way as that above, using the vectors &,(x) instead of&(x). Cover proves that if 
N points {x1,x2, . . . . x~} are such that the points &,,(x1),&,,(x2), . . ..&(x~) are in 
general position in ( ’ i”‘)-d’ imensional real space then the number of ways in which the 
xi can be classified by means of separating surfaces of degree at most m is exactly 
C( N, (” ‘,“)). This quantity is therefore an upper bound on the number of classifica- 
tions of any N points (not necessarily in general position). Specialising to the case that 
N = 2” and the xi are all points of (0, l}“, the bound ( T(n, m)l < C(2”,(“:“‘)), weaker 
than that of Theorem 3, is obtained. 
Let o(n, m) denote the proportion of Boolean functions of n variables with threshold 
order (exactly) m; thus, 
o(n 
? 
m)= IThm)l - IThm- 1)l 
22” . 
Wang and Williams [26] conjectured that for any fixed m, o(n, m) + 0 as n + co. They 
also conjectured (as computational results seemed to suggest) that for even values of n, 
o(n, n/2) + 1 as n + cc and that for odd values of n, o(n, (n f 1)/2) + $ as n + co. The 
following result proves the first conjecture and partially proves the second. 
Theorem 4. We have 
lim IW,L@_J - 1)l = o 
n+m 22” ’ 
and so, for m = m(n) < Ln/2 J - 1, o(n,m(n)) + 0 as n + 00. Further, for odd n, 
I ThLnPJ)I < A 
22” ’ 2’ 
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Proof. We know that 1 T(n,m)) < 2C:~“,‘(2”,:1 ), where d(m) ‘Cy=“=, (1). Now, 
d(ln/2J- l)= C ‘“:‘_‘r’(:)~r-(~~,)~r-c~, 
where c is a constant independent of n. Now, for any N and any L d N/2, 
N 
4) i 
< 2N exp( - 21’/N). 
iC;-2. 
This result may be found in [18] and is a direct consequence of a bound of Chernoff 
(and also of Hoeffding’s inequality). It follows that 
I T(n,Ln/2 J - l)l < 2(“‘!$-” 
i=O 
< 222”exp( - 2(c2”/&)2/2”), 
from which 
I Wd_~PJ - 111 
22” 
< 2exp( - 2c2 2”/n) -+ 0 
as n -+ co. Furthermore, for n odd, we have d( Ln/2 J) = 2”/2 - 1 and so 
and the result follows. q 
It has come to my attention that Noga Alon has independently obtained the main 
part of the above result; namely, that almost all Boolean functions have threshold 
order Ln/2J. 
This result shows, among other things, that the representational power of T(n, m) is 
limited unless m is of the same order as n. The analysis shows that if a Boolean 
function is chosen uniformly at random from the set of all Boolean functions on 
n variables, then 
Prob(threshold order off< Ln/2 J) < exp( - k(2”/n)) 
for a positive constant K. 
We believe that 
Prob(threshold order off> [n/21)- 0 
as n + co, as conjectured by Wang and Williams [26]. This could be shown to be true 
by proving a lower bound on ) T(n, m)l of (2 - o(1)) cf’=m,’ (‘“; ‘) as n + co. 
Saks [23] has reported an interesting result of Noga Alon, obtained using a result of 
Gotsman [12]: for some E > 0, almost all Boolean functions of n variables have 
threshold order at most (1 - c)n. 
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4. The Vapnik-Chervonenkis dimension 
Suppose that H is a set of {O,l}-valued functions defined on a set X. A finite set 
T G X is said to be shattered by H if for any subset Tf of T there is h E H such that 
h(x) = 1 for all x E Tf and h(y) = 0 for all y E T\ Tf. Thus T is shattered if the 
restriction of H to T consists of all the 2”’ possible (0, 1}-valued functions on T. The 
Vapnik-Chervonenkis dimension (or VC dimension) of H, introduced by Vapnik and 
Chervonenkis [25] and denoted VC dim(H), is defined to be the largest integer k such 
that there is some subset of X of cardinality k shattered by H. (If no such largest 
k exists, we say that H has infinite Vapnikkchervonenkis dimension.) 
It is well known (see [6] or [l], for example) that the Vapnik-Chervonenkis 
dimension of the set of homogeneous linear threshold functions is n. Indeed, we have 
the following useful characterisation of the shattered sets, a proof of which we include 
for completeness. 
Lemma 5. A subset T = {x1,x2, . . . . xk} of 53” can be shattered by the set of homogene- 
ous linear threshold functions if and only if it is a linearly independent set of vectors. 
Proof. Suppose that the vectors are linearly dependent. Then at least one of the 
vectors is a linear combination of the others. Without loss of generality, suppose 
x1 = CT= z ~ixi for some constants pi (1 f i < k). Suppose the vector w is such that for 
2 <j < k, (w,xj) is positive if lj > 0 and non-positive if ij < 0. Then 
(w, x1 ) = CT= 2 Ai (w, xj) > 0. It follows that there is no homogeneous linear threshold 
function such that the following holds: xi is a negative example and, for 2 < j < k, xj is 
a positive example if and only if Aj > 0. Thus the set of vectors is not shattered. 
For the converse, it suffices to prove the result when k = n. Let A be the matrix 
whose rows are the vectors xi, x2, . . . , x, and let v be any of the 2” vectors with entries 
1, - 1. Then A is non-singular and so the matrix equation Aw = v has a solution. The 
homogeneous linear threshold function t defined by this solution weight-vector 
w satisfies t(xj) = 1 if and only if entry j of v is 1. Thus all possible classifications of the 
set of vectors can be realized, and the set is shattered. 0 
Recall that a set { fi ,f2 , . . . ,fk} of functions defined on a set X is linearly dependent if 
there are constants li (1 < i < k), not all zero, such that, for all x E X. 
&fi(X) + &f2(x) + ... + &fk(X) = 0; 
that is, some non-trivial linear combination of the functions is the zero function on X. 
The following result is due to Dudley [lo]; we present a new proof based on the idea 
of “extended vectors”. 
Theorem 6. Let % be a real vector space of real-valued functions dejned on a set X. 
Suppose that % has (vector space) dimension d. For any f E %, deJine the {0, l}-valued 
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function f+ on X by 
f+ (4 = 
{ 
1 v-f(x) >o, 
0 iff(x)<O, 
and let pas(9) = {f+: f E 9 >. Then the VC dimension of pas(9) is d. 
Proof. Suppose that { fi , f2, . . . ,fd) is a basis for 9 and, for x E X, let 
xF = (f1(x),fz(x), ..-,_I&)). 
The subset T of X is shattered by pas(9) if and only if for each T+ G T there is f E 9 
such that f (x) > 0 if x E Tf and f (x) 6 0 if x E T\ T+. But, since { fi , . . . ,fd) is a basis 
of F, there are constants C(i (1 < i 6 d) such that f = Cy= 1 Clihp whence this last 
condition is equivalent to the existence of constants C(i such that x9=, aif; > 0 if 
x E T+ and C:=, Crif;(x) < 0 if x E T\T+. But this is true if and only if there is 
a homogeneous linear threshold function (given by the vector whose entries are the Cli) 
such that t(xfP) = 1 if x E T+ and t(x’) = 0 if x E T\ T+. It follows, first, that the VC 
dimension of pas(9) is at most d. Secondly, it is equal to d if and only if there is a set 
(x7, **., xr} of linearly independent extended vectors. Suppose that this is not so. 
Then the vector subspace spanned by the set {x~: x E X> is of dimension at most 
d - 1 and therefore is contained in some hyperplane. Hence there are constants 
&,A 2, . . . . &, not all zero, such that for every x E X, cf= 1 Ai (x’)i = 0; that is, 
If= 1 niJ;(x) = 0 for all x. But this contradicts the fact that the functions fi, . ..,fd are 
linearly independent. It follows that the VC dimension of pas(9) is d. 0 
Let B(n,m) = {x,: S E [n]‘“}, regarded as a set of real functions on Iw”. (Thus, we 
identify x{~,~) with the function x H x1 x2, for example.) 
Proposition 7. For all n and m, the set B(n,m) is a linearly independent set of real 
functions on R”. 
Proof. We prove by induction on n that for all m, B(n, m) is a linearly independent set 
of real functions on R”. The base case n = 1 is straightforward; it is well-known (see, 
for example, [21]) that the functions 1, x,x’, x3, . . . , x”’ are linearly independent. 
Suppose now that the assertion is true for a value of n 2 1 and let m be any positive 
integer. By the inductive assumption, the set {xs: S E [nlm} is a linearly independent 
set. For 0 < k < m, let Sk z [n + 11” be the set of selections containing n + 1 exactly 
k times. Suppose that for some constant CQ, for all x E R”+‘, 
c usxs = 0. 
SE[n+l]m 
Then, 
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for all x, where, for S E Sk, xz is xs with the k factors equal to x,+ 1 deleted. (So, x$ is of 
the form xr for some T E [n]“; that is x3 E B(n,m).) It follows, from the linear 
independence of 1,x,,+ i, x,2+ i, . . . . xr+ i, that for all x1, x2, . . . . x,, we have 
1 a,xs*=o 
for each k. But the inductive assumption then implies that for 
as = 0: that is all the coefficients as are zero. Hence the 
independent. 0 
all k and for all S E Sk, 
functions are linearly 
Now let m < n and let C(n, m) = (xs: S E [n](“‘)}, regarded as a set of real functions 
on domain (0, l}“. 
Proposition 8. For all n, m with m d n, C(n,m) is a linearly independent set of real 
functions dejined on (0, l}“. 
Proof. Let n 2 1 and suppose that for some constants as and for all x E {0, 13 “, 
A(x) = C asxs = 0. 
SE[n]‘m’ 
Set x to be the all-0 vector to deduce that a0 = 0. Let 1 d k < m and assume, 
inductively, that as = 0 for all S G [n] with ISI < k. Let S G [n] with ISI = k. Setting 
xi = 1 if i E S and xj = 0 if j 4 S, we deduce that A(X) = as = 0. Thus for all S of 
cardinality k, as = 0. Hence as = 0 for all S, and the functions are linearly indepen- 
dent. 0 
Corollary 9. For all n,m, 
VC dim(P(n, m)) = , 
and for all n, m with m Q n, 
VCdim(T(n, m)) = 
Proof. Let % be the vector subspace of the space of all real functions on R” spanned 
by B(n, m). Since B(n, m) is a linearly independent set of (“‘,“) functions, it follows that 
9 has vector-space dimension IB(n,m)l = (“L”). But, clearly, P(n,m) = pas(%), in 
the notation of Theorem 6. By that result, P(n,m) has the given VC dimension. 
In a similar way, let 2 be the vector subspace of the space of all real functions 
defined on (0, l}” spanned by C(n, m). Then X has vector-space dimension 
I C(n, m)l = C”‘“=, (1). But T(n, m) = pas(s) and therefore T(n, m) has VC dimension 
c:=“=, (1). 0 
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Note that if all inputs are binary, the VC dimension is lower than if the inputs are 
allowed to be arbitrary real numbers. We remark that the VC dimensions coincide for 
m = 1, the case of linear threshold functions. 
Note that, since B(n,m) = {xs: S E [nlm} is a linearly independent set, it follows 
that for any B’ c B (n, m), the vector space (B’) of functions spanned by B’ has 
dimension 1 B' 1 and pos( (B’ )) has VC dimension ) B’(. For example, taking IZ = 2, the 
set pos( (1, x1, x2, xi, x$)) of “conic” discriminators on the plane has VC dimension 5. 
The determination of the VC dimension of T(n, m) allows one to give a lower bound 
on 1 Z’(n, m)l. Immediate from the observation that if a set of functions H has VC 
dimension d then IHI 3 2’, we obtain 
I qn, m)l 3 ,~~=J~) 
for all m, n with 1 < m d n. For fixed m, this is 2*@“‘). This lower bound has been 
obtained by Baldi [S] in a different manner. Recently, the lower bound has been 
improved by Saks [23], who shows that IT(n,m)l 2 I T(n - 1,m)l I T(n - 1, m - 1)l for 
2 < m < n - 2, from which it follows that, for fixed m, 1 T(n, m)] = 2R(nm+1). 
5. Generalization ability of polynomial surfaces 
We have examined in two ways the classifying power of polynomial discriminators. 
First, we obtained upper bounds on the number of ways a set of points can be 
classified by polynomial surfaces of a given order and, secondly, we computed the VC 
dimension of the set of polynomial discriminants on [w” having at most a given degree 
and also the VC dimension of this set restricted to {0, l}“. But this latter measure -the 
VC dimension - is of great importance for another reason. It quantifies, in a precise 
manner described below, the generalization performance of the set of classifiers. 
We defined “generalization performance” as in the probably approximately correct 
model of learning introduced by Valiant [24] and subsequently further developed by 
many researchers (see [6,1]). Here, it is assumed that there is a probability measure 
P on (some appropriate o-algebra of subsets of) [w”, which is fixed but unknown to us. 
Suppose that we are given a training sample of s correctly classified points in Iw”, each 
chosen independently and at random from [w” according to P, so that the sample is 
chosen according to the product probability distribution P”. Based on this sample and 
the classification of the points it contains, we wish to predict with high accuracy the 
classification of other randomly drawn points. More precisely, suppose that there is an 
underlying “target” classification t E P(n, m) of all data points; that is, t is represented 
by a polynomial surface of degree at most m which separates all positively classified 
points from all negatively classified points. Let us denote the training sample by 
x E (R”)‘. Suppose that we have a deterministic means - a learning algorithm - for 
hypothesising a classifier L(X) E P(n,m) based on the sample X. For simplicity, we 
shall denote L(x) by L,. For 0 < E < 1, L., is said to be e-good for t if the probability 
P@(x) # t(x)) that h misclassifies a P-random example is less than F. For L to be 
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a valid means of generalization, we want it to be the case that there is a high 
P”-probability that x leads to an s-good hypothesis L,. 
We refer to [l, 6,241 for further discussion of the theory of pat learning; here we 
simply state the following result, in which the upper bound follows from work of 
Blumer et al. [6] in conjunction with our results on the VC dimensions, and the lower 
bound follows from Ehrenfeucht et al. [ 1 l] in conjunction with the VC dimensions. 
Theorem 10. Let L be any algorithm which takes as input a sample x of s pointsfrom R”, 
together with their classifications determined by some target function t E P(n, m), and 
which returns a function L, in P(n, m) which correctly classifies the points in the sample. 
There is a constant K > 0 such that for any 0 < 8,s < 1 and 
the following holds: for any t E P(n,m) and any probability measure P on R”, 
P’({x: P(L,(x) # t(x)) < E}) > 1 - 6. 
Further, there is a constant c > 0 such that for any 0 < 6 < & and 0 < E < i, for 
there is a probability measure P on R” and a target classification t E P(n,m) such that 
this P” probability is less than 1 - 6. 
This indicates that for fixed desired confidence and accuracy measures 6 and E, one 
should take a random sample of size proportional to (“L”‘) in order to guarantee, for 
any target t E P (n, m) and any probability distribution P, valid generalization within 
this probabilistic framework. 
An analogous result holds for r(n, m), with (“z”) replaced by c”O (1). 
We remark that values of c and K are known; see the results of Blumer et al. [6], 
subsequently improved by Anthony et al. [2]. 
Now that we have determined what size of sample to take, it is natural to ask how 
we design a suitable learning algorithm L. It is clear from the above result that any 
L which produces a hypothesis agreeing with the target on the sample - that is, 
a consistent-hypothesis-jnder - will suffice. We have, throughout this paper and in 
common with earlier work on separators by Cover [7] and Nilsson [20] and 
others, made much use of the fact that polynomial separation is possible if and only if 
linear separation of a transformed set of “extended vectors” is possible in a higher- 
dimensional space. Consequently, any consistent-hypothesis-finder for linear thre- 
shold functions can be used as a consistent-hypothesis-finder for the spaces P(n,m) 
and T(n, m). Many such algorithms are known. For example, any linear programming 
algorithm could be used to find a function in P(n, m) consistent with a sample of such 
a function: take the sample, form the vectors &(x) for x in the sample, obtaining 
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a training sample for a linear threshold function in ( “‘,‘“) dimensions; use a linear 
programming algorithm to find a suitable hyperplane, and transform back to obtain 
the equation of a suitable polynomial surface of degree m. (Proceed analogously for 
the case of Boolean inputs, using the vectors $&).) Using the algorithm of Kar- 
marker [14], this procedure can be implemented in time polynomial in n”‘. This 
approach will work for any consistent-hypothesis-finder fo  linear threshold func- 
tions, such as the perceptron learning algorithm, which is described, for example, in 
the book of Minsky and Papert [17]. (However, as recently shown by Anthony and 
Shawe-Taylor [4], this particular algorithm is not, in general, efficient as a consistent- 
hypothesis-finder.) 
6. Conclusions and further work 
We have quantified in a number of ways the expressive and representational power 
of classification methods based on polynomial separating surfaces of given degree. We 
have shown that almost all Boolean functions of n variables have threshold order at 
least Ln/2] and that in the case of odd n, at most half of the functions have threshold 
order Ln/2 j. The Vapnik-Chervonenkis dimension of the set of functions realizable 
by polynomial separators of a given degree has been determined, both in the real case 
and in the Boolean case. In addition, we have quantified the size of training set 
required for valid generalization within the framework of the probably approximately 
correct learning model and discussed how such generalization may be achieved. 
Part of the conjecture of Wang and Williams remains open. In particular, while we 
have shown that almost all Boolean functions on n variables have threshold order at 
least Ln/2 J, we have not shown that almost all Boolean functions of n variables have 
threshold order at most [n/21. 
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