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Introducción
A lo largo de las últimas décadas, la óptica ha desempeñado un papel relevante en diferentes
áreas tales como telecomunicaciones, tecnologías de computación, almacenamiento de datos,
optoelectrónica, procesado de información, etc. Por ejemplo, en el área de la comunicaciones y
almacenamiento de datos las tecnologías ópticas han ido reemplazando gradualmente las tec-
nologías electrónicas. No obstante, en general la óptica es empleada de forma complementaria
con la electrónica.
El desarrollo de una gran variedad de sistemas ópticos de primer orden ha permitido realizar
diferentes operaciones de gran interés en procesado óptico de la información, tales como:
caracterización de haces, transformación de modos, filtrado, encriptación, correlación, etc.
Estos sistemas paraxiales se construyen a partir de elementos básicos como lentes delgadas,
prismas, intervalos espaciales, etc. Actualmente las transformaciones fraccionarias tienen una
gran importancia ya que permiten realizar estas operaciones ofreciendo un grado de libertad
extra, el orden fraccionario. La implementación óptica de tales transformaciones, a través
combinación de lentes e intervalos espaciales, ha experimentado un gran avance en los últimos
años. La lista de operaciones aumenta considerablemente al aplicar lentes cilíndricas. De
hecho, esto permite implementar operaciones atractivas como rotación de haces (o imágenes),
transformada fraccionaria de Fourier (FRFT) separable y gyrator (GT). Otras trasnformaciones
fraccionarias como la transformada de Hilbert también se pueden implementar ópticamente
gracias a estos sistemas.
Hasta ahora, los diseños ópticos propuestos para realizar transformaciones fraccionarias no
son flexibles puesto que éstas se ven afectadas por factores extras de escala, rotación y fase en
función del orden fraccionario. Nuestro objetivo principal es la obtención de un diseño óptico
flexible capaz de realizar estas transformaciones sólo a través de la rotación de lentes cilíndricas
sin cambiar la distancia entre ellas. En particular, nos centramos en las operaciones de rotación,
FRFT separable y GT. Este esquema es una idea relevante de esta investigación ya que además
ofrece una notable ventaja frente a sistemas no flexibles en los que es necesario ajustar la
distancia entre las lentes y los planos de entrada-salida. Puesto que cualquier sistema óptico
paraxial cuadrático se descompone en función de los sistemas asociados a la FRFT separable y
de rotación, la obtención del diseño flexible propuesto tiene una gran importancia.
El estudio correspondiente tanto a este diseño como a su implementación óptica experimen-
tal es realizado en detalle a lo largo de este trabajo. Dedicamos tres de los siete capítulos a
la operación GT ya que es poco conocida por la comunidad óptica. De hecho, analizamos
detalladamente por primera vez sus principales propiedades e implementación óptica experi-
mental. La operación GT ofrece interesantes aplicaciones como la generación óptica de modos
estables (singulares o no) que son también estudiadas en detalle. Así pues, podemos destacar
la originalidad de este estudio que ha permitido introducir la transformada gyrator.
Un gran número de dispositivos optoelectrónicos basados en sistemas ópticos de primer
orden han sido desarrollados en las últimas décadas. Estos tipos de dispositivos son ampli-
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amente demandados por diferentes áreas, desde biomedicina a telecomunicaciones ópticas.
En particular, diferentes diseños de microespectrómetros han sido propuestos con el objetivo
principal de reducir su tamaño sin afectar significativamente a sus prestaciones. En el úl-
timo capítulo proponemos el diseño de un microespectrómetro de Fourier basado en redes
de guías de onda (AWG). El estudio analítico realizado no solo permite obtener un diseño
optimizado del dispositivo, sino que también describe su comportamiento. La recuperación
de la información espectral (para el infrarrojo cercano, 1500 nm) se realiza gracias a su esquema
interferométrico compacto, alcanzado una resolución espectral de hasta 0.3 nm. Los resultados
numéricos correspondientes a su simulación ilustran su funcionamiento, demostrando un gran
acuerdo con los resultados teóricos encontrados. Ciertamente, el diseño propuesto para este
tipo de dispositivo resulta innovador. Además se analiza por primera vez los efectos, en este
tipo de dispositivos, de la difracción de la luz para el régimen de campo cercano de Fresnel.
El diseño permite una reducción de hasta −40 dB del ruido originado por interferencias entre
canales (crosstalk).
A lo largo de las siguientes secciones se realiza un breve resumen de los resultados obtenidos
y conclusiones, expuestos en los siete capítulos de esta Tesis doctoral.
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Capítulo 1
Introducción a sistemas ópticos de primer orden
En este capítulo se introduce el formalismo matricial que describe y caracteriza a los sistemas
ópticos de primer orden, también conocidos como sistemas ABCD. Estos sistemas paraxiales
tales como lentes delgadas, espejos, prismas, intervalos espaciales, etc. juegan un papel muy
importante en el procesado óptico de la información. Nótese que por intervalo se entiende la
región por dónde la luz se propaga en el espacio libre. Sistemas ópticos sofisticados pueden ser
construidos gracias a la combinación de elementos ópticos básicos como son las lentes delgadas
e intervalos espaciales. Todos estos sistemas están caracterizados por la matriz real 4 × 4 de
transformación de rayos T, Ec. (1.1). Esta matriz parametriza el kernel de la transfomada
canónica integral lineal que describe la evolución del campo de amplitud compleja a través
del sistema óptico, Ec. (1.2). Además la matriz de transformación es simpléctica, Ec. (1.4), lo
que implica que sólo hay diez parámetros libres. La descomposición modificada de Iwasawa,
Ec. (1.7), permite expresar la matriz T a través del producto de tres matrices asociadas a: una
escala asimétrica, una fase cuadrática correspondiente a una lente anamórfica, y finalmente
a un sistema orto-simpléctico. Precisamente esta última matriz da cuenta de una serie de
transformaciones de gran interés, en particular: rotación, transformada FRFT separable y GT.
Varios ejemplos de sistemas ópticos de primer orden como lentes y el sistema correspondiente
a la operación FRFT simétrica son introducidos.
Nuestro objetivo es obtener un diseño óptico flexible para realizar dichas transformaciones
orto-simplécticas. Por tanto también realizamos una introducción a estas transformaciones,
sección 1.1.1. Las submatrices, que componen la matriz de transformación de rayos 4 × 4,
asociadas a estas tres operaciones están dadas por las ecuaciones Ec. (1.13), Ec. (1.15) y Ec. (1.17),
respectivamente. Puesto que cualquier sistema orto-simpléctico está dado por la composición
del sistema asociado a la transformada FRFT separable embebido en dos sistemas rotadores,
Ec. (1.22), este estudio tiene una importancia manifiesta.
Capítulo 2
Diseño óptico para transformaciones orto-simplécticas en espacio de fase
Tal y como hemos mencionado, el diseño óptico asociado a diferentes transformaciones orto-
simplécticas, es realizado a través del formalismo matricial para sistemas ópticos paraxiales
(sin pérdidas) de primer orden. En nuestro caso nos centramos en tres transformaciones orto-
simplécticas básicas: transformada FRFT separable, operación rotador y la operación GT. El
análisis de la matriz de transformación de rayos (ABCD), correspondiente a estos sistemas,
permite alcanzar una configuración óptica escrita como producto de matrices asociadas a lentes
generalizadas y a intervalos equidistantes. Nótese que por intervalo espacial se entiende la
separación entre lentes generalizadas consecutivas, conjunto de lentes cilíndricas en contacto
y alineadas entre sí [Ec. (2.1)], donde la luz se propaga en el espacio libre. Puesto que estamos
interesados en una configuración flexible, se ha de imponer sobre esta descomposición dos
restricciones: la distancia entre lentes generalizadas es fija (constante) y la rotación de las
lentes es variable pero dada en función de los parámetros de transformación considerada. Los
fundamentos correspondientes a sistemas ópticos de primer orden y al diseño de estos sistemas
se exponen en el capítulo 1 y en la sección 2.1, respectivamente.
Un análisis detallado de los sistemas simétricos, asociados a esta configuración óptica, per-
mite encontrar el número mínimo de lentes e intervalos necesarios correspondientes a la
transformada FRFT separable y a la transformada de gyrator, sección 2.2. Concretamente, la
implementación óptica de ambas transformaciones requiere el empleo de dos intervalos (de
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distancia z) y tres lentes generalizadas, donde la primera y última lente son idénticas. En el
caso de la transformada FRFT las submatrices asociadas a estas lentes (L1 y L2) están dadas
por Ecs. (2.23), mientras que para la transformada gyrator están dadas por Ecs. (2.24). A partir
de estos resultados se extraen dos importantes conclusiones: el sistema óptico es capaz de
realizar la transformada FRFT antisimétrica y gyrator sólo a través de la rotación de las lentes
para un rango determinado de parámetros de transformación, y además ha de ser simétrico.
También a partir de este análisis se puede encontrar las expresiones correspondientes a los casos
singulares asociados a FRFT separable. En efecto, para el caso en el que uno de los ángulos
de transformación (γx o γy) es múltiplo entero de pi, por ejemplo γy = pi, la transformación
puede ser implementada ópticamente gracias al esquema anteriormente mencionado. Concre-
tamente las lentes generalizadas están dadas por las expresiones Ecs. (2.26). No obstante, en
los casos singulares correspondientes a la transformada FRFT con ángulos γx y/o γy igual a 0,
y la operación gyrator para α = 0 (ambas asociadas a la transformación identidad trivial) no
pueden ser realizados por el sistema propuesto.
Una vez determinado el sistema óptico, asociado a estas dos transformaciones, es necesario
realizar el análisis concerniente al diseño e implementación óptica de las lentes generalizadas L1
y L2 requeridas, tal y como se demuestra en la sección 2.3. La transformada FRFT antisimétrica
γx = −γy = α y GT, pueden ser implementadas gracias a lentes generalizadas correspondientes
al conjunto formado por dos lentes cilíndricas y una esférica convergente. La submatriz de esta
configuración, denominada triplete, esta dada por Ec. (2.27). En ambos casos la potencia de
las lentes está dada en función de la distancia z de los intervalos, que es constante. Dado que
dicha distancia se mantiene fija, sólo un cierto rango de valores del ángulo de transformación
α puede ser alcanzado. Una discusión más detallada acerca de la configuración óptica de
las lentes generalizadas para el caso γx = −γy = α y GT es realizada en el capítulo 3 y 6,
respectivamente. Las lentes generalizadas asociadas a la transformada FRFT con ángulos de
transformación γx y γy no pueden ser implementadas a través de la configuración triplete ya
que corresponden a un conjunto de dos lentes cilíndricas cruzadas y de focal variable. Este
caso también es analizado en el capítulo 3, página 17. Cabe mencionar que una alternativa a la
implementación de estas lentes es el empleo de moduladores espaciales de luz (SLM).
Finalmente, el diseño óptico asociado a la operación rotator es analizado en la sección
2.4. Parte de las publicaciones concernientes a la implementación óptica de esta operación
realmente tratan el caso de un rotador imperfecto ya que añade una fase adicional al campo
óptico rotado. Otras, sin embargo, corresponden a reflectores con rotación (véanse referencias
en sección 2.4). Nuestra estrategia es la misma que hemos empleado anteriormente, es decir,
encontrar el número mínimo de lentes generalizadas e intervalos tal que la transformación
pueda ser realizada tan sólo gracias a la rotación de las lentes. A este respecto hay que añadir
la idea de lograr en primer lugar el diseño de un rotador imperfecto para luego corregir
la fase adicional empleando una lente más. Esto permite demostrar que el sistema óptico
correspondiente a la operación de rotación ha de ser asimétrico, estando constituido por la
combinación de cuatro lentes generalizadas [Ecs. (2.40)] y cuatro intervalos espaciales. Al igual
que en los casos anteriores la distancia z entre lentes generalizadas se mantiene fija. Este análisis
nos ha permitido demostrar que la configuración encontrada para la operación de rotación es
la que requiere un menor número tanto de lentes como de intervalos. Una discusión detallada
acerca de su implementación óptica, ha tener en cuenta experimentalmente, es realizada en el
capítulo 3.
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Capítulo 3
Implementación óptica para la transformada fraccionaria de Fourier separa-
ble y la operación rotador
Puesto que cualquier sistema óptico paraxial de primer orden puede expresarse como la
combinación de los sistemas asociados a FRFT separable embebido en dos rotadores, la im-
plementación óptica de ambas transformaciones tiene un papel muy importante. Además,
este resultado permite calcular numéricamente una transformada canónica lineal e integral
(TCL) a través de algoritmos convencionales desarrollados para la transformada fraccionaria
de Fourier. Gracias al diseño propuesto en el capítulo 2, alternativamente se puede calcular
numéricamente una TCL empleando un algoritmo basado en la propagación de la luz bajo el
régimen de difracción de Fresnel (intervalos) y funciones de modulación de fase asociadas a las
lentes. De hecho este algoritmo es empleado en la simulación numérica de los sistemas ópticos
considerados en este trabajo. Una breve discusión acerca del algoritmo para la difracción de
la luz es presentada en el apéndice A.
El propósito principal de este capítulo es realizar un análisis detallado de la implementación
óptica de las trasformaciones FRFT separable y rotator, encontrada anteriormente. Dicho
análisis ha de tenerse en cuenta para su implementación experimental. Además se consideran
diferentes simulaciones numéricas con el objetivo de ilustrar ambas transformaciones. El
capítulo comienza analizando operación FRFT para ángulos de transformación arbitrarios.
En este caso estos ángulos γx y γy no pueden ser cambiados a través de la rotación de las
lentes cilíndricas, y es necesario ajustar la potencia de estas lentes para cada combinación de
ángulos. No obstante el sistema es flexible puesto que la distancia entre las lentes es constante
para cualquier valor de los ángulos de transformación. La implementación óptica de estas
lentes puede ser realizada empleando SLM o a través de hologramas multiplexados. No
obstante, en el caso particular de la operación FRFT antisimétrica (γx = −γy = α) el ángulo de
transformación α si puede ser cambiado solamente a través de la rotación de lentes. Para este
caso las lentes pueden ser implementadas empleando la configuración triplete anteriormente
analizada, Ec. (2.27).
La evolución del campo complejo a lo largo de este sistema para ambos casos es estudiada,
encontrando su expresión analítica. A través de este estudio se encuentran las curvas de
operación (Figs. 3.1 y 3.4) correspondientes a las lentes cilíndricas, dadas respectivamente por
las expresiones Ec. (3.7) y Ec. (3.13). También se determina el factor de escala en función de la
longitud de onda λ y de la distancia z del intervalo.
A modo de ejemplo, una simulación numérica (Fig. 3.2) es realizada con el fin de ilustrar
dicha transformación para el caso γ = 2γx = −γy: γ = 0 (a), γ = pi/4 (b), γ = pi/2 (c), y
γ = 3pi/4 (d). Los parámetros empleados en esta simulación son λ = 532 nm, y z = 0.5 m
donde el tamaño de la imagen de entrada es 428× 256 píxeles. Los resultados concuerdan con
las predicciones teóricas, demostrando la viabilidad del algoritmo propuesto.
La implementación óptica de la operación rotador requiere emplear un mayor número de
lentes que en el caso de la transformada FRFT. Concretamente son necesarios cuatro intervalos
y cuatro lentes generalizadas (en total ocho lentes cilíndricas). Ciertamente la implementación
experimental de este sistema, aún siendo flexible, resulta relativamente costosa. No obstante,
la configuración óptica encontrada es la óptima puesto que requiere el menor número de
lentes e intervalos para construir un rotador puro. De hecho otro sistema rotador propuesto
por Simon et al., basado también en la combinación de lentes-intervalos, requiere emplear
diez lentes y ocho intervalos. Dicho sistema realmente corresponde a la combinación en
cascada de dos reflectores, tal que la rotación de uno con respecto al otro permite realizar la
transformación. Resulta pues evidente la notable ventaja experimental que implica el sistema
rotador encontrado en este trabajo frente al anterior. Cabe mencionar que la operación de
rotación puede ser realizada por otros sistemas sin lentes como por ejemplo la combinación
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de dos prismas Dove, los cuales presentan problemas tales como la alteración del estado
de polarización del haz. Puesto que cualquier sistema paraxial de primer orden puede ser
construido a través de la combinación de los sistemas asociados a la transformada FRFT y
rotador, es oportuno comentar que esto no implica necesariamente que tales sistemas requieran
el empleo de un exagerado número de lentes. De hecho esto queda demostrado en el caso de
la transformada de gyrator (tres lentes generalizadas y dos intervalos).
Capítulo 4
Propiedades de la transformada gyrator
Otro de los resultados importantes obtenidos en este trabajo concierne tanto al diseño óptico
como al estudio de la operación GT. En este capítulo estudiamos en detalle las propiedades bási-
cas de esta transformación, se determina analíticamente la transformada de gyrator para una
lista de funciones habituales (Tabla 4.3), y se presenta la acción de GT como conversor óptico
de modos estables. A pesar de que GT pertenece, al igual que la operación FRFT, al conjunto de
transformaciones canónicas integrales lineales, es aún una operación poco conocida. Cabe re-
saltar que GT ofrece interesantes resultados que pueden ser de utilidad en procesado óptico de
la información, caracterización de haces, computación cuántica, generación y transformación
de modos, etc.
Mientras que el kernel de la transformada FRFT separable [Ec. (3.1)] se expresa como el
producto de ondas planas y esféricas con ángulos de transformación γx y γy, el kernel de GT
[Ec. (4.1), página 27] se expresa como el producto de ondas planas e hiperbólicas con ángulo
α. Esto permite realizar una rotación acompañada de una torsión en torno a los planos (x, qy)
y (y, qx) (posición-frecuencia espacial) en el espacio de fase. A modo de ejemplo, el kernel de
GT es representado gráficamente en el caso α = pi/4 para coordenadas de salida xo = yo = 0 y
2xo = yo = 1 en Fig. 4.1(a) y (b), respectivamente.
Para α = 0 GT corresponde a la transformación identidad, para α = pi/2 se reduce a la
FRFT antisimétrica con ángulo pi/2 acompañada de una rotación pi/2 de coordenadas. Para
α = pi la transformación descrita por el kernel δ(ro + ri). Resulta fácil demostrar que GT es una
transformación cíclica y periódica a partir su matriz de transformación T [Ec. (4.2)], es decir,
T (α) T
(
β
)
= T
(
α + β
)
. La transformación inversa corresponde a GT con −α, Ec. (4.4). Al igual
que el resto de TCL, GT satisface la relación de Parseval como se demuestra en Ec. (4.5).
La aplicación de GT sobre una función de entrada fi(r) para un ángulo α será indicado
en lo sucesivo como Rα[ fi(ri)](ro). Una de las propiedades básicas a estudiar es la asociada
al desplazamiento (shift) de la función de entrada: Rα[ fi(ri − v)](ro). Esta operación da como
resultado un desplazamiento v cosαde la función de salida que además está modulada por una
onda plana inclinada, Ec. (4.6). Por otro lado, el efecto de la modulación de fi(r) por una onda
plana exp
(−i2piktri) da un resultado [Ec. (4.7)] similar al obtenido en el caso de la transformada
FRFT. Un resultado importante a tener en cuenta corresponde también al teorema de escala,
formulado en el caso de GT a través de la expresión Ec. (4.8). A partir de este teorema se
concluye que la operación GT de una función escalada, Rα[ fi(Sri)](ro), implica una modulación
de fase adicional correspondiente a una onda hiperbólica aplicada sobre la transformación GT:
Rβ[ fi(ri)]
(
(cos β/ cosα)Sro
)
, donde cot(β) = cot(α)/sxsy. En función de los parámetros de escala
sx y sy se distinguen diferentes casos como Ecs. (4.10)−(4.13), que son demostrados en la sección
5.1.2 como aplicación particular en la generación haces elípticos con estructura helicoidal.
La Tabla 4.3 contiene una lista de la transformación bajo GT de diferentes funciones. De entre
estos resultados destacamos el caso correspondiente a la onda hiperbólica exp
(
i2picxiyi
)
, fila 2,
ya que ésta se transforma a delta de Dirac bajo la acción de GT si el ángulo de transformación
satisface la relación cotα = −c. Este resultado es importante ya que permite emplear GT
para la detección de ondas hiperbólicas contenidas en un frente de ondas. De hecho este
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resultado tiene como aplicación la eliminación de ruido aditivo con estructura hiperbólica, tal
y como demostramos en el capítulo 5 dedicado a las aplicaciones básicas de GT en procesado de
imágenes. Otra propiedad interesante es encontrada al aplicar GT sobre una función periódica.
Tal y como se demuestra a partir de Ec. (4.19), una función periódica transformada por GT
presenta un efecto [Ec. (4.20)] análogo al de Talbot.
Un resultado importante y de gran interés concierne a la transformación de modos Hermite-
Gauss HGm,n (r; w) a través de GT. Los modos Hermite-Gauss, Ec. (4.14), son estables puesto que
mantienen su estructura a lo largo de su propagación en el espacio libre y aparecen de forma
natural en cavidades láser. Bajo la acción de GT un modo HGm,n se transforma en un Laguerre-
Gauss, Ec. (4.16), para un rango de ángulos α concretos. Los modos Laguerre-Gauss LG±p,l (r; w)
también son estables y gozan de gran interés en diversas aplicaciones por tratarse de haces
singulares capaces de transferir momento orbital angular (OAM). Los índices se denominan
radial p = min(m,n) y carga topológica l = |m − n|; número de saltos 2pi en la distribución de
fase del modo. En concreto el OAM transferido es l~, y la singularidad o indeterminación en
el valor de la fase es la responsable del área con distribución de intensidad nula que distingue
a este tipo de haces. Cabe resaltar que los modos Hermite-Gauss son autofunciones de la
transformada fraccionaria de Fourier y por tanto lo son de la transformada gyrator si el modo
está rotado en pi/4 (fila 7, Tabla 4.3). Esto no resulta extraño puesto que como se mencionó
anteriormente GT se puede expresar en función de la operación FRFT, véase Ec. (1.23).
Capítulo 5
Aplicaciones de la transformada gyrator: conversor óptico de modos y proce-
sado de imágenes
La transformación de modos Hermite-Gauss a Laguerre-Gauss es ilustrada gracias a diferen-
tes ejemplos calculados numéricamente para diferentes valores del ángulo de transformación.
Nótese que el cálculo numérico de la integral asociada a GT corresponde a la simulación
numérica del sistema óptico asociado a GT para valores λ = 532 nm, w = 0.73 mm, y re-
solución espacial de 20 µm. Para los ángulos de transformación α = pi/4, 3pi/4, 5pi/4, 7pi/4
un modo HGm,n (r; w) se transforma en LG±p,l (r; w) mientras que para el resto de valores se
obtiene un modo intermedio. La secuencia de resultados asociada a tal transformación es
representada en Fig. 5.1 para el caso HG1,0, página 36. Los modos obtenidos para cualquier
ángulo α son estables y poseen OAM fraccionario. Las propiedades de escala y desplazamiento
o shift discutidas anteriormente son ilustradas gráficamente en Figs. 5.2 y 5.3, respectivamente.
Finalmente, demostramos la transformación de la composición de modos HG3,0 + HG0,3 a la
combinación LG+0,3 + LG
−
0,3, bajo la acción de GT para valores α comprendidos entre 0 y pi/4,
Fig. 5.4. Los resultados obtenidos hacen pensar que la operación GT puede jugar un papel
importante en determinadas aplicaciones como generación de modos, caracterización de haces,
holografía, computación cuántica, entre otras. De hecho GT puede ser considerado como un
conversor de modos sintonizable y universal. Así pues, su implementación experimental tiene
un peso relevante en este trabajo tal y como demostramos en el siguiente capítulo.
El propósito de incluir GT en la lista de herramientas de procesado de imágenes, implica
realizar un estudio acerca de su empleo en ciertas tareas básicas tales como filtrado, redu-
cción de ruido y encriptación óptica. Es oportuno recordar que sistemas ópticos de primer
orden capaces de realizar la operación FRFT han sido ampliamente aplicados en tareas como
filtrado variante, reducción de ruido, encriptación, etc. El empleo de GT aún ofreciendo
resultados análogos a los obtenidos empleando la transformada FRFT, abre nuevas perspectivas
en procesado de imágenes.
Al contrario que la transformada FRFT, GT sólo puede aplicarse a funciones bidimensionales
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por la propia estructura de su kernel, Ec. (4.1). En este caso hemos elegido una imagen de
256 × 256 píxeles, Lena, empleada habitualmente como test en procesado óptico y digital.
La primera prueba consiste en considerar la reconstrucción la imagen test fi(ri) a partir de
la información de sólo-fase o sólo-amplitud asociada al campo transformado por GT para di-
ferentes ángulos de transformación: Rα[ fi(ri)](ro) = Fα(ro) exp(iϕα(ro)). Así pues, los resultados
correspondientes a las transformaciones R−α[Fα(ro)](r) y R−α[exp(iϕα(ro))](r), permiten concluir
que la información esencial de la estructura de la imagen (bordes) es preservada a partir de
la información de sólo-amplitud para un pequeño rango de valores α, mientras que a partir
de sólo-fase esta información se mantiene para todos los valores α. En Fig. 5.6 se demuestran
estos resultados para los casos: (a, e) α = 2o, (b, f) α = 10o, (c, g) α = 60o, (d, h) α = 90o. En
conclusión, la parte de información correspondiente al campo complejo es más relevante lo
que indica que los filtros de sólo-fase pueden ser aplicados en detección y reconocimiento de
patrones en el dominio de GT. En este sentido GT es similar a FT.
Otro ejemplo que ilustra los cambios experimentados en la reconstrucción de la imagen
es el de la operación de filtrado en diferentes dominios de la GT. Los casos considerados
corresponden a procesos de filtrado pasa-alta (H) y pasa-baja (L), para los cuales se emplea un
filtro de amplitud binario de apertura circular localizado en lo que sería el plano de Fourier
del sistema (α = pi/2). Ambos filtros, H y L, pueden observarse en Fig. 5.7(a) y Fig. 5.8(a)
para α = 0. El resto de resultados en Figs. 5.7 y 5.8 demuestran el proceso de filtrado para
ángulos α comprendidos entre 0 y pi/2. Cabe resaltar que este proceso no es invariante bajo
desplazamiento salvo para el ángulo α = pi/2. En el caso del filtro H el resultado indica un
realce selectivo de bordes en función del centrado del filtro, mientras que para el filtro L se
obtiene un suavizamiento de la imagen reconstruida. Estos resultados tan sólo indican las
tendencias del proceso filtrado en dominio de GT. Procesos más sofisticados han de emplearse
en función de la tarea particular considerada.
Anteriormente mencionamos que la transformada gyrator puede emplearse en la detección
de ondas hiperbólicas. Concretamente permite la reducción de ruido aditivo de naturaleza
hiperbólica, Ec. (5.5). En Fig. 5.9 se muestra el resultado de este proceso de reducción de
ruido. La imagen afectada por el ruido [Fig. 5.9(a)] es transformada por GT para un ángulo α =
arctan (1/c) = 10pi/9 tal que la componente asociada al ruido hiperbólico aparece espacialmente
separada de la información asociada a la imagen, Fig. 5.9(b). Empleando una máscara para
bloquear dicha componente de ruido δ(ro +v cosα), Ec. (5.6), se logra reducir casi por completo
el ruido en la imagen tal y como se demuestra en Fig. 5.9(c).
Finalmente, el proceso de encriptación propuesto para el caso de GT es propuesto. En
general este proceso se puede efectuar de forma sucesiva o iterativa con un cierto número
de pasos N, descritos por la expresión Ec. (5.7). Estos pasos corresponden a la aplicación
de N operaciones GT sobre el campo modulado por otras tantas funciones de modulación
de fase exp(iφn), n = 1, 2...N. Tanto los ángulos αn de transformación como la función φn(r)
actúan como llaves sin las cuales la imagen original no puede ser recuperada. Este proceso
de encriptación/decriptación ha sido realizado para el caso N = 2 con ángulos α1 = 100o y
α2 = 10o, Fig. 5.10. Una de las funciones de fase empleadas se muestra en Fig. 5.10(a), mientras
que la imagen encriptada y reconstruida se muestran en (b) y (c), respectivamente. Tal y como
puede apreciarse la calidad de la reconstrucción es notable, lo que contrasta con el caso en el
que no se emplean las llaves correctas, Fig. 5.10(d). Resultados similares se encuentran para
otros valores (α1, α2).
Todos estos resultados demuestran el interés y viabilidad de la aplicación de la transformada
gyrator en procesado de imágenes. No obstante, un estudio mucho más profundo es requerido
para tareas más sofisticadas que las consideradas en este trabajo. El estudio realizado sirve de
apoyo en tales tareas.
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Capítulo 6
Implementación experimental de la transformada gyrator
La evolución del campo de amplitud compleja a lo largo del sistema óptico asociado a GT
se puede determinar analíticamente de forma concisa. Tal y como se demostró anteriormente,
este sistema está formado por la combinación de tres lentes generalizadas y dos intervalos. El
sistema es simétrico por lo que la primera y última lente son idénticas al igual que ambos inter-
valos. La configuración triplete que permite implementar ópticamente la lente generalizada,
requerida tanto por la transformada FRFT como por GT, puede ser simplificada en el caso de
gyrator a un par de lentes cilíndricas convergentes en contacto. La rotación de ambas lentes
cilíndricas está dada en función del ángulo de transformación α de GT. El esquema asociado a
este sistema y a la lente generalizada se muestra en Fig. 6.1(a) y (b), respectivamente. La fun-
ción de modulación de fase asociada a la lente generalizada está dada por la expresión Ec. (6.2).
Así pues, la evolución del campo complejo gi(xi, yi) a lo largo de este sistema se puede deter-
minar empleando las correspondientes funciones de modulación de las lentes generalizadas
y propagando en el régimen de difracción de Fresnel el campo resultante, a través de cada
intervalo. En efecto, el campo g1(x1, y1) justo antes de la segunda lente generalizada [Ec. (6.3)]
ha de ser modulado por ésta para luego ser propagado de nuevo durante una distancia z
[Ec. (6.4)], de tal manera que la última lente generalizada tan sólo corrige su fase dando lugar
finalmente a la expresión del campo, Ec. (6.5). Esta última expresión coincide con la definición
de la transformada GT con ángulo α excepto en un factor de fase constante y además con una
normalización s2 = λz, Ec. (6.1), si la relación dada por Ec. (6.6) es satisfecha.
Precisamente, a partir de la relación Ec. (6.6) se determinan los valores de los ángulos de
rotación de las lentes cilíndricas en función del ángulo de transformación α. La representación
gráfica de éstos ángulos se conoce con el nombre de curva de operación, Fig. 6.2. Puesto
que los ángulos de rotación ϕ1 y ϕ2, correspondientes a las lentes generalizadas L1 y L2,
han de satisfacer la relación sin 2ϕ1 = cot (α/2) y sin 2ϕ2 = (sinα)/2, la transformación GT
sólo se puede efectuar para el rango de ángulos α ∈ [pi/2, 3pi/2]. No obstante, puesto que
Rα+pi[ fi(ri)](ro) = Rα[ fi(ri)](−ro) se puede cubrir el intervalo α ∈ [0, 2pi] si fuera necesario.
Nótese, que el ángulo de rotación de la primera lente cilíndrica corresponde a φ1 = ϕ1,2
mientras que para la segunda lente cilíndrica se tiene φ2 = −(φ1 + pi/2). Cuando ambas lentes
cilíndricas están cruzadas, es decir forman un ángulo pi/2, la lente generalizada corresponde
a una lente esférica. Cabe resaltar que para α = pi todas las lentes generalizadas son lentes
esféricas convergentes, y por tanto el sistema asociado a GT se reduce a un sistema 4-f (cascada
de dos transformaciones de Fourier). Desde este punto de vista se puede entender el sistema
GT como una generalización de un sistema 4-f con lentes generalizadas.
Con el objetivo de demostrar experimentalmente la acción de GT consideramos el caso de la
transformación de modos Hermite-Gauss a Laguerre-Gauss. Para ello es necesario disponer
de modos Hermite-Gauss con suficiente calidad óptica, como función o señal de entrada. Por
esta razón hemos diseñado un sistema basado en dos moduladores espaciales de luz (SLM)
acoplados que permiten implementar una función compleja arbitraria, en particular modos
Hermite-Gauss. Uno de los moduladores implementa ópticamente la parte correspondiente al
módulo de la señal que es proyectada sobre el segundo modulador, el cuál al implementar la
fase de la señal permite obtener finalmente la señal compleja a tiempo casi real. El esquema
correspondiente a este sistema se muestra en Fig. 6.3. El empleo de dos sistemas 4-f no sólo se
reserva para proyectar las componentes de la señal (evitar efectos de difracción no deseados)
sino que también permite filtrar ópticamente la señal mejorando así su calidad. La alineación
entre ambos SLM se realiza digitalmente a través de un PC lo que simplifica su montaje al evitar
el uso de posicionadores de alta precisión. Este sistema permite generar modos Hermite-Gauss
con alta calidad óptica incluso para órdenes o índices altos, tal y como se demuestra en Fig. 6.5
para el caso HG7,4. Cabe resaltar que esta es la primera vez que se propone este sistema para
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la implementación de este tipo de modos, el cuál ofrece mayor calidad que otros métodos
basados en holografía digital y que también emplean el mismo tipo de SLM. Este sistema se
discute en este capítulo (página 48) y se amplia en el apéndice C, dónde también se presenta
el programa que hemos diseñado para implementar y controlar la señal en ambos SLM.
Los resultados experimentales mostrados en Figs. 6.6−6.8 demuestran la acción de GT sobre
una amplia variedad de modos Hermite-Gauss: HG8,6, HG3,2, HG3,3, HG5,3 y la composición
HG5,2 + HG2,5. Varios valores del ángulo de transformación son considerados con el objetivo
de demostrar la generación de modos intermedios. Todos estos resultados están en exce-
lente acuerdo con las predicciones teóricas y avalan la viabilidad del sistema experimental
diseñado. La implementación experimental de GT promete interesantes aplicaciones más allá
de la generación de modos estables singulares.
Capítulo 7
Efectos de difracción de Fresnel en microespectrómetro FT-AWG
El diseño del microespectrómetro propuesto requiere el análisis del campo difractado por
las estructuras que lo conforman. En el caso particular de dispositivos basados en la tecnología
de redes de guía onda AWG (arrayed waveguide gratings), este estudio resulta ventajoso. El
esquema básico de este microespectrómetro consiste en la combinación de dos conjuntos AWG
entrelazados. El campo emergente de cada uno de ellos interfiere a lo largo del chip de
silicio de tal forma que el patrón de interferencia total revela la información espectral del haz
incidente. Para ello el haz incidente es desfasado por cada guía de onda de tal forma que
cada conjunto de guías genera un frente inclinado. Puesto que los dos conjuntos de guías
de onda introducen inclinaciones opuestas, ambos haces forman un ángulo de interferencia
en función de la longitud de onda, Ec. (7.2). El análisis del patrón de franjas periódicas a
través de su espectro de Fourier permite detectar las diferentes longitudes de onda implicadas
y sus respectivas potencias. El esquema propuesto puede entenderse como un dispositivo
interferométrico dispersivo operando en transmisión, véase Fig. 7.2.
Dado que cada guía de onda propaga su modo fundamental (gaussiano), a la salida del
conjunto de guías encontramos una superposición de modos que genera el haz. En función de
la anchura de cada guía (por tanto del modo) y del desfase introducido entre guías adyacentes,
el frente demuestra un comportamiento característico a lo largo de su propagación en el chip. La
región de interferencia corresponde al dominio de campo cercano dónde los haces se propagan
en el régimen de difracción de Fresnel. Por otro lado, el haz localizado inmediatamente
después de cada AWG y antes de la región de interferencia, se puede expresar como una
función periódica asociada a la estructura AWG. Esta función es modulada por un factor de
fase lineal que da cuenta de la inclinación del haz, Ec. (7.3). Teniendo en cuenta todo esto
el campo complejo Wp asociado a cada AWGp (p = 1, 2) se puede determinar analíticamente,
dentro de esta aproximación, según la expresión Ec. (7.5).
De este resultado se deriva un hecho interesante, y es que para un determinado rango de
valores de la distancia de propagación z el frente presenta un efecto de autoimagen. Esto
corresponde precisamente al efecto Talbot provocado por la estructura del AWG. Por tanto
para la distancia Talbot zT, dada en función de la longitud de onda y el periodo del AWG,
el frente [Ec. (7.9)] adopta la forma correspondiente a la apertura del AWG. Concretamente,
la distribución de intensidad del interferograma a la distancia zT se expresa como Ec. (7.12).
A partir de este patrón de interferencias se puede extraer a través del análisis de su espectro
de Fourier el valor correspondiente a la longitud de onda. La figura 7.3 ilustra precisamente
este hecho. Para ello se ha considerado el caso de un microespectrómetro con resolución
espectral Rayleigh límite ∆λ = 0.1 nm, y parámetros: 180 guías de onda por AWG, orden de
interferencia m = 40, periodo d = 4 µm, anchura de modo fundamental de guía w = 4.8 µm. La
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interpretación de Ec. (7.12) y de Fig. 7.3 es sencilla: en el espectro de Fourier del interferograma
se localizan varios picos a diferentes frecuencias espaciales correspondientes a la frecuencia
2α del interferograma y de la frecuencia asociada a la estructura AWG. Para los parámetros
anteriores esto implica un pico (a) localizado a 2α =30 líenas/mm que revela la existencia de
la longitud de onda considerada, λ = 1502 nm, mientras que las asociadas a la estructura
AWG aparecen a 250 líenas/mm (c) y 500 líenas/mm (f) acompañadas por las componentes
asociadas a la frecuencia 2α: (b,d) y (e,g), respectivamente. Puesto que la resolución límite del
fotodetector es aproximadamente 130 líneas/mm estas últimas componentes espectrales (b)−(g)
son filtradas directamente. Es importante resaltar que los picos (b)−(g) no han interpretarse
como componentes espúreas del interferograma.
La influencia del valor del periodo d del AWG se muestra en Fig. 7.4, para valores 3 µm, 4
µm, y 5 µm. Esto ilustra como la dispersión del dispositivo propuesto aumenta al reducir su
periodo, tal y como sucede en un dispositivo AWG convencional.
La distribución de intensidad en la región de interferencia tanto en el chip (combiner region)
como en el aire es mostrada en Fig. 7.5 para la longitud de onda Littrow λL = 1500 nm y
máxima λ = 1508 nm. Esto permite visualizar el comportamiento de la propagación de los
haces y su interferencia para diferentes distancias de propagación. Nótese que en Fig. 7.5(a)
no existe un patrón de interferencia ya que para la longitud de onda Littrow el dispositivo no
introduce desfase relativo alguno entre guías adyacentes. Sin embargo, se aprecia claramente
la propagación característica en presencia del efecto Talbot, que en este caso puede entenderse
como un patrón de Moiré originado por la superposición de ambos frentes. Por el contrario
para el resto de longitudes de onda, a lo anterior hay que añadir la interferencia entre ambos
haces tal y como se demuestra en Fig. 7.5(b) paraλ= 1508 nm. Estos resultados se han obtenido
a partir de la simulación numérica del dispositivo, la cuál corresponde al cálculo numérico de
la integral de Fresnel. Para ello se ha empleado el mismo algoritmo mencionado en capítulos
anteriores. El alto grado de acuerdo entre los resultados numéricos y teóricos es manifiesto.
Finalmente, se determina el espectro de Fourier asociado al interferograma obtenido para
un haz incidente con longitudes de onda: 1502 nm, 1502.3 nm, 1504 nm, 1505 nm, 1506 nm y
1508 nm. En Fig. 7.6 se representa gráficamente este resultado. Mientras, en Fig. 7.7 se muestra
el resultado de aplicar apodización gaussiana al campo. Tal y como se aprecia, el empleo de la
apodización permite reducir el nivel de interferencia (crosstalk) de −20 dB a −40 dB. Para este
caso la resolución espectral es ∆λ = 0.3, lo que está en acuerdo con el criterio de resolución de
Rayleigh.
Resultados similares se obtienen en los casos de distancias Talbot fraccionarias zTη/ζ, donde
η y ζ son números enteros y η < ζ. En estos casos también se puede determinar analíticamente
la expresión del campo difractado, la cual está dada (para ζ par) por la expresión Ec. (7.10). Un
resultado análogo se obtiene para ζ impar. Esta expresión permite encontrar la distribución
del campo para la distancia zT/2, Ec. (7.14), que da cuenta de la generación de autoimagen
de la estructura AWG desplazada medio periodo (d/2). Por otro lado, la expresión Ec. (7.15)
que corresponde al caso zT/4 indica la existencia de un doblado de la frecuencia espacial
tal y como se aprecia en el inset de Fig. 7.5(a). Estos fenómenos asociados al efecto Talbot
son sobradamente conocidos, sin embargo en el contexto de este tipo dispositivos resultan
ciertamente inéditos ya que habitualmente éstos se diseñan para que operen en el dominio de
campo lejano o de Fraunhoffer.
El interferograma a esta distancia de propagación z = zT/4 se puede calcular a partir de
Ec. (7.10). Concretamente, está dado por la expresión Ec. (7.16). En el caso que nos ocupa,
ésta puede simplificarse ya que la frecuencia espacial asociada al interferograma es menor
que la asociada al AWG, α < 1/d, obteniendo finalmente la expresión Ec. (7.17). Al igual
que en los casos anteriores la información espectral puede extraerse a partir del espectro de
Fourier, tal y como se ilustra en Fig. 7.8. Este resultado es completamente análogo al obtenido
para las distancias z múltiplo de zT salvo que para este caso el interferograma no contiene la
frecuencia de 250 líneas/mm asociada a la estructura del AWG debido al término cos (dpiα) +
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tan (2piαx) sin (dpiα), véase Fig. 7.8 (1502 nm). La aplicación de apodización gaussiana permite
también una reducción considerable del crosstalk de −20 dB a −40 dB, Fig. 7.9.
Este análisis ha permitido lograr un diseño optimizado para este tipo de microespectrómetro
a la vez que revela las propiedades y comportamiento que lo caracterizan. La implantación
de este tipo de dispositivos ciertamente requiere un estudio más profundo en función de
la aplicación considerada. Un hecho a tener en cuenta concierne a la integración de estos
dispositivos con la tecnología de detección existente. Por ello es oportuno considerar cómo
afecta el muestreo del interferograma en función de la resolución del fotodetector empleado.
En nuestro caso consideramos un sensor CCD para el infrarrojo. Los periodos de muestreo
estudiados y correspondientes a los píxeles del sensor son 4 µm, y 5 µm. Tal y como se
demuestra en Fig. 7.10(a), no se aprecia problemas de muestreo (aliasing) para el valor de 4
µm (para este diseño) lo que resulta más que suficiente para la recuperación de la información
espectral. Esto contrasta con el resultado obtenido para 5 µm, en el que se aprecia un aliasing
que da lugar a información espectral espúrea Fig. 7.10(b). No obstante, la dispersión de este
microespectrómetro puede controlarse gracias al orden de interferencia m y al periodo d del
AWG. De esta manera se puede diseñar el dispositivo para lograr un interferograma que pueda
ser suficientemente muestreado para cada tipo de sensor CCD disponible.
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Conclusiones
Basándonos en el formalismo matricial, que describe a los sistemas ópticos de primer or-
den (paraxiales), hemos obtenido un diseño flexible capaz de realizar transformaciones orto-
simplécticas en el espacio de fase. Este diseño está constituido por la combinación de lentes
generalizadas (conjunto de lentes cilíndricas delgadas) e intervalos espaciales (propagación en
el espacio libre). En concreto, esta configuración permite la implementación de las operaciones:
rotación, transformada fraccionaria de Fourier (FRFT) separable y gyrator (GT). Demostramos
que la operaciones FRFT y GT pueden ser realizadas empleando un sistema simétrico constitu-
ido por tres lentes generalizadas y dos intervalos. Mientras, la operación rotación corresponde
a un sistema asimétrico que requiere cuatro lentes generalizadas e intervalos. Los parámetros
de la transformación se alcanzan a través de la rotación de lentes cilíndricas (variación de la
potencia de la lente generalizada) sin necesidad de ajustar la distancia existente entre ellas, y
sin que el resultado final se vea afectado por factores extras de escala ni modulación de fase.
Este es un resultado original y relevante de este trabajo.
La implementación óptica de estas transformaciones es analizada en detalle. En particular,
la implementación experimental de la operación GT es demostrada en el caso de la trans-
formación, a tiempo casi-real y de forma interactiva, de modos Hermite-Gaussian (HG) a
Laguerre-Gaussian (LG). Los resultados experimentales obtenidos están en excelente acuerdo
con las predicciones teóricas, demostrando la viabilidad del sistema propuesto. Así mismo,
se estudia en detalle las principales propiedades de GT así como sus aplicaciones en proce-
sado de imágenes, por primera vez. Esta transformación promete ser una herramienta útil
en caracterización de haces, holografía, procesado de la información, computación cuántica,
etc. Este trabajo tiene especial relevancia ya que la operación GT es muy poco conocida por la
comunidad óptica.
La implementación experimental de la operación GT requiere el empleo de determinadas
señales a procesar, modos HG. Esto ha requerido el desarrollo de un sistema que ofrezca
alto rendimiento óptico a tiempo casi real. Dicho sistema está basado en dos moduladores
espaciales de luz acoplados que implementan ópticamente una función compleja generada
por ordenador. Los resultados obtenidos demuestran la generación modos HG así como la
composición de modos estables con alta calidad óptica. Esta configuración ofrece importantes
ventajas frente a otros sistemas basados en holografía digital, a saber: alto rendimiento óptico a
tiempo real, alineamiento digital (no requiere posicionadores mecánicos), y versatilidad. Esta
es la primera vez que este método es llevado a cabo, y resulta atractivo en numerosas tareas
de procesado de información.
Finalmente, basándonos en el empleo de sistemas ópticos de primer orden, proponemos
el diseño de un microespectrómetro de Fourier. Este dispositivo optoelectrónico opera en
transmisión de tal forma que su configuración interferométrica, basada en la combinación de
redes de guías de onda, permite extraer la información espectral de la luz que sobre él incide.
Este estudio se realiza analíticamente dentro del formalismo de la difracción de la luz en campo
próximo, cuyos resultados son confirmados por simulaciones numéricas. Esta es también la
primera vez que se realiza tal estudio para este tipo de dispositivos. Los resultados obtenidos
para un ancho de banda de 8 nm centrado en la longitud de onda λ = 1500 nm, con resolución
Rayleigh ∆λ = 0.1 nm, demuestran un alto grado de reducción de ruido (crosstalk) hasta −40
dB. El funcionamiento del dispositivo es ilustrado a través de diferentes ejemplos numéricos
que demuestran su viabilidad.
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Introduction
During the last decades, optics has been demonstrated to play an important role in different
fields such as computing technology, data storage, communications, optoelectronics, informa-
tion processing, etc. For example, in the area of communication (optical fiber, waveguides,
etc.) and storage (CD, DVD, etc.), optical technologies have increasingly replaced some con-
ventional electronical technologies. In general, optics is used together with electronics in a
complementary manner. New optoelectronic developments are emerging in spectroscopy,
optical interconnects, metrology, information processing, chemical and biological sensing, etc.
Optical information processing is an important and active field with many significant ad-
vances. The first optical system for information processing was introduced by Van der Lugt
more than 30 years ago [1]. He proposed an optical correlator based on a thin lens to produce
the two-dimensional Fourier transform (FT). This idea led to the creation of many optical and
optoelectronic processors such as joint correlators, adaptive filters and optical differentiators,
[2]. Other tools actively used in digital information processing such as wavelet transforms
[3, 4] and bilinear distributions [5]−[11], have been also implemented in optics.
Nowadays, fractional transformations have a significant importance in information process-
ing [12]−[20]. They offer a new degree of freedom (the fractional order) which can be very
useful in many processing tasks. These kind of transformations naturally arise in different
fields such as optics and quantum mechanics. For instance, the fractional Fourier transform
(FRFT) is used for phase retrieval [21]−[31], signal characterization [32]−[38], space-variant
filtering [39]−[58], encryption [59]−[66], watermarking [67, 68], creation of neural networks
[69]−[74]. Other fractional transformations were found, for example Hilbert transform which
is a promising tool for selective edge detection [75]−[78]. In addition, the fractional Hilbert
and cosine transform as well as the FRFT have been also applied in digital holography for re-
constructing in-line holograms [79]. We refer to reader to [80] where a review of the fractional
transformations role in optical information processing is considered in detail.
Several well-known and important operations: scaling, quadratic phase modulation, and
fractional transformations such as FRFT can be performed by simple optical configurations
thanks to first-order optical systems. A first-order optical system is commonly constructed by
thin lenses, mirrors, prisms separated by convenient free-space propagation intervals, etc. The
list of operations significantly enlarged when cylindrical lenses are applied. Indeed, it allows
to perform attractive operations as image rotation and nonsymmetric scaling, which lead to
affine image transformation, and the separable FRFT. The combination of all these operations
corresponds to linear canonical integral transformation (LCT). Other systems performing affine
transformations in phase space such as the gyrator transform (GT), can be constructed by the
combination of a separable FRFT system embedded in two rotator setups, [81]. Nevertheless,
to the best of our knowledge no systematic study of the design of these optical systems has
been realized.
In this work we analyze in detail the optical system design corresponding to these ortho-
symplectic transformations: rotator, separable FRFT, and GT operations. Our main goal is to
find a flexible setup composed of generalized lenses (assembled set of thin cylindrical lenses)
and fixed free-space intervals, where one or two-parametric transformation is reached only by
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means of lens rotations. Such type of setups are demanded in different applications: beam
characterization, Hermite-Gaussian to Laguerre-Gaussian mode conversion [82]−[99], phase
retrieval, optical information processing, etc.
In contrast to the rotator operation and separable FRFT, the GT operation is still little-known
for the optical community. This is the first time the GT optical implementation as well as its
mains properties are studied. The GT action is also experimentally demonstrated for the case
of stable mode generation. In fact, the GT can be considered as a generalized mode converter.
Besides, we propose a number of applications of the GT application for image processing.
Other relevant applications of first-order optical systems are related to spectroscopy. In this
work we propose an optimized design for a Fourier-transform microspectrometer based on
two interleaved arrayed waveguide gratings (AWG) operating in transmission geometry. The
retrieval of spectral information is reached by Fourier analysis of the interference pattern, which
is generated by the light emerging from each AWG array. In contrast to conventional AWG
devices where an image of the input waveguide is formed dispersively in the focal region, thus
operating in Frauhoffer (far-field) diffraction regime, the considered device does not involve
focusing and operates in Fresnel regime. Therefore, to solve the near-field diffraction problem
is required. This is the first time it is addressed for an AWG device. The device design implies
to analyze the spectral retrieval information in presence of the Talbot effect (self-imaging)
associated to the AWG structure. The spectral retrieval information with a crosstalk level
suppression of −40 dB is demonstrated for a bandwidth of 8 nm at 1500 nm.
This work is organized in seven chapters. In chapter 1 the first-order system fundamentals
as well as the image rotation, separable FRFT and GT operation are introduced. Chapter 2
is devoted to the optical design for rotator, separable FRFT, and GT operations. In chapter
3 we discuss the optical implementation for rotator and separable FRFT. The GT operation
is exhaustively studied trough chapters 4−6, where its main properties and applications as
well as its experimental implementation are presented. Finally, the Fourier-transform AWG
microspectrometer is studied in chapter 7.
Since we have developed programs for the numerical simulations of these systems, in
appendix A the corresponding numerical approach is discussed. In appendix B we provide
some of the intermediate calculations corresponding to the GT properties discussed in chapter
4. Finally, in appendix C we present a flexible setup based on two coupled SLMs that permits
almost at real time the generation of complex optical fields. We have developed this setup
for the implementation of input signals, which are used in the experimental realization of
the GT operation. Several signal compositions generated by this setup are shown in detail,
demonstrating its high optical throughout. We have developed a particular software for this
application, which is presented in appendix C as well. The work ends with concluding remarks.
Contents
Preface iii
Resumen v
Introduction xix
1 Introduction to first-order optical systems 1
1.1 Fundamentals and useful examples . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1.1 Ortho-symplectic systems . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2 Optical system design for ortho-symplectic transformations in phase space 7
2.1 System design fundamentals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Symmetric systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2.1 Transformation matrix and its submatrices relations . . . . . . . . . . . . 9
2.2.2 System design for the separable FRFT and GT . . . . . . . . . . . . . . . 10
2.3 Generalized lenses for antisymmetric FRFT and GT . . . . . . . . . . . . . . . . 12
2.4 Systems for image rotation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3 Optical implementation for separable fractional FT and rotator operation 17
3.1 Separable fractional Fourier transform . . . . . . . . . . . . . . . . . . . . . . . . 17
3.1.1 Optical setup for antisymmetric FRFT . . . . . . . . . . . . . . . . . . . . 20
3.2 Rotator operation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.3 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
4 Properties of the gyrator transform 27
4.1 Definition of the gyrator transform . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4.2 Basic properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
4.3 Gyrator transform of selected functions . . . . . . . . . . . . . . . . . . . . . . . 30
4.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
5 Applications of the gyrator transform 35
5.1 Gyrator transform as optical mode converter . . . . . . . . . . . . . . . . . . . . 35
5.1.1 Hermite-Gaussian mode evolution under the gyrator transform . . . . . 35
5.1.2 Influence of scaling and shift properties to mode transformation . . . . 37
5.1.3 Gyrator transform of HG modes composition . . . . . . . . . . . . . . . 38
5.2 Filtering in gyrator domain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
5.3 Hyperbolic noise reduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
5.4 Image encryption in gyrator domains . . . . . . . . . . . . . . . . . . . . . . . . 42
5.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
xxii CONTENTS
6 Gyrator transform: experimental implementation 45
6.1 Optical implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
6.2 Experimental results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
6.3 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
7 Fresnel diffraction effects in Fourier-transform AWG spectrometer 53
7.1 Fundamentals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
7.2 FT-AWG device design and performance in presence of Talbot effect . . . . . . 55
7.2.1 Retrieval of spectral information . . . . . . . . . . . . . . . . . . . . . . . 57
7.2.2 Interferogram sampling effects . . . . . . . . . . . . . . . . . . . . . . . . 63
7.3 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
Conclusions 65
Appendices
A Numerical approach for the Fresnel diffraction integral calculation 67
B Gyrator transform properties 69
B.0.1 Shift theorem for gyrator transform . . . . . . . . . . . . . . . . . . . . . 69
B.0.2 Scaling theorem for gyrator transform . . . . . . . . . . . . . . . . . . . 70
B.0.3 Gyrator transform of selected functions, Table 4.3 . . . . . . . . . . . . 70
C System for optical field generation based on two coupled SLMs 73
Acknowledgements 78
Publications 79
Bibliography 83
Glossary 91
Glosario 91
Chapter 1
Introduction to first-order optical
systems
In this chapter we introduce the matrix formalism that describes the lossless first-order optical
systems. This formalism offers an elegant way to find a flexible system design able to per-
form ortho-symplectic transformations such as image rotation, separable FRFT and GT. This
flexible system design is based on two basic first-order system types; thin cylindrical lenses
and free-space propagation intervals. Such basic systems as well as these ortho-symplectic
transformations are also introduced.
1.1 Fundamentals and useful examples
First-order optical systems, also known as ABCD systems, consisting of thin lenses, mirrors,
prisms, free-space propagation intervals, gradient index lenses [100], etc. have been exhaus-
tively studied in the last decades. These paraxial systems are characterized by the well-known
real 4 × 4 ray transformation matrix T [82, 83], which relates the position ri and direction qi of
an incoming ray to the position ro and direction qo of the outgoing ray:[
ro
qo
]
=
[
A B
C D
] [
ri
qi
]
= T
[
ri
qi
]
. (1.1)
Notice that rt =
(
x, y
)
and qt =
(
qx, qy
)
, where t stands for transposition operation and qx,y
are the cosine directions of ray vector with the x and y axis. An example of ABCD system is
displayed in Fig. 1.1. In this chapter as well as in the next one, we use dimensionless variables
ri,o/
√
λε→ ri,o, qi,o√ε/λ→ qi,o, and the dimensionless submatrices B/ε→ B and Cε→ C, where
λ is the wavelength and ε corresponds to lengths such as propagation distance z, focal lens f ,
beam waist w, etc.
The ray transformation matrix parameterizes the kernel KT of the operator RT associated
to LCT. The evolution of the complex field amplitude f (r) during its propagation through the
first-order optical system is described by the LCT. Indeed, the output complex field amplitude
is written as it follows:
fo(ro) = RT[ fi(ri)](ro) =
∫
fi(ri)KT (ri, ro) dri
=
1√
det iB
∫
fi(ri) exp
(
ipi
[
rtiB
−1Ari − 2rtiB−1ro + rtoDB−1ro
])
dri, (1.2)
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for the nonsingular case (det B , 0), which corresponds to the Collins integral [101]. While in
the singular case (B = 0) the generalized imaging condition is obtained:
fo(ro) =
1√|det A| fi(A
−1ro) exp
(
ipi
[
rtoCA
−1ro
])
. (1.3)
The transformation matrix T is symplectic:
TtQT = Q, (1.4)
where
Q =
[
0 I
−I 0
]
, (1.5)
is the skew-symmetric matrix with a unity 2× 2 submatrix I. Note that Tt denotes the transpo-
sition operation of T. Because of the symplecticity condition,
ABt = BAt, CDt = DCt, ADt − BCt = I,
AtC = CtA, BtD = DtB, AtD − CtB = I, (1.6)
the 4× 4 ray transformation matrix is described by only ten free parameters. Below we reserve
capital bold letters T, Q, M and R to indicate the 4 × 4 ray transformation matrix; other bold
capital letters correspond to the 2 × 2 submatrices, which compose the entire 4 × 4 matrix.
z
L
αyi
αxi
θi
αxo
αy0
θo
Pin
Pout
Figure 1.1: ABCD system composed by two free-space intervals and one thin lens L (without
aberrations). Pin and Pout are the input and output planes, respectively. Note that cosine
directions are given by cosαx,y = qx,y with θ2 = q2x + q2y.
Taking into account the modified Iwasawa decomposition, any ray transformation matrix
T [83, 84] can be written as a product of an anamorphic (nonsymmetric) lens, an anamorphic
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magnifier (scaling), and an ortho-symplectic system:
T =
[
A B
C D
]
=
[
I 0
L I
] [
S 0
0 S−1
] [
X Y
−Y X
]
, (1.7)
where
S = (AAt + BBt)1/2 = St,
X + iY = (AAt + BBt)−1/2 (A + iB) ,
L =
(
CAt + DBt
)
(AAt + BBt)−1 = Lt. (1.8)
The first matrix in the decomposition performs an anamorphic quadratic phase modulation.
The scaling operation, described by the second matrix, is also well studied [83, 85]. The last
ortho-symplectic matrix, orthogonal (Mt = M−1) and symplectic, is a general expression for
a variety of attractive transforms such as image rotation and FRFT [83, 84, 86]. In the case of
ortho-symplectic matrices the conditions given by Eqs. (1.6) reduce to [83]:
XYt = YXt, XtY = YtX, XXt + YYt = I. (1.9)
Moreover, the ortho-symplectic systems can be also elegantly described by the unitary matrix
U = X + iY, [84].
Sophisticated first-order optical systems can be designed thanks to the cascade of basic ones
such as thin lenses and free-space propagation intervals. Our main goal is to find a minimal
lens−free-space flexible system design to perform attractive ortho-symplectic operations for
optical information processing, in particular: image rotation, separable FRFT, GT, etc. Here
we introduce these ortho-symplectic transformations.
Because we are interested on a lens−free-space system design, let us first remind these
two basic first-order systems. A free-space light propagation interval z, is described by the
submatrices: A = D = I, C = 0, and B = zI that lead to the well-known Fresnel integral [102]:
fo(ro) =
exp (i2piz/λ)
iλz
"
fi(ri) exp
(
−ipi
[
(xo − xi)2 + (yo − yi)2] /λz) dri. (1.10)
Meanwhile, a thin spherical lens [102] is described by submatrices: A = D = I, C = −pI, and
B = 0. Therefore the output complex field amplitude just after this lens is given by:
fo(ro) = fi(ro) exp
(
−ipip
[
x2o + y
2
o
]
/λ
)
, (1.11)
where the lens power p > 0 and p < 0 correspond to a convergent and divergent lens, respec-
tively.
The composition of both systems leads to basic optical transformations such as FT used for
filtering, correlation, etc. The list of transformations enlarges when anamorphic lenses are
considered. An example of anamorphic lens corresponds to the composition of two cylindrical
lenses crossed at angle pi/2, leading to a phase modulation function:
Ψ(r) = exp
(
−ipipxx2/λ
)
exp
(
−ipipyy2/λ
)
, (1.12)
where px,y are the lens powers for the x and y axis. Note that a spherical lens is recovered
for px = py. Interesting and useful anamorphic lenses can be constructed by means of an
assembled set of rotated cylindrical lenses, which we refer further to as a generalized lens.
Several flexible schemes based on two or more cylindrical and spherical lenses to modulate
the phase, have been proposed [87, 92]. The composition of generalized lenses together with
free-space intervals will be used in chapter 2 for the design of ortho-symplectic optical systems.
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1.1.1 Ortho-symplectic systems
Image rotation operation
The following submatrices
Xrot =
[
cosϑ sinϑ
− sinϑ cosϑ
]
, Yrot = 0, (1.13)
describe an image rotator operation [83, 86, 91], related to the rotation in position and spatial-
frequency planes (x, y) and (qx, qy). It implies that the input complex field fi(ri) is rotated at
angle ϑ:
fo(ro) = fi(xo cosϑ − yo sinϑ, yo cosϑ + xo sinϑ). (1.14)
Several schemes for image rotation by lens setups have been proposed [83, 85, 86, 91]. Some of
them do not relate to pure rotation since they introduce an additional phase modulation of the
rotated image. We will call them imperfect rotators. Besides, it is also remarkable to mention
that the rotator operation can be implemented by a lens-less setup, for instance by means of a
pair of Dove prisms.
Separable fractional FT
The FRFT plays an important role in digital and optical information processing. It was studied
by Kober [14] in 1939 and then used as a mathematical tool in quantum mechanics by Namias
in 1980 [15]. In 1993, Mendlovic and Ozaktas studied the FRFT optically when they analyzed
gradient index (GRIN) fiber [89]. In the same year, Lohmann proposed that FRFT could
be realized by using conventional lens system [90]. A general treatment of optical systems
performing the FRFT was realized by Sahin et al. in 1998 [95], in which the fractional orders
can be specified independently. We refer to the reader to [12, 13], where the FRFT properties
such as scaling, shift, Parseval theorem, etc. and its main applications are studied in detail.
The ray transformation submatrices associated to FRFT are given by [83, 84, 86, 93, 94, 95]:
XFRFT =
[
cosγx 0
0 cosγy
]
, YFRFT =
[
sinγx 0
0 sinγy
]
, (1.15)
which produces rotations at planes (x, qx) and (y, qy) of the phase space. The transformation is
separable and hence it can be written as fo(ro) = Rγx Rγy [ fi(ri)](ro), where
Rγx [ fi(ri)](ro)
=
exp(iγx/2)√
i sinγx
∫
fi(xi, yi) exp
(
ipi
[
(x2o + x
2
i ) cotγx − 2xixo cscγx
])
dxi, (1.16)
with Rγx Rγy = Rγx,γy . For angles γx = γy = 0 it corresponds to the identity transformation,
whereas for γx = 0 and γy = pi the FRFT reduces to image reflection. Meanwhile for γx = γy =
pi/2 the Fourier transform is obtained. The case γx = γy = γ and γx = −γy = γ corresponds to
the symmetric and antisymmetric FRFT, respectively. It is usual to define the transformation
angle as γ = npi/2, where n is called fractional order or degree. For instance, the order n = 4
leads to the self-imaging case meanwhile n = −1 corresponds to the inverse Fourier transform.
As it is known, the symmetric FRFT arises naturally in optical systems. Indeed, the compo-
sition of a spherical lens with focal distance f and two free-space intervals with distance z leads
to a symmetric FRFT system [12], Fig. 1.2, which is parameterized by
z = s2
(
cscγ − cotγ) /λ,
f =
(
s2 cscγ
)
/λ.
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Therefore, the transformation angle γ is changed by adjusting the distance z. Nevertheless, the
output complex field is affected by an additional scaling (s) that depends on the transformation
angle. This system corresponds to the well-known Lohmann FRFT type system [90]. Note that
for z = f the FT is obtained.
L
z
P
in
P
out
z
Figure 1.2: Symmetric FRFT optical setup corresponding to the Lohmann system type. The
transformation angle is changed by adjusting the free-space intervals z. L is a convergent
spherical thin lens meanwhile Pin and Pout are the input and output planes, respectively.
As mentioned, Sahin et al. [95] introduced a general treatment of FRFT optical systems.
They derived several optical designs for the FRFT where input and output scale parameters as
well as the residual spherical phase factors can be controlled. In contrast to the Lohmann type
system, these systems use cylindrical lenses. However, all these systems are not flexible since
for any transformation angle value the distances among lens and input−output planes as well
as the lens powers have to be changed. Other FRFT systems constructed by using spherical
mirrors instead thin lenses have been proposed [103, 104, 105].
Recently, an optical system based on two generalized lenses [92] to perform a FRFT has
been proposed [97]. This configuration permits one to change the fractional angles by a
corresponding rotation of the lenses, but the resulting FRFT has a scaling depending on the
angle values. In chapter 2 we derive a flexible design for the FRFT based on three generalized
lenses and two free-space intervals that permits to change the transformation angles by the
proper lens rotation without depending scaling and additional phase modulation.
Gyrator transform
Another attractive and useful operation is the gyrator transform, associated with the subma-
trices
Xgyr =
[
cosα 0
0 cosα
]
, Ygyr =
[
0 sinα
sinα 0
]
, (1.17)
that describes the rotation at the twisted position and spatial-frequency planes (x, qy) and (y, qx)
[83, 84, 86]. Thus the GT is defined as
fo(ro) = Rα[ fi(ri)](ro)
=
1
|sinα|
"
fi(xi, yi) exp
(
i2pi
(xoyo + xiyi) cosα − (xiyo + xoyi)
sinα
)
dxidyi. (1.18)
While the kernel of the FRFT is given as a product of plane and elliptic waves, the GT kernel
is given as a product of plane and hyperbolic waves. It is known that the gyrator operation
is responsible for the Hermite-Gaussian to Laguerre-Gaussian mode conversion [83]−[86],
which will be further studied in chapter 4, 5 and 6. In this work we study the GT optical
implementation as well as its main properties for first time.
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Arbitrary ortho-symplectic systems
For the case of the separable FRFT, image rotation operation, and GT the unitary matrix is
written as
UFRFT
(
γx, γy
)
=
[
exp(iγx) 0
0 exp(iγy)
]
, (1.19)
Urot (ϑ) =
[
cosϑ sinϑ
− sinϑ cosϑ
]
, (1.20)
Ugyr (θ) =
[
cosα i sinα
i sinα cosα
]
, (1.21)
respectively. As it was shown in [81] any ortho-symplectic system can be constructed from a
FRFT system embedded in two rotator systems.
Therefore, the unitary matrix U for any ortho-symplectic system is written as
U = Urot
(
β
)
UFRFT
(
γx, γy
)
Urot (α) . (1.22)
It is an important result since it also allows the numerical calculation of LCTs by using conven-
tional algorithms developed for the FRFT. Notice that rotator operation produces the rotation
both for the spatial variables (x, y) and the spatial-frequency variables (qx, qy), whereas FRFT
produces a rotation through γx and γy for the space−spatial-frequency (x, qx) and (y, qy), corre-
spondingly. In particular the GT can be represented as a combination of the rotator and FRFT
(see reference [106]):
Ugyr (α) = Urot (−pi/4) UFRFT (α,−α) Urot (pi/4) . (1.23)
In addition, thanks to the modified Iwasawa decomposition [Eq. (1.7)] an entire optical
system is represented by the combination of an anamorphic lens (with matrix L), an anamorphic
magnifier (with matrix S), and an ortho-symplectic system:
T = TLTSTrot
(
β
)
TFRFT
(
γx, γy
)
Trot (α) , (1.24)
that brings us to a general representation of the LCT for any transformation matrix (T), with
or without a singularity of the submatrix B.
Chapter 2
Optical system design for
ortho-symplectic transformations in
phase space
One of the objectives of this work is to design a flexible system for the optical implementation
of attractive transformations such as image rotation, separable FRFT and gyrator transform,
which are associated to ortho-symplectic matrices. This system design corresponds to a cascade
of generalized lenses (assembled set of cylindrical lenses) and fixed free-space intervals. The
system is flexible since the change of the transformation parameter is almost in real time
achieved by the proper rotation of the cylindrical lenses or lens power variation.
In chapter 1 we have introduced the matrix formalism as well as image rotation, separable
FRFT, and GT operations. In this chapter we analyze these paraxial systems, on the basis of a
matrix formalism. Section 2.1 is devoted to analysis of the transformation matrix associated to
a general system composed of n generalized lenses and n + 1 free-space intervals. In Section
2.2 symmetric systems are studied in detail, which lead to obtain a flexible setup design for the
separable FRFT and GT. The optical implementation of their corresponding generalized lenses
is also analyzed in Section 2.3. Finally, we demonstrate that the optical setup for the image
rotation operation corresponds to a nonsymmetric flexible system, Section 2.4.
2.1 System design fundamentals
The basic elements for the design of a given first-order optical system, characterized by a ray
transformation matrix T, are generalized lenses and free-space intervals. Our first step is to
find the general expression that relates the submatrices of the transformation matrix associated
to this system.
A generalized lens [see the first matrix in Eq. (1.7)] is a superposition of m cylindrical ones,
which is represented by a submatrix [87, 92]:
L = − 1
2
[ ∑m
i=1 pi(1 + cos 2ϕi)
∑m
i=1 pi sin 2ϕi∑m
i=1 pi sin 2ϕi
∑m
i=1 pi(1 − cos 2ϕi)
]
, (2.1)
where pi is the power (in dimensionless variables piλ → pi) and ϕi is a rotation angle among
the OY axis and the principal direction of the cylindrical i−th lens. Note that L = Lt. Note that
pi < 0 and pi > 0 correspond to a divergent and convergent lens, respectively. These lenses
can be constructed by assembling several cylindrical, which can be also implemented using
holographic multiplexing, or by means of a SLM [96].
8 Chapter 2
z
1
z
2
z
n
z
n+1
L
1
L
2
L
n-1
L
n
P
in
P
out
{
Embedded subsystem
Figure 2.1: Optical setup scheme. Pin and Pout are the input and output planes, respectively.
Generalized lenses Lm and free-space intervals zm are displayed.
The entire system (see Fig. 2.1) contains n lenses with n + 1 free-space intervals of length zi
(zi/λ → zi) between themselves and the input−output planes. Therefore, its transformation
matrix is given by
Tn =
[
An Bn
Cn Dn
]
=
[
I zn+1I
0 I
] [
I 0
Ln I
] [
I znI
0 I
]
....
[
I 0
L1 I
] [
I z1I
0 I
]
. (2.2)
In particular, the expression for the system containing one lens L1is given by the transformation
matrix[
A1 B1
C1 D1
]
=
[
I z2I
0 I
] [
I 0
L1 I
] [
I z1I
0 I
]
=
[
L1z2 + I L1z1z2 + I(z1 + z2)
L1 L1z1 + I
]
, (2.3)
and establish the following relation among the submatrices A1, B1, C1, and D1:
B1 = A1z1 − C1z1z2 + D1z2. (2.4)
In the same way a similar expression can be obtained for the systems with zero (free-space
interval only), two, three and four lenses. The corresponding equations are summarized as
B0 = A0z1
B1 = A1z1 − C1z1z2 + D1z2,
B2 = A2z1 − C2z1z3 + D2z3 + Iz2,
B3 = A3z1 − C3z1z4 + D3z4 + L2z2z3 + I(z2 + z3),
B4 = A4z1 − C4z1z5 + D4z5 + L2z2(z3 + z4) + L3z4(z2 + z3) + L3L2z2z3z4
+I(z2 + z3 + z4). (2.5)
We observe that the submatrix B is a sum of submatrix A multiplied by the distance of the
first free-space interval, submatrix D multiplied by the distance of the last free-space interval,
submatrix C with opposite sign multiplied by the distance of the first and the last free-space
intervals, and a term related only to the subsystem embedded between the first and the last
lenses excluding them (see Fig. 2.1). Analyzing Eqs. (2.5) we have found that this additional
term corresponds to the submatrix B of the embedded system. Then the general expression
that relates the submatrices of the matrix Tn (n ≥ 2) can be formulated as
Bn = Anz1 − Cnz1zn+1 + Dnzn+1 + Ben−2, (2.6)
where the submatrix Ben−2 is related to the embedded subsystem, which contains n − 2 lenses
and n − 1 free-space intervals.
It is an important result since the expression Eq. (2.6) significantly simplifies the system
design as it will be demonstrated in the next section.
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2.2 Symmetric systems
2.2.1 Transformation matrix and its submatrices relations
Regarding the one-dimensional case, it can be shown that there is only one ortho-symplectic
matrix that corresponds to the one-dimensional FRFT [83]. The known optical systems imple-
menting a one-dimensional FRFT and a two-dimensional fractional FT for the same angle in
both orthogonal directions are symmetric, [90]. Since we are interested in symmetric systems
performing ortho-symplectic transformations we first analyze their ray transformation matrix.
We underline that a symmetric system implies that zn+2−k = zk and Ln+1−k = Lk for k =
1, ...,n/2. In the case of odd n, the central lens can be represented as a cascade of two identical
ones. For example, symmetric systems with one lens L can be represented by the matrix
T = MzMLMz = MzML/2ML/2Mz. Correspondingly, the symmetric system with two lenses
can be described by T = Mz1 ML1 Mz2 ML1 Mz1 = Mz1 ML1 Mz2/2Mz2/2ML1 Mz1 . In general the
symmetric system of n lenses can be represented by the following transformation matrix:
T = M˜1M˜2...M˜mMm...M2M1 = R˜R, (2.7)
where Mk = MLk Mzk , M˜k = Mzk MLk , m = n/2 if n is an even number and m = (n + 1)/2 if n is an
odd number. In the case of odd n, the matrix Mm is composed by the lens L(n+1)/2 with half of
the focal distance. Note that if
Mk = MLk Mzk =
[
a b
c d
]
=
[
I zkI
Lk zkLk + I
]
, (2.8)
then
M˜k = Mzk MLk =
[
d b
c a
]
=
[
zkLk + I zkI
Lk I
]
, (2.9)
and
M˜−1k =
[
d b
c a
]−1
=
[
at −bt
−ct dt
]
=
[
a −b
−c d
]
=
[
I −zkI
−Lk zkLk + I
]
. (2.10)
We observe that M˜−1k (Lk, zk) = Mk(−Lk,−zk). Note that a, b, c and d are 2 × 2 submatrices. This
result is also valid for a subsystem constructed by a single thin lens or by a free-space interval.
It is easy to see that if the transformation matrix of the subsystem is
R =
[
Ar Br
Cr Dr
]
, (2.11)
then
R˜ =
[
Dtr Btr
Ctr Atr
]
. (2.12)
These expressions allow us to obtain the transformation matrix for a symmetric system:
T = R˜R =
[
DtrAr + BtrCr DtrBr + BtrDr
CtrAr + AtrCr CtrBr + AtrDr
]
, (2.13)
that implies A = Dt, B = Bt and C = Ct, which is a basis for our further analysis. Taking into
account the symplecticity conditions Eq. (1.6) for the matrix R, the latter expression is simplified
as following:
T =
[
A B
C D
]
=
[
DtrAr + BtrCr 2DtrBr
2CtrAr (DtrAr+B
t
rCr)t
]
. (2.14)
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Comparing the latter conditions [Eq. (2.14)] with the ortho-symplectic matrix form (A = D
and B = −C), we conclude that an ortho-symplectic system can be implemented by a symmetric
system only if its submatrices X and Y are equal to its transpose:
X = Xt, Y=Yt. (2.15)
This is a relevant result that also allows us to conclude that an image rotation cannot be
performed by a symmetrical system (except for the rotation at pi) since in this case X , Xt as
can be seen from Eqs. (1.13).
If an ortho-symplectic matrix satisfies Eqs. (2.15) then according to Eq. (1.9) we obtain the
following restrictions
XY = YX, X2 + Y2 = I. (2.16)
Note that this relations hold for the separable FRFT and the gyrator matrices [see Eqs. (1.15)
and (1.17)]. Based on the expressions Eqs. (1.6) and (2.14) we derive that
X = 2DtrAr − I,
Y=2DtrBr = −2CtrAr. (2.17)
Therefore, it means that the following relation :
DtrBr + C
t
rAr = 0, (2.18)
has to be satisfied in order to construct a symmetric ortho-symplectic system.
2.2.2 System design for the separable FRFT and GT
The previous results permit us start with the symmetric optical system design associated to
separable FRFT and GT operation implementation. As mentioned in the previous chapter,
there are two well-known symmetric optical configurations containing one or two lenses
correspondingly, which perform the FRFT for the same angle in both orthogonal directions
[89, 90]. Several other schemes to perform separable FRFT have been proposed [93, 94, 95].
However, they are not flexible; thus to change the angle of the FRFT, the distances between the
lens and input−output planes and the lens powers have to be changed. Recently, an optical
system based on two generalized lenses to perform a separable FRFT has been proposed
[97]. This configuration permits one to change the fractional or transformation angles by a
corresponding rotation of the lenses, but the resulting FRFT has a scaling depending on the
angle values.
Here we obtain two symmetric systems containing three generalized lenses, which are able
to perform both ortho-symplectic transformations (separable FRFT and GT) without adjust-
ing distances when the transformation angles are changed. Note that such ortho-symplectic
systems can be represented by the transformation matrix:
T = Mz1 ML1 Mz2 ML2/2ML2/2Mz2 ML1 Mz1 . (2.19)
We start considering the case z1 = 0, see Fig. 2.1. Then the submatrices Ar,Br,Cr and Dr are
given by
Ar = L1z2 + I,
Br = Iz2,
Cr = L1 +
1
2
L2 +
1
2
L2L1z2,
Dr =
1
2
L2z2 + I. (2.20)
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Thus, based on Eqs. (2.17), we obtain
X = z2 (2L1 + L2 + L1L2z2) + I,
Y=z2 (L2z2 + 2I) . (2.21)
Taking into account that XY = YX, one can see that L1L2 = L2L1 and therefore Eq. (2.18) holds.
For the nonsingular case det Y , 0, see [81], the generalized lenses L1 and L2 can be written as
a combination of the X and Y matrices as
L1 = (X + I) Y−1 − 1z2 I, (2.22a)
L2=
1
z22
(Y − 2z2I) . (2.22b)
Replacing the expressions X and Y from Eqs. (1.15) we find that the separable FRFT is
obtained when
L1(γx, γy) =
 cot
(
γx
2
)
− z−12 0
0 cot
(γy
2
)
− z−12
 , (2.23a)
L2(γx, γy)=
1
z22
[
sinγx − 2z2 0
0 sinγy − 2z2
]
. (2.23b)
Analogously, the generalized lenses corresponding to the GT operation [Eqs. (1.17)] are ob-
tained from expression Eq. (2.22a) and Eq. (2.22b):
L1 (α)=
 −z−12 cot
(
α
2
)
cot
(
α
2
)
−z−12
 ,
L2 (α)=
1
z22
[ −2z2 sinα
sinα −2z2
]
. (2.24)
If these generalized lenses are implemented by using ordinary cylindrical lenses, only some
sets of angle parameters γx, γy or α are available without changing the lens power. For
instance, the transformation angle interval α ∈ [pi/2, 3pi/2] is covered in the case of the GT and
the antisymmetric FRFT γx = −γy = α. This fact will be demonstrated in the next chapters
in detail. Nevertheless, these limitations are overcome if these lenses are implemented by
holographic multiplexing or by a programmable SLM.
For a singular case (det Y = 0) the expression Eq. (2.22a) cannot be applied. However, the
generalized lens L1 is obtained from the following equation:
X =
(
L1 +
1
z2
I
)
Y − I, (2.25)
which is derived from the expressions given by Eqs. (2.21). It is easy to see that if Y = 0 then
X = −I, which coincides with: the separable FRFT for angles γx = γy = pi, gyrator operation
for α = pi, and image rotation at angle pi. This operation is realizable by the proposed setup if
L1= − z−12 I and L2= − 2z−12 I, that corresponds to a cascade of two Fourier transform systems.
In general, the singular case for the separable FRFT arises when at least one of the angles
γx or γy equals mpi, where m is an integer. Analyzing Eq. (2.25) we conclude that the FRFT
operations for γx and/or γy equal to pi can be obtained. In particular, for the case γy = pi, the
generalized lenses L1 and L2 are given by
L1(γx, pi) =
[
cot
(
γx
2
)
− z−12 0
0 0
]
,
L2(γx, pi)=
1
z22
[
sinγx − 2z2 0
0 −2z2
]
. (2.26)
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Singular cases corresponding to the FRFT at angles γx and/or γy equal 0, and gyrator operation
for α = 0 (corresponding to the identity transform) cannot be realized by the proposed setup.
Nevertheless, since this case corresponds to the well-known identity transform, imaging with
unit magnification, we do not consider it. As it will be demonstrated in chapter 3 and 6, the
proposed optical configuration is able to perform both operations for the transformation angle
interval [pi/2, 3pi/2] that is sufficient for the most of applications.
In conclusion, the separable FRFT and GT operation can be implemented by using a sym-
metric optical system constructed with two free-space intervals and three generalized lenses
given by Eq. (2.23) and Eq. (2.24), respectively. Notice that the first and third generalized lenses
are identical since the system is symmetric. The generalized lens design associated to L1 and
L2 is discussed in the next section for both transformations.
2.3 Generalized lenses for antisymmetric FRFT and GT
A useful generalized lens is obtained when three particular lenses are properly assembled,
L=L1L2L3 (see Fig. 2.2), where L1 and L2 are convergent and divergent cylindrical lenses,
respectively and L3 is a convergent spherical lens [92]. This generalized lens is used for the
optical implementation of the antisymmetric FRFT and GT operations.
The cylindrical lensesL1 andL2 can be rotated whileL3 remains fixed. ThereforeL can be
written as a function ofL1 (ϕ1),L2 (ϕ2) andL3 as follows:
L= − p sin 2ω
[ − sin 2Ω cos 2Ω
cos 2Ω sin 2Ω
]
− p3I, (2.27)
where ϕ1 = Ω + ω, ϕ2 = Ω − ω, and p = p1 = −p2 and p3 are the powers for the lenses L1, L2,
andL3, correspondingly.
y
x
z
2ω

1

2

3
Figure 2.2: Optical system scheme associated to L=L1L2L3 generalized lens.
For the antisymmetric FRFT [Eqs. (2.23) with γx = −γy = α], L2 can be implemented by using
lensL with the following parameters: Ω = −pi/4, 2ω = α = 2ϕ1 + pi/2, p = 1/z22, and p3 = 2/z2.
Different values of angle α for L2(α,−α) are obtained by rotation of cylindrical lensL1,2, while
the angle ϕ1 + ϕ2 = −pi/2 is fixed. Meanwhile, the lens
L1(α,−α) =
 cot
(
α
2
)
− z−12 0
0 − cot
(
α
2
)
− z−12
 , (2.28)
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can also be implemented by means of the L setup, Eq. (2.27), but only for certain values of α
such that cot (α/2) = p sin 2ω. In this case Ω = −pi/4, 2ω = 2ϕ1 + pi/2 and p3 = 1/z2.
For the GT operation [see Eqs. (2.24)] the lens L1 (α), at the same angular interval as in the
case of the antisymmetric FRFT (given by cot (α/2) = p sin 2ω), can be obtained by using L
with the following parameters: Ω = 0, ω = ϕ1 and p3 = 1/z2. The lens L2(α) [Eqs. (2.24)] is
obtained for Ω = 0, 2ω = α = 2ϕ1, p = −1/z22, and p3 = 2/z2. In contrast to the antisymmetric
FRFT case, these generalized lenses can be simplified to an assembled set of two convergent
cylindrical lenses. This will be demonstrated in chapter 6 in detail.
The considered generalized lens configuration allows to implement easily both transfor-
mations, antisymmetric FRFT and GT, where the variation of the transformation angle is only
reached by lens rotation. Notice that the rotation of the cylindrical lenses implies a variable lens
power associated to the generalized lens. For the separable and symmetric FRFT (γx = γy) the
lens power of the generalized lenses cannot be changed by means of lens rotations, and hence
the lens power have to be adjusted directly. Nevertheless, these lenses can be implemented by
holographic multiplexing or by a programmable SLM. In the following chapters this optical
configuration and their experimental implementation will be discussed.
2.4 Systems for image rotation
As previously mentioned, several schemes for image rotation by lens-based setups have been
proposed in the last decade. Some of them do not produce to pure rotation since they introduce
an additional phase modulation of the rotated image. Therefore we call them imperfect rotators.
Others are reflectors with rotation [85], which also belong to the class of ortho-symplectic
systems, and are described by the submatrices
Xre f (θ) =
[
cosθ sinθ
sinθ − cosθ
]
,Y = 0. (2.29)
Note that a cascade of two reflectors with rotation angles θ1 and θ2 corresponds to a rotator
with angle θ1 − θ2 [83, 86, 91], since
Xrot(θ1 − θ2)=Xre f (θ2)Xre f (θ1)=
[
cosθ2 sinθ2
sinθ2 − cosθ2
] [
cosθ1 sinθ1
sinθ1 − cosθ1
]
=
[
cos(θ1 − θ2) sin(θ1 − θ2)
− sin(θ1 − θ2) cos(θ1 − θ2)
]
. (2.30)
Our strategy will be to find a minimal configuration to perform an imperfect rotator and to
correct it by an additional lens.
It can be demonstrated that a system with one lens cannot perform image rotation except
in the trivial case θ = pi. Let us consider a system with two lenses z1L1z2L2z3. The submatrix
parameters in this case are given by
A2 = L1(z2 + z3) + L2z3 + L2L1z2z3 + I, (2.31a)
B2 = L1(z2 + z3)z1 + L2(z2 + z1)z3 + L2L1z2z3z1 + I(z2 + z3 + z1), (2.31b)
C2 = L1 + L2 + L2L1z2, (2.31c)
D2 = L1z1 + L2(z1+z2) + L2L1z2z1 + I, (2.31d)
and Eq. (2.6) for n = 2,
B2 = A2z1 − C2z1z3 + D2z3 + Iz2. (2.32)
Applying the conditions A2= D2 = X, and B2= 0, the latter equation reduces to
C2z1z3 − Iz2 = X(z1 + z3). (2.33)
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It is easy to see that the requirement C2 = 0 only leads to the trivial solution θ = pi. Therefore
the transformation matrix associated to this system is given by
T =
[
X 0
C2 X
]
, (2.34)
with X = (C2z1z3 − Iz2)/(z1 + z3). Thus from Eq. (2.31c) we conclude that the imperfect rotator
cannot be constructed by a two-lens configuration, since C2 is a symmetric matrix.
Let us now demonstrate that the minimum number of generalized lenses to perform a pure
rotator operation is four. We start from the consideration of the system that contains three
lenses to perform an imperfect rotator z1L1z2L2z3L3z4 and then transform it to a pure rotator
applying an additional lens. Using the expressions derived in section 2.1, the submatrices for
the three-lens configuration are related to each other as
A3 = C3z4 + Be1L1 + L2z3 + I,
B3 = A3z1 − C3z1z4 + D3z4 + Be1,
C3 = L3[L1(z2 + z3) + L2z3 + L2L1z2z3 + I] + [L1 + L2 + L2L1z2],
D3 = C3z1 + L3Be1 + L1z1 + L2(z1+z2) + L2L1z2z1 + I, (2.35)
Be1 = L2z3z2 + I(z2 + z3), (2.36)
where the symbol e is related to the submatrix of the embedded system of Eq. (2.6). Applying
the conditions for the imperfect rotator, A3 = D3 = Xrot, B3 = 0 and C3 , 0, we obtain
Xrot =
1
(z1 + z4)
(
C3z1z4 − Be1
)
. (2.37)
From the latter equation we conclude that it is impossible to construct a pure rotator with
three lenses. Indeed, if C3 = 0 we cannot satisfy Eq. (2.37), since lenses (in particular L2) are
represented by symmetrical matrices [Eq. (2.1)], while Xrot is not symmetrical.
Equations (2.35)−(2.37) are significantly simplified if we suppose that z1=z2=z3=z4 = z and
choose L2 in the form of a cylindrical lens operating in the y direction:
L2 =
[
0 0
0 −p
]
. (2.38)
Then the embedded system, and in particular Be1, is completely defined as well as the rest of
the lenses, including the lens L4 = −C3X−1rot added in order to compensate the quadratic phase
modulation:
L1 = (Be1)
−1 (I − Xrot) − 2z I,
L3 = −
[
z(Be1)
−1(I − Xrot) + 3Xrot+I+2z B
e
1
] [
zXrot + Be1
]−1
,
L4 = − 1z2
(
2zI + Be1X
−1) . (2.39)
In particular for the case p = 4/z, the following set of lenses performing a pure rotator operation
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is obtained:
L1 = − 12z
[
1 + cosθ sinθ
sinθ 1 − cosθ
]
− 1
z
[
1 0
0 2
]
,
L2 = −4z
[
0 0
0 1
]
,
L3 = − 12z
[
1 + cosθ − sinθ
− sinθ 1 − cosθ
]
− 1
z
[
1 0
0 2
]
,
L4 = −2z
[
1 + cosθ − sinθ
− sinθ 1 − cosθ
]
. (2.40)
We remark that L3(θ) = L1(−θ).
In conclusion we have demonstrated that four is the minimum number of generalized lenses
needed to perform the pure rotator. The proposed scheme is flexible (the rotation angle θ
is changed only by lens rotation) and can be performed by the combination of conventional
cylindrical lenses, Eq. (2.40).
2.5 Conclusions
We have considered first-order optical systems containing only thin lenses and free-space
intervals, which are able to perform ortho-symplectic transformation in phase space. Several
useful equations that connect the parameters of the transformation matrix for a general and
symmetrical anamorphic first-order optical system, have been derived. It has been shown that
symmetrical anamorphic systems cannot perform a rotation operation except the trivial one.
Flexible configurations for three principal transformations in phase space; image rotation,
separable FRFT, and GT operation, have been obtained. The first one contains four generalized
lenses and can be performed by the combination of conventional cylindrical lenses. The
separable FRFT and GT operations can be performed by a symmetrical anamorphic setup that
contains three generalized lenses. The transformation angles can be obtained by applying a
set of conventional cylindrical or alternatively by holographic multiplexed lenses. To cover all
angular combinations for the separable FRFT, except some singular cases, these lenses have to
be implemented by an SLM. The results presented in this chapter were reported in [107].
16 Chapter 2
Chapter 3
Optical implementation for
separable fractional FT and rotator
operation
In this chapter we analyze the design of flexible optical systems associated to separable FRFT
and rotator operation, with the aim to be achieved them experimentally. As an example of
their action, we also consider different numerical simulations based on the angular spectrum
algorithm for the Fresnel integral calculation (appendix A).
3.1 Separable fractional Fourier transform
As it was introduced in chapter 1, the separable FRFT at angles γx and γy is defined as
fo(ro) = Rγx Rγy [ fi(ri)](ro), where
Rγx [ fi(ri)](ro)
=
exp(iγx/2)√
i sinγx
∫
fi(xi, yi) exp
(
ipi
[
(x2o + x
2
i ) cotγx − 2xixo cscγx
])
dxi, (3.1)
and rti,o =
(
xi,o, yi,o
)
indicates the input and output dimensionless coordinates, respectively. We
remind that t stands for transposition operation and Rγx Rγy = Rγx,γy . The flexible system for its
optical implementation requires three generalized lenses and two free-space intervals, as we
have previously demonstrated.
The transformation parameters cannot be changed by means of lens rotation in the case
of arbitrary combination of angles γx and γy. Indeed, in this case both generalized lenses
correspond to an assembled set of two crossed cylindrical lenses [see Eqs. (2.23a)] at angle pi/2,
with variable lens power. This fact implies that the transformation angles have to be changed
by varying directly the lens power. The optical implementation of these generalized lenses can
be achieved by means of SLMs or multiplexed holograms, instead of conventional lenses for
each combination of transformation angles. We remark that this optical setup does not require
to change the distance between lenses.
The evolution of the complex field amplitude gi(xi, yi) during the propagation through
this system is derived by means of the Fresnel diffraction integral [Eq. (1.10)] calculation,
corresponding to each free-space interval, and the phase modulation functions associated to
generalized lens L1 and L2. Analyzing the expressions Eq. (2.23a) and Eq. (2.23b), we conclude
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that the phase modulation function associated to the generalized lens L1can be written as
Ψ1(x, y) = exp
(
−ipix
2 + y2
λ f1
)
exp
ipix2 cot
(
γx/2
)
+ y2 cot
(
γy/2
)
λ f2
 , (3.2)
meanwhile for the lens L2 it is given by
Ψ2(x, y) = exp
(
−ipix
2 + y2
λ f3
)
exp
(
ipi
x2 sinγx + y2 sinγy
λ f4
)
. (3.3)
For the focal distance f1 = z the complex field just before the second generalized lens is written
as it follows:
g1(x1, y1) =
1
iλz
exp
ipix21 + y21λz
 " gi(xi, yi) exp (−i2pix1xi + y1yiλz )
× exp
ipix2i cot
(
γx/2
)
+ y2i cot
(
γy/2
)
λ f2
 dxidyi. (3.4)
After the corresponding phase modulation by the lens L2, with f3 = f4 = z/2, and the propaga-
tion through a free-space interval z we derive:
g2(x2, y2) =
exp
(
ipi
(
x22 + y
2
2
)
/λz
)
2λz
√
sinγx sinγy
"
gi(xi, yi) exp
ipix2i cot
(
γx/2
)
+ y2i cot
(
γy/2
)
λ f2

× exp
−ipi (x2 + xi)2 cscγx + (y2 + yi)2 cscγy2λz
 dxidyi. (3.5)
The final expression for the complex field amplitude, at the output plane of the FRFT setup
(r2 = ro), is obtained thanks to the third lens (L1) application:
go(xo, yo) =
1/2λz√
sinγx sinγy
"
gi(xi, yi) exp
−ipi (xo + xi)2 cscγx + (yo + yi)2 cscγy2λz

× exp
ipi
(
x2o + x2i
)
cot
(
γx/2
)
+
(
y2o + y2i
)
cot
(
γy/2
)
λ f2
 dxidyi. (3.6)
Thus the expression Eq. (3.6) for f2 = 2z coincides with the definition of the separable FRFT,
given by Eq. (3.1), except a constant phase factor and with normalization s2 = 2λz. Notice that
cot
(
γ/2
)
= cscγ + cotγ.
Finally we derive the expression for the generalized lenses L1 and L2 which are an assembled
set of two crossed (at angle pi/2) cylindrical lenses with variable lens power given by:
px,y;1 = z−1
(
1 − cot
(
γx,y/2
)
/2
)
,
px,y;2 = 2z−1
(
1 − sinγx,y
)
, (3.7)
respectively. The operation curves corresponding to both generalized lenses are displayed in
Fig. 3.1. These operation curves correspond to the lens power variation as a function of the
transformation angles. We remind that the propagation distance z among lenses remains fixed.
Singular case arises when at least one of the angles γx or γy equals mpi, where m is an integer.
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Figure 3.1: Normalized operation curves zpx,y for the generalized lenses L1(a) and L2 (b),
corresponding to the separable FRFT setup.
Therefore, this setup performs the separable FRFT for the angle interval γx,y ∈ [pi/2, 3pi/2], see
Fig. 3.1. This interval is sufficient for a large list of the FRFT applications including adaptive
filtering, beam characterization, phase space tomography, etc. Nevertheless, the entire interval
γx,y ∈ (0, 2pi) can be also covered, due to Rγx+pi,γy+pi[ fi(ri)](ro) = Rγx,γx [ fi(ri)](−ro).
As an example, Fig. 3.2 displays the intensity distribution for the separable FRFT at angles
γ = 2γx = −γy for γ = pi/4 (b), γ = pi/2 (c), and γ = 3pi/4 (d). Note that the input image
(a) corresponds to γ = 0. This numerical simulation has been realized for the wavelength
λ = 532 nm, and z = 0.5 m where the input image size was set at 428 × 256 points (with pixel
size of 20 µm). As mentioned, this optical setup simulation is based on Fresnel diffraction
integral calculation which is discussed in appendix A.
(c) (d)(a) (b)
Figure 3.2: Intensity distribution for the FRFT transform at angles γ = 2γx = −γy for γ = 0,
input image (a), γ = pi/4 (b), γ = pi/2 (c) and γ = 3pi/4 (d).
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In the case of the antisymmetric FRFT γx = −γy = α, the transformation angle α can be
changed through lens rotations since the generalized lenses can be implemented by the triplet
lens configuration discussed in Section 2.3. The optical implementation for this case will be
analyzed in the next Section.
3.1.1 Optical setup for antisymmetric FRFT
The antisymmetric FRFT is defined by the expression:
fo(ro) = Rα,−α[ fi(ri)](ro)
=
1
|sinα|
"
fi(xi, yi) exp
ipi (x2o − y2o + x2i − y2i ) cosα − 2 (xixo − yiyo)sinα
 dxidyi, (3.8)
Note that for α = 0 it corresponds to the identity transform. For α = pi/2 it reduces to the FT
along the x direction and inverse FT for the y direction. In the case α = pi the reverse transform
fi(−xo,−yo) is obtained.
In this case, every generalized lens can be constructed by a combination of three thin lenses
with the same power modulus: a convergent and divergent cylindrical lens together with con-
vergent spherical one, Fig. 3.3. This generalized lens configuration corresponds to a quadratic
phase modulation function given by
Ψ(r, ϕ) = exp
−ipix2 + y2 +
(
x2 − y2
)
cos 2ϕ
λ f
 , (3.9)
where λ is the wavelength, f is the focal distance, and angle ϕ indicates the position of the
corresponding symmetry axis associated to the cylindrical lens. Thus the axis of the cylindrical
lenses form an angle φ1 = ϕ and φ2 = − (ϕ + pi/2) with the vertical axis OY, respectively
[87, 92]. The focal distance of the first generalized lens, f1, equals the distance z between
two consecutive generalized lenses of the setup. Meanwhile f2 = z/2 corresponds to the focal
distance of the second generalized lens, L2.
The evolution of the complex amplitude field gi(xi, yi) during the propagation through this
system can be also derived applying the same procedure as explained in the previous case.
Applying the expression Eq. (3.9) corresponding to L1, we obtain the expression for the complex
field just before the second generalized lens:
g1(x1, y1) =
1
iλz
exp
ipix21 + y21λz
 " gi(xi, yi)
× exp
−ipi
(
x2i − y2i
)
cos 2ϕ1
λz
 exp (−i2pix1xi + y1yiλz ) dxidyi. (3.10)
After the corresponding modulation by the lens transfer function associated to L2, and the
propagation through a free-space interval z we get:
g2(x2, y2) =
i∣∣∣2λz cos 2ϕ2∣∣∣ exp
(
ipi
x22 + y
2
2
λz
) "
gi(xi, yi)
× exp
ipi (x2 + xi)2 − (y2 + yi)22λz cos 2ϕ2
 exp
−ipi
(
x2i − y2i
)
cos 2ϕ1
λz
 dxidyi. (3.11)
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Figure 3.3: Setup scheme associated to the FRFT transform, (a). The phase modulation functions
(for the case z = 0.5 m and λ = 532 nm) associated to each generalized lenses when the setup
performs the FRFT (α,−α) at angle α = 3pi/4 are shown below, where the grey levels indicate the
phase distribution range [−pi, pi]. (b) The generalized lenses L1and L2 scheme are displayed.
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The final expression for the complex field amplitude, at the output plane of this FRFT setup
(r2 = ro), is obtained thanks to the third lens (L1) action:
go(xo, yo) =
−i∣∣∣2λz cos 2ϕ2∣∣∣
"
gi(xi, yi)
× exp
ipi
(
x2o − y2o + x2i − y2i
)
(2 cos 2ϕ1 cos 2ϕ2 − 1) − 2 (xoxi − yoyi)
2λz cos 2ϕ2
 dxidyi. (3.12)
The latter equation coincides, except to a constant phase factor, with the definition of the
antisymmetric FRFT, Eq. (3.8), with normalization s2 = λz if
cos 2ϕ1 = cot (α/2) ,
cos 2ϕ2 = (sinα)/2. (3.13)
Notice that the angles ϕ1 and ϕ2 correspond to the generalized lenses L1and L2, respectively.
It is easy to see from the latter relation that this setup performs the antisymmetric FRFT only
for the angles α ∈ [pi/2, 3pi/2]. Nevertheless since Rα+pi,−(α+pi)[ fi(ri)](ro) = Rα,−α[ fi(ri)](−ro) entire
interval α ∈ [0, 2pi] can be covered if it is necessary.
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Figure 3.4: Operation curves φ1(α) for the generalized lenses L1(a) and L2 (b), corresponding
to the antisymmetric FRFT setup. The operation curve φ2(α) is derived from the relation
φ2 = −(φ1 + pi/2).
The variation of the transformation angle α is achieved by means of the rotation of cylindrical
lenses according to Eq. (3.13) that leads to the operation curvesφ1(α) for the generalized lens L1
and L2. Both operations curves are displayed in Fig. 3.4(a) and (b), respectively. Note that the
operation curve φ2(α) is derived from the relation φ2 = −(φ1 + pi/2). When the angle between
the cylindrical lenses is set at pi a generalized lens reduces to a spherical one.
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3.2 Rotator operation
It was demonstrated in chapter 2 that the rotator operation can be implemented by using four
generalized lenses located at fixed positions. The rotation angle θ is changed through lens
rotations given by:
L1 = − 12z
[
1 + cosθ sinθ
sinθ 1 − cosθ
]
− 1
z
[
1 0
0 2
]
,
L2 = −4z
[
0 0
0 1
]
,
L3 = − 12z
[
1 + cosθ − sinθ
− sinθ 1 − cosθ
]
− 1
z
[
1 0
0 2
]
,
L4 = −2z
[
1 + cosθ − sinθ
− sinθ 1 − cosθ
]
. (3.14)
As mentioned, this system configuration leads to the following output complex field ampli-
tude:
fo(ro) = fi(xo cosθ − yo sinθ, yo cosθ + xo sinθ). (3.15)
The setup scheme for the rotator operation is displayed in Fig. 3.5. The first lens, L1,
corresponds to an assembled set of three cylindrical lenses: one of them rotated at angle θ
with focal distance equal to 2z whereas the other ones are fixed in the x and y direction with
focal distances z and z/2, correspondingly. The generalized lens L2 corresponds to a cylindrical
lens fixed in the x direction with focal distance z/4. Meanwhile, the lens L3 = L1 (−θ) and L4
corresponds to a cylindrical lens rotated at angle θ with focal distance equal to z/2. Therefore
eight convergent cylindrical lenses have to be used.
Let us now introduce the phase modulation functions Ψn(r, θ), associated to each generalized
lens Ln given by Eq. (3.14):
Ψ1(r, θ) = exp
(
−ipix
2 + y2 − xy sin 2θ
2λz
)
exp
(
−ipix
2 + 2y2
λz
)
,
Ψ2(r, θ) = exp
(
−ipi4y
2
λz
)
,
Ψ3(r, θ) = Ψ1(r,−θ),
Ψ4(r, θ) = exp
(
−i2pix
2 + y2 + xy sin 2θ
λz
)
. (3.16)
In Fig. 3.5, bottom panel, these functions are displayed for the rotation angle θ = pi/4.
As an example of the rotator action, a numerical simulation for the proposed optical setup is
achieved for the case θ = pi/4, and pi, see Fig. 3.6. This numerical simulation has been realized
for the wavelength λ = 532 nm, z = 0.5 m, where the input image size was set at 428 × 256
points (with pixel size of 20 µm). These results are in good agreement with the theoretical
predictions.
The proposed rotator setup corresponds to the optimal lens-based configuration since it
requires the minimum number of lenses and free-space intervals, as we demonstrated in Section
2.4. For instance, other rotator lens-based setup proposed in [84] requires ten cylindrical lenses
and eight free-space intervals. This setup corresponds to the cascade of two reflector systems
and hence a high number of lenses and free-space intervals have to be used. Moreover, the
rotation angle is reached by the rotation of the last reflector with respect the other one. Finally,
other system performing the rotation operation can be constructed using two Dove prisms,
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Figure 3.5: Setup scheme for the rotator operation. The phase modulation functions associated
to generalized lenses L1, L2, L3, and L4 are shown below for the case θ = pi/4, where grey levels
indicate the phase distribution range [−pi, pi]. These modulation functions correspond to the
case: θ = pi/4, z = 0.5 m, and λ = 532 nm. The input plane is indicated by Pin, meanwhile the
output plane coincides with lens L4 plane.
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(c)(a) (b)
Figure 3.6: Numerical simulation of the image rotation system. Image (a) corresponds to
the input image, θ = 0. Output images (b) and (c) are obtained when the input image is
transformed under the rotator operation at the angle θ = pi/4 and pi, respectively.
as we mentioned. In contrast to lens-based systems, Dove prism introduces changes in the
polarization state [108, 109] and diffraction effects that have to be compensated by using an
imaging system.
3.3 Conclusions
In this chapter we have analyzed the optical implementation of the separable FRFT and rotator
operation. This analysis brings us to the main setup properties that have to be considered
for their experimental implementation. The transformation angle for the antisymmetric FRFT
as well as for the rotator operation can be changed by the proper rotation of conventional
cylindrical lenses. For arbitrary transformation angles, the separable FRFT can be achieved by
a flexible setup where the lens power has to be adjusted. This setup can be implemented by
using SLMs. As an example, different numerical simulations illustrating these transformations
were considered and performed.
As mentioned, any ortho-symplectic system can be constructed from a separable FRFT one
embedded between two rotator systems. Therefore this study, corresponding to their optical
implementation, has a significant importance as being a pioneering proposal aiming to the
performance of new relevant transformations.
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Chapter 4
Properties of the gyrator transform
Many interesting applications based on first-order optical systems, have been proposed in the
last two decades. Some of them, performing FRFT, are used for shift-variant filtering, noise
reduction, and encryption [12]. Other ones serve as mode converters that permit to obtain the
helicoidal vortex Laguerre-Gaussian (LG) mode after the propagation of the Hermite-Gaussian
(HG) beam through these systems [98, 99, 110]. Besides LG modes, other stable modes carrying
fractional orbital angular momentum [99, 111, 112] can be obtained by a generalized mode
converter that can be described by the GT operation (called in [83, 84] as a cross-gyrator).
As we have demonstrated in chapter 2, GT can be performed in paraxial optics that allows
its possible application for optical information processing, holography, beam characterization,
mode conversion, quantum computing, etc. But in the contrast to the FRFT (see for example [12]
and references there in), the GT operation is still little known for the optical community. Our
goal is to establish the main properties of the GT that opens the perspective of its application
for optical information processing together with FRFT.
The chapter starts introducing the GT operation, then its main properties as well as the GT
of selected functions are studied in detail.
4.1 Definition of the gyrator transform
As mentioned in chapter 1, GT operation is mathematically defined as a linear canonical
integral transform which produces the rotation in position−spatial frequency planes (x, qy)
and (y, qx) [83, 84] of phase space. Thus the GT at parameter α (called below as a rotation
angle) of a two-dimensional function fi(ri) associated in first-order optics with the complex
field amplitude, can be written in the following form:
fo(ro) = Rα[ fi(ri)](ro) =
"
fi(xi, yi) Kα(xi, yi, xo, yo) dxidyi
=
1
|sinα|
"
fi(xi, yi) exp
(
i2pi
(xoyo + xiyi) cosα − (xiyo + xoyi)
sinα
)
dxidyi, (4.1)
where rti,o =
(
xi,o, yi,o
)
indicates the input and output dimensionless coordinates, respectively.
Here t stands for transposition operation. For α = 0 it corresponds to the identity transform,
for α = pi/2 it reduces to the antisymmetric FRFT at transformation angle pi/2 with rotation
of the coordinates at −pi/2, as it is derived from Eq. (1.23). For the transformation α = pi the
reverse transform described by the kernel δ(ro + ri) is obtained. For other angles α the kernel of
the GT, Kα(xi, yi, xo, yo), has a hyperbolic phase structure that is shown in Fig. 4.1 for the angle
α = pi/4 with output coordinates xo = yo = 0 [see Fig. 4.1(a)] and 2xo = yo = 1 [see Fig. 4.1(b)].
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Figure 4.1: Graphical representation for the phase structure associated to the gyrator kernel
for α = pi/4, xo = yo = 0 (a) and 2xo = yo = 1 (b). These figures (a) and (b) correspond to the
exponential argument of the kernel.
Let us remind that GT belongs to the class of the LCT Eq. (1.2) described by the orthogonal
ray transformation matrix:
T (α) =
[
X Y
−Y X
]
, (4.2)
where
X =
[
cosα 0
0 cosα
]
, Y =
[
0 sinα
sinα 0
]
. (4.3)
The basis of the matrix formalism for first-order lossless optical systems led to a flexible system
design for GT, chapter 2. This optical setup is constructed using three generalized lenses and
two free-space intervals. The transformation angle α is changed by rotation of the cylindrical
lenses which form the generalized lenses.
4.2 Basic properties
In order to work properly with the GT and to design the corresponding optical system for its
experimental realization (chapter 6) we need to know its basic properties. As in the case of the
Fourier transform (FT) or the FRFT [13] the main theorems such as scaling, shift, modulation,
etc. have to be formulated. From the equations Eq. (4.1)−(4.3) it is easy to see that the
GT is periodic and additive with respect to parameter α. This fact can be demonstrated
directly by the multiplication of the ray transformation matrices that parameterized the kernel:
T (α) T
(
β
)
= T
(
α + β
)
. The inverse transformation corresponds to the GT at angle −α. As it
follows from Eq. (4.1) the inverse transform can be also written as
R−α[ fi(xi, yi)](xo, yo) = Rα[ fi(−xi, yi)](−xo, yo), (4.4)
and then Rα
[
Rα[ fi(−xi, yi)](−xo, yo)] (r) = fi(r).
It is known that the Parseval relation holds for entire class of the canonical integral transforms
and therefore for the GT as well. As we show in Eq. (4.5), it is easy to demonstrate this relation
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for the gyrator transform:∫
Rα[ fi(ri)](ro)
[
Rα[gi(re)](ro)
]∗ dro
=
"
fi(ri) exp
(
i2pi
(xoyo + xiyi) cosα − (xiyo + xoyi)
sinα
)
dri
× 1
sin2 α
∫
g∗i (re) exp
(
i2pi
−(xoyo + xeye) cosα + (xeyo + xoye)
sinα
)
dredro
=
1
sin2 α
∫ ∫
fi(ri) g∗i (re) exp
(
i2pi
(xiyi − xeye) cosα
sinα
)
×
∫
exp
(
−i2pi (xi − xe)yo + xo(yi − ye)
sinα
)
drodri dre
=
"
fi(ri) g∗i (re) exp
(
i2pi
(xiyi − xeye) cosα
sinα
)
δ(ri − re)dri dre
=
∫
fi(ri)gi(ri)∗dri. (4.5)
The shift of the input function fi(r) at vector vt = (vx, vy), leads to the shift of its GT (for the
angle α) at v cosα with an additional linear phase modulation:
Rα[ fi(ri − v)](ro) = exp
(
ipi[vxvy sin 2α − 2rtov˜ sinα]
)
Rα[ fi(ri)](ro − v cosα), (4.6)
where v˜t = (vy, vx), see appendix B for more details. From the latter equation we observe that
the shift of the amplitude for the GT,
∣∣∣Rα[ fi(ri − v)](ro)∣∣∣ = ∣∣∣Rα[ fi(ri)](ro − v cosα)∣∣∣, is the same as
for the case of two-dimensional symmetric FRFT at angle α [13].
The effect of plane wave modulation exp
(−i2piktri) of the function fi(ri) under the GT action
is also similar to the FRFT case. It leads to the shift of its GT (for the angle α) at −k˜ sinα and
an additional linear phase modulation:
Rα
[
fi(ri) exp
(
−i2piktri
)]
(ro) = exp
(
−ipi[kxky sin 2α + 2ktro cosα]
)
Rα
[
fi(ri)
] (
ro + k˜ sinα
)
, (4.7)
where kt = (kx, ky) and k˜t = (ky, kx).
Scaling theorem is formulated in the following form (see appendix B):
Rα[ fi(Sri)](ro) =
σβ cos β
σα cosα
exp
i2pixoyo 1 − ( cos βcosα
)2 cotα Rβ[ fi(ri)] ( cos βcosαSro
)
, (4.8)
where σα = sgn (sinα), σβ = sgn
(
sin β
)
,
S =
[
sx 0
0 sy
]
and cot β =
cotα
sxsy
. (4.9)
It means that the GT at angle α of the scaled function fi(Sri) corresponds to the GT at angle
β of the initial function fi(ri) with additional scaling of the output coordinates and hyperbolic
phase modulation.
The scaling property for the GT is similar to one for the Fresnel transform or for the FRFT.
Indeed, during the Fresnel diffraction the change of the aperture scale leads to the observation of
the same diffraction pattern (except of the corresponding scaling and chirp phase modulation)
at another propagation distance. The main difference is in the phase modulation that has a
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hyperbolic form for the GT and a chirp form for Fresnel or FRFT transforms. Therefore two
particular cases corresponding to scaling parameters sx = s = s−1y and sx = s = −s−1y , in which
the expression Eq. (4.8) is significantly reduced. Thus if sx = s = s−1y the scaling does not change
the transformation angle β = α, the output scaling is the same as the input one and there is no
additional phase modulation:
Rα[ fi(xis, yis−1)](ro) = Rα[ fi(ri)](xos, yos−1). (4.10)
This scaling property will be demonstrated in section 5.1.2 as application to generation of
elliptical vortex beams [113].
For the case sx = s = −s−1y the angle relation Eq. (4.9) reduces to cot β = − cotα (therefore
β = pi − α), and Eq. (4.8) can be written as
Rα[ fi(xis,−yis−1)](ro) = Rpi−α[ fi(ri)]
(
−xos, s−1yo
)
, (4.11)
or using the additive property of the GT as
Rα[ fi(xis,−yis−1)](ro) = R−α[ fi(ri)]
(
xos,−s−1yo
)
. (4.12)
In particular when the scaling parameter is set at s = 1 we obtain an expression similar to
Eq. (4.4):
Rα[ fi(xi,−yi)](ro) = R−α[ fi(ri)] (xo,−yo) , (4.13)
which turns out to be an inverse transformation.
4.3 Gyrator transform of selected functions
As in the well-known case of the Fourier transform, the GT of only some selected functions
can be expressed analytically. The fundamental functions: Dirac delta, 1, hyperbolic wave,
plane wave, spherical wave, Gaussian and Hermite-Gaussian mode and their corresponding
GTs are displayed in Table 4.3. The following notations are used along this Table: shift vector
vt =
(
vx, vy
)
, wavevector kt = 2pi
(
kx, ky
)
, a > 0, b and c are real numbers, and <− pi4 is the
operator for coordinate rotation at angle −pi/4.
Let us consider in detail some particular cases from Table 4.3 (see appendix B for intermediate
calculations). The first row of Table 4.3 shows that the GT for δ(ri−v) corresponds to the gyrator
kernel as the output function, Kα(ri = v, ro), and therefore to product of hyperbolic and plane
waves. Correspondingly the GT of a hyperbolic wave (see row 2, Table 4.3) transforms to
Dirac delta function for angle such that cotα = −c. This is an important result because
it means that GT can be used for localization of waves with hyperbolic phase front. For
c = tanα the plane wavefront, fo(ro) = |sinα|−1, is obtained at the output of the GT system.
For other angles the hyperbolic wave transforms to the hyperbolic one. We underline only
two particular cases, when the expressions for the GT of hyperbolic wave are simplified.
Thus for the values of parameter c = cotα and c = (1 + cotα) / (cotα − 1) we obtain fo(ro) =
exp
(
ipi (cotα − tanα) xoyo) / |sinα| and fo(ro) = exp (i2pixoyo) / |sinα|, respectively. Note that for
c = 0, and hence fi(ri) = 1, its GT also corresponds to a hyperbolic wavefront as it is indicated
at the third row of the Table 4.3.
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fi(ri) fo(ro) = Rα[ fi(ri)](ro)
δ(ri − v) 1|sinα| exp
(
i2pi (
xo yo+vxvy) cosα−(vx yo+xovy)
sinα
)
exp
(
i2picxiyi
) 1
|sinα| exp
(
i2pi c cotα−1c+cotα xoyo
)
, (c , − cotα)
1 1|sinα| exp
(−i2pixoyo tanα)
exp
(−iktri) 1|sinα| exp (−i2pi (xoyo + kxky) tanα) exp (− icosαktro)
exp
(
−ipibr2i
)
1√
cos2 α−b2 sin2 α exp
(
−ipi (1+b2) sin 2α
cos2 α−b2 sin2 αxoyo
)
exp
(
−ipibr2o
cos2 α−b2 sin2 α
)
exp
(
−piar2i
)
1√
cos2 α+a2 sin2 α
exp
(
ipi (
a2−1) sin 2α
cos2 α+a2 sin2 α
xoyo
)
exp
(
−piar2o
cos2 α+a2 sin2 α
)
HGm,n
(
<− pi4 ri; 1
)
eiα(n−m)HGm,n
(
<− pi4 ro; 1
)
Table 4.3. Selected functions and their gyrator transforms
The gyrator transform of a plane wave (row 4, Table 4.3) corresponds to a product of the plane
wave, with spatial frequency scaled by 1/ cosα and the hyperbolic wave. For the spherical
wavefront (row 5, Table 4.3) its GT corresponds to a product of the spherical wave, affected
by the scaling factor and the hyperbolic wave. The hyperbolic contribution cancels for angles
corresponding to α = 0 and α = pi/2: fo(ro) = exp
(
ipir2o/b
)
/ib and fo(ro) = exp
(
−ipibr2o
)
for
α = pi(2n + 1)/2 and α = pin (where n is an integer), correspondingly.
The GT of a Gaussian function (row 6, Table 4.3) corresponds to the Gaussian function with
hyperbolic phase modulation. For the case a = 1 the additional phase shift vanishes and output
function corresponds to the input function exp
(
−pir2o
)
. This result indicates that exp
(
−pir2o
)
is an
eigenfunction of the GT for any transformation angle α. As we have mentioned in the previous
chapter, the GT at angle α can be represented as a FRFT at angles (α,−α) with rotation of the
input and output coordinates ro at pi/4 and −pi/4, correspondingly. Thus the eigenfunctions
for the GT are the eigenfunctions of the FRFT rotated at angle −pi/4, see reference [114].
The Hermite-Gaussian modes:
HGm,n (r; w) = 21/2
Hm
(√
2pi xw
)
Hn
(√
2pi yw
)
√
2mm!w
√
2nn!w
exp
(
− pi
w2
r2
)
, (4.14)
where Hm is the Hermite polynomial and w is the beam waist, form the complete orthogonal
set of eigenfunctions for the separable FRFT (w = 1). In Fig. 4.2 (a) and (c) the HG1,0 and
HG3,1 are displayed, respectively. Therefore the HG modes rotated at −pi/4 form the set of the
orthogonal eigenfunctions for the GT (row 7, Table 4.3). Notice that for α = ±pi/4 the kernel of
the GT is reduced to
K±pi/4(xi, yi, xo, yo) =
√
2 exp
(
±i2pi
[
xoyo + xiyi −
√
2
(
xiyo + xoyi
)])
. (4.15)
Moreover, HGm,n (r; w) mode for w = 1 transforms under the GT at angles α = ±pi/4 into the
helicoidal LG mode [99, 112]:
LG±p,l (r; w) = w
−1
√
min(m,n)!
max(m,n)!
(√
2pi
( x
w
± i y
w
))l
Llp
(2pi
w2
r2
)
exp
(
− pi
w2
r2
)
, (4.16)
where Llp is the Laguerre polynomial, p = min(m,n) and l = |m − n|. The topological charge±l corresponds to the phase variation (in units of 2pi) of the field along a loop encircling the
optical axis, where the sign − corresponds to clockwise circulation.
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Figure 4.2: Intensity (up row) and phase (low row) distribution of the GT of HG1,0(a) and
HG3,1(c), into LG+0,1 (b) and LG
+
1,2 (d), correspondingly. Note that transformation angle α = 0
corresponds to the identity transformation. The phase distribution of the LG mode corresponds
to a helicoidal structure, where the phase singularity introduces a dark hole (zero intensity)
in the center of the mode. In this case the topological charge is +l with l = 1 and l = 2 phase
singularities (number of twists) for the case (b) and (d), respectively.
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-pi
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Figure 4.3: The 3D graphical representation for the phase distribution corresponding to LG+0,1
and LG+1,2, (a) and (b) respectively. The helicoidal structure reveals the phase dislocations
associated to l = 1 and l = 2, which can be also seen in Fig. 4.2.
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As an example, the mode transformation of HG into the LG is displayed in Fig. 4.2 for the
case HG1,0 (a) and HG3,1 (c). The phase distribution associated to LG+0,1 and LG
+
1,2 is displayed
in Fig. 4.2 (b) and (d), respectively. A 3D graphical representation of the phase distribution
associated to these LG modes, is displayed in Fig. 4.3.
The LG mode with l , 0 is an optical vortex [115, 116] that looks as a set of p + 1 concentric
rings with a dark hole in the center. Moreover, the LG mode mode carry an orbital angular
momentum (OAM) ±l~ per photon [117, 118]. Nowadays, LG modes are commonly used in
relevant fields such as quantum computing [119], optical particle micromanipulation (trapping)
[120], phase contrast imaging [121], etc. We consider LG modes as an example in order to
demonstrate the GT action. In general, optical vortices have had a strong impact in different
research fields.
Intermediate modes, also known as gyrating modes [112], are obtained when we apply the
GT to the HG modes for the rest of transformation angles. This we will be demonstrated
in the next chapter. Thus GT can be understood as a tunable generalized mode converter.
In contrast to other systems performing mode conversion [99, 110], GT does not introduce
additional rotation into the signal. In addition, as it follows from Eq. (4.4) and Eq. (4.11), for
the transformation angle α = 3pi/4, 5pi/4 the HGm,n (r; 1) mode transforms to −LG−p,l (r; 1) and
−LG+p,l (r; 1), respectively. Note that both mode types, LG and HG mode, are stable during its
free-space propagation.
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0.8
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Figure 4.4: Intensity distributions corresponding to the GT of the circle function are displayed
for different transformation angles α = 0 (a), 7pi/36 (b), pi/4 (c), 11pi/36 (d), and pi/2 (e). Note
that for α = pi/2 the antisymmetric FRFT at transformation angle pi/2 with rotation of the
coordinates at −pi/2 is obtained.
Interesting results are also found when periodic functions are transformed under the GT
action. It is well-known that a periodic function fi(ri) with periods k−1x , k−1y can be represented
as a Fourier expansion
fi(ri) =
∑
n,m
an,m exp
(
−i2pi
(
xikxn + yikym
))
. (4.17)
Then the GT of a periodic function can be written as follows:
fo(ro) = Rα[ fi(ri)](ro) =
∑
n,m
an,mRα
[
exp
(
−i2pi
(
xikxn + yikym
))]
(ro). (4.18)
Using the expression for the GT of a plane wave (row 4, Table 4.3) we derive that
fo(ro) =
exp
(−i2pixoyo tanα)
|sinα|
×
∑
n,m
an,m exp
(
−i2pinmkxky tanα
)
exp
(
−i2pinkxxo + mkyyo
cosα
)
. (4.19)
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Thus for angles which satisfy the relation l = kxky tanαl, where l is an integer, the Eq. (4.19) is
reduced to
fo(ro) =
exp
(−i2pixoyo tanαl)
|sinαl| fi (ro/ cosαl) , (4.20)
which can be considered as a Talbot effect [102] for the gyrator transform. In contrast to the
conventional Talbot effect, the latter expression corresponds to the input function (with scaling
1/ cosαl) modulated by the hyperbolic wave exp
(−i2pixoyo tanαl) / |sinαl|.
Finally as an example, Fig. 4.4 shows the squared moduli (intensity distribution in the case
of optical realization) of the GT for the circle function circ(ri/ρ) (with ρ = 1.6) for different
transformation angles: α = 0, 7pi/36, pi/4, 11pi/36, and pi/2, (a)−(e) respectively. This image
sequence demonstrates the evolution from the input function Fig. 4.4(a) to its rotated Fourier
transform obtained for α = pi/2, Fig. 4.4(e). We observe how the rotational symmetry in the
position (α = 0) and FT domain (α = pi/2) changes to the rectangular one for other angles.
4.4 Conclusions
The main properties of the GT such as shift, scaling, plane wave modulation, Parseval theorem,
and other relevant properties have been formulated. The GT of the selected functions have
been found. Gyrator operation promises to be a useful tool in image processing, holography,
beam characterization, quantum information, new mode generation, etc. The results presented
in this chapter were reported in [122].
Chapter 5
Applications of the gyrator
transform
In this chapter we study the application of the GT operation as a tunable optical mode converter
and for image processing: noise reduction, filtering and encryption. As mentioned, fractional
transformations such as FRFT have been used for signal processing tasks such as space-variant
filtering, noise reduction, watermarking, encryption, etc. The above mentioned properties of
the GT make it a useful tool for optical information processing. Indeed, GT provides an image
representation in a new phase-space domain which was not explored yet for signal analysis
and synthesis. For instance, it can be used for hyperbolic wave detection, shift-variant filtering,
encryption, beam characterization, and generation of stable modes with specific properties.
The numerical simulation of the GT setup has been implemented in order to illustrate these
applications. The numerical approach is based on the Fresnel integral calculation (see appendix
A) and phase modulation functions that correspond to free-space intervals and generalized
lenses, respectively. This algorithm has the same complexity as the one for the FRFT [12].
5.1 Gyrator transform as optical mode converter
Here we will consider the mode transformation under the GT, in particular for the case of
Hermite-Gaussian modes. There is a double interest to these modes. First of all they appear
as natural modes in laser resonators with rectangular symmetry and propagating in free-space
without changing their spatial intensity distribution. On the other hand the HG modes form
a complete orthonormal set and therefore are often used as a basis for image representation.
The GT of the HG modes generates other stable modes, that also propagate in free-space
without changing their intensity distribution, and thus the knowledge of these modes allows
to represent any image in the corresponding GT domain.
5.1.1 Hermite-Gaussian mode evolution under the gyrator transform
Let us first consider the evolution of the HG mode, Eq. (4.14), under the GT. As we have
demonstrated in chapter 2, the GT for different transformation angles can be performed by
an optical system constructed by using three generalized lenses (assembled set of cylindrical
lenses) and two fixed free-space intervals. Then the numerical simulations of the GT can follow
this recipe. Note that while the free-space propagation implies the Fresnel diffraction integral
calculation, phase modulation functions are associated to the generalized lenses. Details about
the algorithm used for the Fresnel integral calculation are found in appendix A. This approach
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allows to realize a fast an accurate numerical simulation of the GT. The parameters used in
these numerical simulations are the following: wavelength λ = 532 nm, w = 0.73 mm, and
spatial resolution of 20 µm.
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Figure 5.1: Intensity (up row) and phase (low row) of the GT of HG1,0 mode for different angles
α. Figure (a) corresponds to transformation angle α = 0, pi/4, pi/2, 3pi/4, pi, 5pi/4, 3pi/2, 7pi/4.
(b) Intermediate modes for angles between α = 0 and α = pi/4 are displayed. The GT operation
is associated with the movement along the main meridian of the orbital Poincaré sphere, which
is schematized in (c) for the case HG1,0. Note that θ = 2α + pi/2.
During last decade various optical schemes were proposed for the generation of the vortex
beams which carry OAM. Mostly the conversion of Hermite-Gaussian modes of different
orders (HGm,n) to the helicoidal Laguerre-Gaussian (LGp,l) ones were considered [98]. It was
also shown that it is possible to generate the stable modes with fractional OAM [99, 111]. In
contrast to other optical mode converters, the GT can be seen as a tunable and flexible mode
converter able to generate intermediate modes with fractional OAM: Lz = l~ sin 2α, [112]. In
the previous chapter, we mentioned that the mode conversion of HGm,n into LGp,l is achieved
under the GT action when α = pi/4+npi/2 (n integer) whereas intermediate modes are obtained
for the rest of angle values if α , pin/2. In Fig. 5.1 the mode conversion from HGm=1, n=0 mode
to helicoidal LGp=0, l=1 is displayed for different values of angle α. The first and the second
rows correspond to the intensity and phase distribution, respectively. Note that the intensity
distribution is normalized to the maximum intensity value of the input signal (α = 0), and
phase values are represented for [−pi, pi] region. Mode conversion from HG1,0 (α = 0) to
LG±0,1 is obtained for α = pi/4, 3pi/4, 5pi/4, 7pi/4, as it has been explained in the latter chapter.
For α = pi/2, pi, 3pi/2 the output mode corresponds to HG1,0 rotated at pi/2, pi, 3pi/2 with an
additional phase shift exp(i2α), correspondingly. Therefore the mode conversion from HG1,0
to HG0,1 is obtained for α = pi/2, 3pi/2.
In Fig. 5.1(b) the intermediate modes obtained by the GT of HG1,0 for α ∈ (0, pi/4) are
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displayed. The modes corresponding to every particular angle are stable and possess fractional
OAM, [111, 112]. In general the action of the GT operation is associated with the movement
along the main meridian of the orbital Poincaré sphere [111], see Fig. 5.1(c).
5.1.2 Influence of scaling and shift properties to mode transformation
Let us now consider how the scaling of the input HG mode affects on the mode generation.
Based on the scaling theorem Eq. (4.8), and choosing scaling parameters sx = s = s−1y in order to
avoid the change of the transformation angle and additional phase modulation, we observe (see
Fig. 5.2) that for α = pi/4 the transformation of the rotational symmetric intensity distribution
typical for the LG mode into elliptical one Fig. 5.2 (c) and (f). Figures 5.2 (a) and (d) correspond
to the input signal HG1,0 scaled by s = 1/2 and s = 2, respectively. Figures 5.2 (b), (c), (e), and
(f) are the corresponding output modes for α = pi/5 and α = pi/4. Therefore the GT of scaled
HG mode is an alternative for generation of the elliptic LG beams [113].
When the input function is not centered at the optical axis we can apply the shifting theorem,
Eq. (4.6), to obtain the output function. Notice that if the input signal is shifted at vt = (vx, vy)
the output signal is shifted at vt cosα and affected by an additional linear phase modulation.
The GT at angle α = pi/5 and α = pi/4 of HG1,0 for different shifting parameters is displayed
in Fig. 5.3. Figures 5.3 (b), (c), (e), and (f) are the output modes obtained from the HG1,0 mode
shifted by vt = (1 mm, 0) [Fig. 5.3(a)] and vt = (1 mm,−1 mm) [Fig. 5.3(c)], correspondingly.
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Figure 5.2: Intensity (up row) and phase (low row) for different angles of the GT of HG1,0
affected by scaling factors sx = s = s−1y : s = 1/2 (a, b, c) and s = 2 (d, e ,f), respectively.
38 Chapter 5
α=0
x
y
0 1 2
−1
0
1
y
0 1 2
−1
0
1
α=pi/5
0 1 2
−1
0
1
0 1 2
−1
0
1
α=pi/4
0 1 2
−1
0
1
0 1 2
−1
0
1
α=0
0 1 2
−2
−1
0
0 1 2
−2
−1
0
α=pi/5
0 1 2
−2
−1
0
0 1 2
−2
−1
0
α=pi/4
0 1 2
−2
−1
0
0 1 2
−2
−1
0
x
y
y
(d)                                  (e)                                   (f )
-2
0
2
pi
-pi
0.2
0.4
0.6
0.8
0
1
-2
0
2
pi
-pi
0.2
0.4
0.6
0.8
0
1
(a)                                  (b)                                   (c)
Figure 5.3: Intensity (up row) and phase (low row) of the GT (for the angle α) of HG1,0 mode
shifted by vt = (1mm, 0) (a, b, c) and vt = (1mm,−1mm) (d, e, f).
5.1.3 Gyrator transform of HG modes composition
Up till now we have considered the transformation of only one type of HG modes. Nevertheless
the composition of HG modes of the same order (n + m =const) also produces a stable mode
configuration after gyrator transformation.
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Figure 5.4: Intensity (up row) and phase (low row) distributions for GT of the HG3,0 + HG0,3
input mode are displayed for different angles α = 0 (input mode), pi/8, pi/5, 2pi/9, pi/4 (LG+0,3
+ LG−0,3 mode).
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Thus for example the combination HG3,0 + HG0,3 [Fig. 5.4(a)] leads for α = pi/4 to the odd
Laguerre-Gaussian beams, which is the sum of two helicoidal LG modes with opposite OAM
values: LG+0,3 + LG
−
0,3 [Fig. 5.4(e)]. For other angles α = pi/8, pi/5, 2pi/9 the intermediate modes
are obtained [Fig. 5.4 (b)−(d)].
5.2 Filtering in gyrator domain
One of the main goals of the signal processing is to recover useful information concerning to an
object from the related signal. The encoded information may be partially localized or spread
over the entire signal domain. It may be represented by a specific pattern, which has to be
detected, or may be hidden due to the noise that has to be eliminated. Therefore the signal
processing methods need to be adjusted to the specific tasks and signal characteristics.
In contrast to the FRFT, the GT can only be applied for two-dimensional signals, as we can see
from Eq. (4.1). Therefore here we will analyze the GT of two-dimensional real signals (images).
Since the kernel of the GT is a complex function we first need to analyze the information
associated to the GT spectrum (phase and the amplitude distribution) for different angles.
Notice that the angle range can be reduced to [0, pi/2] since for the real signals fi(ri) we have
the following relations
R−α[ fi(ri)](ro) =
[
Rα[ fi(ri)](ro)
]∗ , (5.1)
Rpi−α[ fi(ri)](ro) =
[
Rα[ fi(ri)](−ro)]∗ . (5.2)
The GT at α = 0 and at α = pi/2 will be further mentioned as image and Fourier domains
respectively.
In our case the test image, fi(xi, yi) input function, corresponds to Lena picture of 256 × 256
pixels Fig. 5.5, embedded on a square empty matrix with 1024×1024 points (numerical window
size).
Figure 5.5: Test image corresponding to Lena picture with 256 × 256 pixels.
To begin, let us consider the reconstruction of the test image from phase-only or amplitude-
only components of its GT for different angles α. Thus if we introduce the following notation
Rα[ fi(ri)](ro) = Fα(ro) exp(iϕα(ro)), (5.3)
where Fα(ro) > 0 is the amplitude, and ϕα(ro) is the phase distribution corresponding to
field transformed under GT action at angle α, the considered operations are expressed as
R−α[Fα(ro)](r) and R−α[exp(iϕα(ro))](r).
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Figure 5.6: Amplitude of the image reconstructed from the phase-only data (a, b, c, d) and
the amplitude-only data (e, f, g, h) of the GT of the Lena image for different values of the
transformation angle α: (a, e) α = 2o, (b, f) α = 10o, (c, g) α = 60o, (d, h) α = 90o.
Figure 5.6 displays the amplitudes corresponding to the image reconstructed from the phase-
only data (a)−(d) and the amplitude-only data (e)−(h) associated to GT of the Lena image. In
this example we consider different values for the transformation angle: (a, e) α = 2o, (b, f)
α = 10o, (c, g) α = 60o, (d, h) α = 90o. As it is observed, the amplitude of the GT transform
contains essential information concerning to the image structure, only for relatively small
values of parameter α. Meanwhile, the GT phase preserves the information about the image
edges almost for all range of α. To this respect, we can conclude that the gyrator transform
is similar to the FRFT [123, 124]. This was expected from Eq. 5.1 and the fact that the GT
can be represented as an antisymmetric FRFT embedded between two rotator systems, as
we mentioned in chapter 1. These results demonstrate that the phase information of the GT
spectrum is more relevant than the amplitude one, excluding rather exotic images whose GT
are real for a certain transformation angle (ϕα(ro) = 0). This conclusion underlines that phase-
only filters can be applied for pattern detection and recognition in the gyrator domain. It has
a particular significance for analogue optical implementation of the filtering in the gyrator
domain.
Another example illustrates how the reconstructed image changes if we apply the same filter
but in the different GT domains. For this analysis we have considered two binary amplitude
filters corresponding to a circular aperture operating as a high-pass (H) and low-pass (L) filters,
if they are located in the Fourier domain (α = pi/2). These filters, H and L, are observed in
Fig. 5.7(a) and Fig. 5.8(a) respectively, where results of filtering in the image domain (α = 0)
are displayed. Both figures represent the amplitude of the image filtered in the α−GT domain:
A(ro) =
∣∣∣R−α [G(r)Rα [ fi(ri)(r)]] (ro)∣∣∣ , (5.4)
where G(r) is a filter function corresponding to the filters H (Fig. 5.7) or L (Fig. 5.8), respectively.
It is remarkable that filtering is not shift invariant if angle α differs from pi/2. The application
of the H-filter in the GT domain leads to the local high frequency pass filtering. The area of
its action depends on the filter size and the parameter α. In particular such type of filters can
be used for selective edge enhancement. However L-filter (Fig. 5.8) produces image cutting
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(a) (b) (c) 
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Figure 5.7: Image sequence corresponding to the H-filtering in the gyrator domains for the
angles α = 0o, 20o, 35o, 45o, 65o, 90o, (a-f) respectively.
(a) (b) (c) 
(d) (e) (f) 
Figure 5.8: Image sequence corresponding to the L-filtering in the gyrator domains for the
angles α = 0o, 20o, 35o, 45o, 65o, 90o, (a-f) respectively.
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together with smoothing as expected. The area in which the image is observed as well as the
degree of smoothing are enlarged with increasing of angle α.
These results demonstrate the tendency of the filtering procedure in the GT domain as a
function of the parameter α. More sophisticated filters have to be design for a concrete image
processing task.
5.3 Hyperbolic noise reduction
Noise reduction procedures generally require noise spatial localization by the application of
appropriate signal transformations with its further elimination or at least reduction, and the
performance of the inverse transformation. For optimized cases the noise localization does not
overlap with the signal. Thus for example the plane waves (or more general periodic noise)
are localized in the Fourier domain. While the spherical waves (also known as chirp functions)
can be localized in the appropriated fractional Fourier domains [12].
Here we demonstrate that the additive hyperbolic type noise, expressed by A cos(2picxy) =
A
(
exp
(−i2picxy) + exp (i2picxy)) /2 can be removed by filtering in the corresponding gyrator
domains. The test image s(x, y) corrupted by the additive hyperbolic noise:
f (x, y) = s(x, y) + A cos(2pic(x − vx)(y − vy)), (5.5)
is displayed in Fig. 5.9(a) for the case c = 1/ tan(10pi/9).
It is easy to derive from the shift theorem (see Table 4.3, page 31) that the GT of a hyperbolic
wave exp
(
i2pic(x − vx)(y − vy)
)
becomes the Dirac delta function for c = cotα:
R∓α[exp
(
±i2pi cotα(x − vx)(y − vy)
)
](ro)
= δ(ro ± v cosα) exp
(
±ipivxvy sin 2α
)
, (5.6)
where vt = (vx, vy) is a spatial shift. Therefore analyzing the gyrator spectra (squared moduli
of the GT) of f (x, y) at angles ±α we observe the peaks (δ functions) corresponding to the
hyperbolic noise localization. These terms can be eliminated by a simple blocking mask. After
that the signal is recovered by applying the inverse gyrator transform.
In Fig. 5.9(b) the GT spectrum of the test image is displayed for the angle α = arctan (1/c).
Notice that the noise is localized in the white spot area associated to the function δ(ro +
v cosα), Eq. (5.6). After application of blocking mask filter in this region, the GT at angle
−2α is performed and we again observe the noise localization associated to the function
δ(ro − v cosα). Repeating the filtering procedure and applying the GT at α, the input signal
without noise is finally recovered as it is shown in Fig. 5.9(c). Therefore the filtering procedure
requires performing three gyrator transforms (at angles α, −2α and α) and two blocking mask
applications in order to eliminate the hyperbolic noise components exp
(
±i2pic(x − vx)(y − vy)
)
.
One can appreciate the significant improvement of the denoised image with respect to the one
corrupted by the hyperbolic noise.
5.4 Image encryption in gyrator domains
Recently many algorithms for optical image encryption based on random phase masks filtering
and fractional Fourier transforms have been proposed [125, 126]. In general the main advantage
of these algorithms is that for the correct image decryption we have to know the random phase
masks together with the corresponding FRFT domains where they have been located along
the encryption procedure. In the other words, the fractional domains also play the role of
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(a) (b) (c) 
Figure 5.9: (a) Test image corrupted by an additive hyperbolic noise, (b) the associated spectrum
obtained applying the first GT for the angle α and (c) the denoised image.
encoding parameters or keys. Based on a certain similarity between the FRFT and the GT,
these techniques can be generalized on the gyrator domains.
The proposed encryption/deccryption procedure consists in a cascade of N operations: gy-
rator transform at angle αn with further result multiplication at random phase mask exp(iφn)
for n = 1, 2...N. This procedure can be summarized as
F(r) = exp(iφN)RαN
[
...
[
exp(iφ2)Rα2
[
exp(iφ1)Rα1
[
f (r)
]]]]
. (5.7)
The decryption procedure is written correspondingly as
f (r) = exp(−iφ1)R−α1
[
...
[
exp(−iφN−1)R−αN−1
[
R−αN
[
exp(−iφN)F(r)
]]]]
. (5.8)
For the latter equations we are using a simplified notation: Rα
[
f (r)
]
= Rα
[
f (ri)
]
(r) and φn =
φn(r). This encryption/decryption approach for the cascade of two steps (N = 2) has been
applied to the Lena image. One of the corresponding random phase mask φn(r) (key) is
shown in Fig. 5.10(a). The encrypted image in two gyrator domains for α1 = 100o, α2 = 10o
is displayed in Fig. 5.10(b). The decryption using the correct random phase masks and the
inverse transforms for right keys (α1, and α2) leads to the reconstruction of the test image
Fig. 5.10(c). Meanwhile the reconstruction with the correct random phase masks but wrong
transformation angles (wrong keys) produces unrecognizable image, Fig. 5.10(d).
(a) (b) (c) (d) 
Figure 5.10: A random phase mask (key), encrypted image for α1 = 100o, α2 = 10o, and the
image reconstruction applying the correct and wrong key (transformation angles) are displayed
in (a-d), respectively.
Similar results not displayed here are obtained for other transformation angles (α1, α2)
demonstrating the GT feasibility for encryption techniques.
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5.5 Conclusions
In this chapter we have demonstrated some applications of the GT related to mode conversion
and image processing. The GT operation can be considered as a tunable mode converter, since
it allows the generation of all essentially different structurally stable Gaussian modes, which
can be obtained from the HG modes by the integral canonical transforms [112].
The applications of the GT for hyperbolic noise reduction, image filtering and encryption
have been shown, which deal with the theoretical predictions. More sophisticated filters have
to be developed for every particular case as well as a further research has to be done in
order to make a wide comparison with other available image processing tools. However it is
demonstrated that the GT operation opens new perspectives in optical and digital information
processing. These results were reported in [122] and [127].
Chapter 6
Gyrator transform: experimental
implementation
Here we introduce the first flexible optical experimental setup that performs the GT for a wide
range of transformation parameters. The action of this experimental setup is demonstrated
by choosing the example of the transformation of the Hermite-Gaussian (HG) modes into the
helicoidal Laguerre-Gaussian (LG) ones passing through intermediates modes [99, 112] for
other values α. The evolution of the complex field amplitude during the propagation through
this system is derived analytically. It permits to obtain the operation curves associated to the
generalized lenses. Besides an optical system based on two assembled spatial light modulators
(SLMs) used for the optical implementation of the input signal (HG modes) is introduced. The
experimental results are in excellent agreement with the theoretical predictions that proves the
feasibility of the proposed setup.
6.1 Optical implementation
Let us first remind that the GT at parameter α of a function fi(ri), is defined as
fo(ro) = Rα[ fi(ri)](ro)
=
1
|sinα|
"
fi(xi, yi) exp
(
i2pi
(xoyo + xiyi) cosα − (xiyo + xoyi)
sinα
)
dxidyi, (6.1)
where ri,o =
(
xi,o, yi,o
)t are the input and output dimensionless coordinates, respectively.
To study the feasibility of the GT for optical information processing we need an optical setup
performing this operation for different transformation angles α. Based on the matrix formalism
for the first-order lossless optical systems, it has been designed (chapter 2) a symmetric coherent
optical system able to perform the GT for a large range of angles α. This setup contains three
generalized lenses with fixed equal distances z between them, see Fig. 6.1(a).
Every generalized lens corresponds to the combination of two convergent thin cylindrical
lenses of the same power, Fig. 6.1 (b). Note that the GT at angle α is reached by rotation of
these lenses. The generalized lens implies the action of a quadratic (chirp) phase modulation,
over an input complex field gi(ri), written as
go(xo, yo) = exp
(
−ipix
2
o + y2o − 2xoyo sin 2ϕ
λ f
)
gi(xo, yo), (6.2)
where λ is the wavelength, f is the focal distance of a cylindrical lens, and angle ϕ indicates
the position of the corresponding symmetry axis associated to the cylindrical lenses. Thus
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the axis of the cylindrical lenses form angle φ1 = −ϕ and φ2 = ϕ − pi/2 with the vertical axis
OY, respectively [87, 92] [see Fig. 6.1(b)]. The first and third generalized lenses are identical
and will be further denoted as L1. Their focal distance f1 equals the distance z between two
consecutive generalized lenses of the setup, Fig. 6.1(a). The second generalized lens L2 has
a focal distance f2 = z/2. As an example, the phase modulation functions associated to each
generalized lenses for the GT at angle α = 3pi/4 (z = 0.5 m and λ = 532 nm) are also shown in
Fig. 6.1(a).
The evolution of the complex field amplitude gi(xi, yi) during the propagation through this
system is derived by means of the Fresnel diffraction integral and the phase modulation
functions associated to generalized lens L1 and L2. Using Eq. (6.2) for lens L1 we obtain the
expression for the complex field just before the second generalized lens L2:
g1(x1, y1) =
1
iλz
exp
ipix21 + y21λz
 " gi(xi, yi)
× exp
(
−i2pix1xi + y1yi − xiyi sin 2ϕ1
λz
)
dxidyi. (6.3)
After the corresponding modulation by the second lens transfer function and the propagation
through a free-space interval z we derive
g2(x2, y2) = − 1∣∣∣2λz sin 2ϕ2∣∣∣ exp
(
ipi
x22 + y
2
2
λz
) "
gi(xi, yi)
× exp
(
ipi
2xiyi sin 2ϕ1 − (x2yi + xiy2 + xiyi + x2y2)/ sin 2ϕ2
λz
)
dxidyi. (6.4)
The action of the third lens, L1, leads to the final expression for the complex field amplitude at
the output plane of the GT system:
go(xo, yo) = − 1∣∣∣2λz sin 2ϕ2∣∣∣
"
gi(xi, yi)
× exp
(
i2pi
(xoyo + xiyi)(2 sin 2ϕ1 sin 2ϕ2 − 1) − (xoyi + xiyo)
2λz sin 2ϕ2
)
dxidyi. (6.5)
This equation coincides, except to a constant phase factor, with the definition of the gyrator
transform at angle α with normalization s2 = λz, [Eq. (6.1)] if it holds:
sin 2ϕ1 = cot (α/2) ,
sin 2ϕ2 = (sinα)/2. (6.6)
Notice that the rotation angles ϕ1 and ϕ2 correspond to the generalized lenses L1 and L2,
respectively. It is easy to see from the later relation that this setup performs the GT only for
the angles α ∈ [pi/2, 3pi/2]. Nevertheless since Rα+pi[ fi(ri)](ro) = Rα[ fi(ri)](−ro) we can cover all
the interval α ∈ [0, 2pi] if it is necessary.
The variation of the transformation angle α is achieved only by means of the rotation of
cylindrical lenses according to the operation curves. The operation curve is a graphical rep-
resentation of the rotation angle φ1 of one of the cylindrical lenses (which composes a given
generalized lens) as a function of the transformation angle α. In Fig. 6.2 the operation curves
φ1(α) for the generalized lens L1(a) and L2 (b) are displayed. Notice that φ2(α) is derived from
the relation φ2 = φ1 − pi/2. In addition, when the angle between the cylindrical lenses is pi/2
then a generalized lens reduces to a spherical one.
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Figure 6.1: Setup scheme associated to the gyrator transform, (a). The phase modulation
functions (for the case z = 0.5m and λ = 532nm) associated to each generalized lenses when the
set up performs the GT at angle α = 3pi/4 are shown below, where the grey levels indicate the
phase distribution range [−pi, pi]. An assembled set of two cylindrical lens, which forms the
generalized lenses L1and L2 is displayed in (b).
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It is remarkable that for α = pi, occurring when the generalized lenses L1 and L2 are reduced
to the spherical lenses, the common 4-f system (a cascade of two Fourier transforming systems)
is obtained. Therefore the proposed gyrator system can be considered as a generalization of
the well-known optical processing 4-f system to the case of the generalized lenses.
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Figure 6.2: Operation curves φ1(α) for the generalized lenses L1(a) and L2 (b). The operation
curve φ2(α) is derived from the relation φ2 = φ1 − pi/2.
In Fig. 6.3 a detailed scheme of the GT optical experimental setup is displayed. The input
complex field amplitude is generated by the two coupled spatial light modulators (SLMs).
This optical configuration is known as a hybrid hologram [128] because the amplitude and
phase components of the input signal are separately implemented on each SLM. The amplitude
component is projected by means of a 4-f lens system on the second SLM, which introduces
the appropriate phase modulation. The second 4-f lens system is used in order to remove
the nonzero diffraction orders in the Fourier plane, arising due to the discrete structure of the
SLMs. The further spatial filtering of the nonzero order diffraction components ensures a good
agreement with the theoretical results as we will see in the next Section.
The main disadvantage of this hybrid hologram scheme concerns the alignment accuracy
between the SLM displays. Nevertheless, position stages for the SLMs are not required because
the alignment between amplitude and phase components are digitally achieved by means of
a PC. Therefore the alignment accuracy is limited by the pixel size, which is 20 µm in our case
(Holoeye LCR-2500 SLM). The signal quality is also limited by the spatial resolution and in
addition by the dynamic range of the SLM (8 bits). The application of the SLMs for an input
signal generation allows to perform an almost real time information processing. The distance
between generalized lenses in our experimental setup is z = 0.5 m. An extended discussion
about this particular setup for the complex field generation is found in appendix C.
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Figure 6.3: Detailed scheme for the experimental optical system configuration. Two SLMs
(Holoeye LCR-2500) are used for the input signal (HG mode) generation. BS is a beam splitter.
A pin-hole PH is placed at the Fourier plane of the 4- f system. The GT at angle α is performed
by three generalized lenses. The parameterα is changed by the proper rotation of the cylindrical
lenses which form every generalized lens. The output signal is registered using a CCD camera
(Sony XCD-X710).
SLM 2
SLM 1
Gyrator
Laser
Figure 6.4: Picture corresponding to the experimental optical system configuration. The optical
system based on two SLMs for the input field generation as well as the gyrator system, are
shown. Inset displays a generalized lens corresponding to an assembled set of two convergent
cylindrical lenses. More details in Fig. C.1, appendix C.
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6.2 Experimental results
To demonstrate the experimental implementation of the GT we use HG modes of various
orders as input signals. As mentioned, a HG mode is given by the following expression:
HGm,n (r; w) = 21/2
Hm
(√
2pi xw
)
Hn
(√
2pi yw
)
√
2mm!w
√
2nn!w
exp
(
− pi
w2
r2
)
, (6.7)
where Hm is the Hermite polynomial and w is the beam waist. The beam waist is set at
w = 0.73 mm for the HG modes considered in this work. The HG modes HGm,n (r; w) are
generated experimentally by the complex amplitude modulation of a collimated Nd:YAG laser
beam (λ = 532 nm) thanks to the coupled SLMs setup discussed above. As an example, the
intensity distribution of the HG7,4 mode and its phase structure in the form of the interferogram
with a collimated beam are demonstrated in Fig. 6.5(a) and (b), respectively. Inset in Fig. 6.5(b)
shows the dislocation among the interference fringes due to the phase shift pi. The images
were registered by CCD camera, Sony XCD-X710.
(a) (b)
Figure 6.5: Hermite-Gaussian mode HG7,4 obtained using the hybrid hologram. The image (a)
corresponds to HG7,4 intensity distribution and (b) is an interference pattern which reveals the
HG7,4 phase distribution. Inset in (b) shows the dislocation among the interference fringes due
to the phase shift pi.
The rest of the results shown in Figs. 6.6−6.8 are related to the functioning of the gyrator
transform setup. As previously mentioned the HGm,n (r; w) modes are transformed under the
GT action, at angles α = (2k + 1)pi/4 (k is an integer), into the helicoidal LG modes:
LG±p,l (r; w) = w
−1
√
min(m,n)!
max(m,n)!
(√
2pi
( x
w
± i y
w
))l
Llp
(2pi
w2
r2
)
exp
(
− pi
w2
r2
)
, (6.8)
where Llp is the Laguerre polynomial, p = min(m, n) and l = |m − n|. In particular for the angle
α = 3pi/4 the HG8,6, HG3,2, and HG3,3 modes are transformed into LG+6,2, LG
+
2,1, and LG3,0. The
experimental results of this transformation are shown in Fig. 6.6. Moreover an interference
pattern of the LG mode with a collimated wave that reveals its helicoidal phase distribution,
in the from of a fork-like structure, is displayed in Fig. 6.6(a)−(c). We remark that the mode
transformation is not affected by additional scaling and phase modulation because the beam
waist w as well as the wavelength are such that w = s =
√
λz.
It should be noted that for α = pik/2 the output mode corresponds to HGm,n rotated at angle α
with an additional phase shift. For the rest of the transformation angles the intermediate modes
(or gyrating modes [112]) carry fractional OAM, as we mentioned in the previous chapter. In
particular in Fig. 6.7 the modes generated from the input mode HG5,3 [Fig. 6.7(a)] by the GT
for the angles α ∈ [3pi/4, pi] are displayed. The first and the second rows show the numerical
simulation of the intensity and phase distributions of these modes, respectively. The third row
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Figure 6.6: Input HG modes HG8,6, HG3,2 and HG3,3 are transformed by the GT at α = 3pi/4
into LG modes LG+6,2, LG
+
2,1 and LG3,0, respectively. The interferograms for these LG modes
with a plane wave are displayed in (a-c), correspondingly. Images (a) and (b) reveal a fork-like
structure, typical for the associated helicoidal phase distribution, which is not present for the
case of LG3,0 (c).
α= 0º α= 135º α= 142.5º α= 150º α= 157.5º α= 180º
(a) (b) (c) (d) (e) (f)
Figure 6.7: Intermediate modes obtained by the GT of the input mode HG5,3 (a) for the angles
α = [3pi/4, pi], (b-f). The first and second rows correspond to the intensity and phase dis-
tributions (grey levels indicate the phase range [−pi, pi]), respectively, obtained by numerical
simulations of the GT. The experimental intensity distributions are shown in the third row. The
input mode (α = 0) generated by the SLMs is also displayed at the third row, (a).
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α= 0º α= 135º α= 142.5º α= 150º α= 180º
(a) (b) (c) (d) (e)
Figure 6.8: Intermediate modes obtained by the GT of the HG modes composition HG5,2 + HG2,5
(a) for the angles α = [3pi/4, pi], (b-e). The first and second rows correspond to the intensity
and phase distributions (grey levels indicate the phase range [−pi, pi]), respectively, obtained
by numerical simulations of the GT. The experimental intensity distributions are shown in the
third row. The input mode (α = 0) generated by the SLMs is also displayed at the third row,
(a).
in Fig. 6.7(a)−(f) corresponds to the experimental intensity distribution registered by means of
the CCD camera.
Furthermore, a composition of the HG modes of the same order (n + m =const) also pro-
duces a structurally stable mode under the GT action. For instance, the mode composition
HG5,2 + HG2,5 [Fig. 6.8(a)] leads for α = 3pi/4 to the odd LG mode corresponding to the sum
of two helicoidal LG modes with opposite OAM values: LG+2,3 + LG
−
2,3 [Fig. 6.8(b)]. The in-
termediate modes are displayed in Fig. 6.8(c) and (e). We remark that due to the input mode
symmetry it is an eigenfunction for GT at the angle α = pi, which is a simple pi−angle rotation
[see Fig. 6.8(e)]. The first and second rows again show the numerical simulation of the intensity
and phase distributions of these modes. While the third row Fig. 6.8(a)−(e) corresponds to the
experimental intensity distribution.
6.3 Conclusions
The experimental results obtained by the proposed GT setup are in excellent agreement with
the theoretical predictions demonstrating its feasibility. We remark the image fidelity and lack
of noise. Indeed, the flexible structure of this scheme, which means fixed distances between the
generalized lenses and the manipulation of the transformation angle by means of lens rotation,
makes the setup useful for numerous applications. In particular the proposed experimental
setup is able to generate, almost in real time, a wide spectrum of modes applicable for beam
design purposes, optical trapping, quantum information, etc. In addition, is also demonstrated
the feasibility of the proposed setup based on two coupled SLMs for the input (HG modes)
complex field generation. These results were reported in [129].
Moreover, regarding the promising results related to the application of the GT for filtering,
noise reduction, and encryption, this setup can be used for optical image processing.
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Fresnel diffraction effects in
Fourier-transform AWG
spectrometer
In this chapter we present an optimized design for a Fourier-transform (FT) microspectrometer
based on two interleaved arrayed waveguide gratings (AWG), referred to as FT-AWG. This
optical design is derived from the analysis of the near-field diffraction effects arising in a
FT-AWG microspectrometer operating in transmission geometry. The retrieval of spectral
information is reached by Fourier analysis of the interference pattern, which is generated by
the light emerging from AWG arrays. In contrast to conventional AWG devices where an
image of the input waveguide is formed dispersively in the focal region, thus operating in
Frauhoffer (far-field) diffraction regime, our device does not involve focusing and operates in
Fresnel diffraction regime. In this work we solve the near-field diffraction problem for this
AWG device. It allows us to find a compact and flexible microspectrometer design that permits
the retrieval of spectral information with a high crosstalk suppression. The proposed scheme
is flexible since it does not requiere a measurement of the interference pattern in a fixed plane.
7.1 Fundamentals
The retrieval of the spectral information can be reached by using spectrometers based on
first-order optical systems. High resolution spectroscopies (e.g., Raman or Fourier transform
infrared) are needed for the development of new detection devices in genomics and health-
related applications. Nowadays, the optoelectronic technology offers miniature spectrometers
devices which are being considered as a promising candidates for such applications.
In order to reach high spectral resolution demanded by some applications, several miniature
microspectrometers based on AWGs have been recently developed, [130, 131]. Such devices
comprises many channels (wavelengths) with a high spectral resolution by using high index
contrast (HIC) silicon-on-insulator (SOI) waveguides. This spectrometer concept operates in
interferometric configuration, which can be further generalized to include various waveguide
configurations in transmissive and reflective geometries [132]. For instance, by simultaneously
using multiple input apertures the optical throughput of the microspectrometer is largely
increased [133]. As an example, a scanning electron microscope (SEM) image corresponding
to a deep etched HIC-AWG is displayed in Fig. 7.1; refractive index ncladding(SiO2) ∼ 1.5 and
ncore(Si) ∼ 3.5.
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In this work we propose a microspectrometer design based on this concept. In particular,
our device is constructed by using two interleaved AWGs. As in the previous devices, the
interferometric configuration results in interference fringes with a wavelength-dependent pe-
riod. Therefore, the spectral retrieval can be reached by Fourier analysis of the interference
pattern. Compared to a conventional AWG which is a generalized multi-path Mach-Zehnder
interferometer, our FT-AWG, as a Michelson type device [132], allows for a markedly larger
input aperture with a correspondingly increased optical throughput. Furthermore, unlike a
conventional FT-Michelson spectrometer which requires moving parts (a scanning mirror), the
FT-AWG is a static device obviating the need for scanning elements.
 
               
 
SiO2 cladding 
Si core 
 
(a)    (b)
Figure 7.1: SEM image of deep etched waveguides. An AWG device is displayed in (a). Detail
cross-section view of a waveguide (b). Images courtesy of Optoelectronic Devices Group,
Institute for Microstructural Sciences, National Research Council of Canada.
FT-AWG device operates in transmission geometry splitting an input wavefront (collimated
beam) in two colineal wavefronts tilted in opposite directions. Each output wavefront cor-
responds to a superposition of gaussian-like modes because each waveguide only guides its
fundamental mode. This can be understood as sampling of the input wavefront by means
of the discrete device structure. On the other hand, the periodic structure associated to each
AWG introduces diffraction effects which have to be studied in order to characterize the device
performance. In the near-field diffraction regime these effects correspond to well-known Talbot
effect as it will be demonstrated.
The superposition of Talbot patterns associated to each AWG yields a distinct spatial mod-
ulation of the interference pattern referred to as the Moiré-Talbot effect. We explain the effect
analytically and also study it numerically, including its influence in the performance of the
FT-AWG spectrometer device. Besides we study the retrieval of spectral information in a FT-
AWG spectrometer in the presence of the Moiré-Talbot effect. We propose a FT-AWG device
that comprises two interleaved waveguide arrays each with 180 waveguides and the inter-
ference order of 40. It is designed with a Rayleigh spectral resolution of R = 0.1 nm and 8
nm bandwidth at wavelength λ = 1.5 µm. We also demonstrate, by numerical simulations
of this FT-AWG microspectrometer, a crosstalk reduction from −20 dB to −40 dB by Gaussian
apodization.
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7.2 FT-AWG device design and performance in presence of
Talbot effect
The scheme of an FT-AWG device is shown in Fig. 7.2(a). The input field is sampled by a
multiple waveguide aperture followed by an array of splitters which couple light into two
interleaved waveguide arrays AWGp (p = 1, 2) with respective interference orders mp [132].
The required linear optical path increment between the adjacent waveguides of each AWG are
obtained with bend waveguide sections acting as phase shifters, as indicated in Fig. 7.2 (a)
and (b). The bend waveguide sections are commonly used in planar waveguide devices. All
parts of the device, including bend waveguide sections, are contained within the waveguide
plane (Fig. 7.2, plane xz). The waveguide pairs of the two AWGs can be recombined by an
array of 3 dB couplers, forming a multiple waveguide output aperture terminated in the slab
waveguide combiner region followed by the free-space propagation region (air). As it is shown
in Fig. 7.2(a), the interference fringes are intercepted directly by a photodetector array located at
the chip edge. The sampling effects arising from the discrete photodetector array are discussed
at the end of this chapter.
The FT-AWG device can be implemented on different planar waveguide platforms, including
low and high index contrast waveguides platforms. In this work we show a design example for
a SOI waveguide platform which was previously used for fabricating compact AWG devices
[132, 134].
Slab waveguide combiner
d
2β
W1 W2z
Output aperture
.  .  . 
AWG1
AWG2
Multi-aperture input
Chip output facet
Input wavefront
Free propagating region (air)
P
xPhotodetector array plane
(a) (b)
3D view of two planar waveguides
Input
Output
Bend waveguide sections
Figure 7.2: (a) General schematics of a FT-AWG microspectrometer with two interleaved AWGs.
Wavefronts W1 and W2 originating from AWG1 and AWG2 propagate with a wavelength
dependent tilt angle β(λ) and −β(λ), respectively. The phase shifters are indicated by the grey
region P, which can be constructed by using bend waveguide sections. An example of bend
waveguide sections corresponding to this device schematic is displayed in (b).
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For interleaved AWGs with inverted interference orders (m1 = −m2 = m), as the wavelength
changes, the two wavefronts emerging at the output aperture of the respective waveguide
arrays tilt in the opposite direction according to the AWG dispersion relation, see Fig. 7.2(a):
W1 and W2. This superposition results in interference fringes with a wavelength-dependent
period in the combiner free-space propagation region where the two wavefronts overlap. In
the combiner region, wavefront Wp originating from AWGp=1,2 propagates with a wavelength
dependent tilt angle β(λ). The latter is a function of the phase shift ∆φp(λ) between the waves
originating in the two adjacent waveguides of an AWG that can be written as [135, 136]:
∆φp =
2pimpng (λ − λL)
n0λL
(7.1)
From this expression it is easy to derive that the wavefront tilt angle β is given by:
sin β = (λ − λL)
ngmp
d n0ne f f
, (7.2)
whereλL is the Littrow wavelength [β(λL) = 0], ng is the group index of the arrayed waveguides,
n0 is the fundamental waveguide mode effective index, ne f f is the effective index in the combiner
region, and d is the AWG pitch [131].
The scalar field distribution in proximity of the waveguide array can be obtained by solving
the diffraction problem in the Fresnel regime for the periodic waveguide grating structure. The
field at the interface between the waveguide array and the combiner region can be represented
by the periodic signal t(x) with a tilted phase front:
Tp(x) = t(x) exp(−i2piαpx), (7.3)
where
t(x) =
+∞∑
q=−∞
aq exp
(
i2pi
qx
d
)
(7.4)
is one dimensional Fourier expansion and αp = sin(β)/λ. For a device with interleaved AWGs,
α1 = −α2 = α and T1(x) = T∗2(x) = T(x). The field distribution at a distance z from the waveguide
array aperture is given by the Fresnel integral Eq. (1.10):
Wp(x, z) =
exp(ikne f f z)√
iλz
∫ ∞
−∞
Tp(xi) exp
(
i
pine f f
λz
(x − xi)2
)
dxi
= Φ(z) exp(−i2piαpx)t(x, z, αp), (7.5)
where
Φ(z) = exp(ikne f f z) exp
(
−ipiλzα2p/ne f f
)
, (7.6)
and
t(x, z, αp) =
+∞∑
q=−∞
aq exp
(
i2pi
qx
d
)
exp
(
−ipiλz q
2
d2ne f f
)
exp
(
i2piλzαp
q
dne f f
)
. (7.7)
Therefore the interference pattern at the propagation distance z is given by:
I(x, z) = |W1(x, z) + W2(x, z)|2 =
∣∣∣t (x, z, α) + t (x, z,−α) exp(i2pi2αx)∣∣∣2
= |t (x, z, α)|2 + |t (x, z,−α)|2 + 2t (x, z, α) t (x, z,−α) cos(2pi2αx). (7.8)
At the propagation distance zl = zTl (l = 1, 2 . . .), Eq. (7.5) is reduced to:
Wp(x, zl) = Φ(zl)t
(
x + 2d2lαp
)
exp(−i2piαpx)
= Φ(zl)Tp
(
x + 2d2lαp
)
exp
(
i2pi2
(
dαp
)2
l
)
, (7.9)
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which is associated to the well-known Talbot effect, also known as self-imaging phenomenon,
where zT = 2ne f f d2/λ is the Talbot distance [102]. For the case corresponding to fractional
Talbot distances zTη/ζ, where η and ζ are integers and η < ζ, the field distribution is given by
(ζ even):
Wp(x, zTη/ζ) = Φ(zTη/ζ)
ζ/2−1∑
a=0
B(a, η, ζ)Tp
(
x − d
2
+
2ηa
ζ
d +
2η
ζ
d2αp
)
, (7.10)
where
B(a, η, ζ) =
2
ζ
ζ/2−1∑
b=0
exp
(
i2pi
2ba
ζ
)
exp
(
−ipi
(
2
b2η
ζ
+ b
))
(7.11)
are the Talbot coefficients. Equation Eq. (7.10) is a generalization of the expression obtained
in [137] for small oblique angle of illumination (β). Analogously a relation for odd fractional
orders ζ can be also found, [138].
7.2.1 Retrieval of spectral information
In this section the retrieval of the spectral information in presence of the Talbot effect is analyzed.
Let us start considering the case corresponding to z = zT, in which the expression Eq. (7.8) is
reduced to
I(x, zTl) = |W1(x, zTl) + W2(x, zTl)|2 =
∣∣∣∣t (x + 2d2lα) + t (x − 2d2lα) exp(i2pi2αx)∣∣∣∣2
=
∣∣∣∣t (x + 2d2lα)∣∣∣∣2 + ∣∣∣∣t (x − 2d2lα)∣∣∣∣2 + 2t (x + 2d2lα) t (x − 2d2lα) cos(2pi2αx). (7.12)
The expression Eq. (7.12) contains various terms with wavelength dependent spatial fre-
quencies of 2α, fd ± 2α j and 2 fd ± 2α j, where j = 0 or 1, and fd = 1/d is the spatial frequency of
the single waveguide array. Indeed, analyzing Eq. (7.12) one conclude that spatial frequencies
fd and 2 fd are associated to the first and second terms of this expression, meanwhile the rest of
frequencies correspond to the third term.
The nature of the terms with different spatial frequencies in Eq. (7.12) is illustrated in the
following example. Let us consider an interleaved FT-AWG device, with 180 waveguides in
each of the array, hence total N = 360 waveguides, and interference order m1 = −m2 = 40. The
pitch at the arrayed waveguide aperture is d = 4 µm, and the effective width of the waveguide
fundamental mode is w = 4.8 µm. In this case zT (1500 nm) = 73 µm, for a silicon (ne f f = 3.44)
slab waveguide combiner region. The total number of waveguides (N) and the interference
order (m) were chosen to provide the specified spectral resolution (∆λ = 0.1 nm at Rayleigh
limit). As it is demonstrated in [131], for a Fourier transform arrayed waveguide spectrometer
the wavelength resolution is ∆λ = λ/(mN), which is equivalent to a diffraction grating based
device with N grating facets and the interference order m. The waveguide pitch d and the
effective width of the waveguide mode was chosen based on previous experimental work on
AWGs fabricated in SOI waveguide platform with a 2.2 µm-thick Si waveguide core layer
[132, 134], see Fig. 7.1(b). However, the pitch can be modified to provide a specific value of
the FT-AWG dispersion, according to Eq. (7.12). Its influence on the interference pattern is
analytically included in Eq. (7.12) through the terms d and α, which also is a function of d.
Since α(λL) = 0, there is obviously no spatial interference effect at the Littrow wavelength,
which has been set here to λL = 1500 nm. Fig. 7.3 shows the interference pattern represented
by Eq. (7.12) and its Fourier spectrum calculated by means of the FFT algorithm (Fast Fourier
Transform) for the wavelength of 1502 nm. The spatial spectrum reveals seven peaks which
correspond to the spatial frequencies of 2α (a), fd ± 2α j (b, c, d), and 2 fd ± 2α j (e, f, g), as they
are identified in the bottom panel of Fig. 7.3. The terms corresponding to the peaks (a), (b),
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Figure 7.3: Interferogram (top) at a Talbot plane and its Fourier spectrum (center and bottom,
in linear and logarithmic scales, respectively). Wavelength λ = 1502 nm. The peaks (a-g)
correspond to the spatial frequencies of 2α (a), fd ± 2α j (b-d) and 2 fd ± 2α j (e-g).
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Figure 7.4: The waveguide pitch influence on spectral retrieval. The waveguide pitch 3 µm
(top), 4 µm (center), and 5 µm (bottom). The terms (a)-(g) of Eq. (7.12) are identified to help
visualize the effect of varying pitch on different spatial frequencies.
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(d), (e), and (g) carry the spectral information, whereas the terms (c) and (f) represents the
Talbot effect. It is important to clearly distinguish between these different terms since, if not
correctly understood, they can be misinterpreted as spurious spectral lines. In this particular
example the higher order terms (b)−(g) appear at rather high spatial frequencies thus would
be automatically filtered when reading out the fringe pattern by a conventional photodetector
array. However, in designs with the higher order terms (b)−(g) at lower spatial frequencies,
these would need to be carefully considered to avoid a false spectral interpretation.
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Figure 7.5: Light interference in the combiner region (silicon) and the free propagation (air)
regions. (a) Talbot effect at Littrow wavelengthλL = 1500 nm; (b) Moiré-Talbot effect atλ = 1508
nm. The silicon-air interface (spectrometer chip edge) is located at z = 125 µm, as it is indicated
by the grey line in (a) and (b). Inset in figure (a) shows the intensity distribution at the fractional
Talbot plane zT/4.
Figure 7.4 shows the influence of the pitch d on spectral retrieval for three device, with values:
3 µm, 4 µm, and 5 µm, respectively. It is observed that as the pitch decreases, device dispersion
increases, as in a conventional AWG. The terms (a)−(g) of Eq. (7.12) are also identified in
Fig. 7.4 to help visualize the effect of varying pitch on different spatial frequencies in the
Fourier spectrum.
The interference effect in the combiner region and the free propagation regions is shown in
Fig. 7.5, representing a scalar optical field calculated from the Fresnel integral using the angular
spectrum method, see appendix A. This method offers a fast and an accurate approximation to
the Fresnel integral for generalized device geometry. The wavefront propagation simulation
starts at the arrayed waveguide output aperture (z = 0) and terminates at z = 250 µm. We
remark that the combiner region is a silicon slab waveguide with ne f f = 3.44 for 0 < z < 125
µm. The combiner region (silicon) is followed by a free-propagation one (air) with ne f f = 1 for
125 µm < z < 250 µm.
Fig. 7.5(a) shows the interference fringes at the Littrow wavelength of λL = 1500 nm, yielding
the conventional Talbot effect. The inset shows the well-known frequency doubling effect at
the fractional Talbot plane z = zT/4. Fig. 7.5(b) shows the Moiré superposition of two Talbot
effects for a wavelength of λ = 1508 nm, see Eq. (7.12).
Finally, we calculate interferogram and spectrum for a FT-AWG device with the parame-
ters described above, for the input light comprising six monochromatic spectral lines (wave-
lengths): 1502 nm, 1502.3 nm, 1504 nm, 1505 nm, 1506 nm and 1508 nm. We underline that the
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interference pattern
I (x, z) =
6∑
q=1
I
(
x, z, λq
)
, (7.13)
is sampled with a maximum spatial resolution of 130 lines/mm. Figure 7.6 and 7.7 show the
interference pattern for z = zT (top panel) calculated from Eq. (7.12) and its Fourier spectrum
(central and bottom panels) for unapodized and Gaussian apodized input fields, respectively.
The Gaussian apodization window has a width of w0 = 250 µm.
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Figure 7.6: Interferogram and calculated spectrum for an FT AWG device. Unapodized input
field. The interferogram at the Talbot plane z = zT (top), is calculated from Eq. (7.12). Calculated
spectrum (using the FFT algorithm) for wavelengths: 1502 nm, 1502.3 nm, 1504 nm, 1505 nm,
1506 nm and 1508 nm in linear (center) and logarithmic (bottom) scales.
It is observed that the two spectral lines separated by ∆λ = 0.3 nm are resolved well beyond
the Rayleigh criterion. The Rayleigh spectral resolution is ∆λ = λ/R = λ/mN where m is
interference order and N is the total number of interleaved waveguides, that in our device
yields ∆λ ∼ 0.1 nm. The calculated spectra show that the microspectrometer crosstalk is
reduced from −20 dB to −40 dB by Gaussian aperture apodization.
Similar results are obtained when the interferogram is registered at the fractional Talbot
distances zTη/ζ. In particular, the field distribution at the fractional Talbot distance zT/2
corresponds to
Wp(x, zT/2) = Φ(zT/2)Tp
(
x − d/2 + d2αp
)
, (7.14)
whereas for the distance zT/4 the field Wp is written as follows:
Wp(x, zT/4) = Φ(zT/4)
1∑
a=0
B(a, 1, 4)Tp
(
x − d
2
+
a
2
d +
1
2
d2αp
)
=
Φ(zT/4)√
2
(
exp (ipi/4) Tp
(
x − d
2
+
d2αp
2
)
+ exp (−ipi/4) Tp
(
x +
d2αp
2
))
. (7.15)
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Figure 7.7: Interferogram and calculated spectrum for FT AWG device. Gaussian apodized
input field. The interferogram at Talbot plane z = zT (top), is calculated from Eq. (7.12).
Calculated spectrum (using the FFT algorithm) for wavelengths: 1502 nm, 1502.3 nm, 1504 nm,
1505 nm, 1506 nm and 1508 nm in linear (center) and logarithmic (bottom) scales.
Equation (7.14) corresponds to the self-image of the array grating shifted by half period (d/2),
thus the same conclusions previously explained for Eq. (7.9) are obtained. On the other hand,
Eq. (7.15) corresponds to a frequency doubling effect which is shown in the inset of Fig. 7.5 (a)
for the Littrow wavelength (α(λL) = 0).
The interferogram at this fractional Talbot distance is given by the expression:
I(x, zT/4) =
1
2
∣∣∣∣∣∣ exp (ipi/4)
[
T1
(
x − d
2
+
d2α
2
)
+ T2
(
x − d
2
− d
2α
2
)]
+ exp (−ipi/4)
[
T1
(
x +
d2α
2
)
+ T2
(
x − d
2α
2
)] ∣∣∣∣∣∣
2
. (7.16)
In our case the condition α < 1/d is satisfied, which is applied into the expression Eq. (7.16)
obtaining:
I(x, zT/4) = (1 + cos (2pi2αx))×∣∣∣∣∣∣exp (ipi/4) t
(
x − d
2
)
[cos (dpiα) + tan (2piαx) sin (dpiα)] + exp (−ipi/4) t (x)
∣∣∣∣∣∣2 . (7.17)
The expression Eq. (7.17) corresponds to an interferogram containing various terms with
wavelength dependent spatial frequencies of 2α, fd ± 2α and 2 fd ± 2α j, j = 0 or 1, see Fig. 7.8.
In contrast to the previous case described by Eq. (7.12), the interferogram represented by
Eq. (7.17) does not contain the spatial frequency fd since sin (dpiα) ≈ dpiα holds for α < 1/d
and therefore cos (dpiα) + tan (2piαx) sin (dpiα) ≈ 1 + dpiα tan (2piαx). This fact is appreciated
comparing Fig. 7.8 with Fig. 7.3 (1502 nm). Figure 7.9 shows the interference pattern for z =
zT/4 (top panel) calculated from Eq. (7.17) and its Fourier spectrum (central and bottom panels)
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Figure 7.8: Interferogram (top) at the fractional Talbot plane zT/4 calculated from Eq. (7.17)
and its Fourier spectrum (center and bottom, in linear and logarithmic scales, respectively).
Unapodized input field. Wavelength λ = 1502 nm. The peaks (a-f) correspond to the spatial
frequencies of 2α (a), fd ± 2α (b,c) and 2 fd ± 2α j (d-f).
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Figure 7.9: Interferogram and calculated spectrum for FT AWG device. Gaussian apodized
input field. The interferogram at Talbot plane z = zT/4 (top), is calculated from Eq. (7.17).
Calculated spectrum (using the FFT algorithm) for wavelengths: 1502 nm, 1502.3 nm, 1504 nm,
1505 nm, 1506 nm and 1508 nm in linear (center) and logarithmic (bottom) scales.
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for Gaussian apodized input field, comprising several wavelengths: 1502 nm, 1502.3 nm, 1504
nm, 1505 nm, 1506 nm and 1508 nm. The crosstalk as well as the spectral line resolution ∆λ
demonstrated in Fig. 7.9, are similar to the result obtained previously for the non fractional
Talbot distance, displayed in Fig. 7.7.
It should be noted that the distance zT is a function of wavelength. If the interferogram is
evaluated for example at Talbot plane z = zT,L at λL, at other wavelengths this position deviates
by ∆z = zT,L (λ − λL) / λ. For the interleaved FT-AWG device considered in this work, the
maximum spatial shift is ∆zmax = 0.4 µm which corresponds to the wavelength λ = 1508 nm
and ne f f = 3.44 (silicon region). Because the Talbot distance zT(λL) is proportional to the
effective index, this factor is reduced to ∆zmax = 0.12 µm when the interferogram is registered
in the air region, that is a comparatively small value: ∆zmax/zT,L ∼ 0.1%. According to the
previous calculations, the influence of this Talbot plane shift with wavelength on spectral
retrieval is negligible, as it is evident comparing the spectra in Fig. 7.7 and Fig. 7.9. The two
spectra are virtually identical, but they correspond to rather different positions, namely at zT
(Fig. 7.7) and zT/4 (Fig. 7.9).
7.2.2 Interferogram sampling effects
Because it is not required for understanding of the FT-AWG device performance, here we will
briefly consider the effect of interferogram sampling as an example. Using an photodetector
array (e.g., infrared CCD chip) is a convenient way to sample the interferogram.
Figure 7.10 shows the influence of the interferometer sampling frequency on the spectral
retrieval for an interference pattern sampled by a photodetector array with periods 4 µm, and
5 µm, respectively. No deterioration of the calculated spectrum is noticed at the sampling
period of 4 µm which corresponds to the minimun pixel size of commonly used CCD sensor.
For the sampling period of 5 µm, four satellite peaks appear in the calculated spectrum as the
result of undersampling.
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Figure 7.10: Influence of interferogram sampling on spectrum retrieval. Gaussian unapodized
input field. The interferogram (top) at Talbot plane z = zT. Calculated spectra for the wave-
length of 1502 nm and different sampling frequencies (bottom); sampling periods 4 µm (a), 5
µm (b).
Thus, for this device example, a spatial sampling period of 4 µm suffices for accurate spectral
retrieval. Another techniques can also be used for sampling the interferogram. For example,
the AWG device dispersion can be designed such that the interferogram maximum spatial
frequency is still resolved by the photodetector array. The AWG dispersion can be controlled
by modifying the interference order m or waveguide pitch d, see Eq. (7.2). Alternatively,
imaging optics at the chip output can be used to match the interference pattern to the pitch of
the photodetector array.
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7.3 Conclusions
We have presented an optimized FT-AWG microspectrometer operating in transmission geom-
etry. The device performance as well as the interference effects were explained by an analytical
formalism and were confirmed by numerical simulations. The retrieval of spectral information
in a FT-AWG device with Rayleigh resolution of ∆λ = 0.1 nm, 8 nm bandwidth, and a Littrow
wavelength of λ = 1500 nm, was also illustrated by numerical simulations. A spectral resolu-
tion ∆λ = 0.3 nm and a crosstalk level reduction to −40 dB were also obtained for a Gaussian
apodized input field. These results demonstrate a significant crosstalk supression as well as
the device feasibility. This work was reported in [139].
Conclusions
1. On the basis of matrix formalism, we have designed a flexible optical system able to
perform three basic ortho-symplectic transformations in phase space. Several useful
equations that connect the parameters of the transformation matrix for a general and
anamorphic first-order optical system, have been derived. The optical setup perform-
ing such transformations; image rotation, separable FRFT and GT, is constructed by the
combination of generalized lenses (assembled set of cylindrical lenses) and free-space
intervals. We have demonstrated that the separable FRFT as well as GT corresponds to
a symmetric setup constructed by three generalized lenses and two free-space intervals,
whereas the rotator setup is achieved by a nonsymmetric setup constructed by four lenses
and four space-intervals. The transformation parameters are reached by the proper rota-
tion of the cylindrical lenses or varying their lens power, where the free-space intervals
are fixed. Their optical implementation has been studied in detail as well.
2. Main properties of the GT such as shift, scaling, plane wave modulation, Parseval theorem
and the GT of the selected functions, have been derived.
3. The application of GT operation as a mode converter of a wide spectrum of stable modes
and for image processing: shift-variant filtering, hyperbolic noise reduction and image
encryption, have been demonstrated.
4. We have implemented two optical setups: one for interactive complex field generation
based on two coupled SLMs, and another one for the GT operation. Both systems operate
almost at real time. The experimental implementation of GT has been demonstrated
for the mode transformation of Hermite-Gaussian (generated by using the proposed
SLM setup) into Laguerre-Gaussian modes. The experimental results are in excellent
agreement with the theoretical predictions attesting the feasibility of both setups. These
systems promises to be a useful tool for optical processing applications. To the best of
our knowledge it is the first time that these systems are achieved.
5. Several programs have been developed by us for the numerical simulation of these
first-order systems. The numerical results deal with the theoretical predictions.
6. Finally, we have presented an optimized Fourier-transform AWG microspectrometer
design operating in transmission geometry. The device performance as well as the
interference effects were explained by an analytical formalism and was confirmed by
numerical simulations. This optical design for parameters such as Rayleigh resolution
of ∆λ = 0.1 nm, 8 nm bandwidth, and a Littrow wavelength of λ = 1500 nm, lead to the
retrieval of spectral information with a spectral resolution ∆λ = 0.3 nm and a crosstalk
level reduction to −40 dB. The results demonstrate high crosstalk supression as well as
the device feasibility.
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Appendix A
Numerical approach for the Fresnel
diffraction integral calculation
This appendix is devoted to discuss briefly the numerical approach for the Fresnel integral
calculation, that has been used for the numerical simulations considered in this work. Let us
first remind the Fresnel integral:
fo(ro; z) =
exp (ikz)
iλz
"
fi(xi, yi; z = 0) exp
ipi (xo − xi)2 + (yo − yi)2λz
 dxidyi, (A.1)
where f (r; z) is the complex field amplitude, rti,o = (xi,o, yi,o) are the input−output spatial coor-
dinates, z is the propagation distance, and λ is the wavelength. As it is well-known Eq. (A.1)
corresponds to the convolution between the input filed fi(ri; z = 0) and a spherical wave, and
it can be evaluated applying different techniques [140]. In the case corresponding to the near-
field diffraction regime, the most suitable technique is the angular spectrum method which
permits a fast an accurate calculation. Thus instead of directly calculating of this integral,
whose integrant for short distance z is rapidly oscillanting, one can calculate the product of
the Fourier transforms (angular spectrum) of fi(ri; z = 0) and exp
(
ipi(x2 + y2)/λz
)
, and finally
perform the inverse Fourier transform to obtain the output field. This computation algorithm
is achieved by using the fast Fourier transform (FFT) technique which leads to both a fast and
accurate approximation. In other words this procedure is written as follows:
fo(ro; z) = IFFT
{
FFT
{
fi(ri; z = 0)
}
H(u, v)
}
, (A.2)
where
H(u, v) = C exp
(
−ipi(u2 + v2)λz
)
, (A.3)
is the Fourier transform of exp
(
ipi(x2 + y2)/λz
)
, C is a complex constant, and u and v are the
spatial frequencies.
It is well-known that the angular spectrum method must be applied for short propagation
distances given by the condition z < zc, whereas a direct evaluation of the Fresnel integral
is suitable for distances z ≥ zc, where zc = 2δa/λ [140, 141], δ is the finest detail and a is
the aperture size, both corresponding to the input filed. If z ≥ zc the direct Fresnel integral
approach have to be used, which is given by
fo(ro; z) = C exp
(
−ipi(x2o + y2o)/λz
)
FFT
{
fi(ri; z = 0) exp
(
ipi(x2i + y
2
i )/λz
)}
. (A.4)
For a given number of points or pixels, N, the computing effort is 2N log N + N and
N log N + 2N for the angular spectrum and the direct evaluation approaches, respectively.
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Notice that, for both regions, the computing effort is smaller than other numerical methods of
evaluating Fresnel-type integrals. To increase the accuracy, the space propagation interval z
can be achieved by m steps such as z/m << zc.
We have developed a numerical application that allows us to simulate the light propagation
for both regimes. Its feasibility have been demonstrated in different applications. This nu-
merical approach has been used for the simulation of the FT-AWG microspectrometer device
proposed in the latter chapter. Moreover the combination of free-space propagation together
with phase field modulation, which simulate the lens action, permits to describe the light
propagation at almost any first-order optical system. In particular, this algorithm has been
used for the numerical simulation of the optical systems corresponding to the separable FRFT,
image rotation and GT operations.
Appendix B
Gyrator transform properties
In this appendix we provide the intermediate calculations corresponding to the gyrator trans-
form properties discussed in chapter 4.
B.0.1 Shift theorem for gyrator transform
As we have mentioned the GT is a linear canonical integral transformation described by
orthogonal and symplectic ray transformation matrix. In particular the gyrator transform
[Eq. (4.1)] can be rewritten as follows:
fo(ro) = Rα[ fi(ri)](ro)
=
1
|sinα|
∫
fi(ri) exp
(
ipi
[
rtiY
−1Xri − 2rtiY−1ro + rtoXY−1ro
])
dri, (B.1)
where X and Y are defined by Eq. (1.17). Here t stands for transposition operation, and α is the
transformation angle.
The shift theorem can be easily demonstrated thanks to the latter equation, where the input
complex field amplitude fi(ri) is shifted at vt = (vx, vy). Let us start considering the following
relation
fo(ro) =
1
|sinα|
∫
fi(ri − v) exp
(
ipi
[
rtiY
−1Xri − 2rtiY−1ro + rtoXY−1ro
])
dri
=
1
|sinα|
∫
fi(u) exp
(
ipi
[
(u + v)t Y−1X (u + v) − 2 (u + v)t Y−1ro + rtoXY−1ro
])
du
=
1
|sinα|
∫
fi(u) exp
(
ipiφ
)
du. (B.2)
in which the kernel exp
(
ipiφ
)
is simplified to
exp
(
ipiφ
)
= exp
(
ipi(vtYXv + rto[(XY
−1X − (Y−1)t − Y]v)
)
× exp
(
ipi
(
rtiY
−1Xri − 2rtiY−1 (ro − Xv) + (ro − Xv)t XY−1 (ro − Xv)
))
, (B.3)
where u = ri − v, and I is a unity 2 × 2 matrix. The following relations
vtY−1Xu = ut
(
Y−1X
)t
v = utXt
(
Y−1
)t
v,
XYt = YXt,
XtX + YtY = I. (B.4)
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are satisfied. The Eq. (B.3) can be written as a product of two exponential functions: the first one
corresponds to an additional phase factor that can be extracted from the integral in Eq. (B.2),
and the second one corresponds to the gyrator kernel where the coordinate ro is replaced by
ro − Xv. Doing this we obtain the shift theorem as it was formulated in Eq. (4.6):
fo(ro) = Rα[ fi(ri − v)](ro)
= exp
(
ipi(vtYXv + rto[(XY
−1X − (Y−1)t − Y]v)
)
Rα[ fi(ri)](ro − Xv)
= exp
(
ipi(vxvy sin 2α − 2rov˜ sinα)
)
Rα[ fi(ri)](ro − v cosα), (B.5)
where v˜ = (vy, vx).
In other words, we conclude that the shift of the input function fi(r) at vector vt = (vx, vy)
leads to the shift of its GT at v cosα and an additional linear phase modulation.
B.0.2 Scaling theorem for gyrator transform
For the case of the scaling theorem the input function is affected by a scaling factor, fi(Sri) =
fi(sxxi, syyi). Therefore applying a change of variables x′i = sxxi, y
′
i = syyi for Eq. (4.1), we obtain:
fo(ro) = Rα[ fi(Sri)](ro) =
exp
(
i2pixoyo cotα
)
sxsy |sinα|
"
fi(x′i , y
′
i )
× exp
(
i2pi
(
x′i y
′
i
cotα
sxsy
− 1
sinα
(
x′i yo
sx
+
xoy′i
sy
)))
dx′i dy
′
i . (B.6)
The next step is to define cot β = cot (α) /
(
sxsy
)
, then the latter equation is rewritten as it
follows:
fo(ro) =
exp
(
i2pixoyo cotα
)
sxsy |sinα|
"
fi(x′i , y
′
i )
× exp
(
i2pi
(
x′i y
′
i cot β −
1
sinα
(
x′i yo
sx
+
xoy′i
sy
)))
dx′i dy
′
i
=
exp
(
i2pixoyo cotα
) ∣∣∣sin β∣∣∣
sxsy |sinα| exp
−i2pi cot β yoxo sin2 βsxsy sin2 α

× Rβ[ fi(ri)]
(
xo sin β
sy sinα
,
yo sin β
sx sinα
)
=
σβ cos β
σα cosα
exp
i2pixoyo cotα 1 − ( cos βcosα
)2 Rβ[ fi(ri)] ( cos βcosαSri
)
, (B.7)
where σα = sgn (sinα), σβ = sgn
(
sin β
)
. Therefore we conclude that the GT at angle α of a
scaled input function, fi(Sri), corresponds to the GT at angle β of the initial function fi(ri) with
an additional scaling of the output coordinates and hyperbolic wave modulation.
B.0.3 Gyrator transform of selected functions, Table 4.3
Here we present the intermediate calculations for the GT of selected functions, shown in Table
4.3. We remark that the GT of the Dirac delta function (row 1, Table 4.3) is obtained directly
applying the properties of the δ-function.
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GT of hyperbolic phase function
The GT of hyperbolic phase function (row 2, Table 4.3) and the constant function 1 (row 3,
Table 4.3) are obtained from
Rα[exp
(
i2picxiyi
)
](ro) =
exp
(
i2pixoyo cotα
)
|sinα| g(ro), (B.8)
where the function g(ro) is calculated as it follows:
g(ro) =
"
exp
(
i2pi
(
xiyi (c + cotα) − 1sinα
(
xiyo + xoyi
)))
dxidyi
=
∫
exp
(
−i2pi xoyi
sinα
)
dyi
∫
exp
(
i2pixi
(
yi (c + cotα) − yosinα
))
dxi
=
∫
exp
(
−i2pi xoyi
sinα
)
δ
(
yi (c + cotα) − yosinα
)
dyi
= exp
(
−i2pi xoyo
(c + cotα) sin2 α
)
. (B.9)
In the latter calculation, the expression
δ (v) =
∫
exp (i2pivx) dx, (B.10)
has been used. Applying trigonometric relations, the Eq. (B.8) is finally reduced to
Rα[exp
(
i2picxiyi
)
](ro) =
1
|sinα| exp
(
i2pi
c cotα − 1
c + cotα
xoyo
)
. (B.11)
A change of variable: x′o = xo + ky sinα, and y′o = yo + kx sinα together with the Eq. (B.10)
allow to calculate the GT of a plane wave (row 4, Table 4.3).
GT of spherical wavefront and a Gaussian function
The GT of a spherical wavefront and a Gaussian function, (row 5 and 6 in Table 4.3, respectively)
can be derived as particular cases of the GT of exp
(
γr2i
)
, which is given by
fo(xo, yo) =
1
|sinα| exp
(
i2pixoyo cotα
)
go(xo, yo), (B.12)
where
go(xo, yo) =
"
exp
(
γr2i
)
exp
(
i2pi
(
xiyi cotα − 1sinα
(
xiyo + xoyi
)))
dxidyi
=
∫
exp
(
x2i γ
)
exp
(
−i2pi xiyo
sinα
)
dxi
∫
exp
(
y2i γ
)
exp
(
i2pi
(
xi cotα − xosinα
)
yi
)
dyi
=
√
pi
−γ
∫
exp
(
x2i γ
)
exp
(
pi2
γ
(
xi cotα − xosinα
)2)
exp
(
−i2pi xiyo
sinα
)
dxi, (B.13)
γ = −pi (a + ib), and a ≥ 0. It should be noted that Eq. (B.13) has been obtained by using [142]∫
exp
(
µx2 + βx
)
dx =
√
pi
−µ exp
(
− β
2
4µ
)
, (B.14)
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for the integral calculation with respect to yi, where Re(µ) ≤ 0. It implies that the condition
Re(γ) ≤ 0 must be satisfied. Moreover, the integral calculation with respect to xi can be realized
by using a change of variable t = xi
√
γ, and applying again the Eq. (B.14). It permits to reduce
the Eq. (B.13) to:
go(xo, yo) =
√
pi2
γ2d
exp
(
pi2
γd sin2 α
(
x2o + y
2
o
))
exp
(
−i2pi pi
2
dγ2 sin2 α
xoyo cotα
)
, (B.15)
where d = 1 +
(
pi cot (α) /γ
)2.
Therefore the GT of exp
(
γr2i
)
is written as follows
fo(ro) = Rα[exp
(
γr2i
)
](ro)
=
1√
cos2 α +
(
γ/pi
)2 sin2 α exp
i2pi 1 − 1
cos2 α +
(
γ/pi
)2 sin2 α
 xoyo cotα
× exp
 γr2o
cos2 α +
(
γ/pi
)2 sin2 α
 . (B.16)
The GT of the spherical wave and Gaussian function (row 5 and 6 in Table 4.3) are derived
from this expression for the case γ = −ipib and γ = −pia, correspondingly.
Appendix C
System for optical field generation
based on two coupled SLMs
A spatial light modulator (SLM) is an optical device that modulates a beam of light almost at
real time. In general, a SLM only modulates the intensity or phase distribution of a coherent
beam.
SLM-LC, that means SLM based on the liquid crystal display (LCD) technology, is being
extensively used for prototyping in industrial development and research; in particular for
optical information processing, holography, optical trapping, etc. It is due to the significant
improvements of the LCD technology that allows to design high resolution devices at low cost.
A SLM-LC is an electrically addressed device that modulates the phase or intensity distribution
of a coherent light beam as a function of its polarization state. In contrast to transmission SLM-
LC devices, the reflection SLM-LCOS (LC on Silicon chip) offers a high energy-efficiency as
well as fill factor close to 95% which are demanded in many optical applications. Notice that
a high fill factor implies negligible pixelation effects. Therefore SLM-LCOS device promises to
be an useful and versatile tool, that is also being widely adopted by the optical community.
An optical setup for complex field generation based on two coupled SLM-LCOS (Holoeye
LCR-2500) was introduced in chapter 6. This optical configuration is known as a hybrid
hologram [128] since the amplitude and phase components of the input signal are separately
implemented on each SLM, see Fig. C.1. The amplitude component is projected by means of
a 4-f lens system on the second SLM, which introduces the appropriate phase modulation.
Meanwhile, the second 4-f lens system is used in order to remove in the Fourier plane the
non-zero diffraction orders, arising due to the discrete structure of the SLMs. We remark
that the optical path among the Fourier lens L with the SLM equals its focal distance f . In
this configuration, each SLM is operating in amplitude or phase modulation depending on
the polarization state of the incident beam, which is set by using λ/2 wave-plates (WP) and
analyzers. In particular, the first and second SLM operate in amplitude and phase-only,
correspondingly.
Position stages for these SLMs are not required because the alignment between amplitude
and phase components are digitally achieved by means of a PC, which simplifies significantly
the optical setup. The alignment accuracy is limited by the pixel size, which is 20 µm in our
case (Holoeye LCR-2500 SLM, see Table C). The signal quality is also limited by the spatial
resolution and in addition by the dynamic range of the SLM (8-bits). This setup permits to
generate a complex filed amplitude at almost real time, which plays an important role in optical
information processing.
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CCD
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Figure C.1: Optical setup scheme (a) corresponing to the experimetal setup (b) based on two
SLMs (Holoeye LCR-2500) for an arbitrary complex field generation. BS is a beam splitter. A
pin-hole PH is placed at the Fourier plane of the 4-f system, where L is a Fourier lens. WP
denotes a λ/2 wave-plate while M is a dichroic mirror.
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(a)
(b)
Figure C.2: Graphical user interface applications. This software permits the implementation of
the Hermite-Gauss (a) and Laguerre-Gauss (b) modes for different parameters: mode indices,
scaling, beam waist, rotation angle. Complex mode compositions can be also achieved which
are designed interactively trough the composer window.
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Number of pixels Pixel Pitch Fill factor Active area Frame rate
1024 × 768 19 µm 93% 9.5 × 14.6 mm 72 Hz
Table C. SLM: 2pi phase shift between 400 and 700 nm and intensity contrast ratio of 1000:1 at 532 nm
For the optical implementation of the complex field, we have developed a particular numer-
ical application based on Matlab and Java code. This software permits to sent a RGB video
signal in DVI format (video interface standard), manipulate digitally an arbitrary signal, SLM
response correction (gamma-correction, etc.), and other basic operations. As an example, in
Fig. C.2 the graphical user interface application (developed by us) is shown for the case of the
Hermite-Gaussian (a) and Laguerre-Gaussian (b) modes, correspondingly. This application
allows us to realize different operations such as digital alignment and varying several param-
eters: mode index, beam waist, nonsymmetric scaling, rotation, as well as to draw complex
mode composition, see Fig. C.2 and Fig. C.3. Note that the SLM display resolution can be
adjusted for the corresponding SLM model, see for example Fig. C.3 (first control panel).
Figure C.3: Example of array composition for the case of HG2,1. As it is observed each mode
has been placed in different positions by using the composer window panel. The composition
consists of the HG2,1 modes rotated at angle pi/4 and scaled by a ×2 factor, as it is observed.
We remark that in contrast to other setup configurations, the alignment among the amplitude
and phase distribution of the signal is implemented digitally. This alignment operation is
achieved by centering the matrices corresponding to each signal component: green and red
channel for the amplitude and phase distributions, respectively. This idea is illustrated in
Fig. C.4 for two particular examples of SLMs misalignment. This approach is part of the
calibration procedure which is achieved by using this software.
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(a)              (b)
Figure C.4: Examples illustrating the alignment among signal components associated to HG7,4
mode. As mentioned, this digital alignment is achieved by varying the centering of both DVI
color channels: green and red for the amplitude and phase distributions (matrices), respectively.
The misalignment among the SLMs is compensated by adjusting these matrices as it is displayed
in (a) and (b) for two particular cases.
(a) (b)
(c) (d)
Figure C.5: Intensity distribution for the case of HG7,4 (a) and LG1,2 mode (c). The interfero-
grams for these modes with a collimated laser beam are displayed in (b) for HG7,4 and (d) for
the LG1,2. Image (d) reveals a fork-like structure, typical for the associated helicoidal phase
distribution, which is not present for the case of HG7,4 (b). These images were registered by a
CCD camera (Sony XCD-X710).
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The intensity distribution of the HG7,4 and LG1,2 mode and its phase structure, in the form of
the interferogram with a collimated beam, are displayed in Fig. C.5. These results demonstrate
an excellent agreement with the theoretical predictions as well as the feasibility of the proposed
setup.
Figure C.6 displays two examples illustrating the mode composition reached by using this
approach: HG5,2 (r) + HG2,5 (r) (a) and HG8,6
(
<− pi4 r
)
+ HG8,6 (r) (b). Note that<− pi4 indicates the
coordinate rotation at angle −pi/4. These results are in excellent agreement with the theoretical
predictions which are displayed in Fig. C.6 (b) and (d), correspondingly.
(a)                                    (b)
(c)                       (d)
Figure C.6: Intensity distribution associated to the mode composition HG5,2 (r) + HG2,5 (r) (a,
b) and HG8,6
(
<− pi4 r
)
+ HG8,6 (r) (c, d). The experimental results are displayed in (a) and (c),
correspondingly.
In conclusion, this mode generation approach at quasi-real time is more versatile than other
techniques used in digital holography or diffractive optical elements (DOE) [128]. It is a
promising and useful tool for many processing applications. Other signal types such as phase
modulation functions associated to generalized lens can be also implemented by using this
setup. To the best of our knowledge it is the first time that this method for SLM coupling is
used.
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