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We calculate the transmission spectra of a flux qubit coupled to a dissipative resonator
in the ultrastrong coupling regime. Such a qubit-oscillator system constitutes the building
block of superconducting circuit QED platforms. The calculated transmission of a weak
probe field quantifies the response of the qubit, in frequency domain, under the sole influ-
ence of the oscillator and of its dissipative environment, an Ohmic heat bath. We find the
distinctive features of the qubit-resonator system, namely two-dip structures in the calcu-
lated transmission, modified by the presence of the dissipative environment. The relative
magnitude, positions, and broadening of the dips are determined by the interplay among
qubit-oscillator detuning, the strength of their coupling, and the interaction with the heat
bath.
I. INTRODUCTION
Current developments in circuit quantum electrodynamics (QED) are establishing super-
conducting devices as leading platforms for quantum information and simulations [1–5]. In
particular, quantum optics experiments with qubit coupled to superconducting resonators are
now performed in (and beyond) the so-called ultrastrong coupling (USC) regime, with the qubit-
resonator coupling reaching the same order of magnitude of the qubit splitting and resonator
frequency [6–12]. The qubits are essentially based on superconducting circuits interrupted by
Josephson junctions, the nonlinear elements that provide the anharmonicity required to single-
out the two lowest energy states [13]. In the flux configuration, the qubit states are superposi-
tions of the eigenstates of the magnetic flux operator associated to clockwise and anti-clockwise
circulating supercurrents, corresponding to the two lowest energy eigenstates of a double-well
potential seen by the flux coordinate. The double-well can be biased by applying an external
magnetic flux and transitions between states in this qubit basis, where the states are localized
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2in the wells, occur via tunneling through the potential barrier of the potential.
The standard theoretical tool to account for the coupling of superconducting qubits to their
electromagnetic or phononic environments is provided by the spin-boson model (SBM), consist-
ing of a quantum two-level system interacting with a heat bath of harmonic oscillators [14, 15].
This model has been the subject of extensive studies as an archetype of dissipation in quantum
mechanics and the different coupling regimes of spin-boson systems and the associated dynam-
ical behaviors have been theoretically explored by using a variety of approaches [15, 16]. Only
recently though, progress in the design of superconducting circuits have opened the possibility
to attain experimental control on the strong qubit-environment coupling regime [17–21].
In circuit QED, an appropriate description for qubit-resonator systems is provided by the
Rabi Hamiltonain, whose interaction part features energy-nonconserving terms called counter-
rotating. In this context, USC refers to an interaction regime where the rotating wave approxi-
mation, that allows for a description in terms of the Jaynes-Cummings Hamiltonian, appropriate
for atom-cavity systems, fails, as the counter-rotating terms cannot be neglected [11, 12]. A re-
fined classification of the different regimes of the Rabi model is provided in [22]. The USC
regime of circuit QED is currently the subject of much theoretical work, see for example [23–27].
In the present work we consider a flux qubit ultrastrongly coupled to a superconducting
resonator, modeled as a harmonic oscillator, which in turn interacts with a bosonic heat bath.
The qubit is probed by an incoming field whose transmitted part provides information on the
dynamics under the influence of the resonator and its environment. While weak dissipation
affecting a USC system as a whole has been addressed via a master equation approach in [28],
here we consider the case where the coupling to the environment, of arbitrary strength, affects
the resonator exclusively. The setup considered describes quantum optics experiments in circuit
QED but also the coupling of a qubit to a detector [29–31] and the qubit-bath coupling mediated
by a waveguide resonator in a heat transport platform in the quantum regime [32]. Alternatives
to the spectroscopy of the qubit to investigate USC systems exist. For example, spectroscopy of
ancillary qubits has been proposed in [33] to probe the ground states of ultrastrongly-coupled
systems. Moreover, methods alternative to the analysis of the transmission spectra have been
recently devised to probe the USC regime [34, 35].
3The dissipative Rabi model which describes our setup can be mapped to a SBM where the
spin interacts directly with a bosonic bath characterized by an effective spectral density function
peaked at the oscillator frequency [36], which constitutes a so-called structured environment.
Using the same approach as the one developed in [18] to analyze the measured transmission of
a probe field in the presence of a Ohmic environment and of a pump drive, here we calculate
the transmission spectra of the qubit, considering different qubit-resonator detuning and cou-
pling strengths. By employing a nonperturbative approach to include the dissipation, we find
that the characteristic two-dip profiles of the transmission are affected nontrivially by the pres-
ence of the bath beyond the weak dissipation limit. The picture in which position and relative
magnitude of the dips are determined by the qubit-resonator coupling strength and detuning
is modified by bath-induced renormalization effects. In particular, the renormalization of the
resonator frequency affects the relevant transition frequencies in a non-symmetric way, reducing
the so-called vacuum Rabi splitting. At large resonator frequencies, an Ohmic-like qubit trans-
mission is recovered whereas, for low frequencies of the resonator, the single, broadened dip in
the transmission displays an upwards renormalization of the qubit splitting.
II. FLUX QUBIT COUPLED TO A DISSIPATIVE RESONATOR
The model for a time-dependent open system coupled to an environment of mutually indepen-
dent bosonic modes, with possible partitioning into sub-environments (heat baths), is provided
by the Hamiltonian
H(t) = HS(t) + AˆS
∑
k
λk(a
†
k + ak) +
∑
k
~ωka†kak , (1)
where AˆS is a system operator and where the bath operators a
†
k and ak create and destroy, respec-
tively, an excitation in the k-th harmonic oscillator. The angular frequency λk is the coupling
strength between the qubit and the k-th harmonic oscillator. The bath is fully characterized by
the spectral density function
G(ω) =
∑
k
λkδ(ω − ωk) . (2)
4In the continuum limit G(ω) is usually taken to be proportional to a power of ω at low frequencies
and to have a cutoff at high frequencies. Moreover, the overall coupling to the bath is quantified
by a single parameter α. A prominent example is the Ohmic bath for which G(ω) = 2αωfc(ω),
where fc(ω) is a cutoff function.
In the present work we consider a qubit-resonator system, with the resonator coupled to
qubit qubit
a b
Fig. 1. a - Scheme of the setup analyzed. A flux qubit, probed through a transmission line, is coupled
to a resonator, the harmonic oscillator of frequency Ω. The latter is in turn in contact with a Ohmic heat
bath. The incoming probe field V pin is scattered at the qubit position, resulting in a transmitted and a
reflected field. b - Mapping to the spin-boson model. The harmonic bath is described by the structured
effective spectral density of Eq. (6), with effective coupling α.
a bosonic heat bath according to the scheme in Fig. 1-a. The qubit is characterized by the
frequency scale ∆. The resonator is modeled as a harmonic oscillator of frequency Ω and the
frequency g is the qubit-resonator coupling. The resonator is in contact with a dissipative
environment modeled as a strictly Ohmic bath with spectral density GOhmic(ω) = κω, where the
dimensionless parameter κ quantifies the overall oscillator-bath coupling. The resulting system
is described by the dissipative Rabi Hamiltonian, namely by Eq. (1) with HS(t) ≡ HRabi(t),
where
HRabi(t) = −~
2
[∆σx + ε(t)σz] + ~ΩB†B + ~gσz(B† +B) , (3)
and with AˆS = ~(B†+B). Here, B† and B are the resonator mode operators and the operators
σj are the Pauli spin operators in the qubit basis. The qubit parameters, with dimensions of
5an angular frequency, are the time-dependent bias ε(t) and the bare qubit frequency splitting
at zero bias ∆. In a truncated double-well potential realization of the two-level system, which
is proper of flux qubits, ∆ is the tunneling amplitude per unit time of the isolated qubit. The
qubit bias ε(t) is (weakly) driven by an incoming probe field through a transmission line which
is an independent part of the setup.
Within Van Vleck perturbation theory [37, 38], with g treated as a small parameter with
respect to ∆ and Ω, the spectrum of the Rabi Hamiltonian in Eq. (3), can be calculated ana-
lytically [39]. In the unbiased case, ε(t) = 0, the eigenfrequencies of the ground state and of the
first two excited states read
ω0 =− ∆
2
− f(Ω)
ω1/2 =
Ω
2
− f(Ω)∓ 1
2
√
[∆− Ω + 2f(Ω)]2 + 4g2 ,
(4)
with f(Ω) = g2∆2[∆2(∆ + Ω)]−1. For Ω = ∆, i.e. at zero detuning, the spectrum presents
avoided crossings, see Fig. 2-b below, and the difference ω2 − ω1 ' 2g is the so-called vacuum
Rabi splitting, see [40, 41] for experimental observations. Van Vleck perturbation theory can
also be used at arbirtary coupling, and thus in the USC regime, also in the presence of a static
bias, by treating the qubit energy splitting as a small parameter [42].
The dissipative Rabi Hamiltonian given by Eqs. (1) and (3) can be mapped, see Fig. 1-b, to
the Hamiltonian of the SBM [15, 43]
HSB(t) = −~
2
[∆σx + ε(t)σz]− ~
2
σz
∑
k
λk(a
†
k + ak) +
∑
k
~ωka†kak , (5)
where the qubit is directly coupled to a structured bosonic bath with an effective spectral density
function that, in the continuum limit, reads [36, 44, 45]
Geff(ω) =
2αωΩ4
(Ω2 − ω2)2 + (2Γω)2 . (6)
This effective spectral density function has an Ohmic behavior (∝ ω) at low frequencies, ω/Ω
1, and features a Lorentzian peak centered at the oscillator frequency Ω with semi-width Γ =
piκΩ, with κ the oscillator-bath coupling strength. The effective coupling strength between the
qubit and the structured bath is given by the dimensionless parameter α = 8κg2/Ω2. Note that
for large Ω the Ohmic case with weak coupling is recovered from the spectral density in Eq. (6).
6Such mapping can be seen as the inverse application of the reaction coordinate mapping, a
technique used to deal with open systems in structured environments [46].
III. THE DRIVEN SPIN-BOSON MODEL WITHIN NIBA
The exact time evolution of the qubit population difference P (t) = 〈σz(t)〉 in the SBM is
governed by the generalized master equation (GME) [43]
P˙ (t) =
∫ t
t0
dt′
[K−(t, t′)−K+(t, t′)P (t′)] . (7)
The formal exact expression for the kernels can be found within the path integral representa-
tion of the qubit reduced density matrix. In the path integral approach, the Feynman-Vernon
influence functional [47], which results from tracing out exactly the environmental degrees of
freedom, couples the qubit tunneling transitions in a time-nonlocal fashion. The exact kernels
of the GME collect all the irreducible sequences of tunneling processes involved in the sum over
paths, namely the sequences that cannot be cut into two or more noninteracting parts, the
interactions being mediated by the bath correlation function Q(t)
Q(t) = Q′(t) + iQ′′(t) =
∫ ∞
0
dω
G(ω)
ω2
[
coth
(
~ωβν
2
)
(1− cosωt) + i sinωt
]
. (8)
This function is related to the bath force operator, or quantum noise,
ξˆ(t) =
N∑
j=1
cj
[
xˆj(0) cos (ωjt) +
pˆj(0)
mjωj
sin (ωjt)
]
(9)
which appears in the generalized quantum Langevin equation [48] for a central system coupled
to the harmonic environment described in Eq. (1). Here xˆj and pˆj are position and momentum
of the j-th bath oscillator. The bath correlation function Q(t) coincides with the two-time
integrated bath force correlation function L(t) = 〈ξˆ(t)ξˆ(0)〉, i.e., Q¨(t) = L(t).
The exact formal expression for the kernels of the GME has no known closed form that can be
used for actual calculations, so that approximation schemes appropriate for the different physical
parameter regimes are introduced. The noninteracting-blip approximation (NIBA) exploits the
fact that the time-nonlocal interactions, the so-called blip-blip interactions mediated by Q(t),
are suppressed at long times and to an extent that increases with the coupling strength to the
7heat bath and with the bath temperature. This approximation scheme consists in neglecting
these nonlocal interactions and is therefore suited for the strong coupling/high temperature
regime. However, at zero bias, ε(t) = 0, an exact cancellation of the blip-blip interactions
occurs, so that NIBA yields reasonably accurate results for the population difference also at
weak coupling [15, 49].
The time dependent bias ε(t) in the qubit Hamiltonian, see Eq. (3), accounts for an externally
applied static flux and the monochromatic, weak probe field. Following [18], we set
ε(t) = ε0 + εp cos(ωpt) , (10)
with εp/ωp  1. Note that in the actual setup considered in the application of Sec. V, the qubit
is not biased, meaning that the applied static flux is tuned so as to have ε0 = 0.
In the presence of the time-dipenent bias in Eq. (10), the kernels of the GME (7), within
NIBA, read [43]
K+(t, t′) =h+(t− t′) cos [ζ(t, t′)] ,
K−(t, t′) =h−(t− t′) sin [ζ(t, t′)] , (11)
where the dynamical phase ζ(t, t′) is given by
ζ(t, t′) =
∫ t
t′
dt′′ ε(t′′)
=ε0(t− t′) + εp
ωp
[
sin(ωpt)− sin
(
ωpt
′)] , (12)
and where
h+(t) =∆2e−Q
′(t) cos[Q′′(t)] ,
h−(t) =∆2e−Q
′(t) sin[Q′′(t)] .
(13)
IV. SPECTROSCOPY OF THE QUBIT: RELATING THE MEASURED
TRANSMISSION TO THE QUBIT DYNAMICS
As shown in Fig. 1 (see also [18, 50]), a probe voltage field V pin(t) = fZεp cos(ωpt) is scattered
by the qubit placed at the center of the transmission line used to probe the qubit. The constant
fZ has dimensions of a flux and the angular frequency εp is the (small) amplitude of the probe.
8The scattering of the incoming probe field V pin yields a transmitted and a reflected field, denoted
by Vtransm(t) and Vrefl(t), respectively, see Fig. 1. The flux difference across the qubit is δΦ(t) =
Φ(0−, t) − Φ(0+, t), with the flux given by Φ(0±, t) = ∫ t−∞ dt′ V (0±, t′). Here 0± refers to the
positions immediately before and after the position of the qubit in the transmission line.
Following [51], we have for the voltage V (0−, t) and current I(0−, t) immediately before the
qubit position the following equations
V (0−, t) = V pin(t) + Vrefl(t) , (14)
I(0−, t) =
1
Z
[
V pin(t)− Vrefl(t)
]
, (15)
where Z is the characteristic impedance of the transmission line. Similarly, immediately after
the qubit position
V (0+, t) = Vtransm(t) , (16)
I(0+, t) =
1
Z
Vtransm(t) . (17)
Using the conservation of the current, I(0−, t) = I(0+, t), and the relation V (0−, t)−V (0+, t) =
˙δΦ(t), we obtain
Vtransm(t) = V
p
in(t)−
˙δΦ(t)
2
. (18)
The connection between the measured transmission, defined as the ratio
T (ωp) = Vtransm(ωp)/V pin(ωp) , (19)
and the spin-boson dynamics is completed by identifying the flux difference across the qubit
with the population difference of the localized eigenstates of the flux operator Φˆ = fσz, namely
by setting δΦ(t) ≡ f〈σz(t)〉, with f a proportionality constant with dimension of a flux.
Since we want to connect the asymptotic, time-periodic dynamics induced by the probe field
– and rendered by the GME (7) – to the measured transmission, we start by considering the
asymptotic population difference P∞(t) = limt→∞ P (t). Due to its periodicity, with period
2pi/ωp, we can express it as a Fourier series whose time derivative reads
P˙∞(t) =
∑
m
imωppme
imωpt , (20)
9where
pm =
ωp
2pi
∫ pi/ωp
−pi/ωp
dt P as(t)e−imωpt . (21)
In the asymptotic limit we set δΦ(t) ≡ fP∞(t). Then, the transmission at the probe frequency
ωp (m = 1 in Eq. (20)) obtained by plugging Eq. (18) into Eq. (19), is given by
T (ωp) =fZεp/2− ifωpp1/2
fZεp/2
=1− iNωpp1/εp ,
(22)
where N = f/fZ. The parameter N can be estimated in experiments and will be set to an
arbitrary value in the application of Sec. V.
Due to the effect of the monochromatic probe, the asymptotic population P∞(t) is periodic
with the period of the probe. Moreover, since the probe is weak (εp/ωp  1), we can confine
ourselves to the linear response regime, which amounts to neglecting terms of order higher
than the first in the ratio εp/ωp in the series for P∞(t). Denoting with (1) the first order, we
obtain [43, 52]
P∞(t) ' p0 + p(1)1 eiωpt + p(1)−1e−iωpt
≡ P0 + ~εp[χ(ωp)eiωpt + χ(−ωp)e−iωpt] , (23)
where we have introduced the linear susceptibility
χ(ω) = p
(1)
1 /~εp (24)
and where P0 is the equilibrium value of P (t) in the static system. We can then relate the
transmission at the probe frequency in linear response to the linear susceptibility via the relation
T (ωp) = 1− iN~ωpχ(ωp) . (25)
A this point we use the GME (7) to find the explicit expression for p
(1)
1 in terms of the NIBA
kernels. By substituting Eq. (23) and its time derivative in the limit t → ∞ of the GME (7),
we arrive at the closed expression for p
(1)
1 [43, 52]
p
(1)
1 (ωp) =
1
iωp + v+(0)(ωp)
[
k
−(1)
1 (ωp)− k+(1)1 (ωp)
k
−(0)
0
k
+(0)
0
]
, (26)
10
where the superscripts 0 and 1 denote zeroth and first order in εp/ωp, respectively. Note that
this expression for p
(1)
1 does not descend from a Markovian limit of the GME, which would yield
v+(0)(0) instead of v+(0)(ωp) at the denominator in the prefactor. The kernels k
±
m and v
+ in
Eq. (26) read
k±m(ωp) =
ωp
2pi
∫ pi/ωp
−pi/ωp
dt e−imωpt
∫ ∞
0
dτ K±(t, t− τ) ,
v+(ωp) =
ωp
2pi
∫ pi/ωp
−pi/ωp
dt
∫ ∞
0
dτ e−iωpτK±(t, t− τ) ,
(27)
where K±(t, t′) are defined in Eq. (11). Due to the integrations over the probe period 2pi/ωp, the
dynamical phase ζ(t, t′) in K± (see Eq. (12)) yields the Bessel functions Jm[(2εp/ωp) sin(ωpt/2)]
in the coefficients of k±m and v+. The small amplitude of the probe field allows for expanding to
lowest order in εp/ωp the Bessel function by means of Jm(x) ∼ (x/2)m, obtaining the following
explicit expressions
k
+(0)
0 =
∫ ∞
0
dt h+(t) cos(ε0t) ,
k
−(0)
0 =
∫ ∞
0
dt h−(t) sin(ε0t) ,
k
+(1)
1 (ωp) =−
εp
ωp
∫ ∞
0
dt e−iωpt/2h+(t) sin(ε0t) sin(ωpt/2) ,
k
−(1)
1 (ωp) =
εp
ωp
∫ ∞
0
dt e−iωpt/2h−(t) cos(ε0t) sin(ωpt/2) ,
and v+(0)(ωp) =
∫ ∞
0
dt e−iωpth+(t) cos(ε0t) .
(28)
Within the present linear response treatment, the transmission is independent of the probe
amplitude εp, see Eq. (25). Note that, while the theory presented here assumes a small probe
amplitude, it allows to describe the situation in which the qubit is strongly coupled to its
environment. Moreover, the transmission spectrum of the qubit can be calculated also in the
presence of a pump drive, as in [18], at least in the regime where the drive frequency is much
larger than the renormalized value ∆r of the qubit parameter ∆. This condition is not restrictive
in the strong coupling regime to Ohmic or sub-Ohmic baths (G(ω) ∝ ωs, with s ≤ 1), which
yields a strong renormalization and thus a small ∆r [15]. At finite temperatures, the strong
coupling regime makes the NIBA perform satisfactorily also in the presence of a static bias.
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V. RESULTS
In this section we apply the formalism reviewed above to the setup shown in Fig. 1-a, where
the static bias is zero, ε0 = 0. This entails that k
−(0)
0 = k
+(1)
1 = 0 in Eq. (28). The resulting
expression for the susceptibility simplifies to
χ(ωp) =
1
~εp
k
−(1)
1 (ωp)
iωp + v+(0)(ωp)
. (29)
The effective spectral density in Eq. (6), yields for the real and imaginary parts Q′(t) and Q′′(t)
of the bath correlation function in Eq. (8) the exlpicit expressions [49]
Q′(t) = Xτ − L (e−Γt cos Ω¯τ − 1)− Ze−Γt sin Ω¯t+Q′Mats(t) , (30)
Q′′(t) = piα− e−Γtpiα (cos Ω¯t−N sin Ω¯t) , (31)
with X = 2piαkBT/~ and Ω¯ =
√
Ω2 − Γ2 and where
N =
Ω2 − 2Γ2
2ΓΩ¯
,
L = piα
N sinh (β~Ω¯)− sin (β~Γ)
cosh (β~Ω¯)− cos (β~Γ) ,
Z = piα
sinh (β~Ω¯) +N sin (β~Γ)
cosh (β~Ω¯)− cos (β~Γ) .
(32)
The term Q′Mats(t) is the following series over the Matsubara frequencies νn := n 2pikBT/~
Q′Mats(t) = 4piα
Ω4
~β
+∞∑
n=1
1
(Ω2 + ν2n)
2 − 4Γ2ν2n
[
1− e−νnt
νn
]
. (33)
In what follows, we set the parameter that relates, according to Eq. (25), the calculated suscep-
tibility to the measured transmission T at the probe frequency to the value N = 0.1. Moreover,
while varying the resonator frequency Ω and qubit-resonator coupling g, we fix the resonator-
bath coupling to κ = 0.05. Finally, the temperature of the bath is chosen to be T = ~∆/kB.
In Fig. 2, we show the full qubit transmission spectrum with the qubit-resonator coupling set
to g = 0.2 ∆, namely in the USC regime. Specifically, the transmission |T |2 is calculated as a
function of the oscillator frequency Ω and of the probe frequency ωp. The transition frequencies
ω10 = ω1−ω0 and ω20 = ω2−ω0 of the non-dissipative model, from Eq. (4), are also shown along
with the corresponding quantities for the uncoupled system, g = 0, to highlight the presence of
12
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Fig. 2. a - Transmission |T |2 as a function of the resonator frequency Ω and probe frequency ωp.
Parameters are g = 0.2 ∆, κ = 0.05, T = ~∆/kB, and N = 0.1. Black solid lines - Transition frequencies
ω10(Ω) and ω20(Ω), from the spectrum of the non-dissipative Rabi model, see Eq. (4). Red solid line -
Transition frequency ω20(Ωr), where we assumed Ωr = 0.87 Ω, which yields the resonance condition at
Ω ' 1.15 ∆. Dashed lines - transition frequencies for the decoupled qubit-resonator system, g = 0. b -
Eigenfrequencies of the coupled and uncoupled system and transition frequencies (arrows). The black and
red tics on the horizontal dashed line indicate the resonance conditions Ω = ∆ and Ωr = ∆, respectively.
Note that Eq. (4) is a perturbative result valid for g  ∆,Ω.
the avoided crossing at the resonance condition Ω = ∆. In the regions where the transmission
is not complete, |T |2 < 1, the qubit response to the probe is different from zero, meaning that
the qubit dynamics has a component at the probe frequency.
To appreciate the features of the transmission plotted in Fig. 2, we first describe the fea-
tures of the qubit dynamics given by the population difference in Fourier space, F (ω) =
2
∫∞
0 dt cos(ωt)P (t), as analyzed in [39] for the non-dissipative and the weakly dissipative cases
in the absence of a probe field. In the non-dissipative case, F (ω) is characterized by a sequence
of peaks with two dominating contributions at ω10 and ω20, the two frequencies being sepa-
rated, at resonance, by the vacuum Rabi splitting 2g. In the presence of a weak dissipation,
13
κ = 0.015 and T = 0.1 ~∆/kB , the secondary peaks are washed out and the two main peaks
are broadened. Moreover, the relative magnitude of the peaks depends on the detuning ∆−Ω.
This can be accounted for within a Bloch-Redfield master equation approach: One finds that
the contribution to F (ω) at frequency ωn0, with n = 1, 2, is weighted by the factor Γ
−1
n0 , where
Γnm are the dephasing rates in the full secular approximation. Evaluation of the dephasing rates
shows that negative detuning yields Γ10 > Γ20 and thus a larger contribution of the peak at the
higher frequency, whereas positive detuning yields a dominating peak at the lower frequency.
These features are qualitatively present in the corresponding behavior of the transmission
shown in Fig. 2 for the stronger dissipation/higher temperature regime considered here. There
are however interesting peculiarities that arise from the interplay between the detuning and
dissipation. Indeed, due to the coupling to the heat bath, the resonator frequency is renor-
malized to Ωr < Ω. As a result, the resonance condition Ωr = ∆ occurs at some value of Ω
larger than ∆. This is reflected by the fact that the simultaneous presence of two dips in the
transmission, expected at Ω ' ∆ for weak dissipation, here occurs around the value 1.15 ∆. The
renormalization of the oscillator frequency also accounts for the fact that, for Ω & ∆, the trace
of the dip at the lower frequency is well reproduced by the curve ω10(Ω) while the one at the
higher frequency is reproduced by ω20(Ωr), where we assume the simple relation Ωr = 0.87 Ω
in order to have the resonant condition at Ω ' 1.15 ∆, see the red solid line in Fig. 2. The
shift of the dip positions is non-symmetric because the transition frequency ω20 is more affected
by the renormalization of the oscillator frequency than ω10. The reason is that the dominant
contributions to the eigenfrequencies in Eq. (4) come from the uncoupled case, g = 0, which
gives ω20 = Ω and ω10 = ∆ at positive detuning (Ω > ∆). As a result of this non-symmetric
shift, around the resonance the distance between the dips is less than the vacuum Rabi splitting
2g. The renormalization towards lower values of the oscillator frequency also enhances the loss
of accuracy at low Ω of the perturbative calculation (g  ∆,Ω) yielding the eigenfrequencies
in Eq. (4). At the extrema of the Ω-range we notice that just one of the two dips in the trans-
mission survives. At small resonator frequencies, Ω ' 0.5 ∆, the transmission displays a single,
broad dip centered at ωp ' 1.2 ∆. The large broadening is consistent with the fact that, by
decreasing Ω, the effective coupling α between the qubit and the structured spectral density in
14
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Fig. 3. Transmission |T |2 as a function of the probe frequency ωp. a - Qubit-dissipative resonator system
for different values of the resonator frequency Ω. Parameters are the same as in Fig. 2. The relative weight
of the dips is dictated by the detuning with respect to the renormalized resonator frequency Ωr. The dip
at high (low) frequency dominates for Ωr < ∆ ( Ωr > ∆). The dashed line is at Ω = 1.2 ∆. b - Qubit
directly coupled to an Ohmic bath for different values of the coupling strength α. Bath temperature and
cutoff frequency are T = ~∆/kB and ωc = 10 ∆, respectively, and N = 0.1. Inset - Transmission vs.
the probe frequency scaled with the temperature-dependent renormalized qubit splitting ∆T of Eq. (34):
The dips in the transmission are centered at ωp = ∆T .
Eq. (6) increases. In the opposite limit, around Ω = 1.5 ∆, there is a single, narrow dip centered
towards Ω = ∆, consistently with the fact that at large Ω the effective spectral density of Eq. (6)
reproduce a weakly coupled Ohmic bath.
These features are best seen in Fig. 3-a, where the transmission is shown as a function of
the probe frequency for different values of the resonator frequency Ω, from negative to positive
detuning Ωr − ∆, with the same parameters as in the colormap of Fig. 2. The curves show,
around the resonance condition Ωr ' ∆, the (broadened) two-dip pattern characteristic of the
qubit-oscillator system. At large values of Ω the spectra present a single narrow dip at a fre-
quency which tends to the position ωp = ∆, as the effective coupling α decreases by increasing
Ω. In the opposite regime of small Ω, the effective coupling α tends to be large and the doubly
peaked structure is smoothed out to leave a single broad dip centered at ωp ' 1.2 ∆. This
upwards renormalization of the qubit splitting due to the structured environment beyond weak
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dissipation has been already observed in [53] using the flow-equation renormalization group ap-
proach. It is in striking contrast with the downwards renormalization of ∆ occurring in the
Ohmic case, whereby upon increasing the coupling to the heat bath, the dip in the transmission
also broadens but tends to lower frequencies. This point is exemplified by Fig. 3-b where, for
comparison, the transmission is shown for the qubit directly coupled to a Ohmic bath with
spectral density function GOhmic = 2αω exp(−ω/ωc), for different values of the qubit-bath cou-
pling α. In the temperature/coupling regime considered in Fig. 3-b, the temperature-dependent
0.9
0.95
1
0 0.4 0.8 1.2 1.6 2
g/∆
|T
|2
ωp/∆
0.2
0.4
0.6
Fig. 4. Transmission |T |2 as a function of the probe frequency ωp for different values of the qubit-
resonator coupling g. The resonators frequency is Ω = 1.2 ∆ and the remaining parameters are as in
Fig. 2. The separation between the peaks increases as g is increased. The dashed curves here and in
Fig. 3-a are obtained with the same set of parameters and thus coincide. Increasing g, the separation
between the dips increases and the dip at high frequency becomes the dominant.
renormalization of the qubit frequency splitting for the Ohmic bath is given by [15]
∆T = ∆r(ν1/∆r)
α , (34)
with ∆r = ∆(∆/ωc)
α/(1−α) the renormalized splitting at T = 0 and ν1 = 2pikBT/~ the first
Matsubara frequency. As shown in the inset of Fig. 3-b, by scaling the probe frequency with
this renormalized splitting, the positions of the dips at different α collapse to the value 1.
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We complement the information provided in Figs. 2 and 3 with the curves of Fig. 4, where
the qubit-resonator coupling g is increased from 0.2 to 0.6, in units of ∆, with Ω fixed to the
value 1.2 ∆. While for the lower values of coupling the dip the low-frequency dip is dominant, by
increasing g, the dip at the higher frequency dominates. At large qubit-resonator coupling, the
two-dip structure is smoothed out resulting in a single, broad dip centered at ωp > ∆, similarly
to what happens by decreasing Ω at fixed g.
The present analysis can be pushed towards lower coupling strengths and temperatures, where
the NIBA is still reliable for the unbiased system, see for example the analytical weak damping
approximation, derived within NIBA in [49]. Moreover, at low temperatures and weak qubit-
oscillator coupling, an analytical treatment beyond the rotating-wave approximation, which
accounts also for a static bias, ε0 6= 0, is provided in [39].
As a final remark, we note that, in the present linear response regime to the probe field,
the weak time-dependent bias does not spoil the NIBA results. This is because linear response
theory reproduces the dissipative dynamics of the static system which is in turn well-described
within the NIBA. In [44], the performance of the NIBA with an effective spectral density of the
same type as Eq. (6) has been compared with the numerically exact results of QUAPI.
VI. CONCLUSIONS
In recent years, superconducting quantum circuits assumed the role of leading platforms
for quantum computing and simulations. In the latter context, a qubit coupled to a super-
conducting resonator forms the basic setup for quantum optics experiments in the ultrastrong
coupling regime of light and matter. To account for the presence of dissipation, brought in by
the coupling of the resonator to a reservoir of bosonic modes, the system can be mapped to
a spin-boson system with the distribution of environmental couplings displaying a peak at the
oscillator frequency, rendering a so-called structured bath. The noninteracting-blip approxima-
tion represents a valuable tool for investigating the qubit reduced dynamics in the presence of
dissipation and in the nonperturbative regime of qubit-resonator coupling.
In our work, we employed the tools developed within this approximation scheme to spectro-
scopically analyze the setup of a flux qubit ultrastrongly coupled to a dissipative resonator. The
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transmission of a weak probe field, which is measured in actual experiments, is connected to the
qubit dynamics under the influence of the resonator-bath system, via a linear response treat-
ment. We investigated how dissipation in the resonator affects the qubit transmission spectra
by varying the qubit-resonator detuning and its coupling to the qubit. The interaction between
the resonator and a heat bath beyond the weak coupling limit introduces a renormalization of
the resonator frequency which, in turn, modifies the qubit response. We find a bath-induced
shift of the resonance condition and a decreased vacuum Rabi splitting, due to the fact that the
renormalization of the oscillator frequency affects the relevant transitions in a non-symmetric
way. Moreover, the broadening of the dips in the transmission, which is due to dissipation,
depends on the qubit-resonator detuning. Finally, an upwards renormalization effect of the
qubit splitting is found at small resonator frequencies, witnessing the structured nature of the
effective environment of the qubit.
The study performed here can be extended to multiple baths and different coupling setups
and the formalism can account for the presence of driving in the qubit parameters. In recent
years, a two-bath version of the spin-boson model has been explored in the context of heat
transfer between heat baths [54–62]. The formalism used here is suitable for describing a
setup for heat transport in the quantum regime of the same kind of the one realized in [32],
where a qubit is connected to two heat baths at different temperatures via waveguide resonators.
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