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Abstract 
Folding problems in graphs demand to find a pair of disjoint subsets X, Y of the vertex set 
such that 1x1 = 1 YI = m, and there is no edge between X and Y, or the set of edges between 
X and Y is restricted in a certain way. The study of such problems is motivated by an 
application in VLSI layout, namely the minimization of physical area of programmable logic 
arrays (PLAs). Here we investigate the complexity of folding problems in a number of standard 
graph classes. We show the NP-completeness of BLOCK FOLDING (BF) and VARIABLE 
FOLDING (VF) for bipartite graphs and split graphs. Polynomial cases for BF (trapezoid, 
circular arc, and directed path graphs) are obtained by standard dynamic programming 
methods. Polynomial solutions of VF are given for cographs, trees and interval graphs. 
1. Folding problems 
The objects of our research are finite, simple, undirected graphs G = (V,E) with 
vertex set V and edge set E. An undirected edge between vertices u, v is denoted by uu 
or vu. Sometimes we consider finite, simple mixed graphs G = (V, E u F), where E and 
F denote the set of undirected and directed edges, respectively. A directed edge 
starting from u and ending at u is denoted by uu. The number of vertices is named IZ. 
A block folding set (BF-set) in an undirected graph G = (V, E) is a pair (X, Y) with 
X,Y~~,XnY=0,IXI=)YIsuchthatthereisnoedgexy(x~X,y~Y). 
A variable folding set (VF-set) is a pair (X, Y) of disjoint ordered sets 
x = {XI, . ..) x,} and Y = {yI, . . . . y,,,} such that xi yj E E implies i > j. In a bipartite 
graph G = (U, V, E), the notions “constrained block folding set” (CBF-set) and “con- 
strained variable folding set” (CVF-set) are defined analogously, but we additionally 
require X E U and Y c V. 
We investigate the following decision problems: 
BLOCK FOLDING (BF) 
Input: A graph G = (V, E) and an integer m. 
Question: Is there a BF-set (X, Y) in G with (XI = 1 YI = m? 
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VARIABLE FOLDING (VF), CONSTRAINED BLOCK FOLDING (CBF), 
CONSTRAINED VARIABLE FOLDING (CVF): analogously. 
In the corresponding optimization problems we seek a pair (X, Y) with m as large as 
possible. 
Since the original formulation of VF is difficult to handle, we given an equivalent 
formulation which is more convenient for algorithmic purposes. For this we need 
a further definition: An alternating cycle of length 2k (k > 2) in a mixed graph 
G = (V, E u F) is a sequence of vertices (v,, u2, v3, . . . , uZk) with ui vi+ r E E for i even, 
vzk ~1 c E, and Vi Vi+ 1 E F for i odd. 
VARIABLE FOLDING (VF) 
Input: A graph G = (V, E) and an integer m. 
Question: Can we add to G a set F of m directed edges satisfying the following 
conditions: 
l uv E F implies uv$E. 
l No directed edges share a common vertex, i.e. F is a matching in the complement 
graph G”. 
l The mixed graph G = (V, E u F) does not include an alternating cycle. 
The set F is called a VF-edge set. 
The equivalence of the two formulations of VF is due to [S]. In the case of CVF, we 
additionally require that UVE F implies UE U, VE V. 
The four problems introduced above have a practical application in VLSI layout: 
The origin of folding problems is the minimization of physical area of programmable 
logic arrays (PLAs). PLAs are circuits of simple regular structure which compute 
Boolean functions in disjunctive normal form (DNF) or in conjunctive normal form 
(CNF). The graph related to a PLA, the so-called incompatibility graph, is obtained as 
follows: The vertices are the literals of the Boolean function; two literals are adjacent 
iff they occur in some common summand of the DNF (or in a common clause, in the 
case of CNF). For detailed information we refer to the survey [12]. 
All the above-mentioned problems are NP-hard [12]. Because of the practical 
relevance of folding, there is a large number of papers on approximation algorithms 
and heuristics; see the bibliography in [12]. Another natural idea to attack NP-hard 
problems is to find possibly large special cases for which exact polynomial-time 
algorithms exist. Such algorithms could be of interest, since sometimes one considers 
Boolean functions with special “graphic” properties (see e.g. [9]). Further, it seems 
that many important Boolean functions have relatively special incompatibility 
graphs. To give an example, consider the input vectors as binary representations of 
integers. Then the functionfdefined byf(x) = 1 iff x 3 s (s fixed) has a unique minimal 
DNF and CNF, respectively, where the incompatibility graphs are threshold graphs. 
(Exactly all threshold graphs can be obtained in such a way.) We can further show that 
the indicator functionfof a fixed interval [s, t] (i.e.f(x) = 1 iff s < x < t) has a unique 
minimal DNF or CNF, and that the incompatibility graph of this normal form is 
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a cograph [4]. These observations should be sufficient to motivate our interest in the 
complexity of folding in special graph classes. 
At present, only few polynomially solvable cases of folding problems are known: BF 
and CBF for partial k-trees [2], BF and VF for (K,,,, K5 - e)-free graphs [l], CVF 
for trees [lo]. Miller and Wagner [14] prove NP-completeness of BF for graphs with 
bounded vertex degree. In the present paper, we determine the complexity of folding 
problems in a number of graph classes which are standard in algorithmic graph 
theory. For detailed definitions and characterizations of considered graph classes we 
refer to [6] and the further mentioned literature. 
2. NP-completeness results 
By reductions from CBF and CVF for bipartite graphs we get some NP-complete- 
ness results for BF and VF. The first two results are quite trivial. They are included in 
[12], but not explicitly stated there. 
Theorem 2.1. BF for complements of bipartite graphs is NP-complete. 
Proof. Let (G = (U, V, E),m) be an instance of CBF. We add to E all edges xx’ 
(x, x’ E U) and yy’ (y, y’~ V). Thus, U and I’ become cliques, and we obtain a graph 
H which is the complement of a bipartite graph. Consider a BF-set (X, Y) in H. 
Obviously, we have w.1.o.g. X s U and YE V. So, BF for complements of bipartite 
graphs is only a reformulation of CBF, and is therefore NP-complete. 0 
Theorem 2.2. VF for complements of bipartite graphs is NP-complete. 
Proof. All edges in a VF-edge set in the complement of a bipartite graph G = (U, V, E) 
must be directed from U to V(or from V to U), otherwise we have an alternating cycle 
of length 4. So our problem is only a reformulation of CVF. 0 
Now we come to more substantial results. 
Theorem 2.3. BF for bipartite graphs is NP-complete. 
Remark. Note the difference between the problems BF for bipartite graphs and CBF. 
Proof. Let (G = (U, V, E),m) be an instance of CBF, and n = 1 UI + ) VI. First let us 
assume 2m > max {I U I,1 VI}. We add to G two sets U’ and I” of new vertices with 
( U’ ( = 1 I/‘( = n. We introduce edges uu’, 00’ for every u E U, k E U’, v E V, v’ E V’. The 
so-obtained graph G’ is bipartite, since U u V’ and U’ u V are independent sets. 
Suppose (G, m) E CBF, and let (X, Y) be a CBF-set. Then (X u U’, Y u V’) is a BF-set 
in G’, hence (G’, m + n) E BF. 
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Conversely, suppose (G’, m + n)eBF. Let (X, Y) be a BF-set in G’ with 
1 XI = 1 YI = m + n. Since X u Y has 2m + 2n vertices, all four sets U’, V’, U, V must 
contain vertices from X u Y . If U’ n X # 8 then U n Y = 8. So, we can w.1.o.g. 
supposeXs UuU’and YE VuV’.However,thenwehaveIXnUI,IYnV/I>m, 
and therefore (G, m) E CBF. 
If 2m < max{ 1 U 1, ( VI > then we add, in a first step, n new isolated vertices to both 
U and V. Let G” denote the so-obtained graph. We set m” = m + n. Obviously, 
(G”, m”)E CBF iff (G, m)ECBF. Further, 2m” = 2m + 2n > 2n > max{ I UI, I VI} + n = 
max{ ( U 1 + n, I VI + n}. So, we can proceed with (G”, m”) as above. 
Altogether we have constructed in polynomial time an instance (G’, m’) such that 
(G’, m’) E BF iff (G, m) E CBF. This completes the proof. 0 
Theorem 2.4. BF for split graphs is NP-complete. 
Proof. Let (G = (U, V, E), m) be an instance of CBF. Let n = ( U ) + I VI and a = IUI. 
First of all we can suppose m < a: If m > a then there is, trivially, no CBF-set 
in G. 
We construct a split graph G’ = (U’, V’, E’) with independent set U’ and clique V’ as 
follows: 
Case 1: 2m > a. We replace each vertex u E U by m copies of u. That means, each 
copy of u shall be adjacent to exactly the same vertices as u. Let U’ be the set of all such 
copies. In the same way, we replace each vertex u E V by 2m - a copies of V. The set of 
all copies of V-vertices is named I/‘. The set of edges between U’ and V’ is uniquely 
described by this construction. Finally, we add all possible edges between vertices of 
V’, i.e. V’ becomes a clique. The so-obtained graph G’ is a split graph and has at most 
am + (n - a)(2m - a) < a2 + (n - a)a d n2 vertices. 
We show that (G,m)eCBF iff (G’,m’)eBF. 
First consider a CBF-set (X, Y) in G with 1x1 = I YI = m. Let X’ and Y’ be the set of 
all copies of vertices from X and Y, respectively. We have IX’1 = mz and IY( 
= m(2m - a). Since there is no edge between X’ and Y’, and U’ is an independent set, 
(X’, Y’ u (U’ - xl)) is a BF-set in H’. Moreover, we have ( Y’ u (U’ - X’)l 
= m(2m - a) + am - m2 = m2. Therefore, (G’, m2) E BF. 
Conversely, let (X’, Z’) be a BF-set in G’ with IX’\ = IZ’I = m2. Since V is a clique, V 
cannot contain vertices from both X’ and Z’. Thus, we have X’ c U’ or Z’ s u’, say 
X’ E U’. If U’ - (X’ u Z’) # 8 then we can remove some V-vertex u from Z’ and, 
instead of u, put an arbitrary vertex UE U’ - (X’ u Z’) into Z’. Thereby (X’,Z’) 
remains a BF-set. We can repeat this procedure until U’ - (X’u Z’) = 8 or 
Z’ n V” = 0. In the second case, we have IX’J + IZ’I < IU’J, hence 2m2 < am, which 
contradicts 2m > a. So, we have obtained x’ v Z’ 2 U’. Now we set Y’ = Z’ n V’. 
This gives ( Y’l = I Z’I - IU’ - X’I = m2 - (am - m’) = m(2m - a). Let X E U be the 
set of all vertices u such that X’ contains copies of u. We define Y c V analogously. 
Then 1x1 >/ m2/m = m and I Yj B m(2m - a)/(2m - a) = m, and there is no edge 
between X and Y. This shows (G, m) E CBF. 
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Case 2: 2m < a. In a first step, we add to U and I’ (a + 1) isolated vertices. The 
so-augmented bipartite graph is named G” = (U”, Y,E). We set m” = m + a + 1. 
Further, we have a” = lU”1 = 2u + 1. Since the additional vertices can always be 
chosen for a CBF-set, we have (G, m)~ CBF iff (G”, m”) E CBF. Moreover, we see 
2m” = 2m + 2u + 2 > 2u + 1 = a”. So, we reach Case 1 and can construct G’ from G”, 
and we take m’ = m”‘. Since G” has at most n + 2(a + 1) < 3n vertices, G’ has at most 
9n2 vertices. 
So, we have in each case constructed a split graph G’ of size at most 9n2 such that 
(G, m)ECFB iff (G’,m’)EBF. This completes the proof. 0 
To obtain NP-completeness results for VF, we first define the following graph 
problem CVF’: 
Input: A bipartite graph G = (U, V, E) and an integer m. 
Question: Is there a VF-edge set F in G with m edges such that for every xy E F 
either XEU, ye V or XE V, ye U holds? 
Lemma 2.5. CVF’ is NP-compkte for bipartite graphs, where IUI, IV/ are even. 
Proof. Let (G = (U, V, E), m) be an instance of CVF. Without loss of generality, let 
I UI, ( VJ be even. (Otherwise we add to U and V, respectively, one vertex adjacent to all 
vertices of V and U, respectively; note that these additional vertices are irrelevant.) 
First assume that m > (I U 1 + I Vl)/4. 
We construct a bipartite graph H = (U’ u V”, U” LJ V’, E’ u E” LJ E,) as follows: 
(U’, V’, E’) and (U”, V”, E”) are copies of (U, V, E). EO is the set of all edges x’ x”, where 
x’ E U’, x” E U” or x’ E Y”, x” E Y. 
Let (G,m)eCVF. Then we get by copying a VF-edge set in H with 2m edges, 
satisfying the condition of the CVF’-problem. (Verify that there is in fact no alternat- 
ing cycle.) Hence, (H, 2m) E CVF’. 
Conversely, suppose (H, 2m)ECVF’. Let F be a suitable VF-edge set. Since 
4m > I UI + I VI, both U’ u I” and U” u V” must contain edges of F. Owing to the 
definition of E,, all F-edges within U’ u I” and U” u I”‘, respectively, must have the 
same orientation, otherwise we get an alternating cycle of length 4. One of the parts 
U’ u I” and U” u V” must include at least m edges of F. These edges give a solution of 
CVF in G. Hence (G,~)ECVF. 
If m d (I Uj + I VI)/4 then we reach the first case by adding sufficiently (but poly- 
nomially) many isolated vertices to both U and V, and then we continue the reduction 
as above. Cl 
Theorem 2.6. VF for split graphs is NP-complete. 
Proof. We reduce CVF’ to our problem. Let H be the reduction graph of the previous 
proof. We make U’ u v” to a clique by introducing all possible edges. The obtained 
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split graph is denoted by H’. We set a = (IUl + IVl)/2; note that a is an integer, since 
1 UI, 1 VI are even. 
If (H, 2m) E CVF’ then we get a VF-edge set of size 2m + a - m = m + a in H’ by 
introducing a - m vertex-disjoint directed edges in V’ v U”. Verify that these addi- 
tional edges cannot create alternating cycles. Hence, (H’, m + a) E VF. 
Conversely, suppose (H’, m + a) EVF. Let F be a VF-edge set with m + a edges. 
Let b be the number of F-edges within I” u U”. The remaining m + a - b edges of 
F join vertices of U’ v V” and U” v I”. Clearly, we have 2b + m + a - b d 2a, 
thus b < a - m. This yields m + a - b 3 m + a - (a - m) = 2m, and therefore 
(H, 2m) E CVF’. 0 
Theorem 2.7. VF for bipartite graphs is NP-complete. 
Proof. We give a reduction from CVF’. As above, let H be the reduction graph 
constructed in the Lemma 2.5. We set a = (I UI + 1 V1)/2. We add to H an independent 
set W of 6a vertices being adjacent to all vertices of U’ u I”‘. We denote by B the 
obtained bipartite graph. If (H, 2m) ECVF’ then we get a VF-edge set in B by 
introducing 4a - m disjoint directed edges in V’ u U”. (Verify again that we cannot 
get alternating cycles.) This gives (B, 4a + m) E VF. 
Conversely, let F be a VF-edge set in B of size 4a + m. Let b be the number of 
F-edges within U’ v V”, c the number of F-edges within U” v I”, d the number of 
F-edges within W, e the number of F-edges between U’ v V’ and U” v v”, and f the 
number of F-edges between U” v V’ and W. 
Finally, we set g = c + d +_f 
Assume d = 0. Then we have, clearly, f + 2(b + c + e) d 4a and S+ b + c + e 
= 4a + m. This gives b + c + e d - m, a contradiction. Hence, d > 0 and b = 0, 
otherwise we had an alternating cycle. This yields g + e = 4a + m. Obviously, 
2g + e Q 8~. Hence, e = 2g + 2e - (29 + e) 2 8a + 2m - 8a = 2m and therefore 
(H, 2m) E CVF’. 0 
3. Dynamic programming approach for BLOCK FOLDING 
Trapezoid graphs are intersection graphs of trapezoids where two opposite sides of 
each trapezoid lie on two fixed parallel straight lines. More formally: Let L and L’ be 
two parallel directed straight lines in the plane. We consider L and L’ as two copies of 
the real line, i.e. the points of both L and L’ are in the natural sense identified with the 
real numbers. Let a, b E L and c, d E L’ such that a < b and c < d. We denote by 
t(a, b,c, d) the trapezoid with corner points a, b, c,d. Given a finite collection of 
trapezoids t(ai, bi, Ci, di) (i = 1, . . . . n), we assign to each trapezoid a vertex Vi of a graph 
G. Two vertices shall be adjacent iff their corresponding trapezoids intersect. All 
graphs G having such a representation by a set of trapezoids are called trapezoid 
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graphs. Recognition of trapezoid graphs is not harder than recognition of permuta- 
tion graphs [S]. 
Theorem 3.1. BF for trapezoid graphs can be solved in time O(n7 log n), 
Proof. Since trapezoid graphs are recognizable sufficiently fast, we can start with 
a trapezoid representation of the input graph. Without loss of generality, we suppose 
that all ai, bi,ci,di are pairwise distinct and that bl < b, < ... < b,. We describe 
a dynamic programming algorithm which constructs a maximum BF-set (X, Y) in G. 
The algorithm works in n steps. After the kth step, the algorithm has already visited 
vl, . . . , vk and has stored a list of the so-called versions. A version is a functionffrom 
{u r, . . . . vk} into the set of symbols {X, Y, O}.f(vi) = X means that ViEX is provided; 
analogouslyf(vi) = Y.f(vi) = 0 means that Ui shall not belong to X u Y. Further, we 
note for every version the largest bi such that vi corresponds to t(ai, bi, ci, di) and 
f(S) = X. This number bi is denoted by bx. Analogously, dx, by, and dy are defined. 
In the first step, the algorithm produces the three possible versions for {vl}. 
Next, we describe the kth step (k > 1): We extend every version stored after the 
(k - l)th step by assigning one of the symbols X, Y, 0 to vk, i.e. from every version we 
get three new ones. A new version is inadmissible, and can therefore be deleted, if 
uk E X is adjacent to some Vi E Y with i < k (or analogously, vk E Y, Vi EX, i < k). 
Consider the case f(uk) = X, and assume that vk is not adjacent to Vi and Vj with 
bi = by and dj = dy. This implies by < ak and dy < ck. 
Using the geometrical model and the definition of by, dy we see easily that ok is not 
adjacent to any vertex vi with i < k,f(ui) = Y. Hence, the new version is admissible if 
and Only if by < ak and dy < ck. Analogously we conclude forf(&) = Y. 
In other words, for checking whether a new produced version is admissible it 
suffices to know bx, b,, dx, dy. 
Consider two new versions f and f’ such that b, = b;Y, by = b;, d, = d”, dy = d;, 
[{iIf = X}l d I{i:y(vi) = X}I and I{i:f(vi) = Y}l < I{i:f(vi) = Y}I. Owing to the 
above considerations, the versionfcannot be extended to a better solution thanf, so 
fis a redundant version, and we can therefore deleteJ: So, there remains at most one 
version for every 6-tuple of parameters (b,, d,, by, d,, 1 {i:f(vi) = X} 1, 1 {iIf = Y} 1). 
Thus, after each step, the number of versions is bounded by n6. 
After the nth step, we seek a version with maximum value of min { 1X(,1 Yl> =: m and 
remove the surplus vertices from X or Y. Since we have only deleted inadmissible and 
redundant versions, this gives an optimal solution. 
For extending a single version, checking admissibility, and actualizing the para- 
meters we need constant time, for all versions we need 0(n6) time. For deleting the 
redundant versions, we sort the versions w.r.t. the parameters. This needs O(n6 log n) 
time. Since we have to execute n steps, the total time bound is O(n7 log n), 0 
Of course, the time bound in Theorem 3.1. is immense from a practical 
point of view, but we do not know an approach with a better worst-case behaviour. 
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However, in the special cases of permutation and interval graphs we obtain better 
time bounds. 
Permutation graphs are intersection graphs of straight line segments connecting 
two fixed parallel lines [15]. So, permutation graphs are trapezoid graphs with ai = bi 
and ci = di for all i. When we proceed as in Theorem 3.1, we have to store only the 
parameters dx and dr for each version. Hence, the number of parallel versions of 
always bounded by n4. 
Interval graphs are intersection graphs of intervals on the real line, thus they are 
trapezoid graphs with ai = ci and bi = di for all i. Hence, we have to store only two 
parameters for each version, and the number of versions after each step is at most n4. 
This yields the following result immediately. 
Theorem 3.2. BF for permutation graphs and interval graphs is solvable in time 
0(n5 log n). 
From the interval graph algorithm we easily get a polynomial-time solution of BF 
for circular arc graphs. The obvious construction is left to the reader. 
Another important generalization of interval graphs are the directed path graphs or 
RDV-graphs [ 133. (This name is a bit misleading, since the graphs are undirected.) Let 
T be a rooted tree with root r. T can be considered as Hasse diagram of a poset: For 
nodes t and t’ of T we define t < t’ iff t’ lies on the path from t to r. The node t is called 
a child of t’ iff t < t’ and there is no t” with t < t” < t’. A node without children is 
called a leaf. A directed path in T is a sequence of nodes v = (t i, t,, . . . , tk) such that ti is 
a child of ti+ 1 for all i. We define I(v) = tl and r(v) = tk. Let S be a family of directed 
paths in T, and let G be the intersection graph of S. All graphs G which can be 
obtained in such a way are called directed path graphs. Obviously, every interval 
graph is a directed path graph. 
Theorem 3.3. BF for directed path graphs is solvable in time O(n5 log n). 
Proof (sketch). For every node t we define G, = {vES: l(u) d t}. We create a dynamic 
programming algorithm visiting each node exactly once. The nodes are visited in such 
an order that all children of t have already been visited before we visit t. 
When the node t is visited, we have stored a list of versions for t. Thereby, a version 
is a functionffrom G, into the set of symbols {X, Y, O}.fhas the same meaning as in 
Theorem 3.1. Clearly, in a fixed version, all paths v E G, with l(v) < t < r(v) must satisfy 
f(v) E {X, 0} orf(v)E {Y, O> orf(v) = 0. In these three cases we say that the version is 
an X-version, a Y-version, an O-version, respectively. For an X-version J let 
tl. = max{r(v): VE Gt, f(u) = X}. tJ is defined analogously for Y-versions. In an X- 
versionf, we can w.1.o.g. supposef(v) = X for all v with t < l(v) & r(v) < tf; analog- 
ously for Y-versions. 
If we have two O-versions f and f’ or two Z-versions (Z E {X, Y}) f and f’ with 
tf = tff, and I{v:f(v) = X}l d I{u:f’(a) = X)1, j{v:f(v) = Y}l < j{~:f’(u) = Y}l then 
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f is redundant and we can deletef(cf. Theorem 3.1.). Hence, the number of versions 
for a node is at most 2n2 + n < 3n2. 
Visiting a node t, we have the following cases. 
Case 1: t is a leaf. We store the O-version with f(u) = 0 for all VE Gt, and the 
O-versions withf(u) = X (or Y) for l(v) = Y(V) = t. Further, for each pair (2, tf) where 
2 E (X, Y} and tf > t, we store the Z-version with f(u) = Z for t = l(u) d r(u) ,< tf. 
Case 2: t is not a leaf. We have to compute the list of versions for t from the set of 
lists of versions of the children oft. We get the O-versions for t as follows: From every 
list we choose an O-version or an X-version g with t, = t or a Y-version g with t, = t 
(but not both X- and Y-versions). Further, we assign to every v with l(v) = r(u) = t the 
same value X or Y (if admissible). 
The X-versions for t with fixed ts are obtained as follows: From every list we choose 
an O-version or an X-version g with t, < tf. Further, we assign the value X to every 
u with t = l(u) d I(U) d tf. (Analogously for Y.) 
After that we delete the redundant versions. 
If we would actually check all possibilities for choosing children versions then we 
would not get a polynomial algorithm. However, fortunately it suffices to solve the 
following problem for every pair (Z, tf) and for every pair of integers (a, b), 0 d a, b d n: 
(*) Can we choose from every list a version such that the total number of vertices 
with value X and Y is at least a and b, respectively? 
Note carefully that we can construct all nonredundant versions for t from these 
informations in time O(n3 log n). 
For fixed (Z, tf), (*) can be solved simultaneously for all (a, b): Let (ali, hIi), 
i=l , . . . . k and (alj,bzj),j = l,..., 1 be the lists of the first two children oft. (Thereby 
the first component is the number of X-vertices, the second component is the number 
of Y-vertices.) Since we can remove all nonmaximal pairs from each list, we can 
suppose k, 1 d n. We compute all (at most n’) pairs (Uli + U,j, bli + b,j) and delete in 
time O(n2 log n) all nonmaximal pairs. Analogously we proceed with the so-computed 
list and the list of the third child, and so on. Since there are O(n) children, we need 
0(n3 log n) time to get the list of all maximal pairs of sums (a, b). 
Since tf was fixed, we need 0(n410g n) time for visiting a node t. So the whole 
algorithm runs in the time O(n5 log n). The correctness of our algorithm is obvious. 0 
4. VARIABLE FOLDING in cographs, trees and interval graphs 
Cographs are graphs without induced P,. They are special permutation graphs. The 
most important characterization of cographs for algorithmic purposes is the follow- 
ing: We have two graph operations + and *, called union and join, respectively, 
defined by 
(V,‘,E) + (v’,E’) = (Vu V,EuE’), 
(V,E)*(V’,E’)=(Vu V’,EuE’u{uu’: UEV,U’EV’}). 
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The cographs with IZ vertices are exactly those graphs which can be obtained from 
IZ single vertex graphs by executing n - 1 operations + and * [3]. 
Theorem 4.1. VF for cographs is solvable in linear time. 
Proof. Consider a maximum VF-edge set F in G * H. Note that all edges of F must be 
contained either in G or in H, otherwise we get an alternating cycle of length 4. Thus, 
given maximum VF-edge sets in G and H, the larger of the two sets is a maximum 
VF-edge set in G * H. 
Now consider a maximum VF-edge set Fin G + H. By F,, FH and FO we denote the 
set of edges of F lying in G, in H, and between G and H, respectively. We construct 
from F a new maximum VF-edge set. Note that all manipulations below do not create 
alternating cycles. 
First, we adjust the edges of F, in such a way that the start vertices are in G and the 
end vertices belong to H. If both FG and FH are nonempty then we remove an edge uv 
from F, and an edge xy from FH, and instead of them we add to FO new edges ux and 
vy. We repeat this procedure until FG or FH is empty. Without loss of generality, 
suppose FH = 0. Assume that H contains a vertex y not covered by F. If G also 
contains such a vertex x then we can add xy to F which contradicts the maximality of 
F. If F, is nonempty then we can remove an edge uv from FG and add the edge uy to 
F,. Consequently, we can always reach the situation that all vertices of H are covered 
by Fo. 
Our consideration proves the following claim: 
Let G and G’ be graphs with n and n’ vertices, respectively, and let be given 
a maximum VF-edge set F in G and F’ in G’ with m and m’ edges, respectively. 
Without loss of generality, let n 2 n’. Then we can compute a maximum VF-edge set 
F” in G + G’ as follows: If m > [(n - n/)/2] then remove from F all edges, except 
[(n - n’)/2] ones. Then create a set F, of size n’ using n’ vertices from G not covered by 
F and all vertices of G’. 
These observations together with the characterization of cographs yield the 
assertion. 0 
Next, we show that VF is easy to solve for trees. As is known, an arbitrary tree can 
be obtained from a single vertex graph by successively adding pendant vertices. We 
denote byf(G) the maximum number of edges in a VF-edge set in G. 
Theorem 4.2. VF for trees is solvable in linear time. Moreover, we have: If the tree G is 
not a star (i.e. G # K I,~- J thenAG) = [n/21. 
Proof. During the proof, x denotes a pendant vertex of a tree T, and y the (unique) 
neighbour of x. 
Consider a VF-edge set F in T - x such that some vertex z # y is not covered by F. 
Adding the directed edge xz to F, we may create an alternating cycle. However, then 
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F u {ZX} does not induce an alternating cycle, since y can be covered by at most one 
edge of F. So, F u {xz} or F u {zx} is a VF-edge set in T. 
A tree T with even number of vertices is called good if there is a VF-edge set 
covering all vertices. A tree T with odd number of vertices is called good if there exist 
at least two vertices u, v such that there are VF-edge sets F and F’ in T - u and T - v, 
respectively, which cover all vertices. 
Claim 4.3. T - x is good implies that T is good. 
Proof. We consider the following two cases. 
Case 1: T - x has an even number of vertices. Let F be a maximum VF-edge set in 
T - x. We set u := X. Let wz be an edge of F. At least one of the vertices w, z is distinct 
from y, say z # y. We set v := z, and we choose either F’ = (F - wz) u xz or 
F’ = (F - wz) u zx. As shown above, one of these two versions of F’ is alternating- 
cycle-free. Analogously we conclude for w # y. Hence, T is good. 
Case 2: T - x has an odd number of vertices. Since T - x is good, there exists 
a vertex z # y and a VF-edge set F in T - x such that F covers all vertices except z. 
Adding xz or zx to F we get a VF-edge set in T covering all vertices. Hence, T is 
good. Cl 
Proof of Theorem 4.2. (Conclusion). If G is not a star then G can be obtained from an 
induced P, by successively adding pendant vertices. Note that P, is good. Now our 
claim yields that G is good, thusf(G) = [n/2], The desired algorithm is immediately 
given by our proof. 0 
Combining the methods of Theorems 4.1 and 4.2, one can easily obtain a more 
general result: Let 93 be the smallest graph class being closed under the operations + , 
*, and adding pendant vertices. (In particular, 9 contains all tree-cographs and 
P,-reducible graphs.) 
Theorem 4.4 VF for 9 is solvable in linear time. 
The proof does not require new ideas. 
Finally, we present the nicest result, with a surprisingly short proof. 
Theorem 4.5. VF for interval graphs is solvable in time O(n’.‘). 
Proof. Let G = (V, E) be an interval graph, and let <p be an interval order such that 
G is cocomparability graph of the poset P = (V, -cp ). Let F be the set of all nonedges 
of G. We assign an orientation to each element of F (i.e. F becomes a set of directed 
edges) in the following way: If uv#E then either u + v or v +. u. In the first case we set 
uv E F, in the second case vu E F. Since -+ is an interval order, one can easily check 
that the mixed graph (V, E u F) is alternating-cycle-free. 
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Hence, for finding a maximum VF-edge set it is sufficient to find a maximum 
matching in G” and then to assign to the new edges the prescribed orientations. It is 
well known [l l] that MAXIMUM MATCHING can be solved in time O(n*.‘) for 
arbitrary graphs. 0 
It seems that the idea of the previous proof cannot be extended to a reasonably 
larger class than interval graphs. One can show: If the nonedges of a graph G are 
alternating-cycle-free orientable then G is (apart from connected components of the 
form C, * K,) a strongly chordal graph with some further dramatic restrictions to its 
tree-structure. 
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