INTRODUCTION
Some of the observed quantities in relativistic heavy-ion collisions, such as ratios of produced particles, transverse spectra, etc. [1] , are often well described in terms of simple thermal models. However, this fact does not necessarily mean that the whole system is in thermal equilibrium, and the interpretation of these analyses should be done with care. In this lecture, I would like to introduce some fundamental concepts of statistical physics to derive thermodynamical properties of a relativistic gas, with the aim of improving the understanding of the forthcoming lectures on advanced models discussed in this school. Several expressions for thermodynamical quantities frequently used in thermal models are derived, and it is shown how these quantities can be calculated in practice. Therefore, this lecture note is a kind of short digest of more complete books on statistical physics [2, 3] .
GRAND CANONICAL ENSEMBLE
First, consider a small portion of hadronic matter (or quark-gluon plasma) formed in a relativistic heavy-ion collision. When the time scale of space-time evolution of the system is relatively slow compared to the microscopic time scale (such as the mean collision time), a lot of different physical configurations appear within a significant global time scale of the system. Thus, physical properties of this segment are basically determined by the statistical average over all the microstates which appear within the macroscopic time-scale.
Let us suppose that a microstate of our system is specified by the occupation numbers α ¨n 1 n 2
where n i is the number of particles which are in the i th "single particle state". For an ideal gas in a box of volume V , we can take plane wave states, and the index i can be identified as the wavenumber vector, i k Note that neither α nor i are simple numbers, but (infinite) sets of numbers.
For one microstate α, we can write the energy E α and the total number of particles N α as
where the sum extends over all single-particle states of the system. The macroscopic state of the system, which is determined by a small number of parameters, such as temperature, pressure, total energy, etc., usually does not specify the microstate α. Microscopically, a lot of interactions among particles will take place within a macroscopic time-lapse τ h . Almost an infinite set of microstates appear and disappear in this time scale. This (infinite) set of microstates relevant for one macroscopic state is called ensemble. The basic question in equilibrium statistical mechanics is to determine the probability of a given microstate α to appear in the ensemble.
Let p α be the probability corresponding to a microstate α. To determine p α , we argue as follows. First, let us build the ensemble by preparing Å systems of the same gas, all of them in the same macroscopic state. Here, we assume Å 1 (in fact, we take Å ∞). Each system should be in some microstate α. Let Å α be the total number of systems which are in the microstate α (also Å α 1 ). Obviously,
and the probability p α is then given by
We have
Depending the way such an ensemble of systems is prepared, they are not always identical. We can construct an ensemble, for example, in which every system is exactly in the same microstate α α 0 . In this case, every Å α is equal to zero except Å α 0 Å.
Another extreme is to prepare the ensemble in such a way that every microstate occurs exactly the same number of times. In this case, we have the same number Å α for all α. Thus, the distribution of Å α depends on how the system is prepared. We may specify the state of the ensemble by this distribution of Å α ,
where the ensemble contains Å α 1 systems in the microstate α 1 , Å α 2 systems in the microstate α 2 , etc. Now, let us introduce a basic hypothesis. We suppose that in the equilibrium state of the system, every microstate has the same a-priori probability. That is, every microstate can appear in the same way as others, just as the numbers of an unbiased die. So, we are considering a kind of die that has an infinite number of surfaces, each surface corresponding to a microstate α. As we know very well, even if the probability is equal for any number of a die, when we throw 2 dice, then the probabilities for the sum of numbers of the 2 dice are not uniform. The probability of having a total number 7 is larger than the probability of having 2. This is because with two numbers from 1 to 6 there are more ways to compose 7 than 2. Certain configurations can occur more frequently than others just because there are more ways to realize such configurations. In our case, the number of different ways to have a specific partition
We then expect that the equilibrium should correspond to the configuration of the ensemble for which W is maximum. This state of the ensemble is more probable than others.
• In equilibrium, the configuration
It is easy to see that if we don't have any more physical constraints, the maximum of W is given simply by
that is, every microstate appears with the same probability. However, if we are considering a system where the average value of the total energy and the number of particles are fixed, for example, then we have to maximize W (or equivalently lnW ) taking into account two constraints. We have
together with
where the average total energy is
and the average total number of particles is
Furthermore, we have to fix the total number of systems in the ensemble,
Using the Lagrangian multiplier method, the configuration
or equivalently
where β λ and γ are Lagrange multipliers, and the variation should be taken with respect to the change of the configuration Å α 1 Å α 2 ¡ ¡ ¡ ¡ ¡ ¡ that is, with respect to the numbers of the systems in each microstate α in the ensemble.
Now, for Å α 1, we can make an approximation,
where C Å´lnÅ 1µ is a constant and we have used the Stirling formula, ln N! ³ N´ln N 1µ. We get
Equivalently, we have
where
we have
We define the partition function by
Here, the quantity V is the volume of the system. The dependence on V appears, because the number of single particle-states depends on the volume of the system. In the thermodynamical limit, V ∞, this number is proportional to V (see the later discussion).
We can determine β and λ from the conditions
In this way, in equilibrium, the probability of finding a given microstate α in the ensemble is given by
where µ λ β (27) Remember that α is the index for distinguishing a microstate as introduced in Eq. (1), and not a single number. In the equations above, the sum over α is in fact a sum over all single particle configurations,¨n
Equation (14) can be rewritten as
The above relation should hold for any change Å α Å ¼ α , fixing the parameters β and µ. Therefore, this equation should be compared with the well-known thermodynamical law
for fixed volume (δV 0). We thus identify the temperature T the chemical potential µ, and the entropy S, respectively. Thus,
where k is the Boltzmann constant (here, it is introduced to adjust the dimension of T ). If we use the relation p a
We may take the constant above as zero, so that if the system is in a particular microstate α α 0 that is,
we have zero entropy. We can reformulate the variational principle in terms of the probability distribution
for arbitrary variation δ p α . The last term in this equation is added to incorporate the restriction
Eq.(36) is read as
etc., and the last term
is the change of the overall normalization of the total probability. We may interpret Eq.(38) as minimizing the free energy,
F E T S µN
under the fixed temperature and chemical potential and the normalization. Of course, the original form of Eq.(38) is
that is, to maximize the entropy fixing the total average energy and total average number of particles, together with the constraint of conserving the total probability.
Expressing the average values in terms of p α , we obtain from Eq.(38)
and consequently,
is related to the normalization of the probability. Using Eq.(37), we obtain
This function is known as the partition function for the grand canonical ensemble.
Once we know the partition function Z in terms of µ and T , we can calculate all the thermodynamical quantities. We have
Note that the partial derivative in Eq.(44) should be performed by fixing the quantity λ µβ . When the system is large enough and the general extensive thermodynamical relation
is valid, then we identify 1
which is in fact the thermodynamical potential for a grand canonical ensemble.
Ideal Fermi Gas
Let us apply the above results to an ideal gas of Fermi-Dirac particles. For a Fermi gas, due to the Pauli exclusion principle, the occupation number of particles n i for each state i is limited to be 0 or 1. Thus, the partition function becomes
Reminding that the single particle state i for an ideal gas is taken as a plane wave state of momentum k, we may replace the sum over states i by an integral in k
where g is the statistical factor of the particle 1 . For simplicity, from now on, we switch to the system of units where c 1. For a spin 1 2 particle, this factor is 2. We get
where ε k is the energy of the state with momentum k. The total energy of the system is
and the total number of particles of the system becomes
1 Note that this is true in the thermodynamical limit, V ∞. See Ref [5] .
The above Eqs. (53) and (54) show that the average of occupation number for the energy level ε k in the Fermi gas is given by
which is known as the Fermi distribution. The pressure is given by
Finally, the entropy is calculated from
T S E
µ N ·PV
Ideal Bose-Einstein Gas
For bosons, the sum over states differs from that of a Fermi gas. There is no restriction for the occupation numbers n i , so we have to sum over all non-negative integers:
where we have assumed ε i µ 0
to assure the convergence. Introducing again the integral over plane-wave states, we get ln Z´V T µµ gV
In an analogous way as in the case of the Fermi gas, the expressions for the energy and the particle number of a boson gas are found to be
The pressure is given by
and again
The probability of occupation of the energy level ε k for a boson gas is
Note that we should have ε k µ for all k, so that m µ
where m is the mass of the boson. In the limit µ m, E V and N V diverge, and the behavior of the equation of state changes qualitatively. This is known as Bose-Einstein condensate (see the later discussion).
RELATIVISTIC IDEAL GASES
In the final stage of relativistic heavy ion collisions, a lot of hadrons are produced. Let us assume that such a state can approximately be described as an ideal gas of hadrons.
Such an approximation will be valid if the thermal energy is sufficiently large compared to the interaction energies between hadrons. This means that for low mass particles, we have to treat their kinematics relativistically. We have to evaluate the integral in Eq.(59) with
where m is the mass of the particle. Expressions for number density n, energy density ε and pressure P are given by
where the double sign ¦ correspond to the case of Fermions and Bosons, respectively.
Non-degenerate Case
First, let us evaluate the pressure. When
we can expand the integrand as ln 1 ¦e
Φ´β n mµ
with z β nm. Using the integral representation of modified Bessel functions,
dx which holds for z 0, Re ν 1 2, we identify
Finally, we get
Once P is expressed as a function of β and µ, we obtain the number density
and the energy density
while the entropy density can be calculated as
The above expressions are only valid for
The series converges very slowly for e β´m µµ 1, and for e β´m µµ 1 the sum does not converge. For bosons, this last situation does not happen, but for fermions it can occur for rather high density and low temperature. For practical applications, it is important to know the limit of validity of the series expansion. In the figure 1 below, we show the number density of a typical baryon (m m n 938 MeV) as a function of temperature T , for µ m. The series representation of integrals shown above are valid only for the domain below this curve. 
Boltzmann Limit
When e β´m µµ 1 or equivalently m µ is sufficiently larger than T , the above series expansion converges very rapidly and in practice, only the first term gives a good approximation. In this limit, there is no difference between bosons and fermions. Explicitly, we have
We can immediately see P Boltz n Boltz T which is the well-known classical ideal gas equation of state. Furthermore, for m T , we can express the mean energy per particle
where we have used the asymptotic expansion of Bessel functions. The first term is the rest mass and the second term is the classical formula for the mean kinetic energy of ideal gas. Higher terms are relativistic corrections. In Figs. 2a, b , and c, we show how the series expansions for the energy density, pressure and entropy density converge to the exact values when the number of terms N is increased. Here, we take for a boson gas with mass 150 MeV, corresponding to typically π-mesons. The temperature is taken to be 200 MeV. In these figures, the curves indicated as N 1 (Boltzmann) correspond to the Boltzmann approximation. For boson gas, at µ m, the energy density and particle density diverge, corresponding to the Bose-Einstein condensate. However, as a function of the number density, the pressure and entropy density tend to constant, and the energy per particle decreases, tending to the rest mass energy. This is because, the increase of particle number of the system after certain amount is just consumed up to fill lowest energy states and does not contribute to the total energy and entropy. For more details of Bose-Einstein condensation, see the standard text books [2] . For boson gas, at µ m, the energy density and particle density diverge, corresponding to the Bose-Einstein condensate. However, as a function of the number density, the pressure and entropy density tend to constant, and the energy per particle decreases, tending to the rest mass energy. This is because, the increase of particle number of the system after certain amount is just consumed up to fill lowest energy states and does not contribute to the total energy and entropy. For more details of Bose-Einstein condensation, see the standard text books [2] .
In Figs. 3a, b and c, we plotted the behaviors of the energy per particle, pressure and entropy density of a fermion gas as functions of particle density. Here, we show the example of a typical baryon gas, with mass m 900 MeV at the temperature 200 MeV. As we see from these figures, the Boltzmann approximation is not so bad at these temperature and density values but the convergence of the series expansion becomes catastrophic for particle density greater than 0 8 f m 3 . For very high density, see the section
Mixture of Particles and Chemical Equilibrium
It is easy to extend the formulation of the previous section to a system which contains more than one kind of particles. Let us denote baryon number, strangeness, and electric charge of the type t particle as b t s t and e t , respectively. The total baryon number Q b , total strangeness Q s and total electric charge Q e of the system are
where N t is the total number of particles of the type t. Suppose that these are the only conserved quantum numbers of the system. Then we may ask "what is the probability distribution of microstates at equilibrium, given the numbers of conserved quantum numbers?" To find the answer, we extend Eq.(39) as
are the entropy and total energy of the system. Here, S t and E t represent the entropy and energy of the particle t Variation should be taken with respect to the probability distribution 
for each t. This last equation shows that all the results for the unique particle-type case can readily be generalized to a mixture of many different kinds of particles, just substituting the chemical potential of the type t particle by µ µ t b t µ b ·s t µ s ·e t µ e thus introducing chemical potentials for each conserved quantity. The resulting formulas describe the chemical and thermal equilibrium among particles.
SOME USEFUL APPROXIMATIONS
As we see from the above figure, the domain of applicability of the series expansion for Fermi integrals is rather small. Particularly for light mass fermions, the situation becomes worse. For example, if we extend our ideal gas description to quarks, then the series expansion does not apply for most regions of interest. In this section, we will see some useful analytical approximations of the above Fermi integrals [4] . When a fermion gas is in thermal equilibrium, its antiparticle also appears due to pair production or other possible reaction channels. The chemical potential of the antiparticle is just the opposite of the chemical potential of the particle. Since all thermodynamical quantities in the Grand Canonical Ensemble are deduced from the thermodynamical potential, let us consider here only the pressure. The pressure of a system of particles and antiparticles in equilibrium is then
Let us consider the evaluation of the integral
F´a bµ
The pressure P is proportional to a function of this form,
where a and b are related to the mass and the chemical potential by
with T measured in units of energy´k 1µ.
1) Degenerate case
At extremely high densities, the pressure of a Fermi gas is determined essentially by the density and less dependent on the temperature. Such a situation occurs often in astrophysical processes, for example, in the core of advanced stage of heavy stars, white dwarfs, and neutron stars. Several peculiar processes like supernova explosion are intimately associated to the degeneracy of Fermi gas. This is due to the change of behavior of the pressure with respect to the temperature [6] . In our expression the degeneracy corresponds a large chemical potential compared to the temperature 
For a b, we may safely approximate (with an error the order of ³ e ´b aµ )
Expanding the function f in a power series of u, we get
and
In addition, we have
so that 
In our case, f´xµ x 3 3a 2 2 ¡ x is an odd function of x, so that the last term just vanishes. Following same steps as above, and they are exact for both of T 0 and m 0 cases. In Fig. 4 , we show the equation of state p p´n T µ for a Fermi gas with m 900 MeV, for two different temperatures.
These curves are obtained by Eqs.(119,120), eliminating the chemical potential µ. For comparison, we also show the corresponding curves using the exact integrals. For higher densities, the pressure tends to independent of the temperature T and in this region, the approximation becomes asymptotically exact. As we see, for the lower temperature, the approximation extends much more to the domain of low particle densities compared to high temperature case. This is because, when T becomes smaller, the value of z m µ stay smaller than unity for lower densities as we can see from • Exercise: Derive the expression for the pressure in ultra-relativistic regime of a boson gas.
Numerical Method
Although the analytical expressions above are useful to discuss the general properties of a relativistic gas, none of them can cover the whole region of parameters µ and T . For practical calculations, it is desirable to possess a simple and efficient method to obtain precise values of thermodynamical quantities. In this sense, it is more effective to evaluate directly the integrals Eqs.(67,68,69) using Gauss' quadrature method. 
