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Résumé
Cette thèse traite de la modélisation des dérivés de crédit et se compose de deux parties :
La première partie concerne le modèle à densité, récemment proposé par El Karoui et al. [46],
où on fait l'hypothèse que la loi conditionnelle de temps de défaut sachant la ﬁltration réfé-
rence est équivalente à sa loi (non-conditionnelle). Sous cette hypothèse, nous donnons des
démonstrations diﬀérentes (et plus simples) aux résultats existant dans la théorie du grossis-
sement initial et progressif des ﬁltrations. En outre, nous présentons de nouveaux résultats
comme par exemple le théorème de représentation prévisible pour la ﬁltration progressi-
vement grossie dans le cas multidimensionnel. Nous proposons ensuite plusieurs méthodes
pour construire des modèles à densité, dans les cas unidimensionnel et multidimensionnel.
Enﬁn, nous montrons que le modèle à densité est une approche eﬃcace pour la couverture
dynamique de produits dérivés de crédit multi-name.
Dans la deuxième partie, aﬁn d'étudier le risque de contrepartie dans un contrat de CDS,
nous avons proposé un modèle markovien dans lequel des défauts simultanés sont possibles.
Le wrong-way risk est donc représenté par le fait que, à moment de la défaillance de la
contrepartie, il y a une probabilité strictement positive pour que l'entité de référence fasse
défaut aussi. Nous commençons par considérer une chaîne de Markov à quatre états cor-
respondant à deux noms ; Dans ce cas simple, nous obtenons des formules semi-analitiques
pour la plupart des quantités importantes, comme le prix, la CVA, l'EPE et les ratios de
couverture. Nous généralisons ensuite ce cadre pour tenir compte du risque de spread en
introduisant des facteurs stochastiques ; nous traitons un modèle copule Markovien avec des
intensités stochastiques. Nous abordons également la question de la couverture dynamique
du CVA avec un CDS écrit sur la contrepartie. Pour l'implémentation du modèle, nous spé-
ciﬁons les intensités par des processus aﬃnes, ce qui compte tenu de la propriété copule
dynamique du modèle, rend la calibration de ce modèle eﬃcace. Les résultats numériques
sont présentés pour montrer la pertinence du comportement de la CVA dans le modèle avec
les faits stylisés obsérvés du marché.
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Abstract
This thesis deals with credit derivatives modeling and consists of two parts:
The ﬁrst part concerns the density model, recently proposed by El Karoui et al. [46], where
the standing assumption is that the conditional law of default time given the reference ﬁltra-
tion is equivalent to its (non-conditional) law. Under this assumption, we provide alternative
(and simpler) proofs for some existing results in the theory of initial and progressive enlarge-
ment of ﬁltrations. Also, we present some new results such as the predictable representation
theorem for progressively enlarged ﬁltration in the multidimensional case. We then propose
several methods to construct density models, in both one-dimensional and multidimensional
cases. Finally, we show that the density model is an eﬃcient approach for dynamic hedging
of multi-name credit derivatives.
In the second part, a Markov model is constructed for studying the counterparty risk in
a CDS contract. The wrong-way risk in this model is accounted for by the possibility
of the simultaneous default of the reference name and of the counterparty. We start by
considering a Markov chain model of two reference credits, the ﬁrm underlying the CDS
and the protection seller in the CDS. In this set-up, we have semi-explicit formulae for most
quantities of interest with regard to CDS counterparty risk like price, CVA, EPE or hedging
strategies. We then generalize this framework to account for the spread risk by introducing
stochastic factors, so that, we deal with a Markov copula model with stochastic intensities.
We also address the issue of dynamically hedging the CVA with a CDS written on the
counterparty. For model implementation, we consider three diﬀerent aﬃne speciﬁcation of
the intensities, which in view of the dynamic copula property of the model, make calibration
very eﬃcient. Numerical results are presented to show the adequacy of the behavior of CVA
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Cette thèse porte sur la modélisation stochastique des produits dérivés sujets au risque de
défaut. Elle se décompose suivant deux thèmes : modèles à densité et risque de contrepartie.
Partie I. Modèles à Densité
La modélisation des probabilités de défaut par un modèle à densité, récemment proposée par
El Karoui et al. [46], est une approche dynamique pour la valorisation et la couverture des
produits dérivés de crédit. C'est une approche à forme réduite (par opposition aux modèles
structurels) où on réduit l'étude d'un ﬂux ﬁnancier vulnérable (defaultable) à celle d'un ﬂux
sans risque de défaut (default-free).
Ce point de vue nous a amenés à étudier la théorie du grossissement de ﬁltration : le point
de départ est une ﬁltration de référence F désignant les informations du marché default-free
qui sont accessibles à l'investisseur. De plus, à chaque instant t, l'investisseur peut observer
si l'entité de référence considérée a déjà fait faillite et dans le cas aﬃrmatif, il connaît la
date τ de la ruine de cette ﬁrme. En termes mathématiques, l'information disponible aux
investisseurs est modélisée par le grossissement progressif de la ﬁltration F avec le temps
aléatoire τ .
Cette partie de la thèse est divisée en trois chapitres. Nous étudions, dans le chapitre 1,
certains problèmes de la théorie de grossissement des ﬁltrations sous l'hypothèse E , i.e., l'hy-
pothèse que la loi conditionnelle de τ sachant Ft est équivalente à la loi (non-conditionnelle)
de τ . Dans le chapitre 2, nous fournissons des méthodes pour construire des modèles satis-
faisant l'hypothèse E . Nous abordons dans le chapitre 3 la réplication des produits dérivés
de crédit (single-name aussi bien que multi-name), en utilisant les outils présentés dans les
chapitres 1 et 2.
Chapitre 1. Grossissement de ﬁltration
Ce chapitre, qui a donné lieu à l'article [30], est un travail en collaboration avec G. Callergaro
et M. Jeanblanc.
La théorie du grossissement de ﬁltration a été développée à la ﬁn des années 70 et au début
des années 80, notamment dans les travaux de Barlow [5], Jeulin [71], Jeulin et Yor [72],
et Jacod [64]. Pour des applications à la ﬁnance, ces études ont été reprises vers la ﬁn des
années 90, par Karatzas et Pikovsky [75], Grorud et Pontier [57] et Amendinger et al. [2],
dans un contexte de modélisation d'agent initié.
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L'objet du présent travail est de montrer que sous l'hypothèse E , de nombreux résultats
connus de la théorie du grossissement de ﬁltration peuvent être obtenus par une méthode
diﬀérente. Cette approche va nous permettre aussi de généraliser quelques résultats existants.
On note G le grossissement progressif de F par τ , i.e., la plus petite ﬁltration, qui contient
F et par rapport à laquelle τ est un temps d'arrêt.
Sous hypothèse E et après un changement de probabilité, les problèmes se ramènent au cas
où τ et F sont indépendants. Le point de vue du changement de probabilité a déjà été étudié
par de nombreux chercheurs aﬁn de résoudre des problèmes de grossissement de ﬁltration,
e.g. Song [98], Grorud et Pontier [58], Amendinger et al. [2]. Dans le présent chapitre, ce
point de vue nous permet d'établir un théorème de représentation prévisible pour la ﬁltration
progressivement grossie par plusieurs temps aléatoires (le théorème 1.30), généralisant ainsi
le résultat de Kusuoka [77].
En outre, certains résultats existants sur le grossissement progressif ont été retrouvés en
projetant les résultats correspondants pour le grossissement initial ; par exemple, la carac-
térisation des G-martingales en terme des F-martingales (la proposition 1.12), la décomposi-
tion canonique des F-martingales comme G-semimartingales spéciales (la proposition 1.17)
et les résultats concernant le changement de probabilité dans la ﬁltration G (les propositions
1.23, 1.24 et 1.25)
Nous établissons des résultats à propos de l'hypothèseH, c'est-à-dire l'invariance des martin-
gales par grossissement de ﬁltration 1. Ces résultats, établis dans la section 1.9, ne sont pas
restreints à l'hypothèse E . Dans la proposition 1.26, nous démontrons que l'indépendance du
temps τ et de la ﬁltration de référence F est nécessaire et suﬃsante pour que les ﬁltrations
H et F soient immergées dans G, où H désigne la ﬁltration engendrée par (1τ≤t, t ≥ 0).
Dans le cas de plusieurs temps aléatoires ordonnés nous donnons une démonstration concise
du résultat de Ehler et Schönbucher [44] sur les hypothèses H successives (cf. la proposition
1.27).
Chapitre 2. Construction des modèles à densité
Ce chapitre est une version détaillée de l'article [47] réalisé en collaboration avec N. El
Karoui, M. Jeanblanc et Y. Jiao. Il contient des exemples qui ne ﬁgurent pas dans [47].
Par un modèle à densité, on entend un espace de probabilité ﬁltré avec un temps aléatoire ﬁni
satisfaisant l'hypothèse E . Nous démontrons dans la proposition 2.1 que la construction d'un
modèle à densité est équivalente à la construction d'une famille de densité. La notion de
famille de densité peut être considérée comme une généralisation de fonction de densité (de
probabilité). Soit E un sous-ensemble de R (ou Rd). Une famille de processus (gt(u), t ≥ 0),
indexés par u ∈ E, est appelée famille de densité, si
(g1) pour presque tous les u ∈ E, le processus (gt(u), t ≥ 0) est une (P,F)-martingale,
(g2) pour tous t ≥ 0, la fonction gt(·) est une fonction de densité.
Ensuite, diﬀérentes méthodes de construction d'une famille de densité sont mises en pers-
pectives :
Changement de probabilité : En utilisant les outils de changement de probabilité, pré-
sentés dans la section 1.8, nous réduisons la problématique de trouver une famille de densité
1L'hypothèse H est aussi appelée l'hypothèse d'immersion.
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à trouver une famille de densités de Radon Nikodým, qui est un problème standard dans
la théorie des processus stochastiques. Cette construction repose sur le fait que l'hypothèse
E est invariante sous un changement de probabilité, tandis que l'indépendance de τ et F
dépend de la mesure de probabilité considérée.
Généralisation de la construction de Cox : Dans le modèle de Cox, dû à Lando [78],
l'instant de défaut est construit par τ = inf{t > 0 : Λt ≥ Θ}, où Λ est un processus
F-adapté et croissant et le seuil Θ est indépendant de F∞, ce qui implique la propriété
d'immersion entre F et G. Nous généralisons cette construction au cas où le seuil n'est
plus indépendant de F∞, ce qui nous permet de construire des modèles non-restreints à
la propriété d'immersion (cf. le paragraphe 2.4). Nous démontrons que dans les modèles à
densité, la propriété d'immersion entre F et G implique que τ peut être construit comme
dans le modèle de Cox standard, i.e. avec un seuil indépendant de F∞.
Convexité : Partant du constat que la classe des familles de densité est invariante par
combinaison convexe, la méthode convexité (la proposition 2.5) propose une autre approche
pour obtenir des familles de densité en partant d'une famille de densité donnée. Un cas
intéressant est lorsque le point de départ est une fonction densité, par exemple une fonction
densité exponentielle, ce qui nous permet d'obtenir plusieurs exemples explicites, présentés
dans le paragraphe 2.5.
Filtrage : En calculant la loi conditionnelle d'un signal (une variable aléatoire) sachant
l'observation (une diﬀusion), nous obtenons des exemples de familles de densité. L'idée est
d'appliquer le méthode de changement de probabilité, ce qui nous permet à retrouver la
formule de Kallianpur-Striebel [73] pour la densité conditionnelle. Nos résultats sont établis
d'une manière simple et contiennent ceux de Filipovic et al. [51].
Enﬁn, nous allons voir, dans la section 2.8, comment on peut généraliser les constructions
proposées dans ce chapitre du cas unidimensionnel (E ⊆ R) au cas multidimensionnel (E ⊆
Rd).
Chapitre 3. Couverture des produits dérivés de crédit
Dans ce chapitre, nous nous concentrons sur la problématique de la couverture dynamique
des dérivés de crédit dans l'approche de densité.
Nous commençons notre étude par les produits single-name en illustrant un exemple : la
couverture d'un DZCB (defaultable zero coupon bond), en utilisant un mortality bond. Ce
sujet est inspiré par le papier de Biagini et al. [6], où les auteurs ont résolu ce problème
sous l'hypothèse H. Notre cadre est général : on ne fait ni l'hypothèse H ni l'hypothèse E
(section 3.2).
Dans le cas des produits dérivés multi-name, le nombre des conﬁgurations de défaut aug-
mente de manière exponentielle avec la taille du portefeuille de référence, notée n.
Face à ce problème, dans la section 3.3, nous traitons la couverture d'une tranche de CDO
avec des CDSs, sous l'hypothèse E et deux autres hypothèses simpliﬁcatrices : premièrement,
les temps de défauts sont supposés être ordonnés, ce qui réduit le nombre de conﬁguration
de 2n à n+ 1. Deuxièmement, la ﬁltration de référence est supposée triviale. Sous ces hypo-
thèses, dans la proposition 3.3, nous établissons un résultat de la représentation prévisible
avec des coeﬃcients explicites. Nous verrons qu'il est possible de dupliquer parfaitement le
payoﬀ d'une tranche de CDO avec des CDS et l'actif sans risque. Enﬁn, les ratios de cou-
verture peuvent être explicitement obtenus en résolvant un système triangulaire d'équations
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linéaires.
Le cas général a été ensuite discuté dans la section 3.4, où nous aﬀaiblissons l'hypothèse de
temps ordonnés et nous prenons en compte le risque de spread, en considérant une ﬁltration
de référence non-triviale. L'idée principale est que entre deux instants de défaut, un produit
dérivé de crédit multi-name peut être considérée comme un ﬁrst-to-default claim sur les
entité de référence survivantes. Puis, en nous appuyant sur les résultats de Bielecki et al.
[11], nous proposons un algorithme pour calculer les ratios de couverture des produits dérivés
multi-name quelconques.
Partie II. Risque de Contrepartie
Cette partie est centrée sur la modélisation du risque de contrepartie pour des contrats CDS.
Elle consiste en deux chapitres :
• le chapitre 4 qui résulte du papier [36] eﬀectué en collaboration avec S. Crépey et M.
Jeanblanc.
• le chapitre 5 qui est basé sur le papier [10] réalisé en collaboration avec T.R. Bielecki, S.
Crépey et M. Jeanblanc.
L'exposition au risque de contrepartie, particulièrement sur le marché des CDS, est consi-
dérée comme une des raisons de transmission de la crise des subprimes au système ﬁnancier
dans son ensemble.
En général, le risque de contrepartie est le risque qu'une des parties d'un contrat de gré-à-gré
(OTC) n'exécute pas ses obligations contractuelles, causant des pertes à l'autre partie. Un
problème majeur à cet égard est le wrong-way risk, i.e., le risque que la valeur du contrat
soit particulièrement élevée au moment de la défaillance de la contrepartie.
Nous proposons un modèle markovien de risque de crédit dans lequel la dépendance entre
les défauts et le wrong-way risk sont représentés par la possibilité de défauts simultanés des
ﬁrmes. Notre modèle est inspiré de la notion de copule markovienne introduit par Bielecki
et al. [15], où la question principale est la suivante : comment construire un processus
multidimensionnel Y = (Y 1, ..., Y n), qui est markovien et tel que
• chaque composante Y i est markovien ;
• chaque composante Y i a des lois marginales ﬁni-dimensionnelles données.
Ce modèle markovien nous permet de répondre, d'une manière dynamique, aux questions
d'évaluation et de couverture du risque de contrepartie pour un CDS. En outre, grâce à la
propriété de copule, la calibration du modèle est eﬃcace.
Bien que ces dernières années, il y ait eu de nombreuses recherches sur l'évaluation du
risque de contrepartie, à notre connaissance, peu d'attention a été consacrée à la couverture
dynamique de cette forme de risque. Notre modèle Markovien permet de traiter de manière
cohérente la couverture dynamique du risque de contrepartie.
Nous nous concentrons dans cette étude sur le risque de contrepartie unilatéral. Néanmoins,
le modèle proposé peut être étendu au problème du risque de contrepartie bilatéral aussi que
le risque de contrepartie sur un portefeuille des contrats, voir l'étude eﬀectuée par Assefa
et al. [3]. Pour ce qui concerne la généralisation de l'aspect de la couverture du risque de
contrepartie à un portefeuille de crédit, citons le papier récent de Bielecki et Crépey [8].
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Chapitre 4. Un modèle de chaînes de Markov avec des défauts simultanés
Nous considérons dans ce chapitre le risque de contrepartie unilatéral d'un payer CDS, où
le vendeur de protection (la contrepartie) risque de ne pas payer le ﬂux de la protection à
l'acheteur (l'investisseur), en cas de défaillance de l'entité de référence (la ﬁrme).
Le wrong-way risk est représenté dans le modèle par le fait que, au moment de la défaillance
de la contrepartie, il y a une probabilité strictement positive pour que la ﬁrme sur laquelle
le CDS est écrit fasse également défaut. Dans ce cas, la perte subie par l'investisseur est
égale au LGD (loss given default) de la ﬁrme multiplié par le LGD de la contrepartie, ce qui
représente une perte très importante.
Nous décrivons brièvement le mécanisme d'un CDS sujet au risque de contrepartie dans le
paragraphe 4.2.1. L'exposition au défaut, notée par E@D, est déﬁnie comme la perte de
l'investisseur en cas de survenue d'un événement de défaut de la contrepartie (cf. Deﬁnition
4.2). Du point de vue de la gestion du risque de contrepartie, deux notions importantes se
dégagent :
• la CVA (Credit Valuation Adjustement) est déﬁni par espérance conditionnelle de l'E@D
sachant l'information de marché, et reﬂète la valeur de marché du risque de contrepartie ;
• l'EPE(t) (Expected Positive Exposure) est déﬁnie par l'espérance conditionnelle de l'E@D,
sachant que le défaut de la contrepartie survient à une date t ﬁxée.
Dans un cadre général, Brigo et Masetti [23] ont démontré que CVAt = Pt −Πt où
• P désigne le prix du CDS sans prendre en compte le risque de contrepartie ;
• Π désigne le prix du CDS en tenant compte du risque de contrepartie.
Cela justiﬁe l'expression Credit Valuation Adjustement utilisée pour la CVA. Dans la
proposition 4.1 nous étendons ce résultat en prenant en compte la possibilité des défauts
joints.
Ensuite, nous construisons une chaîne de Markov H = (H1, H2) par rapport à la ﬁltration
H engendrée par H, à quatre états {(0, 0), (1, 0), (0, 1), (1, 1)}, dont chaque composante
H i est H-Markovienne et admet comme H-intensité une fonction déterministe donnée. Les
processus H1 et H2 représentent les indicateurs de défaut de la ﬁrme et de la contrepartie.
Nous obtenons des expressions explicites pour les intensités de défaut ainsi que la loi jointe
des temps de défaut (la proposition 4.3). Connaissant la loi des instants de défaut, nous
déduisons les formules semi-analytiques pour le prix Π (la proposition 4.4), ainsi que la
CVA et l'EPE(t) (la proposition 4.6).
Les résultats numériques présentés dans la section 4.4.2 montrent l'adéquation qualitative
de la CVA et de l'EPE obtenus dans le modèle avec les faits stylisés observés du marché.
Par contre, le niveau de CVA calculé dans le modèle n'est pas suﬃsamment élevé. Dans le
but de mieux capturer la CVA, nous généraliserons, dans le chapitre suivant, le cadre simple
de ce chapitre au cas où la ﬁltration de référence n'est plus triviale.
Chapitre 5. Évaluation et couverture du risque de contrepartie :
l'impact des spreads stochastiques
Dans ce chapitre, nous étendons le cadre du chapitre 4 aﬁn de prendre en compte le risque
du spread, en restant toujours dans le cadre de copule Markovienne.
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Nous considérons des payer CDS aussi bien que des receiver CDS, où l'acheteur de protection
risque de ne pas payer le ﬂux de paiement dû au vendeur.
Comme dans le chapitre précédent, nous trouvons des formules pour les quantités impor-
tantes comme le spread et le processus du prix d'un CDS ainsi que la CVA et l'EPE. Dans
ce cadre plus général, ces formules dépendent des facteurs stochastiques de modèle. Une fois
que les facteurs sont simulés, le calcul de ces quantités est réduit à une simple intégration
numérique.
Nous traitons la couverture au sens de mean-variance hedging de la CVA en terme du CDS
écrit sur la contrepartie (cf. la section 5.5).
Pour implémenter le modèle, nous considérons trois spéciﬁcations du modèle, où la calibra-
tion de la structure par terme des intensités aux courbes des CDS s'eﬀectue d'une manière
rapide et eﬃcace :
(i) Les intensités sont déterministes et constantes par morceaux ;
(ii) Les intensités sont les sommes d'un processus CIR et d'une fonction déterministe du
temps (CIR++) ;
(iii) Les intensités sont des processus CIR généralisés (avec des paramètres dépendant du
temps).
Dans le but d'étudier l'impact de la volatilité des intensités sur la CVA, ces trois diﬀérentes
spéciﬁcations de modèle sont mises en ÷uvre. Nos résultats numériques montrent que
• dans le cas d'un payer CDS sur une entité de référence risquée et en présence d'un niveau
élevé de corrélation entre la contrepartie et l'entité de référence, la spéciﬁcation déterministe
donne une bonne estimation de la CVA ;
• dans le cas d'un receiver CDS, ou d'un payer CDS sur une entité de référence peu risquée
ou avec une faible niveau de corrélation entre la contrepartie et l'entité de référence, la
spéciﬁcation déterministe de l'intensité néglige une proportion signiﬁcative de la CVA, en
raison de la volatilité des spreads. Dans ce cas, la spéciﬁcation stochastique des intensités
est préférable.
• Dans cette description, l'intensité de défaut joint de la contrepartie et de l'entreprise
référence est déterministe. On pourrait alors se demander si une spéciﬁcation stochastique de
cette intensité conduirait à une CVA plus élevée. Ceci nous a amené à étudier une troisième
spéciﬁcation des intensités sous la forme de processus CIR généralisés, avec des paramètres
dépendant du temps, et aucune composante déterministe. Dans le cas d'un payer CDS les
niveaux de CVA sont tout à fait similaires à ceux obtenus par le CIR++, mais pour le
receiver CDS ils sont beaucoup plus élevés.
Enﬁn, la troisième spéciﬁcation conduit à des comportements plus satisfaisants de la vola-
tilité implicite.
Part I






This chapter is based on a joint work with G. Callegaro and M. Jeanblanc [30]
This chapter is concerned with the theory of initial and progressive enlargements of a refer-
ence ﬁltration with a random time. We provide, under an equivalence assumption, slightly
stronger than the absolute continuity assumption of Jacod [64], alternative proofs to some
known results. We also provide some new results on predictable representation property
for progressively enlarged ﬁltration in a multidimensional setting (Theorem 1.30), and on
equivalent statements for H-hypothesis (Propositions 1.26 and 1.27).
1.1 Introduction
On a probability space (Ω,A,P), we consider two ﬁltrations F = (Ft, t ≥ 0) and F˜ =
(F˜t, t ≥ 0), where F˜ is an enlargement of F, that is, Ft ⊆ F˜t, for every t ≥ 0.
A natural question, in the theory of stochastic processes, is: How the properties of F-
martingales are modiﬁed when considered with respect to the ﬁltration F˜?
The most famous example in this regard is
Under what conditions all F-martingales remain F˜-(special) semimartingales ?
In the aﬃrmative case, what is the corresponding F˜-canonical decomposition of
a generic F-martingale ?
The techniques to answer such questions have been developed in the late seventies under
the name of the theory of enlargements of ﬁltrations (for instance, in Barlow [5] and series
of papers by Jacod, Jeulin and Yor).
Here, we consider only the case where the ﬁltration F is enlarged by means of a ﬁnite random
time τ , i.e., a positive random variable on (Ω,A,P).
In the literature, two ways are presented to realize such an enlargement: either all of a
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sudden at time 0 (initial enlargement), or progressively, by considering the smallest ﬁltration
containing F that makes τ a stopping time (progressive enlargement). Roughly speaking,
the initially enlarged ﬁltration Gτ = (Gτt , t ≥ 0) (resp. the progressively enlarged ﬁltration
G = (Gt, t ≥ 0)) is obtained by adding the information σ(τ) (resp. (σ(τ ∧ t), t ≥ 0)) to F.
The precise deﬁnition will be given in Equation (1.1) (resp. Equation (1.2)).
For ﬁnancial applications, initial enlargement of ﬁltration is often used to study the problem
of insider trading, that is, when an informed agent has, at time 0, extra information about
a random variable, for example the price of a stock in a future date. The pioneers who have
studied the impact of the asymmetry of information in a ﬁnancial market are Karatzas and
Pikovsky [75], Grorud and Pontier [57] and Amendinger et al. [2].
The progressively enlarged ﬁltration G is suitable for information modeling in credit prob-
lems: Let the random time τ stand for the default time of a ﬁnancial entity and the reference
ﬁltration F model the information ﬂow of default-free assets. Now, consider a ﬁnancial agent
that possesses the information Gt at time t:
• Before the default, that is on the event {t < τ}, the agent has no knowledge about the
timing of default: the only information he has is that default has not yet occurred.
Intuitively, before the default, Gt coincides with Ft.
• After the default, that is on the event {τ ≤ t}, the information about the default time
is revealed to the agent. Intuitively, after the default, Gt coincides with Gτt .
This intuitive observation is made precise in Proposition 1.3.
There are several papers that study the applications (in ﬁnancial modeling) of the progressive
enlargement of ﬁltrations with honest times (a random time L is honest if it is equal to an
Ft-measurable random variable on {L < t}); for instance, Imkeller [63] and Nikeghbali and
Platen [88]. In this study, honest times are automatically excluded, as will be explained in
Remark 1.5.
In this chapter, we deal with three nested ﬁltrations
F ⊆ G ⊆ Gτ ,
and we address (under Assumption 1.1, introduced in Section 1.2) the following problems:
• Characterization of G-martingales and Gτ -martingales in terms of F-martingales;
• Canonical decomposition of an F-martingale, as a semimartingale, in G and Gτ ;
• Predictable representation theorem in G and Gτ ;
• Change of probability measures in G and Gτ ;
• Finding equivalent statements to H-hypothesis (cf. Deﬁnition 1.1 below).
The exploited idea is the following: assuming that the F-conditional law of τ is equivalent
to the (unconditional) law of τ , after an ad hoc change of probability measure, the problem
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reduces to the case where τ and F are independent. Under this newly introduced probability
measure, working in the initially enlarged ﬁltration is easy. Then, under the original
probability measure, for the initially enlarged ﬁltration, the results are achieved by means
of Girsanov's theorem. Finally, by projection, one obtains the results of interest in the
progressively enlarged ﬁltration.
The change of probability measure viewpoint for treating the problems on enlargement of
ﬁltrations, was remarked in the early 80's and developed by Song [98] (see also Jacod [64],
Section 5). This is also the point of view adopted by Gasbarra et al. in [55] while applying
the Bayesian approach to study the impact of the initial enlargement of ﬁltration on the
characteristic triplet of a semimartingale. For what concerns the idea of recovering the
results in the progressively enlarged ﬁltration starting from the ones in the initially enlarged
ﬁltration, we have to cite Yor [103].
We make precise that the goal of this work is neither to present the results in the most
general case, nor to study regularity properties, for which we refer to existing works (for
instance, Jacod [64] and Stricker and Yor [101]). The main contribution of the present work
is to show how, under a speciﬁc assumption, stronger than Jacod's one in [64], all the well-
known fundamental results can be proved in an alternative (and, in some cases, simpler)
way. Furthermore, new results are established on predictable representation property for
progressively enlarged ﬁltration in multidimensional case (that is when F is progressively
enlarged with several random times), and on equivalent statements for H-hypothesis.
This chapter is organized as follows: In Section 1.2, we present our main assumptions and
some preliminaries that will be essential in the rest of the chapter. Section 1.3, deals with the
characterization of measurable random variables and predictable processes in the enlarged
ﬁltrations. In Section 1.4, some expectation and projection tools are provided. Characteriza-
tion of G-martingales and Gτ -martingales in terms of F-martingales, is presented in Section
1.5. In Section 1.6, we study the H′-hypothesis (i.e., invariance of semimartingale property
while passing from a ﬁltration to a larger one) for both initially and progressively enlarged
ﬁltrations, providing the canonical decomposition of an F-martingale, as a semimartingale,
in G and Gτ . In Section 1.7, we establish predictable representation theorems for G and Gτ ,
assuming that the ﬁltration F enjoys a predictable representation property. In Section 1.8,
change of probability measures in G and Gτ , are presented. Equivalent statements to H-
hypothesis (cf. Deﬁnition 1.1 below) are given in Section 1.9. All these problems are treated
in the one-dimensional case, that is when τ takes its values in R+. We will then explain in
Section 1.10, how the results obtained for the one-dimensional case, can be generalized to
the multidimensional case, that is when τ is a vector of ﬁnite random times. Finally, Section
1.11 concludes.
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1.2 Framework and preliminaries
Let (Ω,A,P) be a probability space equipped with a ﬁltration F = (Ft, t ≥ 0) satisfying
the usual conditions of right-continuity and completeness. We assume that F0 is the σ-ﬁeld
of P-negligible sets.
Let F˜ = (F˜t, t ≥ 0) be an enlargement of F, that is, F˜ is a ﬁltration on (Ω,A,P) which
satisﬁes the usual conditions and Ft ⊆ F˜t, for every t ≥ 0.
We start by a general (nevertheless, simple) result that provides a relation between martin-
gales w.r.t. a larger and a smaller ﬁltration and that turns out to be useful in subsequent
sections:
Proposition 1.1. Let F˜ be an enlargement of F, i.e., Ft ⊆ F˜t for t ≥ 0.
(i) If x˜ is an F˜-martingale, then the process x deﬁned by xt = E(x˜t |Ft) is an F-martingale.
(ii) If x is a uniformly integrable F-martingale, then there exists an F˜-martingale x˜, such
that E(x˜t |Ft) = xt, t ≥ 0.
Proof. (i) It suﬃces to note that, for s < t,




= E(x˜t |Fs) = E
(
E(x˜t | F˜s) |Fs
)
= E(x˜s |Fs) = xs .
(ii) First notice that in view of the uniform integrability assumption, x∞ := limt→∞ xt
exists and is integrable and, furthermore, E(x∞|Ft) = xt. The process x˜ deﬁned by x˜t :=
E(x∞ | F˜t) is an F˜-martingale, and
E(x˜t |Ft) = E
(
E(x∞ | F˜t) |Ft
)
= E(x∞ |Ft) = xt .
Remark 1.1. The uniqueness of such a martingale x˜ is not claimed in Proposition 1.1(ii)
and it is not true in general, as we will see in Example 1.1. 
Note that any F-adapted process which is a (P, F˜)-martingale is also a (P,F)-martingale, as
is seen from Proposition 1.1(i).
Deﬁnition 1.1. If every (P,F)-martingale is an (P, F˜)-martingale, the ﬁltration F is said to
be immersed in F˜ under the probability P, and is denoted by F P↪→ F˜. In this case, it is said
that the immersion property or the H-hypothesis holds between F and F˜ under P.
The notion of H-hypothesis was ﬁrst introduced in Brémaud and Yor [19]. We note that
the H-hypothesis is not invariant under an equivalent change of probability measure.
Now, we turn our attention to the case where the ﬁltration F is enlarged by a a ﬁnite random
time τ on (Ω,A,P), starting by the precise deﬁnition of the initial and the progressive
enlargement of F by τ :
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(Ft+ ∨ σ(τ)) . (1.1)




(Ft+ ∨ σ(τ ∧ (t+ ))) . (1.2)
We denote by Pt(ω, du) the regular conditional distribution of τ given Ft under P.
Deﬁnition 1.2. J -hypothesis vs. E-hypothesis
The random variable τ is said to satisfy J -hypothesis if there exists a σ-ﬁnite non-negative
measure ν on (R+,B(R+)) such that for every t ≥ 0,
Pt(ω, du) ν(du) , P− a.s.
It is said to satisfy E-hypothesis if for every t ≥ 0,
Pt(ω, du) ∼ ν(du) , P− a.s.
The name J -hypothesis is a reference to the hypothesis made by Jacod in [64] while study-
ing the stability of semimartingale property in an initial enlargement of ﬁltration, whereas
E-hypothesis stands for the notion of equivalence assumption introduced in Föllmer and
Imkeller [52] and later developed for ﬁnancial modeling in Grorud and Pontier [57] and
in Amendinger [1]. Obviously, E-hypothesis is stronger than J -hypothesis. Under J -
hypothesis (or E-hypothesis) we may and do assume (without loss of generality) that ν
is the law of τ , i.e., ν(du) = P(τ ∈ du).
Our standing assumptions are:
Assumption 1.1. (i) The probability measure ν has no atoms and has R+ as support.
(ii) The random time τ satisﬁes E-hypothesis. (cf. Deﬁnition 1.2)
Models satisfying Assumption 1.1 are presented in Chapter 2 (also, in El Karoui et al. [47]).
Next we state Amendinger's reformulation (Remarks on page 17 of [1]) of Jacod's result
(Lemma 1.8 in [64]) concerning the existence of a regular version of the conditional density.
Let O(F) (resp. P(F)) stand for the optional (resp. predictable) σ-ﬁeld corresponding to F
on R+ × Ω.
Lemma 1.2. Under E-hypothesis, there exists a positive O(F)⊗B(R+)-measurable function
(t, ω, u)→ pt(ω, u) such that
1. for ν-almost every u ∈ R+, the process
(
pt(·, u); t ≥ 0
)
is a càdlàg Fmartingale,
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2. for every t ≥ 0, the measure pt(ω, u)ν(du) on R+ is a version of Pt(ω, du).
It then follows that for every t ≥ 0,




In particular, p0(u) = 1 for ν-almost every u ∈ R+. This family of processes p is called the
(P,F)-conditional density of τ with respect to ν, or the conditional density of τ if there is
no ambiguity.
Furthermore, under the E-hypothesis, the assumption that ν has no atoms implies that the
default time τ avoids the F-stopping times, i.e., P(τ = ξ) = 0 for every F-stopping time ξ
(see, e.g., Corollary 2.2 in El Karoui et al. [46]).
In the sequel we often use the shorthand notation pt(τ) := pt(ω, τ(ω)).
Now, we consider the change of probability measure introduced by Grorud and Pontier in




, t ≥ 0, is a (P,Gτ )-martingale, with E(Lt) = L0 = 1, these authors introduced
a locally equivalent probability measure P∗ setting




Remark 1.2. As is proved in [57] and [1], under P∗, the random variable τ is independent
of Ft for any t ≥ 0 and, moreover,
P∗ |Ft = P |Ft , for any t ≥ 0, P∗ |σ(τ) = P |σ(τ).
Note that the above properties imply that P∗(τ ∈ du|Ft) = P∗(τ ∈ du), so that the (P∗,F)-
conditional density of τ , denoted by p∗, is a constant equal to one, P∗ ⊗ ν-a.s. 
Remarks 1.3. (i) Let x = (xt, t ≥ 0) be a (P,F)-martingale. Since P and P∗ coincide on
F, x is a (P∗,F)-martingale, hence, using the fact that τ is independent of F under P∗, a
(P∗,G)-martingale (and also a (P∗,Gτ )-martingale).
(ii) The probability measure P∗, being deﬁned on Ft for all t ≥ 0, is uniquely deﬁned on
F∞ =
∨
t≥0Ft, thanks to Carathéodory's theorem. Then, since τ is independent of F under
P∗, it immediately follows that τ is also independent of F∞, under P∗. However, it is not
possible to state that: P∗ is equivalent to P on Gτ∞, since we do not know a priori whether
1
p(τ) is a closed (P,G
τ )-martingale or not. A similar problem is studied by Föllmer and
Imkeller in [52] (it is therein called paradox) in the case where the reference (canonical)
ﬁltration is enlarged by means of the information about the endpoint at time t = 1. In our
setting, it corresponds to the case where τ ∈ F∞ and τ /∈ Ft, ∀t. 
Notation 1.1. In this chapter, as we mentioned, we deal with three diﬀerent levels of
information and two equivalent probability measures. In order to distinguish objects deﬁned
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under P and under P∗, we will use a superscript ∗ when working under P∗. For example,
E and E∗ stand for the expectations under P and P∗, respectively. For what concerns the
ﬁltrations, when necessary, we will use the following illustrating notation: x,X,Xτ to denote
processes adapted to F,G and Gτ , respectively. (We shall not use the same notation for
processes stopped at τ , so that there is no possible confusion for the notation Xτ .)
Finally, we make the convention that in the sequel, we will consider the right-continuous
version of all martingales in consideration.
1.3 Some measurability properties
In this section, we state some results which relate measurability properties in the enlarged
ﬁltrations with those in the reference ﬁltration F and in F⊗ B(R+).
Proposition 1.3. Characterization of measurable random variables
(i) A random variable Y τt is Gτt -measurable if and only if there exists an Ft ⊗ B(R+)-
measurable function (ω, u)→ yt(ω, u) such that Y τt (ω) = yt(ω, τ(ω)).
(ii) A random variable Yt is Gt-measurable if and only if there exists an Ft-measurable
random variable y˜t and an Ft ⊗B(R+)-measurable random variable (ω, u)→ ŷt(ω, u),
such that Yt(ω) = y˜t(ω)1t<τ(ω) + ŷt(ω, τ(ω))1τ(ω)≤t.
Proof. (i) The proof is based on the fact that the σ-ﬁeld Gτt is generated by random variables
of the form Y τt = xth(τ), where xt is an Ft-measurable random variable and h is a bounded
Borel function, for which, the claim is straightforward to prove. The general case then
follows from the monotone class theorem.
(ii) The proof of this part is similar to that of (i), noting that Gt is generated by random
variables of the form xth(τ ∧ t), where xt ∈ Ft and h is a bounded Borel function.
The following result goes back to Jeulin [71, Lemma 3.13.a and Lemma 4.4.b]:
Proposition 1.4. Characterization of predictable processes
(i) A process Y τ is Gτ -predictable if and only if there exists a P(F)⊗ B(R+)-measurable
function (t, ω, u) 7→ yt(ω, u), such that Y τt (ω) = yt(ω, τ(ω)).
(ii) A process Y is G-predictable if and only if there exists an F-predictable process y˜
and a P(F) ⊗ B(R+)-measurable function (t, ω, u) 7→ ŷt(ω, u) such that Yt(ω) =
y˜t(ω)1t≤τ(ω) + ŷt(ω, τ(ω))1τ(ω)<t.
Proof. (i) For the necessity, in view of the monotone class theorem, it suﬃces to verify the
assertion for the generators of the σ-ﬁeld P(Gτ ), that is, processes of the form Y τ = xh(τ)
where x is an F-predictable process and h a bounded Borel function. In this case, one sets
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yt(ω, u) = xt(ω)h(u). The converse is straightforward.
(ii) Using the fact that the σ-ﬁeld P(G) is generated by processes of the form (xth(τ ∧t), t ≥
0), where x is an F-predictable process and h is a left-continuous bounded Borel function,
the proof is similar to part (i): For the necessity one sets y˜t(ω) = xt(ω)h(t) and ŷt(ω, u) =
xt(ω)h(u). The suﬃciency is straightforward, noting that the processes {1t≤τ , t ≥ 0} and
{1τ<t, t ≥ 0} are G-predictable.
1.4 Expectation and projection tools
Under the E-hypothesis, the conditional expectation of a P-integrable Gτt -measurable random
variable Y τt = yt(τ) given Fs, for s < t, is given by

















provided that for ν-almost every u ≥ 0, the random variable yt(u)pt(u) is P-integrable.
This section aims to present useful results for computing
• the conditional expectation of a Gτt -measurable random variable given Gτs and given
Gs, for s < t (Proposition 1.6 and 1.7, respectively);
• the predictable projection on G of a Gτ -predictable process (Proposition 1.9).
To this end, we need the following classical preliminary lemma:
Lemma 1.5. Let F1 and F2 be two independent σ-ﬁelds and X a P-integrable random
variable which is independent of F2. Then E(X |F1 ∨ F2) = E(X |F1).
Proposition 1.6. Let Y τt = yt(τ) be a Gτt -measurable random variable and s ≤ t.








) |u=τ = E(yt(u) |Fs) |u=τ . (1.4)











) |u=τ . (1.5)
Proof. (i) First, assume that yt(τ) = yth(τ), where yt is an Ft-measurable integrable random
variable and h a bounded Borel function on R+. Since (from Remark 1.2), Ft and σ(τ) are
independent under P∗, it follows from Lemma 1.5,







which is the ﬁrst equality in (1.4). The second equality is immediate as P∗ and P coincide
on Ft (cf. Remark 1.2). The general case then follows from monotone class theorem.
(ii) It is an immediate consequence of (i), since it suﬃces, by means of Bayes' formula, to





















where in the last equality we have used part (i) and the fact that p(τ) is a (P∗,Gτ )-
martingale. Note that if yt(τ) is P-integrable, then E(
∫∞
0 |yt(u)|pt(u)ν(du)) = E(|yt(τ)|) <
∞, which implies that E(|yt(u)|pt(u)) <∞, for ν-almost every u ≥ 0.
When working with progressive enlargement, it is useful to introduce the Azéma super-
martingale G (more precisely, the (P,F)-Azéma supermartingale associated with τ), deﬁned
by




Note that G is (P,F)-supermartingale and that it does not vanish, since p is positive. We
also deﬁne G(·) by




which is a (deterministic) continuous decreasing function, and does not vanish, the support
of ν being R+.
The following proposition provides a formula for computing conditional expectation with
respect to progressively enlarged ﬁltration. We refer to El Karoui et al. [46, Thm. 3.1] for
analogous computations.
Proposition 1.7. Let Y τt = yt(τ) be a Gτt -measurable, P-integrable random variable. Then,
for s ≤ t,


















for u ≤ s . (1.8)
Proof. From Proposition 1.3(ii), E(yt(τ) |Gs) can be written in the form y˜s1s<τ + ŷs(τ)1τ≤s.
Thus, 1s<τE(Y τt |Gs) = 1s<τ y˜s for some Fs-measurable random variable y˜s. Taking expec-
tation given Fs yields to
E (Y τt 1s<τ |Fs) = y˜sP(τ > s |Fs) = y˜sGs ,
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As for the second equality, by applying Proposition 1.6,















Remark 1.4. Without any assumption on the random time τ (neither E-hypothesis nor
non-atomicity of ν), one has, for any P-integrable random variable Y ,
1t<τE(Y |Gt) = 1t<τ 1
Gt
E(Y 1t<τ |Ft) ,
provided that Gt does not vanish. This result can be found in Dellacherie [38, Chap. V, Sec.
5], and was applied in credit risk modeling by Bielecki, Jeanblanc and Rutkowski under the
name of the Key Lemma (see [11, Lemma 3.1.2], for instance). 
In the same way, for s > t, one obtains E(Y τt |Gs) = 1Gs
∫∞
s yt(u)ps(u)ν(du)1s<τ +yt(τ)1τ≤s.
As an application of Proposition 1.7, projecting the martingale L (deﬁned earlier as Lt =
1
pt(τ)
, t ≥ 0) on G yields to the corresponding Radon-Nikodým density on G:
dP∗ |Gt = `t dP |Gt ,
with















Remark 1.5. Under the probability P∗, the Azéma supermartingale associated to τ being
the continuous decreasing function G(·) deﬁned in 1.7, has a trivial Doob-Meyer decompo-
sition G(t) = 1 − A∗t with A∗t =
∫ t
0 ν(du). So, A
∗∞ = 1 and in particular τ can not be an
honest time: Recall that under Assumption 1.1, τ avoids the F-stopping times, therefore,
from a result due to Azéma [4], if τ is an honest time, the random variable A∗∞ should have
the exponential law with parameter 1, which is not the case. (Note that the notion of honest
time does not depend on probability measure.) 
We conclude this section with the following two propositions, concerning the predictable
projection, respectively on F and on G, of a Gτ -predictable process. For clarity, the left-
hand side superscript (pF) denotes the predictable projection on F, while the left-hand
side superscript (pG) indicates the predictable projection on G.
The ﬁrst result is due to Jacod [64, Lemme 1.10].
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Proposition 1.8. Let Y τ = y(τ) be a Gτ -predictable, non-negative or bounded, process.
Then, the predictable projection of Y τ on F is given by




Proof. It is obtained by a monotone class argument and by using the deﬁnition of the
conditional density of τ , writing, for elementary processes, Y τt := ytf(τ), with y a bounded
F-predictable process and f a bounded Borel function. For this, we refer to the proof of
Lemma 1.10 in Jacod [64].
Proposition 1.9. Let Y τ = y(τ) be a Gτ -predictable, non-negative or bounded, process.
Then, the predictable projection of Y τ on G is given by





yt(u)pt−(u)ν(du) + 1τ<tyt(τ) .
Proof. First, note that since Y τ = y·(τ) is Gτ -predictable, from Proposition 1.4(i), the
process (yt(u), t ≥ 0) is F-predictable, for every u. Hence, from Proposition 1.4(ii), the
process (yt(τ)1τ<t, t ≥ 0) is G-predictable. Thus
(pG)(Y τ1(τ,∞))t = (pG)(y.(τ)1(τ,∞))t = yt(τ)1τ<t . (1.9)
Next, from Proposition 1.4(ii), (pG)Y τ being G-predictable, one has (pG)Y τt 1t≤τ = y˜t1t≤τ ,
for some F-predictable process y˜. So, from one hand,
(pF)((pG)(Y τ )1[0,τ ])t = (pF)(y˜1[0,τ ])t = y˜t (pF)(1[0,τ ])t = y˜tGt− .




























Finally, from (1.9) and (1.10),
(pG)(Y τ )t =
(pG)(Y τ1[0,τ ] + Y τ1(τ,∞))t = 1t≤τ 1Gt−
∫ ∞
t
yt(u)pt−(u)ν(du) + 1τ<tyt(τ) .
Remark 1.6. If (t, ω, u) → yt(ω, u) is an O(F) ⊗ B(R+)-measurable, non-negative or











yt(u)pt(u)ν(du) + 1τ≤tyt(τ) .
The ﬁrst equality has been proved in Amendinger's thesis [1, Lemma 1.2]. 
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1.5 Martingales' characterization
The aim of this section is to characterize (P,Gτ ) and (P,G)-martingales in terms of (P,F)-
martingales.
The following lemma will be useful in the sequel:
Lemma 1.10. Let Y τt = yt(τ) be a P-integrable Gτt -measurable random variable. If Y τt =
0 P-a.s. then, for ν-almost every u ≥ 0, yt(u) = 0 P-a.s.
Proof. We have, by applying Fubini-Tonelli's Theorem,
0 = E







0 |yt(u)| pt(u)ν(du) = 0 P-a.s. and, given that |yt(u)| pt(u) is non-negative, we have
that for ν-almost every u ≥ 0, yt(u) = 0 P-a.s.
Proposition 1.11. Characterization of (P,Gτ )-martingales
A process Y τ = y(τ) is a (P,Gτ )-martingale if and only if (yt(u)pt(u), t ≥ 0) is a (P,F)-
martingale, for ν-almost every u ≥ 0.
Proof. The suﬃciency is a direct consequence of Proposition 1.3(i) and Proposition 1.6(ii).
Conversely, assume that y(τ) is a Gτ -martingale. Then, for s ≤ t, from Proposition 1.6(ii),











Passing to the progressive enlargement setting, we state and prove a martingale characteri-
zation result, essentially established by El Karoui et al. in [46] (see Theorem 5.7).
Proposition 1.12. Characterization of (P,G)-martingales
A G-adapted process Yt := y˜t1t<τ + ŷt(τ)1τ≤t, t ≥ 0, is a (P,G)-martingale if and only if
the following two conditions are satisﬁed
(i) for ν-almost every u > 0,
(
ŷt(u)pt(u), t ≥ u
)
is a (P,F)-martingale;
(ii) the process m = (mt, t ≥ 0), given by






Proof. For the necessity, in a ﬁrst step, we show that we can reduce our attention to the
case where Y is uniformly integrable: indeed, let Y be a (P,G)-martingale. For any T , let
Y (T ) = (Yt∧T , t ≥ 0) be the associated stopped martingale, which is uniformly integrable
Assuming that the result is established for uniformly integrable martingales will prove that
the processes in (i) and (ii) are martingales up to time T . Since T can be chosen as large
as possible, we shall have the result.
Assume that Y is a uniformly integrable (P,G)-martingale. From Proposition 1.1(ii), Yt =
E(Y τt |Gt) for some (P,Gτ )-martingale Y τ . Proposition 1.11, then, implies that Y τt = yt(τ),
where for ν-almost every u ≥ 0 the process (yt(u)pt(u), t ≥ 0) is a (P,F)-martingale. One,
then, has
1τ≤tŷt(τ) = 1τ≤tYt = 1τ≤tE(Y τt |Gt) = E(1τ≤tY τt |Gt) = 1τ≤tyt(τ) ,
which implies, in view of Lemma 1.10, for ν-almost every u ≤ t, the identity yt(u) =
ŷt(u) holds P-almost surely. So, (i) is proved. Next, Y being a (P,G)-martingale, its
projection on the smaller ﬁltration F, namely the process m in (1.11), is a (P,F)-martingale
(cf. Proposition 1.1 (i)).
Conversely, assuming (i) and (ii), we verify E(Yt |Gs) = Ys for s ≤ t. We start by noting
that, from Remark 1.4,
E(Yt |Gs) = 1s<τ 1
Gs
E(Yt1s<τ |Fs) + 1τ≤sE(Yt1τ≤s |Gs) . (1.12)
We then compute the two conditional expectations in (1.12):








ŷs(u)ps(u)ν(du) = Gsy˜s ,
where for the second equality we used (1.3), with yt(u) = ŷt(u)1u≤s therein. The third
equality is obtained using the condition (ii) and (i), respectively, for the ﬁrst and the second
term.
Also, an application of Proposition 1.7 yields to











where the next-to-last identity holds in view of the condition (ii).
One can formulate the above characterization result for (P,G)-martingales, in a slightly
diﬀerent way:
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Corollary 1.13. A G-adapted process Yt := y˜t1t<τ+ŷt(τ)1τ≤t, t ≥ 0, is a (P,G)-martingale
if and only if
(i) for ν-almost every u > 0,
(







0 ŷu(u)pu(u)ν(du), t ≥ 0
)
is a (P,F)-martingale.
Proof. In view of Proposition 1.12, it suﬃces to show that conditions (ii') and (ii) are
equivalent, assuming the condition (i). To this end, we note that assuming (i), the process








is a (P,F)-martingale, which implies the equivalence of (ii') and (ii).
Recall from Proposition 1.1(ii), that if F˜ is an enlargement of F, any uniformly integrable
F-martingale is the projection of some F˜-martingale. The uniformly integrability condition
is, however, a suﬃcient condition, as we can see in the following example.












Using Proposition 1.12 (resp. Proposition 1.11), one can check that X (resp. Xτ ) is a (P,G)-
martingale (resp. (P,Gτ )-martingale). Also, applying Proposition 1.7 (resp. Proposition
1.6), one has E(Xt |Ft) = xt (resp. E(Xτt |Ft) = xt).
Similarly, one can verify that the process Y , deﬁned by Yt = 1t<τ
xt
Gt
, is a (P,G)-martingale
and E(Yt |Ft) = xt. This shows that we do not have uniqueness in Proposition 1.1(ii).
1.6 Canonical decomposition
As we mentioned in Introduction, one of the ﬁrst questions in the theory of enlargement
of ﬁltrations was:  Whether every F-martingale remains a semimartingale with respect to
a larger ﬁltration F˜ . If this property holds, it is said that the H′-hypothesis is satisﬁed
between ﬁltrations F and F˜.
In this section, we show that under Assumption 1.1, the H′-hypothesis holds between F
and the initially enlarged ﬁltration Gτ and, also, between F and the progressively enlarged
ﬁltration G. We also provide the canonical decomposition of an F-local martingale as a
(special) semimartingale in Gτ and in G.
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1.6.1 General results
For the progressively enlarged ﬁltration and before the random time τ , the problem was
solved in Jeulin and Yor [72]. They proved that, without any condition on the random time
τ , every F-martingale stopped at time τ is a (special) G-semimartingale. More precisely,
they showed that if x is an F-martingale, then there exists a G-martingale Y such that
xt∧τ = Yt +
∫ t∧τ
0
d〈x, µ〉s + dBs
Gs−
, (1.13)
where µ is the martingale part in the Doob-Meyer decomposition of the Azéma supermartin-
gale G, and B is the F-dual predictable projection of the process (∆xτ1τ≤t, t ≥ 0). (In our
setting, τ avoids the F-stopping times and thus, the jump term ∆xτ is null and B vanishes.)
Necessary and suﬃcient conditions for H′-hypothesis have been established in Jeulin [71,
Chap II], in general case.
Later, in 1985, suﬃcient conditions for the H′-hypothesis were proposed in Yor [103], for
both initially and progressively enlarged ﬁltrations and the corresponding canonical decom-
positions were obtained. We shall give an overview of Yor's framework in Subsection 1.6.3
below.
At the same time, Jacod [64] proposed another suﬃcient condition for H′-hypothesis, be-
tween F and the initially enlarged ﬁltration Gτ . More precisely, Jacod proved that as-
suming the J -hypothesis (cf. Deﬁnition 1.2), if x is an F-martingale, then there exists a









The rigorous results concerning the deﬁnition and the existence of 〈x, p.(τ)〉 have been
provided in [64], and will be brieﬂy mentioned below.
As for the progressively enlarged ﬁltrations, the H′-hypothesis and the corresponding canon-
ical decomposition has been established in Jeanblanc and Le Cam [66], under the J -
hypothesis. Their result is stated in the following proposition, with a proof based on the
results of Jeulin and Yor [72] and Jacod [64]:
Proposition 1.14. Under the J -hypothesis, any (P,F)-local martingale x is a (P,G)-
semimartingale with canonical decomposition
xt = Xt +
∫ t∧τ
0








for some (P,G)-local martingale X, and where the process B is as in (1.13).
Proof. Let x be an F-martingale. Writing xt = xt∧τ +(xt−xt∧τ ) and using equations (1.13)
and (1.14), one has
xt = Yt +
∫ t∧τ
0
d〈x, µ〉s + dBs
Gs−







where Y is a G-martingale (as in (1.13)) and Xτ is a Gτ -martingale (as in (1.14)). Now,
since τ is a Gτ -stopping time and Xτ is a Gτ -martingale, the stopped process (Xτt∧τ , t ≥ 0)





, and noting that the integral terms in equation (1.16) are Gt-measurable,
we obtain (1.15).
1.6.2 Results under E-hypothesis
Here, our aim is to recover, in an alternative manner, the canonical decomposition of an F-
martingale in both initially and progressively enlarged ﬁltrations Gτ and G, under Assump-
tion 1.1. As opposed to the above proposition, our proof for the canonical decomposition of
an F-martingale in G, will not be based on the result of Jeulin and Yor [72]. (cf. the proof
of Proposition 1.17)
We will need the following technical result, concerning the existence of the predictable
bracket 〈x, p.(u)〉. From Theorem 2.5 a) in Jacod [64], it follows immediately that, under the
equivalence assumption, for every (P,F)-(local)martingale x, there exists a ν-negligible set
B (depending on x), such that 〈x, p.(u)〉 is well-deﬁned for u /∈ B. Hereafter, by 〈x, p.(τ)〉s




Furthermore, according to Theorem 2.5 b) in Jacod [64], under the E-hypothesis, there exists
an F-predictable increasing process A and a P(F)⊗ B(R+)-measurable function (t, ω, u)→





(The two processes A and k depend on x, however, to keep simple notation, we do not write
A(x) nor k(x).) Moreover,∫ t
0
|ks(τ)|dAs < ∞ a.s., for any t > 0. (1.18)
Proposition 1.15. Canonical Decomposition in Gτ









for some (P,Gτ )-local martingale Xτ .
Proof. In view of Remarks 1.3(i), if x is a (P,F)-martingale, it is a (P∗,Gτ )-martingale, too.
Noting that dPdP∗ = pt(τ) on Gτt , Girsanov's theorem tells us that the process Xτ , deﬁned by






is a (P,Gτ )-martingale.
Now, any F-local martingale is a G-adapted process and a Gτ -semimartingale (from Proposi-
tion 1.15), so in view of Stricker's Theorem [100], it is also a G-semimartingale. The following
proposition aims to obtain the G-canonical decomposition of an F-local martingale. We refer
to Jeanblanc and Le Cam [66] for an alternative proof.
We need some preliminary results.
The Azéma supermartingale G, introduced in Equation (1.6), admits the Doob-Meyer de-
composition Gt = µt −At, t ≥ 0, where µ and A are, respectively, the F-martingale and the








(see, e.g., Jeanblanc and Le Cam [66, Prop. 2.1] or Section 4.2.1 in El Karoui et al. [46]).
The following lemma provides a formula for the predictable quadratic covariation process
〈x,G〉 = 〈x, µ〉 in terms of the conditional density p.
Lemma 1.16. Let x be an F-martingale and µ the F-martingale part in the Doob-Meyer








where k and A were introduced in Equation (1.17).













































〈x, p·(u)〉t ν(du) +
∫ t
0
(〈x, p·(u)〉u − 〈x, p·(u)〉t) ν(du) .
To verify (1.21), it suﬃces to show that the process xµ − ξ is an F-local martingale (since
ξ is a predictable, ﬁnite variation process). By deﬁnition, for ν-almost every u ∈ R+, the




0 pt(u)ν(du) for every t ≥ 0, a.s., we have










〈x, p·(u)〉t ν(du) +
∫ t
0










pu(u)(xt − xu)ν(du) .
The ﬁrst two terms are martingales (because of martingale property of m(u)). As for the



















and we have, indeed, proved that xµ− ξ is an F-local martingale.
We are now ready to prove the following proposition on canonical decomposition in G of
a F-martingale. Notice that Proposition 1.14 was presented under the weaker assumption
J -hypothesis, however, the proof was based on the results of Jeulin and Yor [72] and Jacod
[64]. Proposition 1.17, below, is stated under (more restrictive) Assumption 1.1, that is the
E-hypothesis and the non-atomicity of τ , but is directly proved projecting (1.19) on the
progressively enlarged ﬁltration G.
Proposition 1.17. Canonical Decomposition in G
Any (càdlàg) (P,F)-local martingale x is a (P,G)-semimartingale with canonical decomposi-
tion











where X is a (P,G)-local martingale.
Proof. From Proposition 1.15, any F-local martingale x can be decomposed as x = Xτ +C














(o)Ct − C(p)t + C(p)t ,
where the left-hand side superscript (o) indicates the optional projection (on G) and where
the right-hand side superscript (p) denotes the dual predictable projection (on G). Now,
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the process X :=(o)Xτ +
(
(o)C − C(p)) is the sum of two G-martingales, hence it is a G-
martingale. From classical results on the predictable projection of processes (see for instance













ks(u)ps−(u)ν(du) + 1τ<sks(τ) . (1.24)
Thus, substituting (1.24) in (1.23) and using Lemma 1.16, one obtains decomposition (1.22).
Remark 1.7. Under E-hypothesis, immersion property is equivalent to pt(u) = pu(u), t ≥ u
(cf. Jeanblanc and Le Cam [66, Corollary 3.1]). In particular, as expected, under immersion
property, the canonical decomposition's formulae in Propositions 1.15 and 1.17 are trivial.

Recall (from Remark 1.2) that under the probability P∗, the random time τ is independent
of the ﬁltration F. Thus, F is immersed in G and in Gτ , under P∗ (for more details in
this regard, cf. Proposition 1.26). In the following lemma, we will show that under the
probability P∗, H′-hypothesis holds between G and Gτ , but G is not immersed in Gτ .
Before stating the lemma, we need to recall some useful facts concerning the compensated
martingale of the indicator process H (see, for example, El Karoui et al. [46]). Let H stand
for the indicator process associated with τ , that isHt := 1τ≤t. We denote by H = (Ht, t ≥ 0)
the natural ﬁltration of H. Thus, the ﬁltration G deﬁned by (1.2) is (the right-continuous
regularization) of the ﬁltration F ∨H. The process M deﬁned as
Mt := Ht −
∫ t∧τ
0




, is a (P,G)-martingale and
M∗t := Ht −
∫ t∧τ
0
λ∗(s) ν(ds), t ≥ 0, (1.26)
with λ∗(t) = 1G(t) , is a (P
∗,G)-martingale. Furthermore, since λ∗ is deterministic,M∗ (being
H-adapted) is a (P∗,H)-martingale, too.
Lemma 1.18. Any (P∗,G)-martingale X∗ is a (P∗,Gτ )-semimartingale which can have a
non-null bounded variation part.
Proof. In all the proof, we work under P∗. The result follows immediately from Proposition
1.12 (under P∗), noticing that the (P∗,G)-martingale Y ∗ can be written as Y ∗t = y˜∗t 1t<τ +
ŷ∗t (τ)1τ≤t. Therefore, in the ﬁltration Gτ , it is the sum of two Gτ -semimartingales: the
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processes 1t<τ and 1τ≤t are Gτ -semimartingales, as well as the processes y˜, ŷ∗(τ). Indeed,
from Proposition 1.12, recalling that the (P∗,F)-conditional density of τ is a constant equal
to one, we know that, for every u > 0,
(
ŷ∗t (u), t ≥ u
)





u(u)ν(du), t ≥ 0
)
is an F-martingale, hence y˜∗ is a G-semimartingale).
It can be noticed that the (P∗,G)-martingale M∗ (deﬁned in 1.26), is such that M∗t is, for
any t, a Gτ0 -measurable random variable. Therefore, M∗ is not a (P∗,Gτ )-martingale, since,
for s ≤ t, E(M∗t |Gτs ) = M∗t 6= M∗s , but is a bounded variation Gτ -predictable process, hence
a Gτ -semimartingale with null martingale part. In other terms, H is not immersed in Gτ
under P∗.
Using Girsanov's theorem, one can show that under the probability P, the H′-hypothesis
holds between G and Gτ : A (P,G)-martingale is a (P∗,G)-semimartingale (from Girsanov's
theorem), thus also a (P∗,Gτ )-semimartingale in view of Lemma 1.18. By another use of
Girsanov's theorem, it is thus a (P,Gτ )-semimartingale.
1.6.3 Comparing with Yor's results
Assuming that F-martingales are continuous, Yor [103] has proposed interesting suﬃcient
conditions under which H′-hypothesis holds between F and Gτ and also between F and G.
He has then obtained the corresponding canonical decompositions.
For any bounded Borel function g : R+ → R, let (pit(g), t ≥ 0) denote the continuous version
of the F-martingale (E(g(τ) |Ft), t ≥ 0). Then, there exists a kernel (a predictable family of
σ-ﬁnite measures) (pit(du), t ≥ 0) on R+, such that pit(g) =
∫
R+ pit(du)g(u). Assuming
(Y1) there exists a kernel (p˙it(du), t ≥ 0) and an F-martingale m, such that




(Y2) there exists a P(F)⊗ B(R+)-measurable function ρ, such that
p˙is(du) = ρs(u)pis(du) d〈m〉 ⊗ dP a.s.
and under some technical assumptions, Yor has proved that any F-martingale x is a special







where Xτ is a Gτ -martingale.
Now, we consider the intersection of Yor's setting with our framework, and we verify
that, in this case, one has the same formulae for the canonical decomposition in Gτ of an
F-martingale (as it should be).
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From the other hand, assuming the E-hypothesis, i.e., pis(du) = ps(u)ν(du) where (s, ω, u)→




is bounded, and using the stochastic Fubini theorem (see for example [92] Chapter IV, Thm

















Thus, the conditional density p satisﬁes,




which implies that for any F-martingale x,




that is, the formulae for canonical decomposition coincide in both settings (cf. Proposition
1.15 and Equation (1.27)).
1.7 Predictable representation theorems
The aim of this section is to establish Predictable Representation Theorem (PRT hereafter)
in the enlarged ﬁltrations G and Gτ . To this end, we make the assumption that there
exists a (P,F)-local martingale z (possibly multidimensional), such that the Predictable
Representation Property (PRP hereafter) holds in (P,F). Notice that z is not necessarily
continuous.
Beforehand, we introduce some notation: Mloc(P,F) denotes the set of (P,F)-local martin-





<∞, ∀ t ≥ 0. (1.29)
Also, for a generic ﬁltration A and a generic probability measure Q on (Ω,A) and for
a (Q,A)-local martingale m, we denote by L(m,Q,A) the set of A-predictable processes
which are integrable with respect to m (in the sense of local martingale), namely (see, e.g.,
Deﬁnition 9.1 and Theorem 9.2. in [59])
L(m,Q,A) =
{









Assumption 1.2. PRT for (P,F)
There exists a process z ∈Mloc(P,F) such that every x ∈Mloc(P,F) can be represented as




for some ϕ ∈ L(z,P,F).
We start investigating what happens under the measure P∗, in the initially enlarged ﬁltration
Gτ .
Notice that under H-hypothesis, Kusuoka [77] has established a PRT for the progressively
enlarged ﬁltration, stipulating Assumption 1.2 with z a Brownian motion.
As for the initially enlarged ﬁltrations, under the equivalence assumption in [0, T ] and as-
suming a PRT in the reference ﬁltration F, Amendinger (see [1, Th. 2.4]) proved a PRT
in (P∗,Gτ ), and extended this result to (P,Gτ ), under the additional assumption that the
underlying (local) martingale in the reference ﬁltration F is continuous. The general result is
due to Grorud and Pontier [58, Prop. 4.3], where they established, under the E-hypothesis,
a PRT for (P,Gτ )-local martingales, in the case where the ﬁltration F consists of a point
process and a continuous martingale (typically a Brownian motion).
Proposition 1.19. PRT for (P∗,Gτ )







where Φτ ∈ L(z,P∗,Gτ ). In the case where Xτ ∈M2(P∗,Gτ ) , one has E∗( ∫ t0 (Φτs)2d[z]s) <
∞, for all t ≥ 0 and the representation is unique.
Proof. From Theorem 13.4 in [59], it suﬃces to prove that any bounded martingale admits
a predictable representation in terms of z. Let Xτ ∈Mloc(P∗,Gτ ) be bounded by K. From
Proposition 1.11 Xτt = xt(τ), where, for ν-almost every u ∈ R+, the process
(
xt(u), t ≥ 0
)
is a (P∗,F)-martingale, hence a (P,F)-martingale. Thus, Assumption 1.2 implies that (for
ν-almost every u ∈ R+)




where (ϕt(u), t ≥ 0) is an F-predictable process.
The process Xτ being bounded by K, from Lemma 1.10 applied to
( |xt(τ)|−K)+, it follows













) ≤ E∗(x2t (u)) ≤ K2 .
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))1/2 ≤ ∫ ∞
0
ν(du)K = K .
The process Φτ deﬁned by Φτt = ϕt(τ) is Gτ -predictable, according to Proposition 1.4(i)
and satisﬁes (1.30), with X0(τ) = x0(τ), and belongs to L(z,P∗,Gτ ).










= E∗(Xτt −Xτ0 )2 <∞ .
Also, from this last equation, if Xτ ≡ 0 then Φτ ≡ 0 from which the uniqueness of repre-
sentation follows.
Passing to the progressively enlarged ﬁltrationG, which consists of two ﬁltrations, G = F∨H,
intuitively one needs two martingales to establish a PRT. Apart from z, intuition tells us
that a candidate for the second martingale might be the compensated martingale of the
indicator process H, that was introduced, respectively under P (it was denoted by M) and
under P∗ (denoted by M∗), in Equation (1.25) and in Equation (1.26).
Proposition 1.20. PRT for (P∗,G)
Under Assumption 1.2, every X ∈Mloc(P∗,G) admits a representation









for some processes Φ ∈ L(z,P∗,G) and Ψ ∈ L(M∗,P∗,G). Moreover, if X ∈ M2(P∗,G) ,













and the representation is unique.
Proof. It is known that any (P∗,H) local martingale ξ can be represented as ξt = ξ0 +∫ t
0 ψsdM
∗
s for some process ψ ∈ L(M∗,P∗,H) (see, e.g., the proof in Chou and Meyer [35]).
Notice that ψ has a role only before τ , so that, it can be chosen deterministic, in view of
Proposition 1.4(ii) (with F the trivial ﬁltration, therein).
Under P∗, we then have
• the PRP holds in F with respect to z,
• the PRP holds in H with respect to M∗,
• the ﬁltration F and H are independent.
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From classical literature (see Jeanblanc et al. [70, Lemma 9.5.4.1(ii)], for instance) the
ﬁltration G = F ∨H enjoys the PRP under P∗ with respect to the pair (z,M∗).
Now suppose that X ∈M2(P∗,G). We ﬁnd




























where in the last equality we used Itô's isometry. The cross-product term in the last equality
is zero due to the orthogonality of z and M∗ (under P∗). From this inequality, the desired
integrability conditions hold and the uniqueness of the representation follows (as in the
previous proposition).
Remark 1.8. In order to establish a PRT for initially enlarged ﬁltration Gτ and under P∗,
one could have proceed as in the proof of Proposition 1.20, noting that any martingale ξ in
the constant ﬁltration σ(τ) satisﬁes ξt = ξ0 + 0 and that under P∗ the two ﬁltrations F
and σ(τ) are independent. 
Proposition 1.21. PRT under P
Under Assumption 1.2, one has:









where Zτ is the martingale part in the Gτ -canonical decomposition of z and Φ ∈ L(Zτ ,P,Gτ ).
(ii) Every X ∈Mloc(P,G) can be represented as







where Z is the martingale part in the G-canonical decomposition of z, M is the (P,G)-
compensated martingale associated with H and Φ ∈ L(Z,P,G) and Ψ ∈ L(M,P,G).
Proof. The assertion (i) (resp. (ii)) follows from Proposition 1.19 (resp. Proposition 1.20)
and the stability of PRP under an equivalent change of measure (see for example Theorem
13.12 in [59]). For part (ii), it is important to note that, if z is a (P,F)-martingale, it is
a (P∗,G)-martingale, too. Hence, by a Girsanov type transformation, Z deﬁned as dZt :=
dzt − 1`∗t− d〈z, `
∗〉t, Z0 = z0, is a (P,G)-martingale, where `∗ := 1/` is a (P∗,G)-martingale
(in fact dP |Gt = `∗t dP∗ |Gt). From the uniqueness of the canonical decomposition of the
(P,G)-semimartingale z (which is indeed special) and from Proposition 1.17, it follows that
the (P,G)-martingale Z is in particular given by












The PRP for the progressively enlarged ﬁltration with a random time (i.e., part (ii) of the
above proposition), has been ﬁrst presented by Jeanblanc and Le Cam [67]. Our proof has
the advantage that it can be straightforwardly generalized to the multidimensional case, as
will be discussed in Section 1.10.
We end this section with an example in which the coeﬃcients in representation theorem for
(P,G) can be found explicitly in terms of that of (P∗,G):
Example 1.2. Consider a P-Brownian motion w and an inhomogeneous P-Poisson process
n with deterministic intensity δ(t). Assume that w and n are independent and let F = Fw,n
stand for the natural ﬁltration of w and n. Let n∗ be the compensated martingale associated
with n, that is n∗t = nt −
∫ t
0 δ(s)ds. Since δ is deterministic, F also coincides with F
w,n∗ .
It is known in the literature (see for instance [70, Thm 10.2.6.1]), that any x ∈ M2(P,F)
admits a unique representation













ϕ2sds <∞ , E
∫ t
0
γ2sδ(s)ds <∞ ∀t ≥ 0 .
So, Assumption 1.2 holds with z = (w, n∗), therein. One can then apply the results, stated
in this section.
We denote by `∗ the Radon-Nikodým density of P with respect to P∗ on G, that is dPdP∗
∣∣
Gt =













where a, b and c are G-predictable processes with bt > −1.
Now, let X be a (P,G)-martingale. So, X∗, deﬁned by X∗t = Xt`∗t , is a (P∗,G)-martingale












where Φ∗, Γ∗ and Ψ∗ are G-predictable.
From Girsanov's theorem, the processes W , N and M given by
dWt = dwt − 1
`∗t−












d〈M∗, `∗〉t = dM∗t − (1−Ht)λ∗t ctν(dt) ,
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are (P,G)-martingales. Note that the independence (under P∗) of processes w, n∗ and M∗
was used to compute the predictable quadratic covariation terms appeared in the above
expression.
Since X is a (P,G)-martingale, from Proposition 1.21,
dXt = ΦtdWt + ΓtdNt + ΨtdMt .
for some G-predictable processes Φ, Γ and Ψ, to be identiﬁed below.
From identities in (1.31), the P∗-dynamics of X are





with d∆t = atΦtdt+ δ(t)btΓtdt+ (1−Ht)λ∗t ctΨtν(dt).
Now, applying integration by parts formula,
d(Xt`
∗



























from which it follows
d(Xt`
∗















ctXt− + (1 + ct)Ψt
)
dM∗t .












In this section, we consider probability measures locally equivalent to P on both initially
and progressively enlarged ﬁltrations Gτ and G. We then study the characteristics of the
random time τ (such as its conditional density, Azéma supermartingale and intensity) after
an equivalent change of measure.
To this end, we study the corresponding Radon-Nikodým densities, using the martingales'
characterization results of Section 1.5.
For the sake of simplicity in vocabulary, for a generic ﬁltration A = (At, t ≥ 0) on (Ω,A,P),
we shall say that a process x is a (P,A)-Radon-Nikodým density if x is a positive (P,A)-
martingale with E(xt) = 1. It is well-known that any (P,A)-Radon-Nikodým density x
deﬁnes a probability measure Q locally equivalent to P on A via dQ |At = xtdP |At .
46
Proposition 1.22. Girsanov's Theorem for Gτ
Suppose that for ν-almost every u ≥ 0 the process (yt(u), t ≥ 0) is a (P,F)-Radon-Nikodým
density. Then, the process Y τ deﬁned by Y τt =
yt(τ)
pt(τ)
is a (P,Gτ )-Radon-Nikodým density.


















Proof. Since for ν-almost every u ≥ 0, the process (yt(u)pt(u)pt(u), t ≥ 0) = (yt(u), t ≥ 0)
is a (P,F)-martingale, in view of Proposition 1.11, Y τ is a (P,Gτ )-martingale. Also, by
deﬁnition, Y τ is positive. Furthermore, since (for ν-almost every u ≥ 0) y0(u) = 1,






ν(du) = 1 .
Thus, Y τ is a (P,Gτ )-Radon-Nikodým density.
Next, using Bayes' formula (and noting that 1τ>θ ∈ Gτ0 ⊆ Gτt ),






















E(Y τt ) = 1.
Now, letting t = 0 yields to Q(τ > θ) =
∫∞
θ ν(du), that is ν is also the law of τ under Q.
Thus, Equation (1.32) shows that q is indeed the (Q,F)-conditional density of τ .
Projecting on G, one recovers the corresponding result for progressively enlarged ﬁltration,
due to El Karoui et al. [46, Thm 6.1].
Proposition 1.23. Girsanov's Theorem for G
Let for ν-almost every u ≥ 0, the process (yt(u), t ≥ 0) be a (P,F)-Radon-Nikodým density.














Gt = Yt . (1.34)














(P,Gτ )-Radon-Nikodým density. Now, from Proposition 1.7, the process Y given by (1.33),
satisﬁes Yt = E(Y τt |Gt). So, Y is a positive (P,G)-martingale with E(Yt) = 1, and thus it is
a (P,G)-Radon-Nikodým density. One can then extend the deﬁnition of Q given in (1.34),












More generally, any (P,G)-Radon-Nikodým density Y is of the form Yt = 1t<τ y˜t+1τ≤tŷt(τ),
where
1. y˜ and ŷ satisfy the conditions (i) and (ii) in Proposition 1.12 (equivalent to the (P,G)-
martingale property of Y ),
2. y˜ is a positive process and ŷ a family of processes (equivalent to positiveness of Y),
3. y˜ starts from one (equivalent to Y0 = 1).




Gt = Yt = 1t<τ y˜t + 1τ≤tŷt(τ) , (1.35)
for some process y˜ and some family ŷ satisfying condition 1, 2 and 3 above.
The aim of the following proposition is to study the impact of the change of probability
measure on the Azéma supermartingale, conditional density and intensity of τ .
Beforehand, it needs to be noted that ŷt(u) was only deﬁned for u ≤ t. However, one can
extend this family on u > t, by deﬁning ŷt(u) =
1
pt(u)
E(pu(u)ŷu(u) |Ft). Then, for ν-almost
every u ≥ 0, the process (ŷt(u)pt(u), t ≥ 0) is a (P,F)-martingale.
Proposition 1.24. Consider a process y˜ and a family ŷ, satisfying conditions 1, 2 and 3
above. Let P1 be the probability measure, deﬁned by (1.35). Then,
(i) the (P1,F)-Azéma supermartingale of τ is G1t = 1mt y˜tGt with




(ii) the P1-law of τ is P1(τ ∈ dt) = ŷ0(t)ν(dt) ,
(iii) the (P1,F)-conditional density of τ with respect to ν is given by p1t (θ) = 1mt ŷt(θ)pt(θ).
(iv) the intensity of τ is λ1t =
ŷt(t)
y˜t
λt , in the sense that, (Ht −
∫ t
0 (1−Hu)λ1uν(du), t ≥ 0) is
a (P1,G)-martingale.
Proof. (i) Using Bayes' formula, one has





(ii) By conditioning and then using Bayes' formula, one yields






Now, since m is a (P,F)-martingale (from Proposition 1.12(ii)) with m0 = 1, one has
















where we used the martingale property of (ŷt(u)pt(u), t ≥ 0) to obtain the last equality.
Noting that p0(u) = 1, one then has P1(τ > dt) = 1−
∫ t
0 ŷ0(u)ν(du), and the result follows.
(iii) For θ ≤ t, using Bayes' formula,








Thus, for θ ≤ t, one has p1t (θ) = 1mt ŷt(θ)pt(θ). For θ > t, using the fact that (p1t (θ), t ≥ θ)
is a (P1,F)-martingale and applying Bayes's formula, one has









E(pθ(θ)ŷθ(θ) |Ft) = 1
mt
pt(θ)ŷt(θ) ,
where the last equality holds from the deﬁnition of ŷt(θ) for t < θ.




The formulation and idea of proof of the above proposition, is due to El Karoui, Jeanblanc
and Jiao.
Remark 1.9. The random time τ has the same intensity under P and P1 if and only if Y is
continuous at τ , that is, if y˜t = ŷt(t) for every t ≥ 0. If Y jumps at τ , its jump size eﬀects
the intensity according to λ1t = (1 +
∆Yt
Yt− )λt. 
This observation motivates us to characterize Radon-Nikodým densities via a multiplicative
decomposition. As we will show in Proposition 1.25, any positive (P,G)-martingale Y can
be uniquely decomposed as product of two positive G-martingales: Yt = NtCt, where
N is a pure jump martingale with only one jump at τ ,
C is a martingale continuous at τ .
Proposition 1.25. Any positive G-martingale Y can be uniquely decomposed as product of
two positive G-martingales: Y = NC, where N is a pure jump martingale with only one
jump at τ and C is continuous at τ .
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Proof. Let Yt = y˜t1t<τ + ŷt(τ)1τ≤t be a G-martingale and let λ be the intensity of τ .












(1 + γu) = n̂u(u) ,
and we check that N is a (P,G)-martingale: Since n̂t(u) does not depend on t, the process(
n̂t(u)pt(u), t ≥ u
)


















where, as before, µ is the martingale part in the Doob-Meyer decomposition of G, that is,
Gt = µt −
∫ t
0 pu(u)ν(du). Thus, from Corollary 1.13, the process N is a (P,G)-martingale.
Applying Itô's formula to Nt = (1−Ht)n˜t +Htn̂t(τ) yields to
dNt = γte
− ∫ t0 γsλsν(ds)(dHt − (1−Ht)λtν(dt)) = γte− ∫ t0 γsλsν(ds)dMt ,
and noting that the martingale M is constant on the event {τ ≤ t}, one obtains dNt =
γtNt−dMt, so, N is a positive pure jump G-martingale with only one jump at τ .













so that Y = NC. Since 1 + γt =
ŷt(t)
y˜t
, one has c˜t = ĉt(t) and so C is continuous at τ .
Using the martingales' characterization result, presented in Proposition 1.12, we verify that
the process C is indeed a G-martingale:
From Proposition 1.12, the process Y , being a G-martingale, satisﬁes two conditions:
(i) for ν-almost every u > 0, the process
(
ŷt(u)pt(u), t ≥ u
)
is a (P,F)-martingale;




0 ŷs(s)ps(s)ν(ds), t ≥ 0
)
is a (P,F)-martingale.








which implies, in view of (i), the F-martingale property of (ĉt(u)pt(u), t ≥ u). Also the
process X deﬁned by


















thus from Proposition 1.12, C is a G-martingale.
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Remark 1.10. In the proof of Proposition 1.25, the (P,G)-martingale property of the
process N was veriﬁed using the martingales' characterization results of Section 1.5. We
note that the martingale property of N does not follow from its dynamics dNt = γtNt−dMt,
since γ is not a G-predictable process. 
1.9 Some statements about H-hypothesis
In the literature, there are several equivalent conditions for the H-hypothesis, for instance
in Dellacherie and Meyer [40], Brémaud and Yor [19] and Elliott et al. [48].
The following proposition provides a relation between H-hypothesis and independence of the
random time τ from the reference ﬁltration F. Note that in the proof of this proposition,
we are not restricted to Assumption 1.1; the only requirement is that τ avoids F-stopping
times (which is the case, in particular, under Assumption 1.1).
Proposition 1.26. If τ avoids F-stopping times, then the following statements are equiva-
lent:
(i) the random time τ is independent of F under the probability P.
(ii) F P↪→ G and H P↪→ G.
Proof. (i) ⇒ (ii) If τ is independent of F, then for any s and t, the σ-ﬁelds Hs = σ(τ ∧ s)
and Ft are independent. Now, let x be an F-martingale. In view of Lemma 1.5, one has for
s < t,
E(xt |Gs) = E(xt |Fs ∨Hs) = E(xt |Fs) = xs .
So, x is a G-martingale, too. Similarly, one can show that any H-martingale is a G-
martingale.
(ii) ⇒ (i) Let X be a bounded F∞-measurable random variable and h a bounded Borel





= E(X)E(h(τ)) . (1.37)
To this end, we deﬁne the processes ξ and ζ by
ξt = E(X |Ft) , ζt = E(h(τ) |Ht) .
In view of the immersion property, ξ (resp. ζ), being an F-martingale (resp. H-martingale),
is also a G-martingale. Moreover, ξ and ζ are (bounded and hence) closed G-martingales.
Next,
[ξ, ζ]t = 〈ξc, ζc〉t +
∑
s≤t
∆ξs∆ζs = 0 , (1.38)
where in the right-hand side, the ﬁrst term is null because ζ being a pure-jump martingale,
ζc = 0. The second term vanishes since the only jump of ζ occurs at time τ , whereas, ξ
being F-adapted, does not jump at τ .
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Now, from (1.38), ξ and ζ are orthogonal, so, E(ξ∞ζ∞) = ξ0ζ0. Hence, noting that
E(ξ∞ζ∞) = E(Xh(τ)) and ξ0ζ0 = E(X)E(h(τ)), the equality (1.37) is proved.
Now, we give a diﬀerent proof to a result established in Ehler and Schönbucher [44], for
several ordered random times: Consider n random times τ1, τ2, ..., τn such that P(τ1 < τ2 <
· · · < τn) = 1. Let G = F ∨ H1 · · · ∨ Hn, where Hi = (Hit, t ≥ 0) is the natural ﬁltration of
the process (H it = 1τi≤t, t ≥ 0). Then F
P
↪→ G is equivalent to successive H-hypotheses,
i.e.,
F P↪→ F ∨H1 P↪→ F ∨H1 ∨H2 P↪→ · · · P↪→ G .
By induction, it suﬃces to prove the claim for n = 2. Thus, in the following proposition, we
set G = F ∨H1 ∨H2.
Proposition 1.27. Assuming P(τ1 < τ2) = 1, the following statements are equivalent:
(i) F P↪→ F ∨H1 and F ∨H1 P↪→ G.
(ii) F P↪→ G.
Proof. (i)⇒(ii) is trivial. For (ii)⇒(i), note that F P↪→ G immediately implies F P↪→ F ∨H1.
So it remains to check F ∨H1 P↪→ G. To this end, it suﬃces (cf. Dellacherie and Meyer [40],
page 71) to show
P(τ2 > t |Ft ∨H1t ) = P(τ2 > t |F∞ ∨H1∞), ∀t.
Equivalently, we verify that for any bounded F∞-measurable random variable Z and any
bounded Borel function h,
E
(







We verify this equality on the complementary events {t < τ1} and {τ1 ≤ t}, separately:
On the set {t < τ1}, one has 1t<τ11t<τ2 = 1t<τ1 so





















As Z ∈ F∞ and F P↪→ G, one has E(Z |Ft) = E(Z |Gt) and thus
E(Z |Ft) = E(Z |Ft ∨H1t ) = E(Z |Gt) , (1.39)
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E(Z |Ft ∨H1t )h(τ1)1τ1≤t<τ2
)
, (1.40)
where in the last equality we used (1.39).
Now, using the elementary fact that E
(
XE(Y |F)) = E(E(X |F)Y ) for any random variables















τ2 > t |Ft∨H1t
)}
1.10 Multidimensional case
In this section, we show that in the multidimensional case, the same machinery as in the
one-dimensional case can be applied.
On the ﬁltered probability space (Ω,A,F,P), we consider a vector of n ﬁnite random times
τ = (τ1, ..., τn) with joint law ν(du1, ..., dun) = P(τ1 ∈ du1, ..., τn ∈ dun) .
The initial enlargement of F is then deﬁned by Gτ = F ∨ σ(τ1) ∨ · · · ∨ σ(τn) .
Let H i be the indicator process associated to τi , that is, H
i
t = 1τi≤t. We denote by
Hi = (Hit, t ≥ 0) the natural ﬁltration of H i and we set H = H1 ∨ · · · ∨Hn. The progressive
enlargement of F by τ , denoted by G, is deﬁned as the right continuous regularization of
the ﬁltration F ∨H.
Assumption 1.3. (i) The probability measure ν is absolutely continuous with respect to
the Lebesgue measure on Rn+,
(ii) The E-hypothesis holds, that is
P(τ1 ∈ du1, ..., τn ∈ dun) = pt(u1, ..., un)ν(du1, ..., dun) .








Here, pt(τ1, ..., τn) is the (multidimensional) analogous of pt(τ) in previous sections and is
called the (F,P)-conditional density of the vector τ = (τ1, ..., τn).
All the results for the initially enlarged ﬁltration are then straightforward to obtain, in the
multidimensional case, with parameter u ∈ R+ replaced by u ∈ Rn+, everywhere.
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As for the progressively enlarged ﬁltration, one has to note that, in this case, a measurable
process is decomposed into 2n terms. This is because for any t ≥ 0, one may consider a
partition of Ω to 2n disjoint events,{{
τi ≤ t < τj , i ∈ I, j ∈ Ic
}
, I ⊆ {1, ..., n}
}
.
An interesting point is the generalization of the proof of predictable representation theorem
for progressively enlarged ﬁltration, in the multidimensional case. Under the probability
P∗, deﬁned in (1.41), the ﬁltration H is independent of F. So, once a predictable repre-
sentation for H is available, it is straightforward to generalize the Proposition 1.20, for the
multidimensional case.
To this end, we assume that ν is absolutely continuous w.r.t. the Lebesgue measure (on Rn+),
so that P(τi = τj) = 0, and thus the process H = (H1, ...,Hn) is an n-variate point process
(in terminology of Brémaud [18]). So, H enjoys the predictable representation property
with respect to compensated martingales of H1, ...,Hn, as we state now (see for instance
Brémaud [18] Chap III, Sec 3, Theorems 9 & 11).
We denote by λ∗,i the (P∗,H)-intensity of H i, that is λ∗,i is an H-adapted process and the




s ds is a (P∗,H)-martingale.
Proposition 1.28. Brémaud [18, Chap III, Sec 3]
Let H = (H1, ...,Hn) be a non-explosive n-variate point process and let ξ be a right continu-
ous (P∗,H)-martingale of the form ξt = E(ξ∞ |Ht), where ξ∞ is some P∗-integrable random
variable. Then, for each t ≥ 0,







s P∗ − a.s.
where, for each i = 1, ..., n, φi is an H-predictable process satisfying∫ t
0
∣∣φis∣∣λ∗,is ds <∞ P∗ − a.s. t ≥ 0 .
Since under the probability measure P∗, the ﬁltrations H and F are independent, λ∗,i is the
(P∗,G)-intensity of τi, too.
One then has the following predictable representation results for the ﬁltration G, provided
that F enjoys a PRP (with respect to a (local) martingale z, as in Assumption 1.2):
Proposition 1.29. PRT for (P∗,G) in multidimensional case
Under Assumptions 1.2 and 1.3, every X ∈Mloc(P∗,G) admits a representation












for some processes Φ ∈ L(z,P∗,G) and Ψi ∈ L(M∗,i,P∗,G). Moreover, if X ∈ M2(P∗,G),













and the representation is unique.
Proof. It is the same as proof of Proposition 1.20, using Proposition 1.28.
Theorem 1.30. PRT for (P,G) in multidimensional case
Under Assumptions 1.2 and 1.3, every X ∈Mloc(P,G) admits a representation











where Z is the martingale part in the G-canonical decomposition of z, M i is the (P,G)-
compensated martingale associated with H i and Φ ∈ L(Z,P,G) and Ψi ∈ L(M i,P,G).
Proof. It can be shown by means of a change of probability measure argument, as in
Proposition 1.21(ii).
1.11 Conclusion
In this chapter we presented some known and new results in the theory of initial and progres-
sive enlargement of a ﬁltration F with a random time τ , mostly obtained under Assumption
1.1, that is, assuming that the F-conditional law of τ is equivalent to the (unconditional)
law of τ , and that the law of τ has no atoms.
In such a setting, and after a change of probability measure, problems reduce to the case
where τ and F are independent. The change of probability measure point of view has already
been investigated by numerous researchers to solve the problems in the initial enlargement
of ﬁltration, e.g. Grorud and Pontier [58], and Amendinger et al. [2]. Here, this viewpoint
enabled us to establish a predictable representation theorem for progressively enlarged ﬁl-
trations in multidimensional case (Theorem 1.30).
Also, some existing results on progressively enlarged ﬁltrations were recovered by projecting
the corresponding results for the initially enlarged ﬁltrations, including, characterization of
G-martingales (Proposition 1.12), canonical decomposition in G of F-martingales (Proposi-
tion 1.17) and the results concerning the change of probability measure in the ﬁltration G
(Propositions 1.23, 1.24 and 1.25).
The results on H-hypothesis (cf. Section 1.9), are not restricted to Assumption 1.1: In
Proposition 1.26, we showed that the independence of the random time τ from the reference
ﬁltration F is necessary and suﬃcient for the immersion of ﬁltrations H and F in G, provided
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that τ avoids the F-stopping times. As for several ordered random times, Proposition
1.27 presented a short proof for the result of Ehler and Schönbucher [44] on successive
H-hypotheses.
The progressive enlargement of ﬁltration set-up and the mathematical tools presented in
this chapter, will devise a modeling apparatus, which will prove to be eﬃcient for dynami-
cally hedging multi-name credit derivatives, as we will see in Chapter 3. From a modeling
perspective, a relevant problem is to provide classes of examples fulﬁlling Assumption 1.1.
In this view, Chapter 2 is exclusively concerned with construction of the density models.
Chapter 2
Construction of Density Models
This chapter is based on a joint work with N. El Karoui, M. Jeanblanc and Y.
Jiao. [47]
The aim of this chapter is to provide explicit models for the set-up presented in Chap-
ter 1. Recall that the results of the previous chapter were mostly established under the
standing Assumption 1.1. It is, now, time to construct classes of examples satisfying that
requirements.
2.1 Introduction and Preliminaries
In a nutshell, by a density model, we mean a ﬁltered probability space together with a ﬁnite
random time satisfying Assumption 1.1. In this chapter, we start by verifying that con-
structing a density model is equivalent to construction of a family of positive martingales
subject to an integral constraint (see Deﬁnition 2.1 below), called a density family. Then,
in the rest of the chapter, our task will be to provide tractable examples of density families.
Consider a probability space (Ω,A,P) and a ﬁnite positive random variable τ with law ν.
Let F = (Ft)t≥0 be a ﬁltration satisfying the usual conditions and let F∞ =
∨
t≥0Ft. We
assume that F0 is the σ-ﬁeld of P-negligible sets. For simplifying the notation, we make the
convention F0− := F0.
In Chapter 1, we saw that, under E-hypothesis, the (P,F)-conditional density of τ , denoted
by p, satisﬁes the following two conditions (cf. Lemma 1.2):
(p1) For ν-almost every u ≥ 0, the process (pt(u), t ≥ 0) is a positive (P,F)-martingale;
(p2) For every t ≥ 0, one has ∫∞0 pt(u)ν(du) = 1 , P− a.s.
Conversely, based on a change of probability measure argument, presented in Grorud and
Pontier [57] and Amendinger [1], one can show that for any family of processes p, satisfying
conditions (p1) and (p2) above, one can construct a positive random variable τ¯ on an
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extended ﬁltered probability space (Ω¯, A¯, F¯, P¯), such that p is the (P¯, F¯)-conditional density
of τ¯ .
Proposition 2.1. Let ν be a probability measure on R+ and (pt(u), t ≥ 0, u ≥ 0) be a family
of processes, indexed by u, which satisﬁes conditions (p1) and (p2) above. Then, there exists
a positive random variable τ¯ and a probability measure P¯ on the ﬁltered space (Ω¯, A¯, F¯), with
Ω¯ = Ω× R+ , A¯ = A⊗ B(R+) , F¯t = Ft ⊗ {∅,R+} ,
such that
P¯(τ¯ > θ | F¯t) =
∫ ∞
θ
pt(u)ν(du), P¯− a.s. (2.1)
Moreover, for any A ∈ Ft, one has P¯(A× R+) = P(A).
Proof. Deﬁne τ¯ by τ¯(ω, u) = u for (ω, u) ∈ Ω×R+. Under the product measure Q¯ = P⊗ ν,
τ¯ is independent of F¯t, for every t ≥ 0, and the law of τ¯ is ν. So, from the condition (p1)
and Proposition 1.11, (pt(τ¯), t ≥ 0) is a (Q¯, F¯ ∨ σ(τ¯))-martingale. Also, using the condition
(p2), one has EQ¯(pt(τ¯)) = 1. We now deﬁne the probability measure P¯ on F¯t ∨ σ(τ¯), for
every t ≥ 0, by dP¯ = pt(τ¯) dQ¯ . From Proposition 1.22, the (P¯, F¯)-conditional density of τ¯
is p, so (2.1) holds. Note that the probability P¯ is (uniquely) deﬁned on F∞ ⊗ {∅,R+}, by
Carathéodory's theorem.
In all examples of this chapter, ν is absolutely continuous with respect to the Lebesgue
measure, that is ν(du) = g0(u)du, for some Borel function g0 on R+. It is then convenient
to set gt(u) := pt(u)g0(u), so that,
P(τ ∈ du |Ft) = pt(u)ν(du) = gt(u)du .
One can rewrite conditions (p1) and (p2) above, in terms of the family g and deﬁne a density
family:
Deﬁnition 2.1. Density family
A family g of processes (gt(u), t ≥ 0), indexed by u ≥ 0, is called a density family (or, more
precisely, a (P,F)-density family) if the following conditions hold:
(g1) For almost every u ≥ 0, the process (gt(u), t ≥ 0) is a positive (P,F)-martingale;
(g2) For every t ≥ 0, the constraint ∫∞0 gt(u)du = 1 is satisﬁed P− a.s.
Now, if g is a density family, the family G given by Gt(θ) =
∫∞
θ gt(u)du is a family of
[0, 1]-valued positive martingales which is decreasing in parameter θ. More generally, we
deﬁne:
Deﬁnition 2.2. Survival family
A family G of processes (Gt(θ), t ≥ 0), indexed by θ ≥ 0, is called a survival family (or,
more precisely, a (P,F)-survival family) if
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(G1) For almost every θ ∈ R+, the process (Gt(θ), t ≥ 0) is a positive (P,F)-martingale;
(G2) For every t ≥ 0, the function θ → Gt(θ) is decreasing onto the interval [0, 1].
If G is a survival family such that for every t ≥ 0, the function θ → Gt(θ) is diﬀerentiable,
then the family g, deﬁned by gt(θ) = − ddθGt(θ), is a density family. Thus, in view of
Proposition 2.1, in order to construct a density model, it suﬃces to provide either a density
family or a (smooth enough) survival family.
The notion of the density family and the survival family are generalized to the multidimen-
sional case at the end of this chapter.
We continue this introductory section by brieﬂy stating some useful deﬁnitions and results:
• For a survival family (Gt(θ), t ≥ 0), θ ≥ 0, the corresponding survival process is the process
(Gt, t ≥ 0) deﬁned by Gt := Gt(t). Then, for s ≤ t, one has,
E(Gt |Fs) = E(Gt(t) |Fs) = Gs(t) ≤ Gs(s) = Gs ,
where the second equality follows from the martingale property (G1), and the inequality
holds in view of (G2), that is, θ → Gs(θ) in decreasing. Thus, the survival process (Gt, t ≥ 0)
is a (bounded) (P,F)-supermartingale. So, it admits a Doob-Meyer decomposition Gt =
µt − At, where µ is a (P,F)-martingale and A is an F-predictable non-decreasing processes
starting from zero, A0 = 0. As mentioned in Section 1.6 (cf. Equation (1.20)), in the density
model, one has At =
∫ t
0 gu(u)du.
• The default indicator process H (Recall that Ht = 1τ≤t), being non-decreasing, is a
(bounded) (P,G)-submartingale. Hence, it admits a Doob-Meyer decomposition Ht = Mt+
Λt, whereM is a (P,G)-martingale and Λ is a G-predictable non-decreasing process starting
from zero. Under Assumption 1.1, it has been shown in El Karoui et al. [46, Prop 4.4] that






The F-adapted process λ given by λt = gt(t)Gt is then called the (P,F)-intensity process of τ (or,
simply the intensity process, if it is clear from the context). Also, the forward intensity family
is a family of F-adapted processes (λt(θ), t ≥ 0), θ ≥ 0 such that Gt(θ) = exp
(−∫ θ0 λt(u)du).
Note that Gt(θ) for t ≤ θ is similar to the price at time t of a (default-free) zero-coupon bond
with maturity θ. In this view, the family (λt(θ)) plays the same role as the spot forward




, so, in particular, λt = λt(t).
• The process G, being a positive F-supermartingale, admits a (unique) multiplicative
decomposition Gt = ntdt, where n is a positive (P,F)-local martingale and d is an F-
predictable decreasing process with d0 = 1. Under Assumption 1.1, the process d is given by
dt = exp(−
∫ t
0 λsds), where λ is the intensity process (see El Karoui et al. [46, Prop. 4.1]).
Note that due to the martingale property of g (resp. G), one has for t < θ,
gt(θ) = E[gθ(θ) |Ft], Gt(θ) = E[Gθ(θ) |Ft] .
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A particular case is when the H-hypothesis holds between F and the progressively enlarged
ﬁltration G (cf. Deﬁnition 1.1). This hypothesis admits several equivalent forms (see for
instance [48]), one of which asserts that Gt(θ) = Gθ for any t ≥ θ. Under the E-hypothesis,
the immersion property is equivalent to (cf. Remark 1.7)
gt(θ) = gθ(θ) for any t ≥ θ. (2.2)
Notation 2.1. When working with a family of processes, say (Xt(θ), t ≥ 0, θ ≥ 0), we
denote by dXt(θ), the (stochastic) diﬀerential of the process (Xt(θ), t ≥ 0) for a ﬁxed θ
and by ddθXt(θ), the (ordinary) derivative w.r.t. θ of the function θ → Xt(θ), for a ﬁxed t
(whenever θ → Xt(θ) is diﬀerentiable).
In subsequent sections, we will present methods for generating density families and survival
families, followed by some explicit examples. At the end of each example, we provide a list
of quantities of interest, including the intensity process λ and the time-dynamics dGt(θ),
dgt(θ), dGt and dnt. When the explicit form of the survival family (Gt(θ)) is known, which
is the case in examples of this chapter, one can obtain these time-dynamics, applying Itô's
formula. Otherwise (that is if the explicit for of the survival family is not known), it is
convenient to state the following lemma concerning the computation of various dynamics.
Lemma 2.2. Let G be a survival family and g be the corresponding density family, i.e.,
Gt(θ) =
∫∞
θ gt(u)du. Suppose that there exists a locally square integrable F-martingale z
such that
dGt(θ) = Σt(θ)Gt−(θ)dzt .
where the mapping (t, ω, θ)→ Σt(θ) is P(F)⊗ B(R+)-predictable.




∣∣∣∣) < C ,
for every t ≥ 0 and θ ≥ 0, then dgt(θ) = σt−(θ)dzt, with







Σt(θ) + gt(θ)Σt(θ) .
Moreover, if the F-martingale z is continuous, one has







(ii) If (t, θ)→ σt(θ)g0(θ) is bounded P-a.s., then
dGt = Σt(t)Gt−dzt − gt(t)dt ,
dnt = nt−Σt(t)dzt .
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Proof. (i) The formula for dgt(θ) is obtained from gt(θ) = − ddθGt(θ), and that, one can
interchange the (ordinary) derivation with the stochastic integral, under the mentioned





(ii) For the ﬁrst identity, by an application of the stochastic Fubini theorem (see for example
[92] Chapter IV, Thm 64),































Moreover, as τ is a positive random variable, Gt(0) = Gt−(0) = 1, for every t ≥ 0. Thus,
from Gt(0) = G0(0) +
∫ t
0 Σs(0)Gs−(0)dzs, it follows that
∫ t
0 Σs(0)Gs−(0)dzs = 0 P-almost






Gt(s) = Gs−(s) .
Putting all together, (2.3) leads to dµt = Σt(t)Gt−dzt. Hence,
dGt = dµt − dAt = Σt(t)Gt−dzt − gt(t)dt .






= eΛt(dGt + λtGtdt)
= eΛt
(
Σt(t)Gt−dzt − gt(t)dt+ gt(t)dt
)
= Σt(t)nt−dzt .
Remark 2.1. The conditions of Lemma 2.2 are not minimal and can be weakened. For
instance, in part (i) of this Lemma, for weaker conditions, under which one can interchange
the order of an ordinary derivation with a stochastic integral, we refer to Hutton and Nelson
[62] Theorem 2.2 and Sznitman [102] Proposition 1. 
The rest of this chapter is organized as follows: In Section 2.2, examples of density family
are obtained using the conditional law of an F∞-measurable random variable given Ft.
Change of probability measure tools of the previous chapter are used in Section 2.3 to
construct density models. In Section 2.4, we state the widely used Cox process model which
satisﬁes the H-hypothesis and then generalize this construction, so that we obtain examples
of density family without H-hypothesis. Based on the fact that the set of density families is
closed under convex combinations, we explain, in Section 2.5, how one can obtain a density
family starting from a given one. In Section 2.6, using some results in ﬁltering theory, we
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present examples of density families obtained from the conditional law of a signal given
the ﬁltration of observation. In Section 2.7, the result of Jeanblanc and Song [69] is
applied to obtain examples of survival families. The generalization of these methods to
multidimensional case is the subject of Section 2.8. Finally, Section 2.9 concludes.
2.2 Conditional law of a random variable
In this section, we present two examples of density families, based on the conditional law of
an F∞-measurable random variable, given Ft. In both examples, F is the natural ﬁltration
of a Brownian motion B.
2.2.1 A Gaussian example
We consider the random variable X =
∫∞
0 f(s)dBs, where f is a (deterministic) square-
integrable function. In order to provide positive random variables, we consider Y = ψ(X)
where ψ is a diﬀerentiable, positive and increasing function. For any non-negative t and θ,
one has








0 f(s)dBs is Ft-measurable. The random variable
∫∞
t f(s)dBs follows a cen-
tered Gaussian law with variance σ2(t) =
∫∞
t f
2(s)ds , and is independent of Ft. Assuming
that σ(t) does not vanish, one has











is then a family of [0, 1]-valued F-martingales, which is decreasing with respect to θ, thus a











where ϕ is the standard normal density function.
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Now, applying Itô's formula to (2.5), (2.6) and λt(θ) =
gt(θ)
Gt(θ)


















































As for the martingale part n in the multiplicative decomposition of G, applying Itô's formula
















This example was presented in Chaleyat-Maurel and Jeulin [34] and Yor [103], in an en-
largement of ﬁltration setting.
2.2.2 A Gamma example
It seems, from the Gaussian example of the previous subsection, that computing the con-
ditional law of a random variable is an eﬃcient way of producing examples of the density
family. However, even in the case where such a conditional law is explicitly obtained, there








s ds where B
(µ)
t = Bt + µt and µ is a positive constant. It has









∞ is a random variable independent of Ft, and has the same law as 1/2γµ, where
γµ denotes a Gamma random variable with parameter µ. So, for x > 0,










where Γ is the Gamma function. Thus, the survival function of A˜
(−µ)
∞ is





yµ−1e−ydy + 1x≤0 .
Then, using the fact that A˜
(−µ)
∞ is independent of Ft and that A(−µ)t and B(−µ)t are Ft-
measurable, one obtains













This gives a survival family G with a Gamma structure. Note that θ → Gt(θ) is diﬀeren-



























2.3 Change of probability
In this section, we apply the change of probability measure tools, presented in Section 1.8,
to construct density families.
The key point is that the E-hypothesis is invariant under an equivalent change of probability
measure, whereas independence or immersion property are not stable.
We start from a model (Ω,A,F,P, τ), where τ is a positive random variable, independent of
F, with density function g0(·), so that, P(τ ∈ du |Ft) = P(τ ∈ du) = g0(u)du .
Suppose that (yt(u)) is a family of (P,F)-Radon Nikodým densities and consider the prob-
ability measure Q, locally equivalent to P on Gτ = F ∨ σ(τ), given by Q ∣∣Gτt = yt(τ)P ∣∣Gτt .





is a (Q,F)-density family.1
The advantage of this method is that the problem of ﬁnding a density family g (with condi-
tions (g1) and (g2) in Deﬁnition 2.1), is reduced to ﬁnding a family of (P,F)-Radon Nikodým
densities y.




is the (Q,F)-conditional density of τ .
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A natural candidate for y is a family of processes deﬁned by the Doléans-Dade exponential:
Consider a continuous (P,F)-martingale z and let a be a family of F-predictable processes
such that for every u ≥ 0, the process (yt(u), t ≥ 0), which is deﬁned by the SDE
dyt(u) = yt(u)at(u)dzt, y0(u) = 1 ,
is a martingale. Then, for every u ≥ 0, the process (yt(u), t ≥ 0) is a (P,F)-Radon Nikodým
density. This idea is further illustrated in the following example:
Example 2.1. Let F be the natural ﬁltration of a Brownian motion W and let yt(u) =
1+
∫ t













We also assume that a is regular enough so that we can use stochastic Fubini theorem; for











































dt, is a Q-Brownian motion, obtained
by Girsanov's theorem.
Remarks 2.2. (i) The above example, recovers the model proposed by Brody and Hughston
[28] (see Eq. (40), therein), where they stipulated that the dynamics of the density family
has the form gt(u) = g0(u) +
∫ t
0 σs(u)dBs, for a Brownian motion B, a density function g0,
and subject to ∫ ∞
0
σt(u)du = 0 . (2.12)
Note that (2.12) is a necessary and suﬃcient condition for
∫∞







0 σs(u)du dBs (and using Itô's isometry, for the necessity).
We notice that the condition (2.12) is satisﬁed for g given by Equation (2.11). In comparison
with their model, Example 2.1 provides a constructive way for obtaining the density family
g: for any suitable (for example bounded) family of processes a, one obtains an explicit
example of g.
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(ii) It is straightforward to generalize Example 2.1 to the case of a continuous martingale z,
instead of the Brownian motion W . As for a discontinuous martingale z, one has to make
assumptions that guarantee the positiveness of the corresponding Doléans-Dade exponential.
(iii) Noting that EQ(at(τ) |Ft) =
∫∞






with dWQt = dWt − EQ(at(τ) |Ft)dt, which looks like ﬁltering equations. We will turn back
to this point, in Section 2.6 (cf. Equation (2.32)). 
2.4 Cox construction and generalization
In this section, we ﬁrst recall the widely used Cox-process model, introduced by Lando [78],
which is well known to satisfy the H-hypothesis. Then, in subsection 2.4.2, we generalize
this construction to a model without the H-hypothesis.
2.4.1 Canonical Cox construction
Assume that we are given a non-decreasing and continuous F-adapted process (Λt , t ≥ 0)
such that Λ0 = 0 and Λ∞ = ∞. Let Θ be an exponentially distributed random variable
with mean 1, independent of F∞.2 We deﬁne a random time τ by
τ = inf{t > 0 : Λt ≥ Θ} . (2.13)
Since Λ is non-decreasing, {τ > θ} = {Θ > Λθ}. Thus, for all non-negative t and θ,
Gt(θ) = E
(







where the last identity holds in view of the independence between Θ and F∞. So, Gt = P(τ >
t |Ft) = P(τ > t |F∞), which means that the H-hypothesis is satisﬁed in the Cox-process
model. Assuming that Λ is absolutely continuous with respect to the Lebesgue measure,
i.e., Λt =
∫ t








if t < θ
λθ exp(−
∫ θ
0 λsds) if t ≥ θ
(2.14)
and hence gt(t)Gt = λt, that is λ coincides with the F-intensity of τ .
The fact that Θ follows the exponential law is not a crucial point; for a random variable Θ˜
with a increasing cumulative distribution function F , by means of a change of variable one





2To be more precise, one should ﬁrst construct Θ on an auxiliary probability space, typically
(R+,B(R+), µLeb), and then consider the product space (Ω× R+,A⊗ B(R+),P⊗ µLeb) .
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2.4.2 Generalized Cox construction
In this subsection, we generalize the Cox construction in a setting where the threshold Θ is
no more independent of F∞. Instead, we make the assumption that Θ admits a non-trivial
density family with respect to F. As we see, the H-hypothesis is no longer satisﬁed and we
shall explore the density family in this case. We shall also prove, in Proposition 2.4 that,
under the E-hypothesis, the immersion property (between F and G) implies that τ can be
obtained as in the canonical Cox model, with a threshold independent of F∞.
Let λ be a positive F-adapted process, and Λt =
∫ t
0 λsds. Let Θ be a positive random
variable whose conditional distribution with respect to F, admits a density family, i.e., there
exists a density family γ such that P(Θ > θ |Ft) =
∫∞
θ γt(u)du. Let τ = inf{t > 0 : Λt ≥ Θ}.
We say that a random time τ constructed in such a setting is given by a generalized Cox
construction.




E[λθγθ(Λθ) |Ft] if t < θ
λθγt(Λθ) if t ≥ θ.
(2.15)
Proof. By deﬁnition and by the fact that Λ is increasing and that for t ≥ θ, Λθ is Ft-
measurable, one has







which implies gt(θ) = λθγt(Λθ). The martingale property of g gives the whole density family.
In the particular case where the threshold Θ is independent of F∞, one has γt(u) = γ0(u)
so that gt(θ) = gθ(θ) for θ ≤ t and thus the H-hypothesis holds, as expected. If in addition
Θ follows the exponential distribution with parameter 1, then γt(θ) = e
−θ and we recover
the results in (2.14).
Remark 2.3. One can also interpret the result in Proposition 2.3 as a change of variable:
Let Γ be a survival family and Λ a non-decreasing F-adapted process with Λ0 = 0 and
Λ∞ = ∞. Then, the family G deﬁned by Gt(θ) := E
(
Γt(Λθ) |Ft) satisﬁes the conditions
(G1) and (G2) in Deﬁnition 2.2, and is thus a survival family. Moreover, if Λ and Γt(·) are
absolutely continuous w.r.t the Lebesgue measure with Λt =
∫ t
0 λsds and Γt(θ) =
∫∞
θ γt(u)du
for every t ≥ 0, then Gt(θ) =
∫∞
θ gt(u)du where g is the density family given in (2.15). 
Conversely, if we are given a density family g, setting Λt =
∫ t




is possible to construct a random time τ by a generalized Cox construction, that is, to ﬁnd
a threshold Θ such that τ has g as density family, as we show now. We denote by Λ−1 the
inverse of the increasing process Λ.
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Obviously, τ = inf{t > 0 : Λt ≥ Θ}.
In particular, if the H-hypothesis holds, then Θ follows the exponential distribution with
parameter 1 and is independent of F.
Proof. We set Θ = Λτ and compute the density family of Θ with respect to F
















where the last equality comes from the fact that (Gt+
∫ t
0 gu(u)du, t ≥ 0) is an F-martingale.






























which equals P(Θ > θ |Ft) by comparing with (2.17). So, the density family of Θ with
respect to F is given by (2.16). In the particular case where H-hypothesis holds,
gt(u) = gu(u) = λuGu = λue
−Λu when t ≥ u
and (2.17) equals
P(Θ > θ |Ft) = E[
∫ ∞
0








1{x>θ}e−xdx |Ft] = e−θ,
which completes the proof.
Note that, again by a change of variable, it is seen that the choice of Λ and Θ is not unique:
for any increasing function φ, one has τ = inf{t > 0 : φ(Λt) ≥ φ(Θ)}. In particular, φ = Λ−1
leads to the obvious construction τ = inf{t > 0 : t ≥ τ}. However, the choice φ(x) = x
is of particular interest, in that, it makes the generalized Cox construction a consistent
generalization of the canonical Cox construction; it was shown in Proposition 2.4 that if φ
is the identity mapping, then under the H-hypothesis, Θ has a unit exponential distribution
and is independent of F. This property does not hold for other choices of φ.
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2.5 Convexity construction
In this section, we present density models given by a convexity construction.
We start by the observation that the set of probability density functions is invariant under
convex combinations: given two probability density functions f0 and f1, and constants
γ0, γ1 ∈ [0, 1] such that γ0 + γ1 = 1, the function g deﬁned by g(θ) = γ0f0(θ) + γ1f1(θ) is
again a probability density function.
Now, we consider a family of parameterized density functions f(θ, u) : R+×R −→ R+ such
that ∫ ∞
0
f(θ, u)dθ = 1 du− a.e.
The family f together with a given density family, will allow us to obtain a new density
family by the convexity construction, as shown in the following proposition.
Proposition 2.5. Let (γt(u), t ≥ 0) be a (P,F)-density family on R such that for any





Then (gt(θ), t ≥ 0) is a (P,F)-density family.


















The martingale property of g holds from (2.18) and the martingale property of γ.
Note that (2.18) can also be interpreted as a backward construction:
gt(θ) = E[f(θ, Z) |Ft] (2.19)
where Z is a random vector with (P,F)-density family γ, that is γt(u)du = P(Z ∈ du |Ft).




f(v, u)dv , (2.20)
the corresponding survival family is




A particular case is the family of exponential survival functions which is related to models
often used in the interest rates and the credit risk (e.g., Papapantoleon [91]). However, the
survival function is not restricted to that of the exponential distribution, and the convexity
construction method can provide many other models.
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In following examples we consider G(θ, u) = exp(−θu) where θ, u ≥ 0 to be the survival
function introduced in (2.20). Also, the density family is constructed on the time interval
[0, T ), where T is a given positive terminal time. By mean of a (deterministic) change of
time, one obtains examples on R+, as illustrated in Example 2.2 and 2.4, below.
Example 2.2. Brownian motion
Let F be the ﬁltration generated by a Brownian motion W . Setting Z = W 2T in (2.21) and
using the fact that Brownian motions have independent and stationary increments, one has
for t < T and θ ≥ 0,
Gt(θ) = E[e−θW
2
T |Ft] = E
[
e−θ(WT−Wt+Wt)
2 |Ft] = φ(Wt;T − t, θ) ,





Noting that Ws + x ∼ N (x, s), one obtains φ explicitly



















Thus, for t < T , the survival family is given by
Gt(θ) = φ(Wt;T − t, θ) = 1√





1 + 2(T − t)θ
)
.
Also, for t < T ,
gt(θ) =
(T − t) + 2t(T − t)2 +W 2t(
1 + 2θ(T − t))2 Gt(θ) ,
dGt(θ) = − 2θWt
1 + 2(T − t)θGt(θ)dWt ,
dgt(θ) =
2Wt
1 + 2θ(T − t)
( 1





1 + 2θ(T − t))2{dWt + 2θWt1 + 2(T − t)θdt},
dGt = −Gt
{ 2tWt




(T − t) + 2t(T − t)2 +W 2t(
1 + 2t(T − t))2 ,
dnt = − 2tWt
1 + 2t(T − t)ntdWt .
Now, starting from an example on [0, 1) and using the change of time t 7→ Ct = t1−t , we













1 + t+ 2θ
exp
(
− θ(1 + t)








{ 1 + 4t+ t2
(1 + t)(1 + t+ 2θ)2
+
(1 + t)2







dG˜t(θ) = −2θ(1 + t)
2
1 + t+ 2θ
G˜t(θ)dBt ,
dg˜t(θ) = 2θ
(1 + t)3 + θ(1 + t)2 − 2tθ − θ(1 + t)3( ∫ t0 dBs1+s)2
























1 + 4t+ t2


















Example 2.3. CIR process
Let X be a Cox-Ingersoll-Ross (CIR) process
dXt = η(µ−Xt)dt+ σ
√
XtdWt, X0 > 0
where η, µ and σ are positive constants and W is a Brownian motion.
Let F be the ﬁltration generated by W . Setting Z = XT in (2.21), the survival family is
Gt(θ) = E[e−θXT |Ft]. The classical results on aﬃne processes (cf. [42]) then yield
Gt(θ) = exp
(− ϕ(T − t, θ)Xt − ψ(T − t, θ))
where ϕ and ψ are functions R+ × R+ → R given explicitly by
ϕ(s, θ) =
2ηθ













eη(T−t)ϕ(T − t, θ)(µ+ Xt
θ
ϕ(T − t, θ))− µ
θ
ϕ(T − t, θ)
}
,
dGt(θ) = −σϕ(T − t, θ)
√
XtGt(θ)dWt ,

























eη(T−t)ϕ(T − t, t)(µ+ Xt
t
ϕ(T − t, t))− µ
t
ϕ(T − t, t) ,
dnt = −σϕ(T − t, t)
√
XtntdWt .
Example 2.4. Poisson process
Let N be a Poisson process with parameter ` and let F be its natural ﬁltration. Setting
Z = NT in (2.21), one has for t < T and θ ≥ 0,
Gt(θ) = E[e−θNT |Ft] = E
[
e−θ(NT−Nt+Nt) |Ft] = φ(Nt;T − t, θ)





Noting that Ns is a Poisson random variable with parameter `s, one obtains the following
explicit expression for φ:





Thus, for t < T , the survival family is given by
Gt(θ) = g(Nt;T − t, θ) = exp
(− `(T − t)(1− e−θ))e−θNt .
Also, denoting by M (P ) the compensated martingale deﬁned by M
(P )
t = Nt − `t, one has
for t < T ,
gt(θ) =
(
Nt + `(T − t)e−θ
)
Gt(θ) ,









θ − 1)dt+ eθdM (P )t ,
dGt = −Gt−
(
(1− e−t)dM (P )t + λtdt
)
,
λt = Nt + `(T − t)e−t ,
dnt = −(1− e−t)nt−dM (P )t .
Starting from an example on [0, 1) and using the change of time Ct : [0, 1) → [0,∞), one
obtains a density family on R+. From classical literature (see e.g. Brémaud [18, Chap. II,
Sec. 6]), if t 7→ Ct is diﬀerentiable, the process N˜ deﬁned by N˜t := NCt is a Poisson process
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with intensity `C ′t. Now, as an example, we consider t 7→ Ct = t1−t . Let M˜ (P ) be the
compensated martingale of N˜ , so that dM˜
(P )
t = dN˜t − `C ′tdt = dN˜t − `(1+t)2dt. One then
has,
G˜t(θ) = exp























− 1)dt+ eθdM˜ (P )t ,
dGt = −G˜t−
(
(1− e−t)dM˜ (P )t + λ˜tdt
)
,







dn˜t = −(1− e−t)n˜t−dM˜ (P )t .
We now generalize the above Poisson example, considering a Lévy subordinator:
Example 2.5. Lévy subordinator
Let X be a Lévy subordinator with the Laplace exponent
f(u) := lnE(euX1) = m0u+
∫ ∞
0
(eux − 1)µ(dx) ,






X(ds, dx), where NX is the jump measure of X. We denote by F the
natural ﬁltration of X.
It is known in the literature (cf. [76], for instance) that a Lévy subordinator is an aﬃne
process with, for t < T ,
Gt(θ) := E(e−θXT |Ft) = E(e−θXT |Xt) = exp
(
(T − t)f(−θ)− θXt
)
.
Denoting by N˜X , the compensated martingale of NX , that is N˜X(dt, dx) = NX(dt, dx) −
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µ(dx)dt, one has for t < T ,
gt(θ) =
(



























(etx − 1)N˜X(dt, dx) .
We refer to Bichteler and Jacod [7, Thm A.10], for conditions under which one can inter-
change the derivative w.r.t. a parameter and the integral w.r.t. a compensated martingale
of a jump measure.
In order to provide explicit examples, we note that a Lévy subordinator is characterized by
its Laplace exponent, or equivalently by the cumulant generating function f of a positive
inﬁnitely divisible random variable. Two well-known examples are the Inverse Gaussian
random variable, IG(a, b), with cumulant generating function f(u) = ab − a√b2 − 2u, and
the Gamma random variable, Gamma(a, b), with cumulant generating function f(u) =
−a ln(1− ub ).
2.6 Filtering-based examples
In this section, we obtain examples of density families, based on the conditional law of a
random variable (signal) given the ﬁltration of a diﬀusion (observation).
On the probability space (Ω,A,P), we consider a Brownian motionW and a random variable
X (the signal) independent of W , with probability density function g0(·). The observation
ξ is a diﬀusion process of the form
dξt = a(t,X, ξt)dt+ b(t, ξt)dWt , (2.23)
where the coeﬃcients a and b are regular enough to ensure the existence of a solution to
(2.23). In this section, F = Fξ, that is the natural ﬁltration of ξ.
Our goal is to compute the (P,Fξ)-conditional density of X (w.r.t. the Lebesgue measure).
This is done in Proposition 2.6 below. The idea is to introduce a probability measure Q,
equivalent to P, under which the signal X is independent of Fξ. One can then obtain the
(P,Fξ)-conditional density ofX using the change of probability measure machinery of Section
1.8. In non-linear ﬁltering theory, this is known as the Kallianpur-Striebel methodology [73];
a way to linearize the problem.
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Let GX := FW ∨ σ(X) be the initial enlargement of FW with X. Thus, W is also a GX -
Brownian motion, as X is independent of W .
Proposition 2.6. Let X be an integrable random variable with density function g0(·) and
independent of the Brownian motion W and let ξ be a diﬀusion of the form (2.23).
We assume that
1. the coeﬃcients a and b satisfy the Lipschitz and the linear growth condition.
2. for almost every u ≥ 0, there exists a constant C, such that∣∣∣∣a(t, u, x)b(t, x) − a(t, u, y)b(t, y)
∣∣∣∣ ≤ C|x− y| , sup
0≤s≤t
∣∣∣∣a(s, u, 0)b(s, 0)
∣∣∣∣ ≤ C .
for every t ≥ 0 and every x, y ∈ R.























(i) the (P,Fξ)-conditional density of X admits a density family, g, given by



















(ii) the dynamics of (gt(u), t ≥ 0) are
dgt(u) = gt(u)






where Ŵ given by
Ŵt = Wt +
∫ t
0
a(s,X, ξs)− E(a(s,X, ξs) |Fξs )
b(s, ξs)
ds (2.27)
is a (P,Fξ)-Brownian motion.
Proof. (i) Let z(X) be the solution of
dzt(X) = ςt(X)zt(X)dWt, z0(X) = 1
with ςt(X) = −a(t,X,ξt)b(t,ξt) . So, (zt(X), t ≥ 0) is a (P,GX)-local martingale, and thus also
a (P,GX)-martingale in view of condition 2. above (see e.g. Jeanblanc et al. [70, Prop




GXt = zt(X) .
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From Girsanov's theorem, the process WQ given by
dWQt = dWt −
d〈z.(X),W 〉t
zt(X)
= dWt − ςt(X)dt = 1
b(t, ξt)
dξt (2.28)
is a (Q,GX)-Brownian motion. So, WQ and X are independent under Q (because, for every
t ≥ 0, the increment WQt − WQ0 is independent of GX0 = σ(X), under Q). Since WQ is
Fξ-adapted, it is also a (Q,Fξ)-Brownian motion. Now, on the one hand, from (2.28), one
has FWQ ⊆ Fξ. On the other hand, b being Lipschitz with linear growth, the equation
dξt = b(t, ξt)dW
Q
t has a strong solution, thus Fξ ⊆ FW
Q
. Therefore, the two ﬁltrations
coincide, i.e., Fξ = FWQ . As a consequence, X is also independent of ξ under Q. So,
Q(X ∈ du |Fξt ) = Q(X ∈ du) = P(X ∈ du) = g0(u)du ,
where the equality Q(X ∈ du) = P(X ∈ du) follows from dQdP |F0 = 1.

























which implies (2.25), for almost every u ≥ 0. Since (yt(X), t ≥ 0) is a (Q,GX)-martingale,
and X is independent of WQ under Q, it follows that for almost every u ≥ 0, the process
(yt(u), t ≥ 0) is a (Q,FWQ)-martingale (cf. Proposition 1.11). Now, from Proposition 1.22
it follows that the (P,Fξ)-conditional density of X is
P(X ∈ du |Ft) = yt(u)P(X ∈ du)∫





Hence, (2.24) is proved.
(ii) Applying Itô's formula to (2.29), and using stochastic Fubini theorem (which holds under























As a classical result in ﬁltering theory (see for example [82, Section 8.1]), the innovation
process Ŵ , deﬁned in (2.27), is a (P,Fξ)-Brownian motion.
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Remark 2.4. In the particular case where the drift and the diﬀusion coeﬃcient of the
observation do not depend on ξ, i.e.,
dξt = a(t,X)dt+ b(t)dWt , (2.30)
Proposition 2.6, recovers the result of Filipovic et al. [51]. Then, the (P,Fξ)-conditional















Accordingly, the dynamics of (gt(u), t ≥ 0) simplify to
dgt(u) = gt(u)




For our purpose, it is interesting to have examples where the density family g is explicitly
given (not only via its dynamics (2.26) or (2.32)). To this end, we present the following two
cases:
Case 1. The set-up of Brody et al.
This example is inspired by an interesting framework for credit risk modeling, proposed by
Brody et al. [29] and generalized by Rutkowski and Yu [95]. In their set-up, the information
available to investors is modeled by the natural ﬁltration of a process ξ, with
ξt = δtX + noise , (2.33)
where δ is constant and X stands for the payoﬀ at maturity T of some credit derivative
(typically, a defaultable zero coupon bond). The intuition is that before T , the investor has
just some noisy information about X, while at time T , the value of X is revealed, perfectly.
In this view, Brody et al. have modeled the noise term via a process β with βT = 0, so that,
X = 1Tδ ξT ∈ FT is observable at time T for the investor. They have then suggested that
a natural choice for the process β is a Brownian bridge on [0, T ]. To be more precise, let
W be a Brownian motion independent of the signal X. It is well-known (see for instance,
Jeanblanc et al. [70, Section 4.3.5]) that the process β given by
dβt = − βt
T − tdt+ dWt, β0 = 0 (2.34)
is a Brownian bridge. So, in the model of Brody et al., the observation process ξ evolves as
dξt = δXdt+ dβt =
δTX − ξt
T − t dt+ dWt . (2.35)
Using the properties of Brownian bridges, Rutkowski and Yu [95, Lemma 1.1] have shown
that ξ is Fξ−Markovian. Then, since X = 1Tδ ξT is a function of ξT , using the Bayes' formula
they obtained the conditional law of X given Fξ (cf. [95, Lemma 1.2]):















We now consider a case slightly more general than the model of Brody et al., where the





dt+ dWt , ξ0 = 0 , (2.37)
in which, α0 is a deterministic function and α(t) = exp(−
∫ t
0 α0(s)ds). In particular, if
α0(t) = − 1T−t then α(t) = C exp
(−∫ t0 α0(s)ds) = CTT−t and one recovers the model of Brody
et al., that is (2.35).
Starting from (2.37) and after the change of variable ζt := α(t)ξt, one has
dζt = α
2(t)Xdt+ α(t)dWt .
Then, in Remark 2.4 (with ξ replaced by ζ, a(t,X) = α2(t)X and b(t) = α(t), therein), the




















Note that since α is deterministic, one has Fζ = Fξ. So,























In particular, for α0(t) = − 1T−t , one has
∫ t
0 α
2(s)ds = CtTT−t , and Equation (2.38) yields to
the formula (2.36).
Case 2. Gaussian signal
Let the signal X be a random variable with Gaussian law N (m0, σ20) and
dξt =
(
a0(t, ξt) + a1(t, ξt)X
)
dt+ b(t, ξt)dWt , (2.39)
which is a special case of (2.23) with a(t, x, ξ) = a0(t, ξ) + a1(t, ξ)x. In ﬁltering theory, it
is known that (under some technical conditions, for which we refer to Liptser and Shiryaev
[83, Thm 12.2]), the (P,Fξ)-conditional law of X is Gaussian, with variance and mean given
in (2.40) below. The aim of the following Corollary 2.7 is to recover this result, using
Proposition 2.6.
Corollary 2.7. Let X ∼ N (m0, σ20) be a normally distributed random variable independent
of the Brownian motion W , and let ξ be a diﬀusion as in (2.39). Then,

























where dŴt = (X −mt)a1(t,ξt)b(t,ξt) dt+ dWt.
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Since the term exp
(− B2t2At )Rt does not depend on u, it is simpliﬁed in the numerator and
















that is the Gaussian law with mean BtAt and variance
1
At . We note that
1
At coincides with
the σ2t in (2.40). We now check that
Bt
At is equal to m in (2.40): applying integrations by












(X − BtAt )dt+ dWt
}
,
and moreover, B0A0 = m0, which completes the proof.
Example 2.6. In order to have a density family on R+, we deﬁne Gt(θ) := P(Y > θ |Fξt )
where Y = ψ(X) and ψ is a diﬀerentiable, positive and increasing function. Thus, denot-






We note that the survival family G is similar to that of Subsection 2.2.1; The only diﬀerence
is that, here, as opposed to the case of Subsection 2.2.1, σ2t is stochastic. Nevertheless, since
it is of ﬁnite variation, the martingale terms in the dynamics dGt(θ), dgt(θ), etc., are not
aﬀected by the randomness of σ2t .
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Remark 2.5. In the case where the coeﬃcients of the process ξ are deterministic functions
of time, i.e.,
dξt = (a0(t) + a1(t)X)dt+ b(t)dWt








and the mean is the F-Gaussian
martingale






where dŴt = (X −mt)a1(t)b(t) dt + dWt . Note that ddtσ2(t) = −σ4(t)
a21(t)
b2(t)
. So, if furthermore
X is a centered Gaussian random variable, Example 2.6 coincides with that of Subsection
2.2.1, with f(s) = σ
2(s)a1(s)
b(s) therein: in both examples, the conditional law of X given Ft is
Gaussian with the same mean and variance. 
2.7 Starting from a survival process
The examples of this section are obtained starting from the multiplicative decomposition of
a survival process.
Recall that in Section 2.1, we deﬁned a survival process (Gt, t ≥ 0) by Gt = Gt(t), where
(Gt(θ), t ≥ 0), θ ≥ 0 is a (P,F)-survival family. We then easily checked that (Gt, t ≥ 0) is a
(P,F)-supermartingale. An interesting problem is the reverse direction: Let G = (Gt, t ≥
0) be a [0, 1)-valued supermartingale with multiplicative decomposition G = ne−Λ, where
n is a positive F-local martingale and Λ is an F-adapted continuous positive process. Is it
possible to construct a family of [0, 1]-valued F-martingales (Xt(θ), t ≥ 0), decreasing with
respect to the parameter θ, such that Xt(t) = Gt ? If the answer is positive, does one has
the uniqueness of solution?
This problem has been studied by Jeanblanc and Song [69], Li and Rutkowski [81] and
Gapeev et al. [54], from diﬀerent viewpoints. It has several solutions, which means that the
knowledge of the survival process does not contain enough information to reconstruct the
whole survival family: as we mentioned before, the knowledge of P(τ > θ |Fθ) determines
the value of P(τ > θ |Ft) for t < θ, but the only information we have for the after default"
construction is that
(
Gt(θ) = P(τ > θ |Ft), t ≥ 0
)
is a [0, 1]-valued martingale, with initial
value (at time t = θ) given by Gθ, such that the map θ → Gt(θ) is decreasing. In other
words, the intensity does not contain all the information required for reconstructing the
survival family.
Assuming Gt < 1 for every t > 0, Jeanblanc and Song [69] have presented one solution,
called the basic solution, deﬁned by








0 < θ ≤ t ≤ ∞ , (2.42)
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which is obviously decreasing with respect to θ, and they proved that (Xt(θ), t ≥ 0) has the
martingale property.
In the case where the local martingale n is continuous, the dynamics of X are given by:
dXt(θ) = Xt(θ)
e−Λt
1−Gtdnt, 0 < θ ≤ t <∞ ,
from which it is seen that (Xt(θ), t ≥ 0) is a local martingale, hence a martingale, since it
is bounded.
If Λ is absolutely continuous w.r.t. the Lebesgue measure, that is, Λt =
∫ t
0 λsds for some








Also, the dynamics of gX are





Other solutions are then presented by Jeanblanc and Song [68].
Hence, for any appropriate pair of processes (n, λ), Equation (2.43) provides an example of
the density family.
















σ(t) . Then, using G = ne
−Λ, the equation (2.44) becomes







which is diﬀerent from the dynamics of the density family g in (2.7).
2.8 Multidimensional models
This section provides multidimensional density families by generalizing diverse methodolo-
gies of constructing the one-dimensional ones, presented in previous sections.
We start by specifying the deﬁnitions in the n-dimensional case (compare with the corre-
sponding one-dimensional Deﬁnitions 2.1 and 2.2):
A family g of processes (gt(u), t ≥ 0), indexed by u ∈ Rn+, is called a density family (or,
more precisely, an n-dimensional (P,F)-density family) if the following conditions hold:
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• For almost every u ∈ Rn+, the process (gt(u), t ≥ 0) is a positive (P,F)-martingale;
• For every t ≥ 0, the constraint ∫Rn+ gt(u)du = 1 is satisﬁed P− a.s..
A family G of processes (Gt(θ), t ≥ 0), indexed by θ = (θ1, ..., θn) ∈ Rn+, is called a survival
family (or, more precisely, an n-dimensional (P,F)-survival family) if
• For almost every θ ∈ Rn+, the process (Gt(θ), t ≥ 0) is a [0, 1]-valued (P,F)-martingale;
• For every t ≥ 0, the function θi → Gt(θ1, ..., θi, ..., θn) is decreasing. Moreover, Gt(0, ..., 0) =
1 and limθi→∞Gt(θ1, ..., θi, ..., θn) = 0.
If g is a n-dimensional density family, then obviously the family G deﬁned by







is a n-dimensional survival family.
Given a n-dimensional density family g, one can construct, as in the proof of Proposition
2.1, a vector τ = (τ1, ..., τn) of random times on an extended probability space (Ω˜, A˜, F˜, P˜),
which admits pt(u1, ..., un) :=
gt(u1,...,un)
g0(u1,...,un)
as its (P,F)-conditional density (with respect to
the law of τ).
For the sake of simplicity in notation and clarity in describing the ideas, here, we deal with
the two-dimensional case. As it will be seen, the multidimensional models will then be
straightforward to construct.
We use the notation Git(θi) := P(τi > θi |Ft) for the marginal survival families. In other
words, G1t (θ1) = Gt(θ1, 0) and G
2
t (θ2) = Gt(0, θ2).
Example 2.8. Change of Probability
As in the one-dimensional case, we start from a model (Ω,A,F,P, τ), where τ = (τ1, τ2) is a
vector of positive random variables, independent of F, with density function g0(·, ·), so that,
P(τ1 ∈ du1, τ2 ∈ du2 |Ft) = P(τ1 ∈ du1, τ2 ∈ du2) = g0(u1, u2)du1du2 .
Suppose that (yt(u1, u2)) is a family of (P,F)-Radon Nikodým densities and consider the
probability measure Q, locally equivalent to P on Gτ , given by Q
∣∣
Gτt = yt(τ1, τ2)P
∣∣
Gτt , where





0 yt(u1, u2)g0(u1, u2)du1du2
g0(u1, u2) ,
is a two-dimensional (Q,F)-density family.
Example 2.9. A dynamic copula example
We give here an example in Schönbucher and Schubert [96] where τ1 and τ2 are constructed
respectively in the Cox process model and are correlated by a copula function given F∞. The
survival family is then obtained by taking conditional expectations in a backward manner.
Let τ1 and τ2 be deﬁned as in the Cox process model. That is, τi = inf{t : Λit ≥ Θi} (i = 1, 2)
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where Λi is an F-adapted increasing process with Λi0 = 0 and limt→∞ Λit = +∞, random
variables Θ1 and Θ2 are independent of F∞ with unit exponential law. Recall from Section
2.4 that the marginal survival families are given by Git(θ) = P(τi > θ |Ft) = E(e−Λ
i
θ |Ft). In
particular, the marginal survival process satisﬁes Git = P(τi > t |Ft) = P(τi > t |F∞) = e−Λ
i
t
and the H-hypothesis holds between F and F∨Hi. Now, assume that the random variables
Θ1 and Θ2 are correlated by a copula function C, so that,
P(Θ1 > θ1,Θ2 > θ2) = C(e−θ1 , e−θ2) .
Then, since Θ1 and Θ2 are independent from F∞, one has























By choosing diﬀerent copula functions, we can obtain a large class of survival families.
Note that since the random barriers Θ1 and Θ2 are correlated, in general, the H-hypothesis
is not valid between F ∨Hi and F ∨H1 ∨H2. However, if Θ1 and Θ2 are independent, then
F∨Hi is immersed in F∨H1∨H2: To verify this assertion, we note that Θi being independent
of F∞ ∨ σ(Θ3−i), it is also independent of F∞ ∨H3−i∞ (because H3−i∞ ⊆ σ(Θ3−i)). Thus,
P(τi > θi |F∞ ∨H3−i∞ ) = P(Θi > Λit |F∞ ∨H3−i∞ )
= P(Θi > Λit |Ft ∨H3−it ) = P(τi > θi |Ft ∨H3−it ) ,
where the ﬁrst and the last equality hold because Λi is increasing, and the second equality
is a consequence of the independent of Θi and F∞ ∨H3−i∞ .
Example 2.10. Two-dimensional Gaussian example
We generalize the Gaussian example in Subsection 2.2.1. Let F be the ﬁltration generated by




1− ρBi (i = 1, 2) where
ρ is a constant valued in [0, 1). Note that introducing B0 allows us to correlate the Brownian





fis are square-integrable functions and let Y
i = ψi(X
i) where ψi is, as in the on-dimensional
case, a diﬀerentiable, positive and increasing function. Then



























s ) has a bivari-








t f1(s)f2(s)ds. Hence, assuming that σ1(·) and σ2(·) do not vanish, we obtain a two-
dimensional survival family
Gt(θ1, θ2) = Φ
(m1t − ψ−11 (θ1)
σ1(t)
,







where notation Φ(·, ·, ρ) stands for a bivariate centered Gaussian cumulative distribution
function with unit variances and correlation coeﬃcient ρ. The corresponding density family
is given by

































Example 2.11. Aﬃne processes
We generalize Example 2.3 of the convexity construction in Section 2.5. Consider three
independent CIR processes Y i,






0 > 0, i = 0, 1, 2.
in which ηi, µi and σi are positive constants.
Let F be the ﬁltration generated by the multidimensional Brownian motionW = (W 0,W 1,W 2).
We deﬁne Xi = Y 0 + Y i for i = 1, 2. Let X = (X1, X2) and Y = (Y 0, Y 1, Y 2). Then,
obviously, FX ⊆ FY . Moreover, assuming 2η0µ0 > σ20, the process Y 0 does not vanish,
and thus, noting that d〈X1, X2〉t = d〈Y 0〉t = σ20Y 0t dt, one has FY ⊆ FX . So, the natural
ﬁltrations of X and Y coincide.
Let the 2-dimensional survival family for 0 ≤ t < T and θ = (θ1, θ2) ∈ R2+ be given by





where θ0 = θ1 + θ2. Notice that the three-dimensional process (Y
0, Y 1, Y 2) is an aﬃne




ϕi(T − t, θi)Y it −
2∑
i=0
ψi(T − t, θi)
)
with ϕi and ψi being functions R+ × R+ → R given explicitly by
ϕi(s, v) =
2ηiv
(2ηi + σ2i v)e
ηis − σ2i v













In particular, the marginal survival family of τi is given by
Git(θi) = P(τi > θi |Ft) = E[e−θiX
i









t(θi), we see that introducing Y
0 allows us to have a depen-
dence through the common factor. The case Y 0 = 0 provides an example where the default
times are independent. Moreover, given the trajectory of the process (Y 0t , t ≥ 0), the default
times satisfy the standard conditional independence condition.
2.9 Conclusion
In this chapter we saw that in order to construct a density model it suﬃces to provide ex-
amples of density family (Proposition 2.1). We then presented diverse methods to construct
density families.
The change of probability measure method, proposed in Section 2.3, is very eﬃcient, in
that, the problem of ﬁnding density families reduces to the problem of ﬁnding a family of
Radon-Nakodým densities w.r.t. the reference ﬁltration. The latter problem is a standard
one in the theory of stochastic processes.
We generalized the Cox process model to a setting where the random barrier is not inde-
pendent of the reference ﬁltration (Proposition 2.3 and 2.4). As opposed to the standard
Cox model, in the generalized setting H-hypothesis is not satisﬁed.
Based on the observation that the class of density families is closed under convex combina-
tions, the convexity construction (Proposition 2.5) suggests an approach to obtain a density
family from a given one. An interesting case is when the starting point is a density func-
tion, for example an exponential density function, which results in several explicit examples,
presented in Section 2.5.
Adopting a partial observation viewpoint, we then studied the cases where the conditional
law of a random variable (the signal) given the natural ﬁltration of a diﬀusion (the obser-
vation), admits a density family. Quite naturally, this point of view is closely related to the
change of probability approach, as was seen in the proof of Proposition 2.6.
Finally, as we saw in Section 2.8, the constructions proposed in this chapter for the one-
dimensional case, are generalized to the multidimensional case.
Chapter 3
Hedging Credit Derivatives in the
Density Approach
Having presented the theoretical tools and backgrounds for the density model (in Chapter
1) and several concrete examples (in Chapter 2), we aim, in this chapter, to show the
performance of this model in dynamic hedging of credit portfolio loss derivatives using
single-name instruments.
3.1 Introduction
The most literature on credit derivatives' modeling is either within the structural model or
the intensity-based model. The default density approach for credit modeling, has recently
been proposed by El Karoui et al. [46]. This new point of view is based on the conditional
density of the default time(s) given a reference ﬁltration, and is particularly well adapted for
studying what goes on after a default event such as its impact on the remaining default-free
market and the other defaultable entities.
Let (Ω,A,P) be a probability space equipped with a ﬁltration F = (Ft, t ≥ 0) representing
the information of default-free market. In single-default case, we consider a ﬁnite random
time τ on (Ω,A,P) which represents the default time of the defaultable ﬁnancial entity. So,
we may refer to τ as the default time. The information available to the investor is then
modeled by the progressive enlargement of F with τ , that is G = F ∨ H, with notation of
Chapter 1.
We note that in the structural models, usually the conditional density exists, but only on
{t < τ}: in fact, since in those models τ is an F-stopping time, for any θ ∈ R+ such that
θ ≤ t, one has P(τ > θ |Ft) = 1τ>θ.
In the intensity-based approaches, such as the widely used Cox-process model, the intensity
process plays a pivotal role. However, as was mentioned in Chapter 2, in the density model,
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given the intensity of default, one can not recover the conditional law of default, in a unique
way. Indeed, the primitive of the default density model is the density family.
Also, we note that in the majority of the intensity-based models, the H-hypothesis holds.
In the density model, as we saw in Section 2.4, the H-hypothesis holds (if and) only if the
default time τ is constructed as in the standard Cox process model. In this special case, the
density model is an intensity-based model.
For multi-default case, we consider a vector of ﬁnite random times (τ1, ..., τn) on (Ω,A,P)
corresponding to the default times of the n reference entities in consideration. The investor's
information ﬂow is modeled by the progressive enlargement of F with τ1, ..., τn, that is
G = F ∨ H1 ∨ · · · ∨ Hn, where we denote by Hi = (Hit, t ≥ 0), the natural ﬁltration of the
indicator process H i associated with τi.
We suppose that the saving account B is tradable in the market, and that dBt = r(t)Btdt,
where the non-negative deterministic function r(·) denotes the short term interest-rate. We
consider B as the numéraire, hence, β, given by β(t) = exp
(− ∫ t0 r(s)ds), is the (determin-
istic) discount factor. We assume that the market is arbitrage-free, in the sense that the
discounted price process of any tradeable asset with no coupons or dividends is a (P,G)-
martingale. We denote by E the expectation under the pricing measure P. Also, we make
the convention that all the cash ﬂows are written from the perspective of the protection
buyer.
The remaining of this chapter consists of three sections:
• Hedging of a single-name credit derivative is illustrated in Section 3.2, by an example
concerning the replication of a defaultable zero coupon bond using a mortality bond;
• Case of multi-name credit derivatives backed by ordered default times is illustrated in
Section 3.3, by means of an example on dynamically hedging a tranche of a CDO written
on a pool of n names, using CDSs written on individual names;
• The general case of multi-name credit derivatives with non-ordered default times is studied
in Section 3.4.
3.2 Hedging defaultable zero coupon bonds
In this section, we deal with the problem of hedging a defaultable zero coupon bond (DZCB,
hereafter), using a mortality bond, a default-free risky asset and the risk-free saving account.
This subject is inspired by the paper of Biagini et al. [6], where they treated the mean-
variance hedging of a DZCB (survivor bond, in their terminology) based on a mortality bond,
under the H-hypothesis.
Here, the H-hypothesis is relaxed. Indeed, when dealing with single-name credit derivatives
with ﬂat cash ﬂows after the default, we have not to restrict ourselves to the H-hypothesis.
This is due to the fact that any τ -stopped F-martingale is a special G-semimartingale, and
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that its canonical decomposition in G is known (cf. the review of literature in Subsection
1.6.1).
By a DZCB we mean a ﬁnancial contract that pays one monetary unit at a pre-speciﬁed
maturity T , if the reference entity has not defaulted up to T . A mortality bond is a ﬁnancial
instrument with payoﬀ at maturity Y = κI where κ is a positive constant and I =
∫ τ∧T
0 Gtdt,
and G denotes the survival process, i.e., Gt := P(τ > t |Ft). Note that 1τ≤tY is a Gt-
measurable random variable.
We assume that the survival process G is positive and continuous. Thus, from the Key
Lemma (cf. Remark 1.4), for any P-integrable random variable X,
1t<τE(X |Gt) = 1t<τ 1
Gt
E(X1t<τ |Ft) . (3.1)
Thanks to this identity, for (valuation and) hedging of a single-name credit derivative van-
ishing after the default, such as a DZCB, one can proceed without the E-hypothesis.
Let G = µ−A be the Doob-Meyer decomposition of the F-supermartingale G. It is known
(see for instance [11, Prop. 3.1.4]) that
∫ ·
0(1 −Hs)dAsGs is the (P,G)-compensator of H. In
other words, the process M deﬁned by






is a (P,G)-martingale. Note that under the E-hypothesis, as mentioned earlier (cf. Equation
(1.20)), dAt = pt(t)P(τ ∈ dt) and if furthermore, the law of τ is absolutely continuous w.r.t.
the Lebesgue measure, dAt = gt(t)dt, where g denotes the density family. In this case,
dAt
Gt
= gt(t)Gt dt = λtdt, where λ is the intensity of the random time τ .
In order to have simpler price dynamics in the sequel, we further assume that F is the
ﬁltration generated by some Brownian motion W ; in this case [W,M ] = 0 (since M is a
pure-jump martingale). Using the result established in Jeulin and Yor [72] (see also Equation
1.13), the stopped process (Ŵt∧τ ), where Ŵ is deﬁned as






is a G-martingale, hence a G-Brownian motion, from the Lévy characterization of Brownian
motions.
Denoting by Dt the (arbitrage-free) price at time t of a DZCB with maturity T , and using
(3.1), one has
β(t)Dt = β(T )E(1τ>T |Gt) = (1−Ht)β(T ) 1
Gt
ηt , (3.4)
where η, deﬁned by ηt = P(τ > T |Ft), is a positive F-martingale. In particular, from
Proposition 1.12, the right-hand side of (3.4) deﬁnes a (P,G)-martingale (as should be the
case).
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Denoting by Yt the price at time t of a mortality bond with maturity T , one has β(t)Yt =
β(T )E(κI |Gt). Decomposing I on events {t < τ} and {τ ≤ t}, one can then simplify the
expression for Yt:














Next, note that for a process X (not necessarily F-adapted), such that Xs is P-integrable

































, is an F-martingale.













Thus, using (3.1) and Gt-measurability of 1τ≤tY , one has
β(t)
β(T )













Since µ, η and m are F-martingales, from martingales' representation theorem in Brownian
ﬁltrations, they can be represented as
dµt = µ
1
tdWt , dηt = η
1
t dWt , dmt = m
1
tdWt ,
for some F-predictable process µ1, η1 and m1.
In order to ﬁnd the G-dynamics of the price processes D and Y , we need the canonical
decomposition in G of F-martingales µ, η and m, deﬁned above. Using again the result of
Jeulin and Yor [72] (cf. Equation (1.13)), the stopped processes (µ̂t∧τ ), (η̂t∧τ ) and (m̂t∧τ ),
deﬁned by











d〈η, µ〉s , (3.7b)










tdŴt , dη̂t = η
1
t dŴt , dm̂t = m
1
tdŴt . (3.8)
The following lemma gives the dynamics of the price processes of the DZCB and the mortality
bond:














(ii) The risk-neutral dynamics of the mortality bond's price process are
dYt = r(t)Ytdt+ ΣtdŴt + ∆tdMt (3.10)
where














































Applying integration by parts formula to β(t)Dt = (1−Ht)β(T ) 1Gt ηt, one has














Then, using (3.2), (3.7b) and (1−Ht−)dHt = dHt, one has




















The Equation (3.9) is then immediate in view of (3.8).






































where we used (3.11) to obtain the second identity. Now, applying integration by parts
formula to (3.6) and noting that d〈R,H〉t = 0, one yields
β(t)
β(T )
dYt − r(t) β(t)
β(T )




























































































We assume that a default-free risky asset, with price process S, is traded in the market and
that on the event {t < τ}, the (P,G)-dynamics of S are
dSt = r(t)Stdt+ σtStdŴt .
Now, we show that it possible to replicate a DZCB by dynamically trading in the portfolio
ϕ = (ϕB, ϕS , ϕY ) where ϕB, ϕS and ϕY denote, respectively, the number of units of the
risk-free asset, the default-free risky asset and the mortality bond held in the portfolio at




t dBt + ϕ
S
t dSt + ϕ
Y
t dYt . (3.13)
For ϕ to replicate the DZCB with price process D one should have dDt = dVt(ϕ). This
identity together with (3.13) and the uniqueness in the martingale representation theorem
















where Σt and ∆t are as in Lemma 3.1 and ςt = η
1
t /ηt − µ1t /Gt. Noting that the processes








































3.3 Hedging a CDO tranche with CDSs
In view of its practical importance, the dynamic hedging of multi-name credit portfolios has
received a lot of attention in recent years. Among the studies on this hedging problem, we
mention a few:
• The Markovian models for the aggregated loss process in the paper of Laurent et al.
[79] as well as Frey and Backhaus [53];
• The Markovian copula model of Bielecki et al. [15];
• The generic martingale approach in a series of papers by Bielecki et al. (e.g. [12]).
In this section, we focus on replicating a CDO tranche, using CDSs written on individual
reference names. Apart from the E-hypothesis, we postulate that the default times are
ordered and that the reference ﬁltration is a trivial one. The general case, with non-ordered
default times and accounting for spread risk, will then be addressed in Section 3.4.
We consider n obligors with default times τ1, ..., τn and (constant) recovery rates R1, ..., Rn.
The accumulated loss process L of a CDO written on a portfolio consisting the nominal Ej





We denote by m, the number of tranches of the CDO. For each i ∈ {1, ...,m}
ai := the attachment point of the i
th tranche times E ,
bi := the detachment point of the i
th tranche times E ,
where E = E1 + · · · + En is the whole nominal of the portfolio in consideration. So, by
deﬁnition, ai < bi for every i ∈ {1, ...,m}.
The accumulated loss Lit of tranche i at time t is
Lit = (Lt − ai)+ − (Lt − bi)+. (3.15)
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β(s)(bi − ai − Lis)ds, (3.16)
where Si is the spread of the i
th tranche.
3.3.1 Model
In this section, we assume that the reference ﬁltration F is the trivial ﬁltration. In other
words, the information ﬂow of investors is modeled by (the right continuous regularization
of) the ﬁltration H := H1 ∨ · · · ∨ Hn, where Hi is the natural ﬁltration of the indicator
process H i. However, the arguments of this section can easily be generalized to the case of
a ﬁltration F with the predictable representation property (in the sense of Assumption 1.2).
Our standing assumptions are
(i) The default times are ordered, namely,
τ1 < τ2 < · · · < τn P− a.s.
(ii) The joint survival probability of τ1, ..., τn admits a density w.r.t. the Lebesgue measure:







The former assumption (i) reduces the number of default events from 2n to n + 1 and
therefore simpliﬁes the loss process of each tranche, the intensity process of each name and
the predictable representation theorem, as will be described soon. The latter enables us to
calculate all conditional expectation of interest as well as intensities of default times.
Remark 3.1. Since the default times are assumed ordered, f(x1, ..., xn) = 0 if xi > xj , for
some i < j. 
Let us turn back to expression (3.15) and observe that one may get rid of nonlinearity of Li
under assumption (i). To do this, we deﬁne for the ith tranche,
i∗ = min{j : `j > ai} , i∗ = max{j : `j ≤ bi}. (3.17)
in which `j = (1 − R1)E1 + · · · + (1 − Rj)Ej stands for the loss occurred by the default
of the j most risky names. Therefore, i∗ denotes the ﬁrst name after default of which the
accumulated loss breaks down through the attachment of tranche i, and i∗ is the last name
that after its default, the residual tranche nominal is non-zero.








with constants γj deﬁned by
γj =

`i∗ − ai if j = i∗
(1−Rj)Ej if i∗ < j < i∗
bi − `i∗ if j = i∗ .
3.3.2 Decomposition of H-martingales
In order to write the dynamics of the price processes, we need to specify the compensated
martingales associated with default indicator processes Hjs. Beforehand, we introduce a
notation which will be used frequently, later on. For k < j − 1,
ϕk,j(u1, ..., uk, t, s) :=
∂k


















f(u1, ..., un)dun...duk+1 ,
and,
ϕj−1,j(u1, ..., uj−1, s) :=
∂j−1










f(u1, ..., uj−1, uj , ..., un)dun...duj .
We make the convention that ∂0 is the identity operator, so that, for k = 0 and j > 1,


















f(u1, ..., un)dun...du1 .
Proposition 3.2. The process M j deﬁned by





Hj−1s (1−Hjs )λjsds (3.19)
is an H-martingale, where the intensity process λj is given by
λjt = −
∂
∂tϕj−1,j(τ1, ..., τj−1, t)
ϕj−1,j(τ1, ..., τj−1, t)
. (3.20)
Proof. It is shown in El Karoui et al. [45].
Note that since Hj and λj are H1 ∨ · · · ∨ Hj adapted processes, M j is an H1 ∨ · · · ∨ Hj-
martingale, too.
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Proposition 3.3. Consider the H-martingale X deﬁned by Xt := E(h(τ1, ..., τn)|Ht), where
h : Rn+ → R is a Borel function and such that the random variable h(τ1, ..., τn) is integrable.
Then (using the notation τ0 = 0 and τn+1 =∞),





k(τ1, ..., τk; t) (3.21)
with














0 · · ·
∫∞
0 h(u1, ..., un)f(u1, ..., un)dun...duk+2duk+1
ϕk,k+1(u1, ..., uk, t)
.
(3.22)





hk(τ1, ..., τk−1, t; t)− hk−1(τ1, ..., τk−1; t)
}
dMkt (3.23)
Proof. (i) The ﬁrst identity has been established in [45]. The second one is immediate from
Remark 3.1 and the deﬁnition of ϕk,k+1.
(ii) To verify (3.23), we start by noting that t → hk(u1, ..., uk; t) is diﬀerentiable and that,
by means of straightforward calculation, one has for k = 1, ..., n,
d
dt
hk−1(u1, ..., uk−1; t) = λkt
{
hk−1(u1, ..., uk−1; t)− hk(u1, ..., uk−1, t; t)
}
. (3.24)






hk(τ1, ..., τk; t)− hk−1(τ1, ..., τk−1; t)
}
Hkt . (3.25)















hk−1(τ1, ..., τk−1; t)
}
dt. (3.26)
Next, in the right-hand side of (3.26), we use the identity
hk(τ1, ..., τk−1, τk; t)dHkt = h
k(τ1, ..., τk−1, t; t)dHkt , (3.27)
which is straightforward from deﬁnition of Hk, to rewrite the ﬁrst term. In the second term,
we replace ddth





hk(τ1, ..., τk−1, t; t)− hk−1(τ1, ..., τk−1; t)
}{
dHkt −Hk−1t (1−Hkt )λkt dt
}
(3.28)
which is representation (3.23), in view of (3.19).
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Remark 3.2. The above martingale representation result (Proposition 3.3(ii)) is inline with
Equation (3.21), in the sense that the coeﬃcient of dMk is the jump size of the martingale
X at time τk. More precisely,
∆Xτk = Xτk −Xτk− = hk(τ1, ..., τk−1, τk; τk)− hk−1(τ1, ..., τk−1; τk−)
which is, in view of (3.27), equal to the coeﬃcient of dMk in (3.23). 
In the sequel, we mainly use a special case of Proposition 3.3 where the function h depends
only on one of the uj 's. In this particular case, the formula (3.22) simpliﬁes signiﬁcantly, as
is shown in the following corollary.
Corollary 3.4. With the notation of Proposition 3.3, if h = h(uj), then one has







ϕk,j(u1, ..., uk, t, uj)duj
ϕk,k+1(u1, ..., uk, t)







ϕk,k+1(u1, ..., uk, t)
, if k = j − 1
h(uj) , if k > j − 1









h(u1, ..., un)f(u1, ..., un)dun...duk+2duk+1 .
We now consider three cases:










= h(uj)(−1)kϕk,k+1(u1, ..., uk, t) .


















ϕj−1,j(u1, ..., uj)duj .



























ϕk,j(u1, ..., uk, t, uj)duj
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3.3.3 Dynamics of price processes
We are now interested in ﬁnding the dynamics of the cum-dividend price process of a tranche
of a CDO written on a portfolio of n names, as well as CDSs written on each individual
name. Since the cum-dividend price processes are H-martingales, once we ﬁnd the functions
hk in decomposition (3.21) the dynamics of this process follow immediately from (3.23), and
we are done.
Dynamics of price of a CDO tranche







β(s)(bi − ai − Lis)ds |Ht
)
(3.29)
(cf. the corresponding cash ﬂows given in (3.16)).





k,j(τ1, ..., τk; t) (3.30)
with
ξk,j(u1, ..., uk; t) =

− ∫ T0 β(s) ∂∂sϕk,j(u1, ..., uk, t, s)ds
ϕk,k+1(u1, ..., uk, t)
if k < j − 1 ,
− ∫ Tt β(s) ∂∂sϕj−1,j(u1, ..., uj−1, s)ds
ϕk,k+1(u1, ..., uk, t)
if k = j − 1 ,
β(uj)1uj≤T if k ≥ j .
Proof. It is immediate using Corollary 3.4 with h(uj) = β(uj)1uj≤T therein.
Lemma 3.6. One has∫ T
0




k,j(τ1, ..., τk; t), (3.31)
in which,





t β(s)ϕk,j(u1, ..., uk, t, s)ds
ϕk,k+1(u1, ..., uk, t)




t β(s)ϕj−1,j(u1, ..., uj−1, s)ds
ϕk,k+1(u1, ..., uk, t)
if k = j − 1 ,
∫ uj
0 β(s)ds if k ≥ j .
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Proof. Note that∫ T
0






β(s)P(τj > s|Ht)ds . (3.32)
For the ﬁrst term on the RHS (right-hand side) of (3.32), one has∫ t
0







where we used the Ht-measurability of the event {τj > s} for s ≤ t. We next consider two
cases:
• If k + 1 ≤ j, then τk+1 ≤ τj (as τi's are assumed ordered). Thus, on the event {τk ≤




• If k ≥ j, then τk ≥ τj . So, on the event {τk ≤ t < τk+1}, one has t ∧ τj = τj and in view
of (3.33), the ﬁrst integral on the RHS of (3.32) simpliﬁes to
∫ τj
0 β(s)ds.
As for the second integral on the RHS of (3.32),∫ T
t




and it suﬃces to use Corollary 3.4, with h(uj) = 1uj>s.
Proposition 3.7. The dynamics of discounted cum-dividend price process of the ith tranche














ξk,j(u1, ..., uk; t)− Siζk,j(u1, ..., uk; t)
}
, (3.35)
where ξk,j and ζk,j are given in Lemma 3.5 and Lemma 3.6, respectively.
















































)− Si ∫ T
0
β(s)P(τj > s|Ht)ds . (3.37)






ξk,j(τ1, ..., τk; t)− Siζk,j(τ1, ..., τk; t)
}





























i,k(τ1, ..., τk; t) , (3.38)











i,k(τ1, ..., τk; t) .





pii,k(τ1, ..., τk−1, t; t)− pii,k−1(τ1, ..., τk−1; t)
}
dMkt . (3.39)
Note that for k ≥ i∗,










which does not depend on k. So, the terms in right-hand side of (3.39) are null for k > i∗
and hence the equality (3.34).
Dynamics of price of a CDS
The discounted cum-dividend price process of a CDS written on name j with spread κj and
a deterministic loss given default δj(·) is




















k,j(τ1, ..., τk; t) (3.41)
with
ηk,j(u1, ..., uk; t) =

− ∫ T0 β(s)δj(s) ∂∂sϕk,j(u1, ..., uk, t, s)ds
ϕk,k+1(u1, ..., uk, t)
if k < j − 1 ,
− ∫ Tt β(s)δj(s) ∂∂sϕj−1,j(u1, ..., uj−1, s)ds
ϕk,k+1(u1, ..., uk, t)
if k = j − 1 ,
β(uj)δj(uj)1uj≤T if k ≥ j .
Proof. It is just Lemma 3.8 with the function β(·) replaced by β(·)δ(·), therein.
Proposition 3.9. The dynamics of discounted cum-dividend price process of a CDS written









νk,j(u1, ..., uk; t) := η
k,j(u1, ..., uk; t)− κjζk,j(u1, ..., uk; t). (3.43)
where ζk,j and ηk,j are given in Lemma 3.6 and Lemma 3.8, respectively.
Proof. The proof is the same as the one for Proposition 3.7.
3.3.4 Hedging Portfolio
Let ϕ = (ϕ0, ϕ1, ..., ϕn) denote a trading strategy, where ϕ0t stands for the amount of the
saving account at time t and ϕjt denotes the number of CDSs written on name j, for j =
1, ..., n. Let V (ϕ) be the discounted value process of the portfolio ϕ.







where V j is the discounted cum-dividend price process of the CDS written on name j.
We now ﬁx i and ﬁnd hedging ratios corresponding to tranche i. A trading strategy ϕ is a









Introducing the short-hand notation
bkt = pi
i,k(τ1, ..., τk−1, t; t)− pii,k(τ1, ..., τk−1; t)
ak,jt = ν
k,j(τ1, ..., τk−1, t; t)− νk−1,j(τ1, ..., τk−1; t) ,
and replacing the dynamics of Πi and V j , respectively, from Proposition 3.7 and 3.9, one










































t = 0 k = i
∗ + 1, ..., n (3.46)
which is an upper triangular system of n linear equations in n unknowns (the ϕjt 's). Provided
that the diagonals aj,jt , j = 1, ..., n do not vanish (see Remark 3.3 below), the system has
a unique solution (ϕ1t , ..., ϕ
n
t ) which is the replicating portfolio. In this case, from (3.46),








t k = 1, ..., i
∗ .
Remark 3.3. The coeﬃcient aj,j is the so-called jump-to-default for name j. Indeed,
aj,jt = ν
j,j(τ1, ..., τj−1, t; t)− νj−1,j(τ1, ..., τj−1; t)
=
{
ηj,j(τ1, ..., τj−1, t; t)− κjζj,j(τ1, ..., τj−1, t; t)
}





∂sϕj−1,j(τ1, ..., τj−1, s)ds
ϕj−1,j(τ1, ..., τj−1, t)
+ κj
∫ T
t β(s)ϕj−1,j(τ1, ..., τj−1, s)ds
ϕj−1,j(τ1, ..., τj−1, t)
.

















Thus, using Lemma 3.6 and Lemma 3.8, one has on the event {τj−1 ≤ t < τj}
β(t)CDSjt = −κj
∫ T
t β(s)ϕj−1,j(τ1, ..., τj−1, s)ds





∂sϕj−1,j(τ1, ..., τj−1, s)ds
ϕj−1,j(τ1, ..., τj−1, t)
.
Hence,
aj,jt = β(t)δj(t)− 1τj−1≤t<τjβ(t)CDSjt . (3.48)
• On the event {t < τj−1} or {τj ≤ t}, in view of (3.48), one has aj,jt = β(t)δj(t) which is
positive, provided that the function δj(·) does not vanish.
• On the event {τj−1 ≤ t < τj}, the behavior of aj,jt depends on that of δj(·); for example, if
the function t→ δj(t) is decreasing or constant, from Equation (3.47), one has CDSjtβ(t) <
δj(t)β(t), so that a
j,j
t > 0. 
3.4 General case
In this section, we treat hedging of multi-name credit derivatives in the density model
considering a general setting where the default times are not supposed to be ordered and
the reference ﬁltration F is not the trivial ﬁltration.
We consider a credit derivative written on a pool of n reference entities, the default times of
which are the random times τ1, ..., τn on a probability space (Ω,A,P). The ﬁrst default time
is then T1 := min{τ1, τ2, ..., τn}. Let F be a ﬁltration on this probability space that enjoys
a PRP in the sense of Assumption 1.2, where z, therein, is a d-dimensional martingale. In
other words, F consists of d sources of randomness. We assume that the E-hypothesis is
satisﬁed and that the law of (τ1, ..., τn) is absolutely continuous w.r.t. the Lebesgue measure
(on Rn+). Putting other words, we assume that






gt(u1, ..., un)du1...dun ,
where g is an n-dimensional (P,F)-density family. (cf. to Section 2.8 for the deﬁnition and
examples of multidimensional density families.)
From predictable representation theorem of Chapter 1 (cf. Theorem 1.30), one expects that
in the density model a multi-name credit derivative can be replicated using n single-name
credit derivatives corresponding to n reference names in consideration, d default-free risky
asset and the risk-free saving account. The aim of this section is to show that one can
even compute the hedging ratios. The key point is that between two successive defaults,
any multi-name credit derivative can be considered as a ﬁrst-to-default claim, written on the
survived names. For a good account of ﬁrst-to-default claims, we refer to [11] where Bielecki,
Jeanblanc and Rutkowski have developed a methodology for replicating these claims, using
single-name credit derivatives. Their approach is called BJR's method in the sequel.
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To illustrate the idea, we ﬁrst explain how a CDO tranche can be seen as consecutive ﬁrst-
to-default swaps on survived names.
A ﬁrst-to-default swap is a credit derivative written on n references credits, where the pro-
tection seller compensates the loss occurred at the ﬁrst default T1 in the reference credit
portfolio, by paying the buyer the amount ςj(τj) if τj = T1, where ςj(·) denotes a deter-
ministic recovery function. In exchange, the protection buyer pays a premium stream up to
maturity T or the time of the ﬁrst default T1, whichever comes ﬁrst. Thus, the discounted







Comparing to Equation (3.16), one sees that before the ﬁrst default, the cash ﬂows of the
ith tranche of a CDO coincides with that of a ﬁrst-to-default swap with κ = Si(bi − ai) and
ςj a (constant) function given by ςj(u) =
(Ej(1 − Rj) − ai)+ − (Ej(1 − Rj) − bi)+. (note
that Lit = 0 on t < T1.)
The kth default time can recursively be deﬁned as Tk = min{τj : τj > Tk−1}. On the time
interval (Tk, Tk+1], the i
th tranche of the CDO is a ﬁrst-to-default swap on the n−k survived




LTk + Ej(1−Rj)− ai
)+ − (LTk + Ej(1−Rj)− bi)+ if LTk < ai
Ej(1−Rj)−
(
LTk + Ej(1−Rj)− bi
)+
if ai ≤ LTk < bi
0 if bi ≤ LTk .
Turning back to the general case of a multi-name credit derivative backed by n reference
names, one can ﬁnd the hedging ratios, as is explained in Algorithm 3.1, below. Beforehand,
we introduce the following notation







Algorithm 3.1. Hedging a multi-name credit derivative
Step 0. On the interval (0, T1], the credit derivative is a ﬁrst-to-default claim, which
can be replicated applying BJR's method and using the n-dimensional survival family(
Gt(θ1, ..., θn)
)
. If T1 ≥ T , we are done, otherwise we proceed as in Step 1.
Step 1. At time T1, we observe which name has defaulted, say T1 = τj1 . So, we deal with
n− 1 survived names 1, ..., j1 − 1, j1 + 1, ..., n. We rearrange these names, so that they are
indexed from 1 to n− 1 and, accordingly, we deﬁne for j = 1, ..., n− 1, the default times
τ1,j =
{
τj if j < j1
τj−1 if j > j1
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The second default time is then T2 = min{τ1,1, τ1,2, ..., τ1,n−1}. On the time interval (T1, T2],
the investors' observation is thus F ∨ σ(T1), the initial enlargement of F with T1. Let
G1t (θ1, ..., θn−1) := P
(




τ1 > θ1, ..., τj1−1 > θj1−1, τj1+1 > θj1 , ..., τn > θn−1 |Ft ∨ σ(τj1)
)
.
As in Lemma 3.10 below, one can check that
G1t (θ1, ..., θn−1) =
∂j1Gt(θ1, ..., θj1−1, τj1 , θj1 , ..., θn−1)
∂j1Gt(0, ..., 0, τj1 , 0, ..., 0)
.
On the interval (T1, T2], the credit derivative is a ﬁrst-to-default claim on the n−1 survived
names, which can be replicated applying BJR's method and using the (n − 1)-dimensional
survival family
(
G1t (θ1, ..., θn−1)
)
. If T2 ≥ T , we stop, otherwise we pass to Step 2.
Step k. At time Tk, we observe which name has defaulted, say Tk = τk−1,jk . So, it remains
n−k survived names that we rearrange, so that they are indexed from 1 to n−k. Accordingly,
we deﬁne for j = 1, ..., n− k,
τk,j =
{
τk−1,j if j < jk
τk−1,j−1 if j > jk
Then, Tk+1 = min{τk,1, τk,2, ..., τk,n−k}. On the time interval (Tk, Tk+1], the investors' ob-
servation is thus F ∨ σ(T1) ∨ · · · ∨ σ(Tk). We deﬁne
Gkt (θ1, ..., θn−k) := P
(
τk,1 > θ1, ..., τk,n−k > θn−k |Ft ∨ σ(T1) ∨ · · · ∨ σ(Tk)
)
.
From Lemma 3.10, with F˜ = F ∨ σ(T1) ∨ · · · ∨ σ(Tk−1) therein, one obtains
Gkt (θ1, ..., θn−k) =
∂jkG
k−1
t (θ1, ..., θjk−1, Tk, θjk , ..., θn−k)
∂jkG
k−1
t (0, ..., 0, Tk, 0, ..., 0)
.
On the interval (Tk, Tk+1], the credit derivative is a ﬁrst-to-default claim on the n−k survived
names, which can be replicated applying BJR's method and using the (n− k)-dimensional
survival family
(
Gkt (θ1, ..., θn−k)
)
. If Tk+1 ≥ T , we stop, otherwise we go to Step k + 1.
We end this section giving the following lemma which was used in the above Algorithm 3.1.
For the sake of simplicity in notation, we restrict our attention to the two-dimensional case.
Lemma 3.10. Suppose that F˜ is a ﬁltration on (Ω,A) and let
Gt(θ1, θ2) := P
(








where g is two-dimensional (P, F˜)-density family. Then
P
(







Proof. For a ﬁxed θ1, from Proposition 1.3, one has P
(
τ1 > θ1 | F˜t ∨ σ(τ2)
)
= ht(τ2), where
ht(u) is a F˜t ⊗B(R+)-measurable random variable for every u ≥ 0. Thus, for any θ2 ∈ R+,
the random variable 1τ2>θ2 being F˜t ∨ σ(τ2)-measurable, one has
1τ2>θ2ht(τ2) = P
(
τ1 > θ1, τ2 > θ2 | F˜t ∨ σ(τ2)
)







τ1 > θ1, τ2 > θ2 | F˜t
)
,






















In this chapter, we focused on the study of dynamic hedging of credit derivatives in the
density approach.
In Section 3.2, we illustrated the case of single-name credit derivatives with ﬂat cash ﬂow
after default, presenting the hedging of a defaultable zero coupon bond using a mortality
bond. In the single-name case, our discussion was general, in that, the framework was
conﬁned neither to the E-hypothesis nor to the H-hypothesis.
Section 3.3 was concerned with replicating a CDO tranche with individual CDSs, under
the E-hypothesis and two further simplifying assumptions: Firstly, the random times were
assumed ordered, which reduced the number of default events from 2n to n+1. Secondly, the
reference ﬁltration was the trivial one. Under these assumptions, we stated, in Proposition
3.3, a predictable representation theorem with explicit coeﬃcients. We then discussed the
market completeness, and that the hedging ratios can be explicitly obtained, solving a
triangular system of linear equations.
The general case was then discussed in Section 3.4, where we relaxed the assumption that de-
fault times are ordered and we accounted for spread risk, introducing a non-trivial reference
ﬁltration. The key idea was that between two defaults, any multi-name credit derivative
can be considered as a ﬁrst-to-default claim on the survived credit entities. Then, relying
on the results established by Bielecki et al. [11], we showed, in Algorithm 3.1, the steps for
replicating credit portfolio loss derivatives.

Part II




A Markov Chain Model with Joint
Defaults
This chapter is a joint paper with S. Crépey and M. Jeanblanc [36].
4.1 Introduction
Since the sub-prime crisis, counterparty risk is a crucial issue in connection with valuation
and risk management of credit derivatives. Counterparty risk in general is `the risk that
a party to an OTC derivative contract may fail to perform on its contractual obligations,
causing losses to the other party' (cf. Canabarro and Duﬃe [31]). A major issue in this
regard is the wrong-way risk, namely the risk that the value of the contract is particularly
high from the perspective of the other party at the moment of default of the counterparty.
As classic examples of wrong-way risk, one can mention the situations of selling a put option
to a company on its own stock, or entering a forward contract in which oil is bought by an
airline company (see Redon [93]).
Among papers dealing with general counterparty risk, one can mention, apart from the
abovementioned references, Canabarro et al. [32], Zhu and Pykhtin [104], and the series of
papers by Brigo et al. [22, 24, 25, 23, 27, 26]. From the point of view of measurement and
management of counterparty risk, two important notions emerge:
• The Credit Value Adjustment process (CVA), which measures the depreciation of a con-
tract due to counterparty risk. So, in rough terms, CVAt = Pt−Πt, where Π and P denote
the price process of a contract depending on whether one accounts or not for counterparty
risk.
• The Expected Positive Exposure function (EPE), where EPE(t) is the risk-neutral ex-
pectation of the loss on a contract conditional on a default of the counterparty occurring at
time t.
Note that the CVA can be given an option-theoretic interpretation, so that counterparty
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risk can, in principle, be managed dynamically.
4.1.1 Counterparty Credit Risk
Wrong-way risk is particularly important in the case of credit derivatives transactions, at
least from the perspective of a credit protection buyer. Indeed, via economic cycle and
default contagion eﬀects, the time of default of a counterparty selling credit protection is
typically a time of higher value of credit protection.
We consider in this chapter a Credit Default Swap with counterparty risk (`risky CDS'
in the sequel, as opposed to `risk-free CDS', without counterparty risk). Note that this topic
already received a lot of attention in the literature. It can thus be considered as a benchmark
problem of counterparty credit risk. To quote but a few:
• Huge and Lando [60] propose a rating-based approach,
• Hull and White [61] study this problem in the set-up of a static copula model,
• Jarrow and Yu [65] use an intensity contagion model, further considered in Leung and
Kwok [80],
• Brigo and Chourdakis [22] work in the set-up of their Gaussian copula and CIR++
intensity model, extended to the issue of bilateral counterparty credit risk in Brigo and
Capponi [21],
• Blanchet-Scalliet and Patras [17] or Lipton and Sepp [84] develop structural approaches.
4.1.2 A Markov Copula Approach
We shall consider a Markovian model of credit risk in which simultaneous defaults are
possible. Wrong-way risk is thus represented in the model by the fact that at the time of
default of the counterparty, there is a positive probability that the ﬁrm on which the CDS
is written defaults too, in which case the loss incurred to the investor (Exposure at Default
ED, cf. (4.3)) is the loss given default of the ﬁrm (up to the recovery on the counterparty),
that is a very large amount. Of course, this simple model should not be taken too literally.
We are not claiming here that simultaneous defaults can happen in actual practice. The
rationale and ﬁnancial interpretation of our model is rather that at the time of default of
the counterparty, there is a positive probability of a high defaults spreads environment, in
which case, the value of the CDS for a protection buyer is close to the loss given default of
the ﬁrm.
More speciﬁcally, we shall be considering a four-state Markov Chain model of two obligors,
so that all the computations are straightforward, either that there are explicit formulas for
all the quantities of interest, or, in case less elementary parameterizations of the model are
used, that these quantities can be easily and quickly computed by solving numerically the
related Kolmogorov ODEs.
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This Markovian set-up makes it possible to address in a dynamic and consistent way the
issues of valuing (and also hedging) the CDS, and/or, if wished, the CVA, interpreted as an
option as evoked above.
To make this even more practical, we shall work in a Markovian copula set-up in the sense
of Bielecki et al. [16], in which calibration of the model marginals to the related CDS curves
is straightforward. The only really free model parameters are thus the few dependence
parameters, which can be calibrated or estimated in ways that we shall explain in the
sequel.
The remainder of this chapter is organized as follows: In Section 4.2 we ﬁrst describe the
mechanism and cash ﬂows of a payer CDS with counterparty credit risk. We then state a
few preliminary results about pricing and CVA of this CDS in a general set-up. In Section
4.3 we introduce our Markov chain copula model, in which we derive explicit formulas for
most quantities of interest in regard to a risky CDS, like price, EPE, CVA or hedging ratios.
Section 4.4 is about implementation of the model. Alternative model parameterizations
and related calibration or estimation procedures are proposed and analyzed. Numerical
results are presented and discussed, showing good agreement of model's EPE and CVA with
expected features. Section 4.5 recapitulates our model's main properties and presents some
directions for possible extensions of the previous results.
4.2 General Set-Up
4.2.1 Cash Flows
As is well known, a CDS contract involves three entities: A reference credit (ﬁrm), a buyer
of default protection on the ﬁrm, and a seller of default protection on the ﬁrm. The issue of
counterparty risk on a CDS is:
• Primarily, the fact that the seller of protection may fail to pay the protection cash ﬂows
to the buyer in case of a default of the ﬁrm;
• Also, the symmetric concern that the buyer may fail to pay the contractual CDS spread
to the seller.
We shall focus in this study on the unilateral counterparty credit risk involved in a payer
CDS contract, namely the risk corresponding to the ﬁrst bullet point above; however it
should be noted that the approach of this work could be extended to the issue of bilateral
credit risk.
We shall refer to the buyer and the seller of protection on the ﬁrm as the risk-free investor
and the defaultable counterparty, respectively. Indices 1 and 2 will refer to quantities related
to the ﬁrm and to the counterparty. The default time of the ﬁrm and of the counterparty
are denoted by τ1 and τ2.
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Under a risky CDS (payer CDS with counterparty credit risk), the investor pays to the
counterparty a stream of premia with spread κ, or Fees Cash Flows, from the inception date
(time 0 henceforth) until the occurrence of a credit event (default of the counterparty or the
ﬁrm) or the maturity T of the contract, whichever comes ﬁrst.
Indices 1 and 2 will refer to quantities related to the ﬁrm and to the counterparty, respec-
tively. For instance, τ1 and τ2 will denote their respective default times, whereas R1 and R2
will stand for the corresponding recoveries upon default.
If the ﬁrm defaults prior to the expiration of the contract, the Protection Cash Flows paid
by the counterparty to the investor depends on the situation of the counterparty:
• If the counterparty is still alive, she can fully compensate the loss of investor, i.e., she
pays (1−R1) times the face value of the CDS to the investor;
• If the counterparty defaults at the same time as the ﬁrm (note that it is important to
take this case into account in the perspective of the model with simultaneous defaults to
be introduced later), she will only be able to pay to the investor a fraction of this amount,
namely R2(1−R1) times the face value of the CDS.
Finally, there is a Close-Out Cash Flow which is associated to clearing the positions in
the case of early default of the counterparty. As of today, CDSs are sold over-the-counter
(OTC), meaning that the two parties have to negotiate and agree on the terms of the
contract. In particular the two parties can agree on one of the following three possibilities
to exit (unwind) a trade:
• Termination: The contract is stopped after a terminal cash ﬂow (positive or negative)
has been paid to the investor;
• Oﬀsetting: The counterparty takes the opposite protection position. This new contract
should have virtually the same terms as the original CDS except for the premium which is
ﬁxed at the prevailing market level, and for the tenor which is set at the remaining time to
maturity of the original CDS. So the counterparty leaves the original transaction in place
but eﬀectively cancels out its economic eﬀect;
• Novation (or Assignment): The original CDS is assigned to a new counterparty, settling
the amount of gain or loss with him. In this assignment the original counterparty (or
transferor), the new counterparty (transferee) and the investor agree to transfer all the
rights and obligations of the transferor to transferee. So the transferor thereby ends his
involvement in the contract and the investor thereafter deals with the default risk of the
transferee.
In this study we shall focus on termination. More precisely, if the counterparty defaults in
the life-time of the CDS while the ﬁrm is still alive, a `fair value' χ(τ2) of the CDS is computed
at time τ2 according to a methodology speciﬁed in the CDS contract at inception. If this
value (from the perspective of the investor) is negative, (−χ(τ2)) is paid by the investor to
the counterparty, whereas if it is positive, the counterparty is assumed to pay to the investor
a portion R2 of χ(τ2).
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Remark 4.1. A typical speciﬁcation is χ(τ2) = Pτ2 , where Pt is the value at time t of a risk-
free CDS on the same reference name, with the same contractual maturity T and spread κ as
the original risky CDS. The consistency of this rather standard way of specifying χ(τ2) is, in
a sense, questionable. Given a pricing model accounting for the major risks in the product at
hand, including, if appropriate, counterparty credit risk, with a related price process of the
risky CDS denoted by Π, it could be argued that a more consistent speciﬁcation would be
χ(τ2) = Πτ2 (or, more precisely, χ(τ2) = Πτ2−, since Πτ2 = 0 in view of the usual conventions
regarding the deﬁnition of ex-dividend prices). We shall see in section 4.4 that, at least in
our speciﬁc model, adopting either convention makes little diﬀerence in practice.
4.2.2 Pricing
Let us be given a risk-neutral pricing model (Ω,G,P), where G = (Gt)t∈[0,T ] is a given
ﬁltration making the τi's stopping times. In absence of further precision, all the processes,
ﬁrst of which, the discount factor process β, are supposed to be G-adapted, and all the
random variables are assumed to be GT -measurable. The fair value χ(τ2) is supposed to be
an Gτ2-measurable random variable. The recoveries R1 and R2 are assumed to be Gτ1- and
Gτ2- measurable random variables. Let Eτ stand for the conditional expectation under P
given Gτ , for any stopping time τ .
We assume for simplicity that the face value of all the CDSs under consideration (risky or
not) is equal to one monetary unit and that the spreads are paid continuously in time. All
the cash ﬂows and prices are considered from the perspective of the investor. In accordance
with the usual convention regarding the deﬁnition of ex-dividend prices, the integrals in this
chapter are taken open on the left and closed on the right of the interval of integration. In
view of the description of the cash-ﬂows in subsection 4.2.1, one then has,





where piT (t) corresponds to the risky CDS cumulative discounted cash ﬂows on the time
interval (t, T ], so,













(ii) The model price process of a risk-free CDS is given by Pt = Et[pT (t)], where pT (t)
corresponds to the risk-free CDS cumulative discounted cash ﬂows on the time interval
(t, T ], so,
βtpT (t) = −κ
∫ τ1∧T
t∧τ1∧T
βsds+ (1−R1)βτ11t<τ1≤T . (4.2)
The ﬁrst, second and third term on the right-hand side of (4.1) correspond to the fees,
protection and close-out cash ﬂows of a risky CDS, respectively. Note that there are no cash
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ﬂows of any kind after τ1 ∧ τ2 ∧ T (in the case of the risky CDS) or τ1 ∧ T (in the case of
the risk-free CDS), so piT (t) = 0 for t ≥ τ1 ∧ τ2 ∧ T and pT (t) = 0 for t ≥ τ1 ∧ T .
Remark 4.2. In these deﬁnitions it is implicitly assumed that, consistently with the now
standard theory of no-arbitrage (cf. Delbaen and Schachermayer [37]), a primary market of
ﬁnancial instruments (along with the risk-free asset β−1) has been deﬁned, with price pro-
cesses given as locally bounded (Ω,G,P)  local martingales. No-arbitrage on the extended
market consisting of the primary assets and a further CDS then motivates the previous deﬁ-
nitions. Since the precise speciﬁcation of the primary market is irrelevant until the question
of hedging is dealt with, we postpone it to section 4.3.3.




(1−R2)(1−R1), τ2 = τ1 ≤ T,
Pτ2 − (R2χ(τ2)+ − χ(τ2)−) τ2 < τ1, τ2 ≤ T,
0, otherwise .
(4.3)
(ii) The Credit Valuation Adjustment (CVA) is the process killed at τ1 ∧ τ2 ∧ T deﬁned by,












The following proposition justiﬁes the name of Credit Valuation Adjustment which is used






(1−R1), τ2 = τ1 ≤ T,
P+τ2 , τ2 < τ1, τ2 ≤ T,
0, otherwise
(4.6)
and we essentially recover the basic result that has been established in Brigo and Masetti
[23]. Note that as opposed to [23] we do not exclude simultaneous defaults in our set-up,
whence further terms in 1t<τ1=τ2≤T in the proof of Proposition 4.1.
Proposition 4.1. One has CVAt = Pt −Πt on {t < τ2}.
Proof. If τ1 ≤ t < τ2, then Πt = Pt = CVAt = 0 in view of (4.1), (4.2) and (4.4).
114
Assume t < τ1 ∧ τ2. Subtracting piT (t) from pT (t) yields,










Moreover, in view of (4.2), one has,
βτ2pT (τ2)1τ2<τ11τ2≤T = −κ
∫ τ1∧T
τ1∧τ2∧T
βsds+ (1−R1)βτ11τ2<τ1≤T . (4.8)
Now, using the following identity in the second term on the right-hand-side of (4.7):
1τ1≤T1τ1≥τ2 = 1τ1≤T1τ2<τ1 + 1τ1=τ2≤T ,
and plugging (4.8) into (4.7) , we obtain (recall t < τ1 ∧ τ2),
βt (pT (t)− piT (t)) = βτ21τ2<τ1, τ2≤T pT (τ2)







• On the set {τ2 < τ1, τ2 ≤ T},





As Pτ2 = Eτ2 [pT (τ2)], we then have, since R2 and χ(τ2) are Gτ2-measurable,
βtEτ2
[




Pτ2 − (R2χ(τ2)+ − χ(τ2)−)
)
; (4.9)
• On the set {τ1 = τ2 ≤ T},











Using the fact that τ2 < τ1, τ2 ≤ T and τ2 = τ1 ≤ T are Gτ2-measurable, it follows,
βtPt − βtΠt = βtEt
[












4.2.3 Special Case G = H
Let H = (H1, H2) denote the pair of the default indicator processes of the ﬁrm and the
counterparty, so H it = 1τi≤t. The following proposition gathers a few useful results that can
be established in the special case of a model ﬁltration G given as
G = H = (H1t ∨H2t )t∈[0,T ] ,
with Hit = σ(H is; 0 ≤ s ≤ t).
Proposition 4.2. (i) For t ∈ [0, T ], any Ht-measurable random variable Yt can be written
as
Yt = y0(t)1t<τ1∧τ2 + y1(t, τ1)1τ1≤t<τ2 + y2(t, τ2)1τ2≤t<τ1 + y3(t, τ1, τ2)1τ2∨τ1≤t
where y0(t), y1(t, u), y2(t, v), y3(t, u, v) are deterministic functions.
(ii) For any integrable random variable Z, one has,
1t<τ1∧τ2EtZ = 1t<τ1∧τ2
E(Z1t<τ1∧τ2)
P(t < τ1 ∧ τ2) . (4.11)
(iii) The price process of the risky CDS is given by Πt = Π(t,Ht), for a pricing function Π
deﬁned on R+ × E1 × E1 with E1 = {0, 1}, such that Π(t, e) = 0 for e 6= (0, 0). On the set
{t < τ1 ∧ τ2}, Πt is given by the deterministic function





P(τ1 ∧ τ2 > t) . (4.12)
(iv) One has, for suitable functions χ˜(·), v(·), ξ˜(·, ·) and CVA(·),
1{τ2<τ1}χ(τ2) = 1{τ2<τ1}χ˜(τ2) , 1{τ2<τ1}Pτ2 = 1{τ2<τ1}v(τ2) (4.13)
ξ(τ2) = ξ˜(τ1, τ2) :=
(




CVAt = 1t<τ1∧τ2CVA(t) . (4.14)






P(t < τ1 ∧ τ2) . (4.15)
Proof. (i) and (ii) are standard (see, e.g., Bielecki and Rutkowski [14]; (ii) in particular is
the Key Lemma).
(iii) Since there are no cash ﬂows of a risky CDS beyond the ﬁrst default (cf. (4.1)), one










P(τ1 ∧ τ2 > t) ·
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t ), for a pricing function Π deﬁned by
Π(t, e1, e2) = (1− e1)(1− e2)u(t) ,
where u(t) is deﬁned by the right-hand-side of (4.12).
(iv) follows directly from part (i), given the deﬁnition of Pτ2 , χ(τ2), ξ(τ2) and of the CVA
process.



















βτ2 ξ˜(τ1, τ2)1t<τ1∧τ2 |τ2
)]






βτ2 ξ˜(τ1, τ2)1t<τ2≤T |τ2
)]




















P(t < τ1 ∧ τ2) ,
whence (v).
4.3 Markov Copula Factor Set-Up
4.3.1 Factor Process Model
We shall now introduce a suitable Markovian Copula Model for the pair of default indicator
processes H = (H1, H2) of the ﬁrm and the counterparty. The name `Markovian Copula'
refers to the fact that the model will have prescribed marginals for the laws of H1 and H2,
respectively (see Bielecki et al. [15, 16] for a general theory). The practical interest of a
Markovian copula model is clear in view of the task of model calibration, since the copula
property allows one to decouple the calibration of the marginal and of the dependence pa-
rameters in the model (see again section 4.4.1). More fundamentally, the opinion developed
in here is that it is also a virtue for a model to `take the right inputs to generate the right
outputs', namely taking as basic inputs the individual default probabilities (individual CDS
curves), which correspond to the more reliable information on the market, and are then
`coupled together' in a suitable way (see section 4.4.1).
An apparent shortcoming of the Markov copula approach is that it does not allow for default
contagion eﬀects in the usual sense (default of a name impacting the default intensities of
the other ones). Note also that in this work we assume that the underlying ﬁltration is
H and thus the default intensities are deterministic between defaults. The interest of this
admittedly simpliﬁed set-up is that one is able to derive explicit formulas for most quantities
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of interest with regard to CDS counterparty risk like price, CVA, EPE or hedging ratios. In
Chapter 5, we will generalize this setting to take into account for the spread risk.
The way we shall introduce dependence between τ1 and τ2 is by relaxing the standard
assumption of no simultaneous defaults. As we shall see, allowing for simultaneous defaults
is a powerful way of modeling defaults dependence.
Speciﬁcally, we model the pair H = (H1, H2) as an inhomogeneous Markov chain relative
to its own ﬁltration H on a probability space (Ω,P) (for the σ-algebra HT ), with state space
E = {(0, 0), (1, 0), (0, 1), (1, 1)}, and generator matrix at time t given by the following 4× 4
matrix A(t), where the ﬁrst to fourth rows (or columns) correspond to the four possible
states (0, 0), (1, 0), (0, 1) and (1, 1) of Ht :
A(t) =

−l(t) l1(t) l2(t) l3(t)
0 −q2(t) 0 q2(t)
0 0 −q1(t) q1(t)
0 0 0 0

. (4.16)
In (4.16) the l's and q's denote deterministic functions of time integrable over [0, T ], with
in particular l(t) = l1(t) + l2(t) + l3(t).
Remark 4.3. The intuitive meaning of `(4.16) being the generator matrix of H' is the fol-
lowing (see, e.g., Rogers and Williams [94], Vol. I, Chap. III, Sec. 2, for standard deﬁnitions
and results on Markov Chains):
• First line: Conditional on the pair Ht = (H1t , H2t ) being in state (0, 0) (ﬁrm and coun-
terparty still alive at time t), there is a probability l1(t)dt, (resp. l2(t)dt; resp. l3(t)dt) of a
default of the ﬁrm alone (resp. of the counterparty alone; resp. of a simultaneous default of
the ﬁrm and the counterparty) in the inﬁnitesimal time interval (t, t+ dt);
• Second line: Conditional on the pair Ht = (H1t , H2t ) being in state (1, 0) (ﬁrm defaulted
but counterparty still alive at time t), there is a probability q2(t)dt of a further default of
the counterparty in the time interval (t, t+ dt);
• Third line: Conditional on the pair Ht = (H1t , H2t ) being in state (0, 1) (ﬁrm still alive
but counterparty defaulted at time t), there is a probability q1(t)dt of a further default of
the ﬁrm in the time interval (t, t+ dt).
On each line the diagonal term is then set as minus the sum of the oﬀ-diagonal terms, so
that the sum of the entries of each line is equal to zero, as should be for A(t) to represent
the generator of a Markov process.
Moreover, for the sake of the desiredMarkov copula property (Proposition 4.3(iii) below),
we impose the following relations between the l's and the q's.
Assumption 4.1. q1(t) = l1(t) + l3(t) , q2(t) = l2(t) + l3(t).
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Observe that in virtue of these relations:
• Conditional on H1t being in state 0, and whatever the state of H2t may be (that is, in the
state (0, 0) or (0, 1) for Ht), there is a probability q1(t)dt of a default of the ﬁrm (alone or
jointly with the counterparty) in the next time interval (t, t+ dt);
• Conditional on H2t being in state 0, and whatever the state of H1t may be (that is, in the
states (0, 0) or (1, 0) for Ht), there is a probability q2(t)dt of a default of the counterparty
(alone or jointly with the ﬁrm) in the next time interval (t, t+ dt).
In mathematical terms the default indicator processes H1 and H2 are H-Markov processes








To formalize the previous statements, and in view of the study of simultaneous jumps, let us
further introduce the processes H{1}, H{2} and H{1,2} standing for the indicator processes
of a default of the ﬁrm alone, of the counterparty alone, and of a simultaneous default of
the ﬁrm and the counterparty, respectively. So
H{1,2} = [H1, H2] , H{1} = H1 −H{1,2} , H{2} = H1 −H{1,2} , (4.18)
where [·, ·] stands for the quadratic covariation. Equivalently, for t ∈ [0, T ],
H
{1}
t = 1τ1≤t,τ1 6=τ2 , H
{2}
t = 1τ2≤t,τ1 6=τ2 , H
{1,2}
t = 1τ1=τ2≤t .
Note that the natural ﬁltration of (Hι)ι∈I , with here and henceforth I = {{1}, {2}, {1, 2}},
is equal to H. The proof of the following Proposition is deferred to Appendix A.
Proposition 4.3. (i) The H-intensity of Hι is of the form qι(t,Ht) for a suitable function
qι(t, e) for every ι ∈ I, namely,
q{1}(t, e) = 1e1=0 (1e2=0l1(t) + 1e2=1q1(t))
q{2}(t, e) = 1e2=0 (1e1=0l2(t) + 1e1=1q2(t))
q{1,2}(t, e) = 1e=(0,0)l3(t) .
Put another way, the processes M ι deﬁned by, for every ι ∈ I,







q{1}(t,Ht) = (1−H1t )
(
(1−H2t )l1(t) +H2t q1(t)
)
q{2}(t,Ht) = (1−H2t )
(
(1−H1t )l2(t) +H1t q2(t)
)




(ii) The H-intensity process of H i is given by (1 −H it)qi(t). In other words, the processes
M i deﬁned by, for i = 1, 2,





(1−H is)qi(s)ds , (4.21)
are H-martingales.
(iii) The processes H1 and H2 are H-Markov processes with generator matrix at time t
given by A1(t) and A2(t) (cf. (4.17)).
(iv) One has,
P(τ1 > s, τ2 > t) = exp
(
− ∫ s0 l1(u)du− ∫ t0 l2(u)du− ∫ s∨t0 l3(u)du) (4.22)
and therefore
P(τ1 > t) = e−
∫ t
0 q1(u)du , P(τ2 > t) = e−
∫ t
0 q2(u)du ,
P(τ1 ∧ τ2 > t) = e−
∫ t
0 l(u)du
P(τ1 > s, τ2 ∈ dt) =
{
q2(t)e
− ∫ s0 l(u)due− ∫ ts q2(u)dudt if s < t
l2(t)e
− ∫ s0 l(u)due∫ st l2(u)dudt if t < s
P(τ1 ∈ dt, τ2 > s) =
{
q1(t)e
− ∫ s0 l(u)due− ∫ ts q1(u)dudt if s < t
l1(t)e
− ∫ s0 l(u)due∫ st l1(u)dudt if t < s
P(τ1 > t, τ2 ∈ dt) = q2(t)e−
∫ t
0 l(u)dudt




(v) The correlation of H1t and H
2



















Remark 4.4. (i) In the Markov copula terminology of Bielecki et. al. [16], the consistency
condition is satisﬁed (H1 and H2 are H-Markov processes). The bi-variate model H with
generator A is thus a Markovian copula model with marginal generators A1 and A2.
(ii) The default times τ1 and τ2 could equivalently be deﬁned by
τ1 = η1 ∧ η3 , τ2 = η2 ∧ η3
where the ηi's are independent inhomogeneous exponential random variables with parame-
ters li(t)'s. Thus, for every 0 ≤ s, t,
P(τ1 > s, τ2 > t) = P(η1 > s)P(η2 > t)P(η3 > s ∨ t) . (4.25)
In the special case of homogeneous exponential random variables with (constant) parameters
li's, one has further (see section 4 of Embrechts et. al. [49] or Marshall and Olkin[85]),
P(τ1 > s, τ2 > t) = C(P(τ1 > s),P(τ2 > t)) , (4.26)
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where the Marshall-Olkin survival copula function C is deﬁned by, for p, q ∈ [0, 1],




. Our model is thus an extension of the classical Marshall-Olkin copula
model in which inhomogeneous exponential random variables are used as model inputs, and
where, more importantly, a dynamic perspective is shed on the random times τ1 and τ2 by
introducing the model ﬁltration H.
4.3.2 Pricing
We use the notation of Proposition 4.2, which applies here since we are in the special case
G = H. Recall in particular Πt = Π(t,Ht) = (1 −H1t )(1 −H2t )u(t), for a pricing function
Π(t, 0, 0) = u(t), as well as the identities (4.13), (4.14), (4.15).
We assume henceforth for simplicity that:
• The discount factor writes βt = exp(−
∫ t
0 r(s)ds), for a deterministic short-term interest-
rate function r,
• The recovery rates R1 and R2 are constant.














+ − χ˜(s)−]− κ . (4.29)
The function u satisﬁes the following ODE: u(T ) = 0du








P(τ1 ∧ τ2 > t) ,
where the denominator can be calculated using Proposition 4.3(iv). For computing the
numerator, one rewrites the expressions for the cumulative discounted Fee, Protection and
Close-out cash ﬂows in terms of integrals with respect to H{1}, H{2} and H{1,2}, as follows:
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+ − χ˜(s)−](1−H1s )q{2}(s,Hs)ds
Making use of the martingale property of M{1}, M{2} and M{1,2} and of the fact that
the integrals of bounded predictable processes with respect to these martingales are indeed
martingales, it thus comes,
E(piT (t)) = E(piT (t)) (4.31)
with
βtpiT (t) =− κ
∫ T
t













+ − χ˜(s)−](1−H1s )q{2}(s,Hs)ds.
Moreover, in view of the expressions for q{1} and q{2} in (4.20), one has
(1−H2s )q{1}(s,Hs) = (1−H1s )(1−H2s )l1(s) ,
(1−H1s )q{2}(s,Hs) = (1−H1s )(1−H2s )l2(s) .
(4.32)
Plugging this into (4.31) and using (4.23), it follows that,
















− ∫ s0 l(x)dxpi(s)ds
where pi is given by (4.29). One can now check by inspection that the function u satisﬁes
the ODE (4.30).
122
Remark 4.5. The equation (4.30) can also be interpreted as the Kolmogorov backward
equation related to the valuation of a risky CDS in our set-up. This ODE can in fact be
derived directly and independently by an application of the Itô formula to the martingale
Π(t,H1t , H
2
t ), which results in an alternative proof of Proposition 4.4.
Remark 4.6. In the set-up of the Markov chain copula model, the identity (whenever
assumed) χ(τ2) = Πτ2− (see Remark 4.1) is thus equivalent to
χ(τ2) = Πτ2− = limt→τ2−
u(t) = u(τ2) ,
by continuity of u. This case thus corresponds to the case where the function χ˜ in Proposition
4.2(iv) is in fact given by the function u (case χ˜ = u). In this case the positive and negative
parts of u, i.e., u+ and u− are sitting in the expression for pi in (4.29). One thus deals with
a non-linear valuation ODE (4.30), and the formula (4.28) is not explicit anymore, since u
is `hidden' in pi in the right hand side of this formula. However one can still compute u by
numerical solution of (4.30).
Proposition 4.5. The price of a risk-free CDS with spread κ on the ﬁrm admits the repre-
sentation:
Pt = P (t,H
1
t ) , (4.33)





− ∫ st q1(x)dxp(s)ds
with
p(s) = (1−R1)q1(s)− κ. (4.34)
The pricing function v thus solves the following pricing ODE: v(T ) = 0dv
dt (t)− (r(t) + q1(t))v(t) + p(t) = 0 , t ∈ [0, T ) .
Proof. One has,





















As M1 is an H-martingale and β a bounded continuous function, thus








βsEt[1−H1s ]p(s)ds , (4.35)
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with p(t) deﬁned by (4.34), and where in virtue of Proposition 4.3(iii) and Proposition 4.2(ii)
(Key Lemma), one has for t < s,


































which in the special case where χ(τ2) = Pτ2 , χ˜ = v reduce to






















Φ(τ2) = E(1τ1=τ2≤T |τ2) , Ψ(τ2) = E(1τ2<τ1, τ2≤T |τ2) ,










E(Ψ(τ2)f(τ2)) = E(f(τ2)1τ2<τ1, τ2≤T ) ,
(4.36)
for every bounded Borel function f . In particular we take f(x) = 1x≤t for some t ∈ (0, T ].


















− ∫ s0 q2(x)dxds



















































where the second identity in the ﬁrst line uses that H{2} does not jump at τ1.
Thus, for f(x) = 1x≤t the identities in (4.36) can be rewritten as∫ t
0
Φ(s)q2(s)e




− ∫ s0 l(x)dxds ,∫ t
0
Ψ(s)q2(s)e




− ∫ s0 l(x)dxds .
Taking derivative with respect to t of these last equations leads us to
Φ(t) =
l3(t)e




0 q2(x)dxd , Ψ(t) =
l2(t)e






















− ∫ st l(x)dxds .
Hence (4.36) follows from (4.36).
Remark 4.7. In view of the option-theoretic interpretation of the CVA, the CVA valuation
formula (4.36) can also be established directly, without passing by the EPE, much like
formula (4.28) in Proposition 4.4 above (using a probabilistic computation, or resorting to
the related Kolmogorov pricing ODE).
4.3.3 Hedging
We now give few preliminary results about hedging the risky CDS. We shall mainly consider
the issue of delta-hedging, at least partially, the risky CDS, by a risk-free CDS which would
also be available on the market (CDS on the ﬁrm with the same characteristics, except for
the counterparty credit risk). Another perspective on the counterparty credit risk of the
risky CDS can thus be given by assessing to which extent the risky CDS could, in principle,
be hedged by the risk-free CDS.
Price Dynamics
Let Π̂ denote the discounted cum-dividend price of the risky CDS, that is, the local martin-
gale
Π̂t = βtΠt + pit(0).














δΠ{1}(t) = 1−R1 − u(t) , δΠ{2}(t) = R2χ˜+(t)− χ˜−(t)− u(t) ,
δΠ{1,2}(t) = R2(1−R1)− u(t) .
Similarly, setting






δP1(t) = 1−R1 − v(t) .
Min-Variance Hedging
Let us denote by ψ a (self-ﬁnancing) strategy in the risk-free CDS with price process P (and
the savings account β−1t ) for tentatively hedging the risky CDS with price process Π.
Recall that P is the risk neutral probability chosen by market. So the discounted cum-
dividend price process P̂ is a P-local martingale (actually in view of (4.38) P̂ is here a
P-martingale). As a result of the Galtchouk-Kunita-Watanabe decomposition, the hedging
strategy ψva which minimizes the P-variance of the hedging error, or min-variance hedging





Remark 4.8. Note that we only deal with minimization of the risk-neutral variance of the
hedging error, here, as opposed to the more diﬃcult problem of minimizing the variance of
the hedging error under the historical probability measure.




























































ψvat dP̂t) = E〈
∫ ·
0





















The various quantities that arise in (4.40), and therefore the hedging reduction factor given
by (4.39), can be computed by Monte Carlo simulation.
Remark 4.9. The previous min-variance hedging strategy can be easily extended to multi-
instrument hedging schemes. In case three non-redundant hedging instruments are available,
then, in view of (4.37), the risky CDS can be perfectly replicated.
4.4 Implementation
4.4.1 Aﬃne Intensities Model Speciﬁcation
Note that the Markov chain copula model primitives are the marginal pre-default intensity
functions q1 and q2 as well as the `dependence intensity function' l3 in A(t) (cf. (4.16)).
Let us specify, for constants ai's and bi's,
qi(t) = ai + bit , l3(t) = a3 + b3t , (4.40)
with
a3 = αmin{a1, a2} , b3 = αmin{b1, b2} ,
for a model dependence parameter α ∈ [0, 1] (for the sake of Assumption 4.1).
Remark 4.10. Such an aﬃne speciﬁcation of intensities was already used by Bielecki et.
al. [15] in a context of CDO modeling.














Also note that one has, by Proposition 4.3(v),
ρd := ρd(T ) =
ea3T+b3T
2/2 − 1√(







ea1T+b1T 2/2 − 1) (ea2T+b2T 2/2 − 1))
aT + bT 2/2
(4.43)
where a = min{a1, a2} and b = min{b1, b2}.
Calibration Issues
Using (4.41), the ai's and bi's can be calibrated independently in a straightforward way to
the market CDS curves of the ﬁrm and the counterparty, respectively. Note in this regard
that market CDS curves can be considered as `risk-free CDS curves'.
As for the model dependence parameter α, in case the market price of an instrument sensitive
to the dependence structure of default times (basket credit instrument on the ﬁrm and the
counterparty) is available, one can use it to calibrate α. Admittedly however, this situation
is an exception rather than the rule. It is thus important to devise a practical way of
setting α in case such a market data is not available. A possible procedure1 thus consists
in `calibrating' α to a target value for the model probability p1,2(T ) = P(H1T = H2T = 1)
A target value for p1,2(T ) can be obtained by plugging a standard static Gaussian copula
asset correlation ρ into a bivariate normal distribution function, so
p1,2(T ) = N ρ2
(N−11 (p1(T )),N−11 (p2(T ))) , (4.44)
where:
• N1 denotes the standard Gaussian c.d.f.,
• N ρ2 denotes a bivariate centered Gaussian c.d.f. with unit variances and correlation
coeﬃcients ρ,
• pi(T ) = P(H iT = 1) for i = 1, 2.
Regulatory capital requirements being based on the Vasicek formula, such a static copula
correlation ρ can be retrieved from the Basel II correlations per asset class (cf. [90, pages
63 to 66]).
Special Case of Constant Intensities
We now look at a particular case in which b1 = b2 = b3 = 0. This case will be referred to
henceforth as the case of constant intensities, as opposed to the more general case of aﬃne
1We thank J.-P. Lardy for the suggestion of this procedure.
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intensities introduced in subsection 4.4.1. In the case of constant intensities, one has,
q1(t) = a1 , q2(t) = a2 , l3(t) = a3.
The correlation coeﬃcient ρd in (4.42) simpliﬁes to
ρd =
ea3T − 1√
(ea1T − 1) (ea2T − 1)








(ea1T − 1) (ea2T − 1)
)
.
As is well known, the price of a risk-free CDS in a constant intensity model is null, i.e.,




Also in this case, the pricing formula (4.28) for the risky CDS reduces to (assuming here
r(t) = r),
u(t) = −(1−R1)(1−R2)a3 1− e
−(r+a1+a2−a3)(T−t)
r + a1 + a2 − a3 .
Finally, from Proposition 4.1, one gets,
CVA(t) = −u(t) .
In particular, for low values of the coeﬃcients,








CVA(0) ' (1−R1)(1−R2)√a1a2Tρd . (4.45)
4.4.2 Numerical Results
Our aim is to assess by means of numerical experiments the impact of ρ (the asset correlation
between the ﬁrm and the counterparty, cf. (4.44)) on one hand, and of κ2 (the risk-free CDS
fair spread of the counterparty as of (4.41)) on the other hand, on the counterparty risk
exposure of the investor.
Towards this end we ﬁx the general data of Table 4.1 (case with aﬃne intensities) or 4.3
(case with constant intensities, all b's equal to 0), and we further consider twelve alternative
sets of values for a2, b2, and ρ given in columns one, two and four of Table 4.2 (case with
aﬃne intensities), resp. for a2 and ρ given in columns one and three of Table 4.4 (case with
constant intensities).
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r R1 R2 T a1 b1 κ1
5% 40% 40% 10 years .0095 .0010 84 bp
Table 4.1: Fixed Data  Aﬃne Intensities.
a2 b2 κ2 ρ ρd α p1,2 CVA(0)
.0056 .0006 50 bp 10% .0378 .0520 .0147 .0013
.0085 .0009 75 bp 10% .0418 .0472 .0211 .0018
.0122 .0010 100 bp 10% .0444 .0522 .0269 .0021
.0189 .0014 150 bp 10% .0476 .0702 .0376 .0028
.0056 .0006 50 bp 40% .1859 .2531 .0286 .0056
.0085 .0009 75 bp 40% .1998 .2230 .0388 .0074
.0122 .0010 100 bp 40% .2074 .2406 .0472 .0087
.0189 .0014 150 bp 40% .2145 .3107 .0616 .0110
.0056 .0006 50 bp 70% .4020 .5406 .0489 .0119
.0085 .0009 75 bp 70% .4256 .4673 .0640 .0153
.0122 .0010 100 bp 70% .4336 .4937 .0754 .0178
.0189 .0014 150 bp 70% .4306 .6100 .0925 .0214
Table 4.2: Variable Data  Aﬃne Intensities.
r R1 R2 T a1 κ1
5% 40% 40% 10 years .0140 84 bp
Table 4.3: Fixed Data  Constant Intensities.
a2 κ2 ρ ρd α p1,2 CVA(0)
.0083 50 bp 10% .0372 .0510 .0138 .0011
.0125 75 bp 10% .0411 .0464 .0198 .0015
.0167 100 bp 10% .0438 .0515 .0254 .0018
.0250 150 bp 10% .0470 .0690 .0355 .0023
.0083 50 bp 40% .1839 .2501 .0272 .0054
.0125 75 bp 40% .1977 .2207 .0368 .0070
.0167 100 bp 40% .2056 .2387 .0451 .0084
.0250 150 bp 40% .2128 .3073 .0587 .0104
.0083 50 bp 70% .3998 .5372 .0469 .0117
.0125 75 bp 70% .4231 .4650 .0613 .0150
.0167 100 bp 70% .4315 .4921 .0726 .0175
.0250 150 bp 70% .4288 .6063 .0889 .0210
Table 4.4: Variable Data  Constant Intensities.
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In the case of aﬃne intensities the corresponding spreads κ2 at time 0, default correlation ρd,
model dependence parameter α and joint default probabilities p1,2 = P(H1T = H2T = 1) are
displayed respectively in the third, ﬁfth, sixth and seventh column of Table 4.2, whereas the
last column of Table 4.2 (which will be commented later in the text) gives the corresponding
CVA's at time 0. The risky and risk-free CDS pricing functions u and v corresponding to
each of our twelve sets of parameters are displayed in Figure 4.1. On each graph three curves
are represented (see Remark 4.6):
• v(t) (dashed blue curve),
• u(t) with χ˜ = v therein, denoted by u0(t) (doted red curve),
• u(t) with χ˜ = u therein, denoted by u1(t) (black curve).
The analogous results in the case of constant intensities are displayed in Table 4.4 and Figure
4.2. Note that on each graph, in Figure 4.2, the function v is equal to 0, as must be in the
case of constant intensities.
In all the cases u0 and u1 are rather close to each other, and one can check numerically that
using either one makes little diﬀerence regarding the related EPEs and CVAs. We present
henceforth the results for u = u0.
Figures 4.3, 4.4 and 4.5 show the graphs of the Expected Positive Exposure as a function of
time, of the Credit valuation Adjustment as a function of time, and of the Credit Valuation
Adjustment at time 0 as a function of ρ, in the cases of aﬃne (left graphs) or constant (right
graphs) intensities.
One can see on Figure 4.3 the impact on the counterparty risk exposure of the investor
of the default risk (as measured by the risk-free spread κ2) of the counterparty. On each
graph the asset correlation ρ is ﬁxed, with from top to down ρ = 10%, 40% and 70%. The
four curves on each graph of Figure 4.3 correspond to EPE(t) for κ2 = 50, 75, 100 and
150bps. Observe that as κ2 decreases the counterparty risk exposure increases. This is in
line with the stylized features and the ﬁnancial intuition regarding the EPE: EPE(t) is the
expectation of the investor's loss, given the default of the counterparty at time t. A default
of a counterparty with a lower spread is interpreted by the markets as a worse news than a
default of a counterparty with a higher spread. The related EPE is thus larger.
Figure 4.4 shows the graphs of the Credit Valuation Adjustment as a function of time, for
aﬃne (left column) or constant (right column) intensities. One can thus see the impact
of κ2 on the CVA. In each graph the asset correlation ρ is ﬁxed, with from top to down
ρ = 10%, 40% and 70%. The four curves on each graph of Figure 4.4 correspond to CVA(t)
for κ2 = 50, 75, 100 and 150bps. Observe that as opposed to the EPE, the CVA is increasing
in κ2, in line with stylized features. Also note that the CVA is a decreasing function of time,
in accordance again with expected features: less time to maturity, less risk.
Finally, Figure 4.5 represents the graphs of CVA(0) as a function of the asset correlation ρ
for κ2 = 50, 75, 100 and 150bps. Note for comparison that CVA(0) grows essentially linearly
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Figure 4.1: Pricing functions in the case of aﬃne intensities  v(t) (dashed blue curve),
u0(t) (doted red curve) and u1(t) (black curve). On each column, ρ is ﬁxed, with ρ = 10%,
40% and 70% from left to right. On each row, κ2 is ﬁxed, with κ2 = 50, 75, 100 and 150bps
from top to down.
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Figure 4.2: Pricing functions in the case of constant intensities  v(t) (dashed blue curve),
u0(t) (doted red curve) and u1(t) (black curve). On each column, ρ is ﬁxed, with ρ = 10%,
40% and 70% from left to right. On each row, κ2 is ﬁxed, with κ2 = 50, 75, 100 and 150bps
from top to down.
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in the default correlation ρd, at least in the case of constant coeﬃcients (cf. formula (4.45)).
Figure 4.3: EPE(t) (χ˜ = v, u = u0). In each graph ρ is ﬁxed. From top to down ρ = 10%,
ρ = 40% and ρ = 70%. Left column: aﬃne intensities. Right column: constant intensities.
4.5 Concluding Remarks and Perspectives
In this chapter we proposed a model of CDS with counterparty credit risk, with the following
desirable properties:
• Adequacy of the behavior of EPE and CVA in the model with expected features (see
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Figure 4.4: CVA(t) (χ˜ = v, u = u0). In each graph ρ is ﬁxed. From top to down ρ = 10%,
ρ = 40% and ρ = 70%. Left column: aﬃne intensities. Right column: constant intensities.
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Figure 4.5: CVA(0) as a function of ρ for κ2 = 50 bp, 75 bp, 100 bp and 150 bp (χ˜ = v,
u = u0). Left: Aﬃne intensities. Right: Constant intensities.
Section 4.4.2),
• Wrong-way risk (via joint defaults, speciﬁcally),
• Simplicity, since the model is a four-state Markov chain of two credit names, with one-
name marginals automatically calibrated to the individual CDS curves,
• Fact, related to the previous one, that the model `takes the right inputs to generate the
right outputs', namely it takes as basic inputs the individual default probabilities (individual
CDS curves), which correspond to the more reliable information on the market, which are
then `coupled' in a suitable way,
• Consistency, in the sense that it is a dynamic model with replication-based valuation and
hedging arguments.
The present work might be extended in at least three directions.
First, it would be desirable to add credit spread volatility into the model. This could be
achieved by adding a reference ﬁltration F so that the model ﬁltration G be given as F∨H,
and the intensities l, q are non-negative F-adapted processes.
A second related issue is that of merging the CDS-CVA pricing tool of this study into a
more general, real-life CVA engine, including the following features:
• Netting, that is, aggregation in a suitable way of all the contracts (as opposed to only
one CDS in this study) relative to a given counterparty,
• Market (other than credit) risk factors,
• Margin agreements.
Finally, at the stage of implementation (see, e.g., Zhu and Pykhtin [104]), such real-life
CVA engines pose interesting challenges from the numerical point of view of Monte Carlo
simulations.
Chapter 5
Valuation and Hedging of
Counterparty Exposure: the Impact
of Stochastic Spreads
This chapter is a joint work with T. Bielecki, S. Crépey and M. Jeanblanc [10].
5.1 Introduction
The sub-prime crisis has highlighted the importance of counterparty risk in OTC derivative
markets, particularly in the case of credit derivatives. We consider in this work the case
of a Credit Default Swap with counterparty risk. This topic, which corresponds to the
emblematic case of CDSs between Lehman and AIG, already received a lot of attention in
the literature. It can thus be considered as a benchmark problem of counterparty credit
risk.
There has been a lot of research activity in the recent years devoted to valuation of counter-
party risk. To quote but a few references:
• Huge and Lando [60] propose a rating-based approach,
• Hull and White [61] study this problem in the set-up of a static copula model,
• Jarrow and Yu [65] use an intensity contagion model, further considered in Leung and
Kwok [80],
• Brigo and Chourdakis [22] work in the set-up of their Gaussian copula and CIR++ inten-
sity model, extended to the issue of bilateral counterparty credit risk in Brigo and Capponi
[21],
• Blanchet-Scalliet and Patras [17] or Lipton and Sepp [84] develop structural approaches,
• Stein and Lee [99] give a discussion of theoretical and practical issues regarding compu-
tations of credit valuation adjustment in the ﬁxed income markets,
• Recent monographs of Cesari et al. [33] and Gregory [56] provide discussion of modeling
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and computational aspects regarding managing of exposure to counterparty risk.
Here, we shall work in a Markovian copula set-up [15] with marginals auto-calibrated to the
related CDS curves, the model dependence structure being determined by the possibility
of simultaneous defaults of the counterparty and of the ﬁrm underlying the CDS. Here we
apply the Markov copula approach to model joint default between counterparty and the
reference name in a CDS contract. Exactly same approach can be applied to modeling the
"double-default" eﬀect (cf. [89]).
Note that we limit ourselves to the unilateral counterparty risk, not considering the counter-
party risk due to the possibility of `one's own default'. Whether counterparty risk should be
assessed on a unilateral or bilateral basis is a controversial issue. For discussion of bilateral
counterparty risk we refer the reader to, for instance, Brigo and Capponi [21], Assefa et al.
[3], or to Bielecki et al. [9].
There has been a lot of research activity in the recent years devoted to valuation of counter-
party risk. In contrast, almost no attention has been devoted to quantitative studies of the
problem of (dynamic) hedging of this form of risk. There is some discussion devoted to
dynamic hedging of counterparty exposure in Cesari et al. [33] and in Gregory [56].
In this work, we present formal mathematical results that provide analytical basis for the
quantitative methodology of dynamic hedging of counterparty risk. In particular, we provide
formulae for mean-variance delta for a combined hedging of spread risk and jump-to-default
risk, as well as a formula for mean-variance delta for hedging of the jump-to-default risk.
It needs to be stressed though that in this pilot study we only focus on hedging against
exposure to the speciﬁc credit risk of the counterparty. So, in essence, we are only concerned
with the credit deltas relative to the counterparty (sensitivities to counterparty spread, and
counterparty jump-to-default).
This chapter is organized as follows: Section 5.2 recalls the basics of a CDS with counterparty
credit risk. In Section 5.3, we present our Markov model. In Section 5.4, the main valuation
results are derived. Hedging is discussed in Section 5.5. In Section 5.6, we propose an
aﬃne intensities speciﬁcation of the model, and discuss its calibration. A variant of the
model using extended CIR intensity processes is devised in Section 5.7. Section 5.8 presents
numerical results.
5.2 Cash Flows and Pricing in a General Set-Up
In this section, we brieﬂy recall the basics of CDS (unilateral) counterparty risk, referring
to Chapter 4 for every detail. Let us thus be given a CDS with maturity T and contractual
spread κ, as considered from the perspective of the investor, assumed by default to be buyer
of default protection on the reference ﬁrm of the CDS (case of payer CDS). In the case of a
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receiver CDS all the related quantities will be denoted with a `bar', like CDS.
Indices 1 and 2 will refer to quantities related to the ﬁrm and to the counterparty, respec-
tively. For instance, τ1 and τ2 will denote their respective default times, whereas R1 and R2
will stand for the corresponding recoveries upon default.
The default times τ1 and τ2 cannot occur at ﬁxed times, but may occur simultaneously. The
recovery rates R1 and R2 are assumed to be constant for simplicity. Finally one assumes
a deterministic discount factor β(t) = exp(−rt), for a constant short-term interest-rate
function r. Given a risk-neutral pricing model (Ω,F,P), where F = (Ft)t∈[0,T ] is a given
ﬁltration for which the τis are stopping times, let Eθ stand for the conditional expectation
under P given Fθ, for any stopping time θ. Let `risky CDS' and `risk-free CDS' respectively
refer to a CDS with and without consideration of the counterparty risk.
Deﬁnition 5.1. (i) The price process of a risk-free CDS is given by Pt = EtpT (t), where
the discounted cumulative risk-free cash ﬂows on (t, T ] are given by
β(t)pT (t) = −κ
∫ T∧τ1
t∧τ1
β(s)ds+ (1−R1)β(τ1)1t<τ1<T . (5.1)
For CDS, the risk-free cash ﬂows are p¯T (t) = −pT (t) and the corresponding price process is
P¯t = Et[p¯T (t)] = −Pt .
(ii) The price process of a risky CDS is given by Πt = EtpiT (t), where the discounted
cumulative risky cash ﬂows on (t, T ] are given by














in which P+ (resp. P−) stands for the positive (resp. negative) part of P . The corresponding
risky cumulative cash ﬂows and price process for CDS are given by











and Π¯t = Et[p¯iT (t)].
(iii) The Credit Valuation Adjustments are the processes deﬁned by, for t ∈ [0, T ],
Θt = 1{t<τ2}(Pt −Πt) , Θ¯t = 1{t<τ2}(P¯t − Π¯t) .
Note that pT (t) = p¯T (t) = Pt = P¯t = 0 for t ≥ τ1 ∧T , and piT (t) = p¯iT (t) = Πt = Π¯t = Θt =
Θ¯t = 0 for t ≥ τ1 ∧ τ2 ∧ T .
















τ2 + 1τ2=τ1<T (1−R1)
)
,
ξ¯(τ2) := (1−R2)P−τ21τ2<τ1∧T .
Remark 5.1. As we mentioned in the previous chapter, a major issue in regard to counter-
party credit risk is the wrong-way risk, namely, the risk that the value of the contract may
be particularly high from the perspective of the other party at the moment of default of the
counterparty. This risk is represented for the payer CDS by the `large' term 1−R1 in ξ(τ2)
in case of joint default of the counterparty and of the reference ﬁrm. For the receiver CDS
there is no wrong-way risk, at least not of this type.
5.3 Model
Let H = (H1, H2) denote the pair of the default indicator processes, so H it = 1τi≤t. Given
a factor process X = (X1, X2) to be made precise below, we consider a Markovian model
of the pair (X,H) relative to its own ﬁltration F = X ∨ H, with generator given by, for
u = u(t, x, e) with t ∈ R+, x = (x1, x2) ∈ R2, e = (e1, e2) ∈ {0, 1}2:


















+ %σ1(t, x1)σ2(t, x2)∂
2
x1,x2u(t, x, e) ,
(5.3)
where, for i = 1, 2:
• ei denotes the vector obtained from e, by replacing the component i by number one,
• bi and σ2i denote factor drift and variance functions, and li is an individual default inten-
sity function,
• % and l3(t) respectively stand for a factor correlation and a joint defaults intensity func-
tion. The choice % = 0 will thus correspond to independent factor processes X1 and X2,
whereas it is also possible to consider a common factor process X1 = X2 = X by letting




0 and % = 1.
The F-intensity-matrix function of H (see, e.g., Bielecki and Rutkowski [14]) is thus given
by the following 4×4 matrix A(t, x), where the ﬁrst to fourth rows (or columns) correspond
to the four possible states (0, 0), (1, 0), (0, 1) and (1, 1) of Ht :
A(t, x) =

−l(t, x) l1(t, x1) l2(t, x2) l3(t)
0 −q2(t, x2) 0 q2(t, x2)
0 0 −q1(t, x1) q1(t, x1)




with, for every i = 1, 2,
qi(t, xi) = li(t, xi) + l3(t) (5.4)
and l(t, x) = l1(t, x1) + l2(t, x2) + l3(t). We assume standard regularity and growth as-
sumptions on the coeﬃcients of A so as to ensure well-posedness of the related martingale
problem (see, e.g., Ethier and Kurtz [50]). One then has,
Proposition 5.2. (i) For every i = 1, 2, the process (Xi, H i) is an F-Markov process with
generator given by, for ui = ui(t, xi, ei), with t ∈ R+, xi ∈ R, ei ∈ {0, 1}:







+ qi(t, xi) (ui(t, xi, 1)− ui(t, xi, ei)) .
(5.5)
The F-intensity matrix function of H i is thus given by
Ai(t, xi) =
 −qi(t, xi) qi(t, xi)
0 0

In other words, the process M i deﬁned by, for i = 1, 2,





(1−H is)qi(s,Xis)ds , (5.6)
is an F-martingale.
(ii) One has, for every t ≥ 0,













Proof. (i) Applying the operator A in (5.3) to u(t, x, e) := ui(t, xi, ei), one gets,
Au(t, x, e) = Aiui(t, xi, ei),
where Ai is the operator deﬁned in (5.5). In view of the Markov property of (X,H), the
processMi deﬁned by
Mit := ui(t,Xit , H it)−
∫ t
0




is an F-martingale. By the martingale characterization of Markov processes, the process
(t,Xi, H i) is thus F-Markovian with generator Ai. In particular, for ui(t, xi, ei) := ei, one
has Aiui(t, xi, ei) = qi(t, xi)(1− ei) and the martingaleMi coincides with M i as of (5.6).
(ii) Since P(τi > t) = E1Hit=0 and P(τ1 ∧ τ2 > t) = E1H1t =H2t =0, and in view of the Markov
properties of (Xi, H i) and (X,H), identities (5.7) can be checked by veriﬁcation in the related
Kolmogorov equations.
In the terminology of [15], the model (X,H) is a Markovian copula model with marginals
(Xi, H i)s, or, in the common factor case X1 = X2 = X, marginals (X,H i)s.
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5.4 Pricing




β(s)(1−H is)p(s,Xis)ds = (1−H it)β(t)v(t,Xit) , (5.8)
for a function v = v(t, xi) solving the following pricing PDE:
v(T, xi) = 0 , xi ∈ R(










r + qi(t, xi)
)
v(t, xi) + p(t, xi) = 0 ,
t ∈ [0, T ), xi ∈ R ,
(5.9)
or, equivalently to (5.9),








∣∣∣Xit = xi) . (5.10)




β(s)(1−H1s )(1−H2s )pi(s,Xs)ds = (1−H1t )(1−H2t )β(t)u(t,Xt) ,
for a function u = u(t, x) solving the following pricing PDE:


















−(r + l(t, x))u(t, x) + pi(t, x) = 0 , t ∈ [0, T ), x ∈ R2 ,
(5.11)
or, equivalently to (5.11),






∣∣∣Xt = x) .
Proof. (i) The Markov property of (X1, H1) stated at Proposition 5.2(i) implies (5.8).
Moreover, in view of the form (5.5) of the generator of (X1, H1), the function v has to
satisfy (5.9). From Feynman-Ka£ formula, one then obtains (5.10).
(ii) The result follows as in point (i), using the form (5.3) of the generator of (X,H).
Remark 5.2. Validity of this result and the related proof are in fact subject to suitable
regularity and growth assumptions on the data, including the coeﬃcient functions p and
pi. The strength of these assumptions depends on the meaning in which a solution to the
pricing equations is sought for. Since these kinds of technicalities are not the main issue
of the present work, we refer the reader to the literature in this regard (see, for instance,
Karatzas and Shreve [74] for classical solutions).
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Let further H{1}, H{2} and H{1,2} stand for the indicator processes of a default of the
ﬁrm alone, of the counterparty alone, and of a simultaneous default of the ﬁrm and the
counterparty, respectively. So
H{1,2} = [H1, H2] , H{1} = H1 −H{1,2} , H{2} = H2 −H{1,2} ,
where [H1, H2]t = 1τ1=τ2≤t stands for the quadratic covariation of the default indicator
processes H1 and H2.
Lemma 5.4. The F-intensity of Hι is of the form qι(t,Xt,Ht) for a suitable function
qι(t, x, e) for every ι ∈ I = {{1}, {2}, {1, 2}}, namely,
q{1}(t, x, e) = 1e1=0 (1e2=0l1(t, x1) + 1e2=1q1(t, x1))
q{2}(t, x, e) = 1e2=0 (1e1=0l2(t, x2) + 1e1=1q2(t, x2))
q{1,2}(t, x, e) = 1e=(0,0)l3(t) .
Put another way, for every ι ∈ I, the process M ι deﬁned by,






is an F-martingale, where the intensity processes qι(t,Xt, Ht)s are given by
q{1}(t,Xt,Ht) = (1−H1t )
(
(1−H2t )l1(t,X1t ) +H2t q1(t,X1t )
)
q{2}(t,Xt,Ht) = (1−H2t )
(
(1−H1t )l2(t,X2t ) +H1t q2(t,X2t )
)
q{1,2}(t,Xt,Ht) = (1−H1t )(1−H2t )l3(t) .
Proof. An application of the F-local martingale characterization of the F-Markov process
(X,H) with generator A in (5.3) yields the F-intensity γ of process H1H2:
γt = (1−H1t )H2t l1(t,X1t ) + (1−H2t )H1t l2(t,X2t ) + (1−H1tH2t )l3(t).
Using Proposition 5.2(i), one deduces the desired expression for the F-intensity process of












and then the F-intensity process of H{i} is obtained using H{i} = H i −H{1,2}, for i = 1, 2 .
We are now in a position to derive the risk-free and risky CDS pricing equations.
Proposition 5.5. (i) The price of the risk-free CDS admits the representation:
Pt = (1−H1t )v(t,X1t ) ,
for a pre-default pricing function v = v(t, x1) as of Lemma 5.3(i), with i = 1 and
p(t, x1) = (1−R1)q1(t, x1)− κ . (5.12)
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(ii) The price of the risky CDS admits the representation:
Πt = (1−H1t )(1−H2t )u(t,Xt) ,
for a pre-default pricing function u = u(t, x) as of Lemma 5.3(ii) with







+(t, x1)− v−(t, x1)
]− κ . (5.13)
(iii) The price of the risky CDS admits the representation:
Π¯t = (1−H1t )(1−H2t )u¯(t,Xt) ,
for a pre-default pricing function u¯ = u¯(t, x) as of Lemma 5.3(ii) with
p¯i(t, x) = κ− (1−R1)q1(t, x1) + l2(t, x2)
[
R2v
−(t, x1)− v+(t, x1)
]
. (5.14)
Proof. (i) One has Pt = Et(pT (t)), with


















s ) = 0, the result follows by an application of
Lemma 5.3(i).
(ii) One has Πt = Et(piT (t)), with piT (t) deﬁned in (5.2). As in part (i), we write piT (t) in
terms of integrals with respect to Hιs:
β(t)piT (t) = −κ
∫ T
t













+(s,X1s )− v−(s,X1s )
]
(1−H1s−)dH{2}s ,
where (i) was used in the last term. But in view of Lemma 5.4, this expression coincides,
up to a martingale term, with∫ T
t
β(s)(1−H1s )(1−H2s )pi(s,Xs)ds ,
where pi is given by (5.13). The result then follows by an application of Lemma 5.3(ii).
(iii) can be proved similarly to (ii).
Note ﬁnally that in the case of time-deterministic intensities, the valuation PDEs reduce
to ODEs, and semi-explicit formulas in the form of integrals with respect to time can be
obtained for most quantities of interest, including the CVAs, as in Chapter 4.
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5.5 Hedging of Counterparty Exposure
In order to discuss hedging of counterparty exposure we introduce now the cumulative CVA
process. We ﬁrst focus on the payer CDS, the main results for CDS being then given in
Proposition 5.11.
Deﬁnition 5.2. The cumulative CVA process Θ̂ is given as, for t ∈ [0, T ],





where P̂ (resp. Π̂) denotes the cumulative risk-free (resp. risky) CDS price process such
that β(t)P̂t = EtpT (0) (resp. β(t)Π̂t = EtpiT (0)).
Here, we shall focus on the cumulative CVA as it is this process that enjoys the martingale
properties (after discounting) which are important for the hedging endeavor. One has by






Note that on the set {τ2 ≤ T}, the random variable ξ(τ2) can be represented as the value at









(1−H1t )v+(t,X1t ) + (H1t −H1t−)(1−R1)
)
, (5.15)
where the second equality follows from Proposition 5.5.
In this section, we set henceforth β = 1 (null interest rate) for notational sim-
plicity.
5.5.1 Dynamics of Cumulative CVA
The ﬁrst step consists in deriving dynamics of the cumulative CVA. We start with the
following elementary result,
Lemma 5.6. For any t ∈ (0, T ], we have
dΘ̂t = (1−H2t−)(dP̂t − dΠ̂t)
= (1−H2t )(dPt − dΠt) + (∆P̂τ2 −∆Π̂τ2)dH2t
= (1−H2t )(dPt − dΠt) + (ξτ2 − Θ̂τ2−)dH2t
= (1−H2t )(dPt − dΠt) + (ξt − Θ̂t−)dH2t
= (1−H2t )(dPt − dΠt) + (ξt −Θt−)dH2t . (5.16)
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Proof. The ﬁrst line holds by deﬁnition of Θ̂ and by application of Itô's formula. The second
one follows from the fact that pT (0)− pT (t) = piT (0)− piT (t) for any t < τ2. The remaining
three equalities follow easily.
Equation (5.16) is the key to hedging of counterparty risk. The dynamics of Θ̂ splits into
the pre-counter-party-default part (1−H2t )(dPt−dΠt), and the at-counter-party-default
part (ξt − Θ̂t−)dH2t .
Speciﬁcation of the above dynamics, that is speciﬁcation of all martingale terms, is not easy
in general. We now provide exact formulae for these coeﬃcients, in our stylized Markovian
copula model.
Markovian Case
We are in position now to particularize dynamics of the cumulative CVA for the model of
Section 5.3.
Proposition 5.7. For any t ∈ [0, T ], we have:
d Θ̂t = −(1−H2t−)(v − u)dM1t
+
{
(1−R2)(1−H1t−)v+ − (1−H1t−)(v − (1−H2t−)u
}
dM2t
+(v − u+ (1−R2)(1−R1)− (1−R2)v+)dM{1,2}t
+(1−H1t )(1−H2t )((∂x1v − ∂x1u)σ1dW 1t − (∂x2u)σ2dW 2t ) .
where u and v stand for u(t,Xt) and v(t,X
1
t ).
Proof. Recall (5.16). Using Proposition 5.5 we obtain, for 0 ≤ t ≤ T ,




= (1−H1t )(1−H2t )(∂x1v)σ1dW 1t − (1−H2t−)vdM1t
+(H2t −H2t−)vdH1t − (1−H1t )(1−H2t )((1−R1)q1 − κ)dt ,
where the term (1−H2t−)vdM1t deﬁnes a martingale. In the same way,
(1−H2t )dΠt = (1−H2t )d
(
(1−H1t )(1−H2t )u(t,X1t , X2t )
)
= −(1−H2t−)udM1t + (H2t −H2t−)udH1t
+ (1−H1t )(1−H2t )(l2u− (1−R1)(l1 +R2l3)− l2(R2v+ − v−) + κ)dt
+ (1−H1t )(1−H2t )((∂x1u)σ1dW 1t + (∂x2u)σ2dW 2t ),
and




(1−H1t )v+ + (H1t −H1t−)(1−R1)
)




This, combined with Lemma 5.6, leads to
d Θ̂t = −(1−H2t−)(v − u)dM1t + (H2t −H2t−)(v − u)dH1t
+(1−H1t )(1−H2t )((∂x1v − ∂x1u)σ1dW 1t − (∂x2u)σ2dW 2t )
−(1−H1t )(1−H2t )
(







(1−H1t )v+ + (H1t −H1t−)(1−R1)
)− (1−H1t−)v + (1−H1t−)(1−H2t−)u} dH2t .
We now observe that
(H2t −H2t−)(v−u)dH1t = (v−u)dH{1,2}t , (1−H1t )v+dH1t = (1−H1t−)v+dH1t − v+dH{1,2}t .
Consequently,
dΘ̂t = −(1−H2t−)(v − u)dM1t + (1−H1t )(1−H2t )
(













q1 − l1 −R2l3
)− l2(v − u+ (R2 − 1)v+))dt
+
{








t + l3(1−H1t )(1−H2t )dt , dH2 = dM2t + q2(1−H2t )dt ,
the last expression can be rewritten as
dΘ̂t = −(1−H2t−)(v − u)dM1t + (1−H1t )(1−H2t )
(





















q1 − l1 −R2l3
)
+ l2(v − u+ (R2 − 1)v+)
+
(





where the dt-coeﬃcient simpliﬁes to zero, which proves the result.
As a corollary, we obtain the following representation for the dynamics of CVA, which will
be used in Section 5.5.2,
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Corollary 5.8. For any t ∈ [0, T ] we have
d Θ̂t = −(1−H1t−)(1−H2t−)(v − u)dM{1}t
+(1−H1t−)(1−H2t−)
(


































Recall that if R2 = 1 then v = u so that in this case η˜
{1} = η˜{2} = η˜{1,2} = γ˜1 = γ˜2 = 0. In
particular, Θt = Θ̂t = 0 for all t. Now, using the convention that
0
0 = 1 we can write

























where η{1} = η˜
{1}
1−R2 , and accordingly for the remaining coeﬃcients.
5.5.2 Hedging of CVA
We shall apply the above results to the problem of dynamically hedging the CDS counter-
party risk in our Markovian copula model.
As it is seen from Corollary 5.8 there are ﬁve martingale terms to hedge in the dynamics






t , induce the risk directly
related to the counterparty. In this study, we are only concerned with hedging of these
three terms in the mean variance sense, using a single hedging instrument taken as a rolling
CDS contract written on the counterparty. Of course we also implicitly trade in the savings
account (which is worth a constant, in the present nil interest rates set-up) for the purpose
of making the strategy self-ﬁnanced.
Rolling CDS
For the purpose of dynamically hedging the CVA on the CDS on name one, we shall now
consider a rolling CDS referencing the counterparty, that is corresponding to the default
time τ2. The concept of the rolling CDS contract was formally introduced and studied in
[13]. A rolling CDS is an `abstract' contract which at any time t has similar features as the
T -maturity CDS issued at this date t, in particular, its ex-dividend price is equal to zero at
every t. Intuitively, one can think of the rolling CDS of a constant maturity T as a stream of
CDSs of constant maturities equal to T that are continuously entered into and immediately
unwound. Thus, a rolling CDS contract is equivalent to a self-ﬁnancing trading strategy
that at any given time t enters into a CDS contract of maturity T and then unwinds the
contract at time t+ dt.
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Remark 5.3. We shall use here a simplifying assumption that the recovery R2 is generic,
that is, it is the same for all CDS contracts referencing the same default τ2 and with the
same maturity T . Otherwise, for every ﬁxed maturity date T , we would need to consider
the whole class of protection payment processes, indexed by the initiation date.
The main result regarding the dynamics of the mark-to-market value of a rolling CDS
contract is the following
Lemma 5.9 ([13]). The cumulative value process, say Q̂, of a rolling CDS referencing the
counterparty, is an F-martingale, and its dynamics are given as
dQ̂t = (1−H2t )
(









(1−H2t )ψtdW 2t + dM{2}t + dM{1,2}t
) (5.19)
where g and f denote the pre-default pricing functions of the unit protection and fee legs of
the ordinary CDS contract initiated at time t, so that






















and κ = (1−R2)g/f is the corresponding CDS fair spread function.
Mean-variance Hedging
In principle, given that one has at one's disposal suﬃciently many liquid traded instruments,
one can dynamically replicate all risk sources that show up in the CVA in (5.17), namely
M{1}, M{2}, M{1,2}, W 1 and W 2.
We shall not discuss this dynamic replication though, but rather we shall focus on mean-
variance hedging of CVA, using the rolling CDS on the counterparty (along with the savings
account) as hedging instrument. Let thus ζ be a real-valued process, representing the number
of units of rolling CDS which are held in a self-ﬁnancing hedging strategy of CVA. Invoking
(5.17) and (5.19) we conclude that the tracking error process et of the hedged portfolio
satisﬁes, for t ∈ [0, T ],













t − ζtψ2t )dW 2t .
where the η and γ's were deﬁned in (5.17) and ψ in (5.19). We thus obtain the following
result,
149
Proposition 5.10. For a payer CDS: (i) the self-ﬁnancing strategy that minimizes the




t d〈M{2}〉t + η{1,2}t d〈M{1,2}〉t + (%γ1t + γ2t )ψtdt

















(ii) The self-ﬁnancing strategy that minimizes the risk-neutral variance of the jumpto































E(ξ | Fτ2−) |τ2=t −Θt−
)
.
The ζjd hedging strategy thus changes the counterparty jump-to-default exposure from ξ to
E(ξ | Fτ2−) |τ2=t , the `best guess' of ξ available right before τ2.
Remark 5.4. Since τ2 is an F-stopping time, the Fτ2−-measurable random variable E (ξ|Fτ2−)
can be represented as Yτ2 , for some F-predictable process Y (see Dellacherie and Meyer [39],
Thm 67.b). In the above proposition, we denote E (ξ|Fτ2−) |τ2=t = Yt. A similar remark
applies to the notation E
(
ξ¯|Fτ2−
) |τ2=t = Y¯t in Proposition 5.11 below.
In the case of the receiver CDS, let
η¯
{1}









t = (1−H1t−)(1−H2t−)(v + u¯)
γ¯1t = −(1−H1t )(1−H2t )σ1(∂x1v + ∂x1 u¯)
γ¯2t = −(1−H1t )(1−H2t )σ2∂x2 u¯ ,
Proposition 5.11. For a receiver CDS: (i) The self-ﬁnancing strategy that minimizes the




t d〈M{2}〉t + η¯{1,2}t d〈M{1,2}〉t + (%γ1t + γ2t )ψ¯tdt


















(ii) The self-ﬁnancing strategy that minimizes the risk-neutral variance of the jumpto
























E(ξ¯ | Fτ2−) |τ2=t − Θ¯t−
)
.
The ζ¯jd hedging strategy thus changes the counterparty jump-to-default exposure from ξ¯ to
E(ξ¯ | Fτ2−) |τ2=t , the `best guess' of ξ¯ available right before τ2.
5.6 Model Implementation
In view of the model generator (5.3), the model primitives are the factor coeﬃcients b and
σ and the intensity functions lis for i = 1 to 3, or, equivalently to the latter via (5.4), the
marginal intensity functions q1 = q1(t, x1) and q2 = q2(t, x2) and the joint defaults intensity
function l3 = l3(t). In this section, following the lines of Brigo et al. [21, 22], we shall specify
the factors in the form of CIR++ processes. Let thus the Xis be aﬃne processes of the form





for non-negative coeﬃcients η, µi and ν. One then sets
qi(t, xi) = fi(t) + δxi , (5.20)
for functions fi(t) such that fi(t) ≥ l3(t) and δ ∈ {0, 1}.
Remark 5.5. (ii) As in Brigo et al. [21, 22], we shall not restrict ourselves to the inaccessible
origin case 2ηµi > ν
2, in order not to limit the range of the model CDS implied volatility.1
(ii) The restriction fi(t) ≥ l3(t) is imposed to guarantee that, consistently with (5.4),
qi(t,X
i
t) deﬁned by (5.20) is never smaller than l3(t).
In the sequel, by (2F), we mean the parametrization (5.20) with δ = 1 and independent
aﬃne factors X1 and X2, that is two independent CIR++ factors. Also, we denote by
(0F), the parametrization (5.20) with δ = 0, that is without stochastic factors (case of
time-deterministic, piecewise constant intensities).
5.6.1 Marginals
Under the model speciﬁcation (5.20), one can derive a more explicit formula for the pricing
function v = v(t, x1). Let F1(t) =
∫ t
0 f1(s)ds.
1Indeed in our numerical tests the calibrated parameters do not always satisfy 2ηµi > ν
2.
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(1−R1)Dδ(s, t, x1)− κ
)Eδ(s, t, x1)ds ,
where we set, for s ≥ t,
Dδ(s, t, x1) = f1(s) + δηµ1φ(s− t, 0) + δ
(− ηφ(s− t, 0)− 1
2
ν2(φ(s− t, 0))2 + 1)x1 ,
Eδ(s, t, x1) = exp
(
− (F1(s)− F1(t) + δφ(s− t, 0)x1 + δξ(s− t, 0)µ1)) ,
in which the functions φ and ξ are those of Lemma B.1.













p(s,X1s ) = (1−R1)q1(s,X1s )− κ , q1(t,X1t ) = f1(t) + δX1t .
For δ = 0, the result follows immediately and for δ = 1, it is obtained by an application of
Lemma B.1.
In particular the model break-even spread at time 0 of a risk-free CDS of maturity T on the
ﬁrm, is given by
κ0(T ) = (1−R1)
∫ T
0
β(s)Dδ(s, 0, X10 )Eδ(s, 0, X10 )ds∫ T
0
β(s)Eδ(s, 0, X10 )ds
.
We denote by p1 the cumulative distribution function (c.d.f. hereafter) of τ1, namely,
p1(t) := P(τ1 ≤ t) = 1− Eδ(t, 0, X10 ) . (5.21)
In the same way, one can obtain semi-explicit formulae for the forward spread and CDS
option price. As we will see in Section 5.8, such formulae are useful while computing the
associated implied volatility.
For 0 ≤ Ta < Tb, the forward spread (at time 0) of a CDS issued at time Ta with maturity
Tb is given by
κ0(Ta, Tb) = (1−R1)
∫ Tb
Ta
e−rsDδ(s, 0, X10 )Eδ(s, 0, X10 )ds∫ Tb
Ta
e−rsEδ(s, 0, X10 )ds
. (5.22)
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Now, we consider a payer (resp. receiver) CDS option which gives the right to enter at time
Ta a payer (resp. receiver) CDS with maturity Tb and the contractual spread κ.
2 Then the










for a receiver CDS option , (5.24)
where v(t, x1) is the CDS price function as in Proposition 5.12.
Of course analogous formulae hold for a risk-free CDS and CDS options on the counterparty.
5.6.2 Joint Defaults
In case market prices of instrument sensitive to the dependence structure of default times
are available (basket credit instrument on the ﬁrm and the counterparty), these can be used
to calibrate l3. Admittedly however, this situation is an exception rather than the rule. It
is thus important to devise a practical way of calibrating l3 in case such market data are
not available.
Note that under parameterizations (0F) and (2F), one has
P(τ1 > t, τ2 > t) = P(τ1 > t)P(τ2 > t)eL3(t), (5.25)
for L3(t) =
∫ t
0 l3(s)ds. A possible procedure thus consists in `calibrating' l3 to target values
for the model probabilities p1,2(t) = P(τ1 < t, τ2 < t) of default of both names up to various
time horizons t. More precisely, given a target for the function p1,2(t), one plugs it, together
with the functions p1(t) and p2(t), into (5.25), to deduce L3(t).
Remark 5.6. Regarding the derivation of a target for p1,2(t), note the following relation
between p1,2(t) and a standard static Gaussian copula asset correlation ρ at the horizon t:
p1,2(t) = N ρ2
(N−11 (p1(t)),N−11 (p2(t))) , (5.26)
where N1 denotes the standard Gaussian c.d.f., and N ρ2 denotes a bivariate centered Gaus-
sian c.d.f. with one-factor Gaussian copula correlation matrix of parameter ρ. A target value
for p1,2(t) can thus be obtained by plugging values extracted from the market for ρ, p1(t)
and p2(t) into the RHS of (5.26). In particular a `market' static Gaussian asset correlation
ρ can be retrieved from the Basel II correlations per asset class (cf. [90, pages 63 to 66]).
5.6.3 Calibration
We aim at calibrating the model to marginal CDS curves and to an asset correlation ρ (see
Remark 5.6). We assume that the functions f1 , f2 and l3 are piecewise constant functions
of time.
2To avoid ambiguity, we call this contractual spread ,the strike.
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We denote by (T1, ..., Tm) the term structure of the maturities of the market CDS written on
the counterparty and the reference entity, and we set ∆j = Tj − Tj−1, with the convention
T0 = 0. One then proceeds in four steps as follows:
• One bootstraps the CDS curve for both names i into a piecewise constant c.d.f. pi(·), for
i = 1, 2, yielding
pi(t) = pi(Tj) on Tj−1 ≤ t < Tj ,
• Next, given p1(t), p2(t) and ρ, one computes p1,2(t) = P(τ1 < t, τ2 < t) via (5.26).
• The relation (5.25) yields a system of m linear equations in the m unknowns l3,1, ..., l3,m.
∆1l3,1 + · · ·+ ∆jl3,j = − ln P(τ1>Tj ,τ2>Tj)P(τ1>Tj)P(τ2>Tj)
subject to l3,j ≥ 0 , j = 1, ...,m
• At last, formula (5.21) results in two systems of m linear equations in the m+2 unknowns
Xi0, µi, fi,1, ..., fi,m. That is, for i = 1, 2,
δφ(Tj)X
i
0 + δξ(Tj)µi + ∆1fi,1 + · · ·+ ∆jfi,j = − ln P(τi > Tj)
subject to Xi0 ≥ 0 , µi ≥ 0 , fi,j ≥ l3,j , j = 1, ...,m.
In practice these equations are solved in the sense of mean-square minimization under con-
straints.
5.7 A Variant of the Model with Extended CIR Intensities
In this section, we propose a variant of the general model of section 5.3, deﬁned in terms of
extended CIR factor processes. By comparison with (5.3), one thus chooses a speciﬁc, aﬃne
form of the factors, but one also lets the joint defaults intensity l3 be stochastic, via a `new'
factor X3. In particular one models the factors Xis as aﬃne processes of the form





with W1 and W2 correlated at the level % and W3 independent from W1 and W2. Note
in this regard that the factors Xis have the same coeﬃcients but for µi(t), to the eﬀect
that X˜i := Xi + X3, for i = 1, 2, is again an extended CIR process, with parameters η,
µ˜i(t) = µi(t) + µ3(t) and ν.
Let as before H = (H1, H2) and let now X = (X1, X2, X3).
One thus considers a Markovian model of the pair (X,H) relative to its natural ﬁltration F,
with generator of (X,H) given by, for u = u(t, x, e) with t ∈ R+, x = (x1, x2, x3) ∈ R3, e =
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(e1, e2) ∈ {0, 1}2:






















x1,x2u(t, x, e) ,
where, for i = 1 to 3:
• the default intensity function li is of the form
li(t, xi) = xi + gi(t) , (5.27)
• the coeﬃcients η, ν are non-negative constants and µi(·)s are non-negative functions of
time.
The F  intensity matrix-function of H is now given by
A(t, x) =

−l(t, x) l1(t, x1) l2(t, x2) l3(t, x3)
0 −q2(t, x˜2) 0 q2(t, x˜2)
0 0 −q1(t, x˜1) q1(t, x˜1)
0 0 0 0

,
with, for every i = 1, 2,
x˜i = xi + x3 , qi(t, x˜i) = li(t, xi) + l3(t, x3) = x˜i + gi(t) + g3(t)
and l = l1 + l2 + l3. Under standard regularity and growth assumptions on the coeﬃcients
of A, one then has the following variant of Proposition 5.2,
Proposition 5.13. (i) For every i = 1, 2, the process (X˜i, H i) is an F-Markov process,
with generator of (X˜i, H i) given by, for ui = ui(t, x˜i, ei), with t ∈ R+, x˜i ∈ R, ei ∈ {0, 1}:







+ qi(t, x˜i) (ui(t, x˜i, 1)− ui(t, x˜i, ei)) .
(5.28)
The F  intensity matrix function of H i is thus given by
Ai(t, x˜i) =
 −qi(t, x˜i) qi(t, x˜i)
0 0

In other words, the process M i deﬁned by, for i = 1, 2,





(1−H is)qi(s, X˜is)ds ,
is an F-martingale.
(ii) One has, for every t ≥ 0,














One thus gets in the terminology of [15] a Markovian copula model (X,H) with marginals
(X˜i, H i), for i = 1, 2  or, in the `common factor case' X1 = X2 = X, with marginals
(X˜,H i), where we set X˜ = X +X3.
Let, for x˜1 ∈ R+,
p(t, x˜1) = (1−R1)q1(t, x˜1)− κ .
One then has much like in Proposition 5.5(i) (analogs of Propositions 5.5(ii) and (iii) could
be derived as well if wished),
Proposition 5.14. The price of the risk-free CDS admits the representation:
Pt = (1−H1t )v(t, X˜1t ) ,
for a pre-default pricing function v = v(t, x˜1) solving the following pricing PDE:
v(T, x˜1) = 0 , x˜1 ∈ R(




r + q1(t, x˜1)
)
v(t, x˜1) + p(t, x˜1) = 0 ,
t ∈ [0, T ), x˜1 ∈ R ;
Hedging could also be discussed analogously as in Section 5.5 for (2F).
5.7.1 Implementation
Let us consider the parametrization stated in (5.27), with gi = 0, therein. We assume that
the µi(·)s are piecewise constant functions,
µi(t) = µi,j , for t ∈ [Tj−1, Tj).
The marginal intensity processes qi(t, X˜
i
t)s are then extended CIR processes (cf. (5.28))
with the following piecewise constant `long-term mean' function µ˜i(·),
µ˜i(t) = µi,j + µ3,j , for t ∈ [Tj−1, Tj) .
We will refer to this model parametrization as (3F). Under this speciﬁcation, one has the
following proposition for the pricing function of a risk-free CDS on the ﬁrm. Let the functions
D˜1 and E˜1 be deﬁned as in Proposition B.2, with µ(·) = µ˜1(·) therein.






(1−R1)D˜(s, t, x˜1)− κ
)E˜(s, t, x˜1, 0)ds.
Proof. Recall from Proposition 5.14(i) that







ζ ))dζp(s, X˜1s )ds
∣∣∣ X˜1t = x˜1) ,
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with
p(s, X˜1s ) = (1−R1)X˜1s − κ.
The result thus follows by an application of Proposition B.2.
Also, the spread at time 0 of a risk-free CDS of maturity T on the ﬁrm, is given by
κ0(T ) = (1−R1)
∫ T
0
β(s)D˜1(s, 0, X10 )E˜1(s, 0, X10 , 0)ds∫ T
0
β(s)E˜1(s, 0, X10 , 0)ds
.
As for the forward spread, the counterparty of formulae (5.22) for this variant of the model,
is
κ0(Ta, Tb) = (1−R1)
∫ Tb
Ta
e−rsD˜δ(s, 0, X10 )E˜δ(s, 0, X10 )ds∫ Tb
Ta
e−rsE˜δ(s, 0, X10 )ds
. (5.30)










for a receiver CDS option , (5.32)
where v(t, x˜1) is the price function given by Proposition 5.15.
As in the previous case, the input to the calibration is an asset correlation ρ and the
piecewise constant marginal cumulative default probabilities obtained by bootstrapping from
the related CDS curves. For simplicity of calibration, the volatility parameter ν and the
mean-reversion η are assumed to be given (as opposed to calibrated), whereas for each factor
Xi the initial value Xi0 and µi,1, ..., µi,m are calibrated.
Using identities (5.29) and Corollary B.3, the following expressions follows for the marginal
and joint survival probabilities:


































where the coeﬃcients aj,k are given in (B.6).
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One can then follow the same lines as in Section 5.6.3, to obtain the following three systems
of linear equations with constraints. Each system consists ofm equations inm+1 unknowns:





k=1 ξ(∆k, aj,k)µ3,k = ln
P(τ1>Tj ,τ2>Tj)
P(τ1>Tj) P(τ2>Tj)
subject to X30 ≥ 0 , µ3,k ≥ 0 , k = 1, ...,m.





k=1 ξ(∆k, aj,k)µ˜i,k = − ln P(τi > Tj)
subject to X˜i0 ≥ X30 , µ˜i,k ≥ µ3,k , k = 1, ...,m.
In practice these equations are solved in the sense of mean-square minimization under con-
straints.
5.8 Numerical Results
Our aim is to assess by means of numerical experiments the impact on the counterparty risk
exposure of:
• ρ, a constant asset correlation between the ﬁrm and the counterparty,
• p2, the cumulative distribution function of the default time τ2 of the counterparty,
• ν, the volatility of the factors.
The numerical tests below have been done using the following model parameterizations:
(0F) No stochastic factor, as in (5.20) with δ = 0,
(2F) Two independent CIR++ factors, as in (5.20) with δ = 1,
(3F) Three independent extended CIR factors as of subsection 5.7.1 with % = 0.
The mean-reversion parameter η is ﬁxed to 10%. The recovery rates are set to 40% and the
risk-free rate r is taken equal to 5%.
5.8.1 Calibration to Market Data
In the following example, we consider four CDSs written on the reference name UBS AG,
with diﬀerent counterparts: Gaz de France, Carrefour, AXA and Telecom Italia SpA, referred
to in the sequel as CP1, CP2, CP3 and CP4. For each counterparty we consider six CDSs
with maturities of one, two, three, ﬁve, seven and ten years, corresponding to data of March
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30, 2008. Table 5.1 includes market CDS spreads on the ﬁve names in consideration and for
the six diﬀerent maturities. The bootstrapped piecewise constant c.d.f. of the ﬁve names
are represented in Table 5.2. The counterparts are ordered form the less risky one, CP1, to
the most risky one, CP4.
1 year 2 years 3 years 5 years 7 years 10 years
Ref UBS AG 90 109 129 147 148 146
CP1 Gaz de France 27 35 42 53 57 61
CP2 Carrefour 34 42 53 67 71 76
CP3 AXA 72 83 105 128 129 128
CP4 Telecom Italia SpA 99 157 210 243 255 262
Table 5.1: Market spreads in bps for diﬀerent time horizons on March 30, 2008.
1 year 2 years 3 years 5 years 7 years 10 years
Ref .0146 .0355 .0631 .1185 .1612 .2193
CP1 .0044 .0116 .0212 .0445 .0664 .1005
CP2 .0056 .0138 .0264 .0558 .0822 .1246
CP3 .0118 .0269 .0517 .1042 .1434 .1964
CP4 .0155 .0504 .1026 .1903 .2662 .3670
Table 5.2: Default probabilities for diﬀerent maturities.
Tables 5.3 and 5.4 represent the calibration error in basis points of (2F) and (3F), respec-
tively. Precisely, in each table, we consider
eri(t) = 10
4 × |pi(t)− p̂i(t)|
pi(t)
, er1,2(t) = 10
4 × |p1,2(t)− p̂1,2(t)|
p1,2(t)
where p̂1, p̂2, p̂1,2 are obtained from equations (5.7) and (5.29) using the calibrated param-
eters. The corresponding errors in the case of (0F) are 0.0000 bp. The diﬀerence between
market spreads and calibrated model spreads are represented in Tables 5.5, 5.6 and 5.7,
respectively.
5.8.2 CVA Stylized Features
Figure 5.1 shows the Credit Valuation Adjustment at time 0 of a risky CDS on the reference
name UBS AG, as a function of the volatility parameter ν of the CIR factors Xis.
The graphs on the left of this ﬁgure show the results obtained from the parametrization
(2F) while the graphs on the right correspond to the case of (3F). On each graph the asset
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Maturities
1 year 2 years 3 years 5 years 7 years 10 years mean max
CP1
er1 0.2500 0.9630 0.8560 1.1390 2.1600 1.7600 1.1880 2.1600
er2 0.0191 0.0112 0.3790 0.0612 0.4027 0.0198 0.1488 0.4027
er1,2 0.1790 0.7700 0.5350 1.2040 1.1120 0.7610 0.7600 1.2040
CP2
er1 1.9240 1.8000 1.0500 1.3020 0.2590 2.1340 1.4110 2.1340
er2 0.3817 0.0726 0.0714 0.7904 0.3275 0.3992 0.3404 0.7904
er1,2 0.2471 0.1127 0.0644 0.0442 0.0990 0.0213 0.0981 0.2471
CP3
er1 0.4150 1.2380 0.4110 0.3430 1.3280 0.3410 0.6790 1.3280
er2 0.4730 0.8080 0.5390 0.6290 3.9800 0.8040 1.2050 3.9800
er1,2 0.0494 0.0437 0.0065 0.0011 0.0116 0.0029 0.0192 0.0494
CP4
er1 0.0364 0.1808 0.2382 0.1823 0.0988 0.3502 0.1811 0.3502
er2 0.0586 0.0167 0.0095 0.0376 0.0206 0.0285 0.0286 0.0586
er1,2 0.2097 0.3922 0.2680 0.0917 0.0815 0.1537 0.1994 0.3922
Table 5.3: Relative error in bps of the cumulative probabilities p1, p2 and p1,2 in the case
(2F) with ρ = 40%.
Maturities
1 year 2 years 3 years 5 years 7 years 10 years mean max
CP1
er1 5.0422 14.190 2.1420 15.050 15.920 0.4151 8.7940 15.920
er2 0.7888 1.6940 2.4450 0.0024 2.7510 1.0728 1.4591 2.7515
er1,2 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
CP2
er1 0.5700 2.1950 2.6910 1.4200 0.4247 0.0426 1.2240 2.6910
er2 0.3025 0.1581 0.4489 0.4358 0.0444 0.4780 0.3113 0.4780
er1,2 0.0000 0.0000 0.0000 0.0006 0.0006 0.0002 0.0002 0.0006
CP3
er1 0.0434 0.3486 0.4462 0.1976 0.1464 0.0282 0.2018 0.4462
er2 25.809 82.406 87.861 34.909 68.141 0.0325 49.860 87.861
er1,2 0.0001 0.0012 0.0020 0.0036 0.0063 0.0054 0.0032 0.0063
CP4
er1 1.5396 5.3363 24.188 59.728 40.733 0.9771 22.084 59.728
er2 0.0652 3.8962 4.6377 4.6433 3.8499 0.9716 3.0106 4.6432
er1,2 0.0002 0.0030 0.0102 0.0176 0.0263 0.0081 0.0109 0.0263
Table 5.4: Relative error in bps of the cumulative probabilities p1, p2 and p1,2 in the case
(3F) with ρ = 40%.
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1 year 2 years 3 years 5 years 7 years 10 years mean max
Ref 0.2920 0.1622 0.3957 0.3296 0.2537 0.1964 0.2716 0.3957
CP1 0.1285 0.0693 0.1556 0.1080 0.0829 0.0639 0.1014 0.1556
CP2 0.1067 0.0576 0.1897 0.1370 0.1054 0.0819 0.1130 0.1897
CP3 0.0096 0.0052 0.3108 0.2665 0.2052 0.1586 0.1593 0.3108
CP4 0.0098 0.0060 0.4711 0.5125 0.4097 0.3310 0.2900 0.5125
Table 5.5: bp-Diﬀerences between market spreads and calibrated spreads in the case of (0F)
with ρ = 40%.
1 year 2 years 3 years 5 years 7 years 10 years mean max
Ref 0.3343 0.2167 0.4315 0.3980 0.3120 0.3489 0.3402 0.4315
CP1 0.0719 0.0781 0.0131 0.0150 0.0305 0.1040 0.0521 0.1040
CP2 0.0345 0.0028 0.1352 0.0852 0.0598 0.0833 0.0668 0.1352
CP3 0.0203 0.0088 0.2876 0.2426 0.1461 0.1855 0.1485 0.2876
CP4 0.0698 0.0537 0.5219 0.5614 0.4584 0.3976 0.3438 0.5614
Table 5.6: bp-Diﬀerences between market spreads and calibrated spreads in the case of (2F)
with ρ = 40%.
1 year 2 years 3 years 5 years 7 years 10 years mean max
Ref 1.8110 1.6440 0.6820 0.8820 0.4950 0.4790 0.9988 1.8110
CP1 0.7730 0.6560 0.4300 0.2370 0.2130 0.0750 0.3973 0.7730
CP2 0.7400 0.8190 0.4300 0.2030 0.2140 0.1250 0.4218 0.8190
CP3 1.1690 0.9320 1.4230 0.5160 0.6940 0.4710 0.8675 1.4230
CP4 5.6840 3.5300 1.7190 0.6740 0.5720 0.4910 2.1117 5.6840
Table 5.7: bp-Diﬀerences between market spreads and calibrated spreads in the case of (3F)
with ρ = 40%.
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Figure 5.1: Θ0 versus ν for the payer CDS on Ref. The graphs on the left column correspond
to the case (2F) and those of the right column correspond to (3F). In each graph ρ is ﬁxed.
From top to down ρ = 5%, ρ = 10%, ρ = 40% and ρ = 70%.
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Figure 5.2: Θ¯0 versus ν for the receiver CDS on Ref. The graphs on the left column
correspond to the case (2F) and those of the right column correspond to (3F). In each graph
ρ is ﬁxed. From top to down ρ = 5%, ρ = 10%, ρ = 40% and ρ = 70%.
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correlation ρ is ﬁxed, with from top to down ρ = 5%, 10%, 40% and 70%. The four curves
on each graph of Figure 5.1 correspond to Θ0 calculated for a risky CDS of maturity T = 10
years between Ref and CP1, CP2, CP3, CP4, respectively.
On this data set we observe that Θ0 is:
• increasing in the default risk of the counterparty,
• increasing in the asset correlation ρ,
• slowly increasing in the volatility ν of the common factor.
In Table 5.8, one can see the values of Θ0 calculated within the parametrization (0F), that
is with no stochastic factor. Note that for a CDS written on Ref, the risk-free value of the
default leg is equal to DL0 = 0.1031.
ρ = 5% ρ = 10% ρ = 40% ρ = 70%
CP1 .0009 .0018 .0080 .0163
CP2 .0011 .0021 .0093 .0190
CP3 .0016 .0030 .0129 .0262
CP4 .0025 .0047 .0186 .0358
Table 5.8: Θ0 for CDSs written on Ref in the case (0F).
For the receiver case, Θ¯0 on the reference name UBS AG is shown in Figure 5.2 as a function
of the volatility parameter ν, for both parameterizations (2F) and (3F). Note that Θ¯0 is much
smaller (for a common unit nominal), and more dependent on ν, than Θ0. This is mostly
due to the absence of the common jump term in the CVA (see Remark 5.1). Also, Θ¯0 is
decreasing in the asset correlation ρ.
To give an idea about the execution times of the three model parameterizations, it is
worth mentioning that, in these experiments:
• a calibration takes about 0.01, 0.30 and 0.35 seconds for the case of (0F), (2F) and (3F),
respectively;
• a computation of CVA takes about 0.015, 5.0 and 12 seconds for the cases of (0F), (2F)
and (3F), respectively.
5.8.3 Case of a Low-Risk Reference Entity
In the previous example, except in the low ρ cases, the dependency of Θ0 on ν was rather
limited (see Figure 5.1). For a low-risk reference entity, however, ν is expected to have more
impact on Θ0, including for larger ρ's. To assess this numerically we thus now consider a
low-risk obligor, referred to as Ref', whose piecewise constant c.d.f. is given in Table 5.9.
For a CDS written on Ref', the risk-free value of the default leg is equal to DL′0 = 0.0240.
On each graph of Figure 5.3, the asset correlation is ﬁxed to ρ = 5%, 10%, 40% or 70%.
One can see that Θ0 is signiﬁcantly sensitive to ν, and even extremely so in the case of
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1 year 2 years 3 years 5 years 7 years 10 years
.0100 .01500 .0200 .0300 .0400 .0500
Table 5.9: Default probabilities of Ref'
Figure 5.3: Θ0 versus ν for a CDS written on Ref' in the case (2F). In each graph ρ is ﬁxed.
low correlations ρ. For comparison Table 5.10 shows the values of Θ0 calculated within the
parametrization (0F).
ρ = 5% ρ = 10% ρ = 40% ρ = 70%
CP1 .0002 .0006 .0031 .0073
CP2 .0003 .0007 .0035 .0080
CP3 .0004 .0009 .0046 .0096
CP4 .0007 .0014 .0061 .0108
Table 5.10: Θ0 for CDSs written on Ref' in the case (0F).
5.8.4 Spread Options Implied Volatilities
The goal of this subsection is to assess the level of spreads volatility implied by the alternative
model parameterizations. To this end we will compute the implied volatility of payer and
receiver CDS options written on individual names.
The explicit Black formula for the price of a CDS option can be found in Brigo [20] (see for
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example Eq. (28) therein). The Markov copula model prices are given by formulae (5.23)
and (5.24) for the case of (0F) and (2F) and by formulae (5.31) and (5.32) for the case of
(3F).
For numerical tests we consider CDSs of 7 year maturity on credit names CP1, Ref and
CP4 (cf. Table 5.1). Also, we consider payer and receiver CDS options with maturity of 3
years on these three names and with strike K = 65, 150 and 250 bp, respectively. So, with
notation introduced for forward spread, Ta = 3 and Tb = 10.
Figure 5.4 shows the implied volatility versus ν of receiver CDS options written on the
three names and for the parameterizations (2F) and (3F), the case of (0F) corresponding
essentially to ν tending to 0 in (2F) or (3F) (in particular the implied volatility of all the
three receiver CDS options is then equal to zero).
The curves in the case (2F) are represented on the left column and those of (3F) are on
the right column. The graphs on the top, middle and bottom of this ﬁgure correspond,
respectively, to receiver CDS option written on names CP1, Ref and CP4. On Figure 5.5
the same graphs for payer CDS options are represented.
One observes that for the same level of ν, implied volatility in the case of (3F) is typically
higher than that of (2F), which was expected since the joint defaults intensity l3 is deter-
ministic in (2F), whereas intensities are `fully stochastic' in (3F). Also, for a ﬁxed level of
ν, the implied volatility is decreasing in riskiness of the credit name. In other words, to
achieve a given implied volatility, the riskier the credit name, the lower the implied ν.
For the parametrization (3F), the implied volatility curves are non-decreasing in ν, in both
payer and receiver cases. As is observed, this is not the case for the parametrization (2F).
5.9 Conclusions
We developed a Markovian model of counterparty credit risk on a CDS. The issue of `wrong-
way risk', which is particularly important in the case of a payer CDS, is represented in the
model by the possibility of simultaneous defaults of the counterparty and of the reference ﬁrm
of the CDS. Since this is a dynamic model of counterparty credit risk, prices and CVAs can
be connected to dynamic hedging arguments, as illustrated by our study of mean-variance
hedging the CVA of the CDS on the ﬁrm by a rolling CDS on the counterparty.
Moreover we devise, implement and discuss three model speciﬁcations:
Our numeric results show that in the case of a payer CDS on a `risky enough' reference entity
and for a suﬃcient level of correlation between the counterparty and the reference entity, a
time-deterministic speciﬁcation of intensities does a good and quick job in estimating the
CVA.
In case of a receiver CDS, or of a payer CDS with low risk reference entity or low level
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Figure 5.4: Implied volatility versus ν of payer CDS option written on individual names.
The graphs on the left column correspond to the case (2F) and those of the right column
correspond to (3F). The graphs on the top, middle and bottom correspond to payer CDS
options written on names CP1, Ref and CP4 (with strike K = 65bp, 150bp and 250bp),
respectively.
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Figure 5.5: Implied volatility versus ν of receiver CDS option written on individual names.
The graphs on the left column correspond to the case (2F) and those of the right column
correspond to (3F). The graphs on the top, middle and bottom correspond to receiver CDS
options written on names CP1, Ref and CP4 (with strike K = 65bp, 150bp and 250bp),
respectively.
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of correlation between the counterparty and the reference entity, the time-deterministic
speciﬁcation of intensities `misses' a non-negligible component of CVA, due to spreads'
volatility. In this case, a stochastic speciﬁcation of the intensities is preferred (cf. Figures 5.2,
5.3 and 5.1), like a CIR++ speciﬁcation of the intensities with marginal default intensities
given as sums of aﬃne processes and deterministic functions of time.
In this speciﬁcation the joint defaults intensity of the counterparty and the reference ﬁrm
is time-deterministic, so that one might wonder whether a fully stochastic speciﬁcation of
the intensities would lead to even higher (possibly more realistic) CVAs. This led us to
investigate a third speciﬁcation of the intensities in the form of extended CIR processes
with time-dependent parameters, and no deterministic component anymore. In case of a
payer CDS the levels of CVA happen to be quite similar to those got through the CIR++
speciﬁcation, however for the receiver CDS they may be much larger (as is seen in Figure
5.2).
Appendix A
Proof of Proposition 4.3
We shall need the following (essentially classic) Lemma.
Lemma A.1. Let X be a right-continuous process with a ﬁnite state space E and adapted
to some ﬁltration F. Condition (i), (ii) or (iii) below are necessary and suﬃcient conditions
for X to be an F  Markov chain with inﬁnitesimal generator A(t) = At = [Ai,jt ]i,j∈E :





is an F  local martingale;
(ii) For every j ∈ E , the processMj deﬁned by




is an F  local martingale;
(iii) For every i, j ∈ E the processMi,j given by




is an F  local martingale.
Proof. (i) is the usual local martingale characterization of Markov chains (see, e.g., Propo-
sition 11.2.2 in Bielecki and Rutkowski [14]).
(ii) Since E is ﬁnite, the set of the indicator functions 1·=j spans linearly the set of all
functions over E . The condition of part (ii) is thus equivalent to that of (i).
(iii) Necessity follows by combination of Proposition 11.2.2 and Lemma 11.2.3 in [14]. As
for suﬃciency, note that the Mi,j 's being F  local martingales implies the same property
for theMj 's in (ii), by summation over i. We thus conclude by the suﬃciency in part (ii).
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(i) Let us verify that the M ι's in (4.19) are H  local martingales. As bounded H  local























Thus Lemma A.1(iii) with i = (0, 0) and j = (1, 1), implies the local martingale property of
M{1,2}.





































Now we apply Lemma A.1(iii) to the two terms in the last equation, with i = (0, 0) and
j = (1, 0) for the ﬁrst term and i = (0, 1) and j = (1, 1) for the second term. Thus M{1}
being the sum of two H  local martingales is an H  local martingale. In the same way,
M{2} is an H  local martingale. As bounded H  local martingales,M{1}, M{2} andM{1,2}
are thus Hmartingales.
(ii) As qi = li + l3 and H i = H{i} + H{1,2}, one has M i = M{i} + M{1,2}, so the M i's are
in turn H-martingales.
(iii) Since the M i's are H-martingales, this follows easily from the suﬃciency in Lemma
A.1(ii).
(iv) Formulas (4.23) follow directly from (4.22), in which we shall now show the ﬁrst identity.
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One has for t > s (see the end of the proof of Proposition 4.5),












and the result follows.
(v) Since H it is a Bernoulli random variable with (cf. Proposition 4.3(iv))





Var(H it) = pi(t)(1− pi(t))
Also




]− E(1−H1t )E(1−H2t )























Thus, after some algebraic simpliﬁcations,
ρd(t) =






















Let X be an extended CIR process with dynamics
dXt = η(µ(t)−Xt)dt+ ν
√
XtdWt (B.1)
where η and ν are positive constants and µ(·) is a non-negative deterministic function.
The following lemma is a standard result in the aﬃne processes literature (see e.g. [43]).
Notice that (B.3) is obtained from (B.2) with y = 0, by diﬀerentiating with respect to t.









− ∫ tt0 Xsds∣∣Xt0) = (φ˙(t− t0, 0)Xt0 + ξ˙(t− t0, 0)µ)e−φ(t−t0,0)Xt0−ξ(t−t0,0)µ , (B.3)
where φ and ξ satisfy the following system of ODE:{
φ˙(s, y) = −ηφ(s, y)− ν22 (φ(s, y))2 + 1 ; φ(0, y) = y






























2ηy + ν2y − 2 ,


















2ηy + ν2y − 2 ,
D(y) = (B + C(y))y − 1 ,
A(y) =
−C(y)(2B − η) +D(y)(ν2 + ηB)
BD(y)− C(y) .
In the following proposition (see also Shirakawa [97]), we generalize Lemma B.1 to the case
of a piecewise constant function µ(·). We denote T0 = 0 and ∆j = Tj −Tj−1. The functions
φ and ξ are those of Lemma B.1.
Proposition B.2. Assume that µ(·) is a piecewise constant function: µ(t) = µk on t ∈
[Tk−1, Tk] for k = 1, ...,m. For t < s, let i ≤ j such that t ∈ [Ti−1, Ti) and s ∈ (Tj , Tj+1].
Then
(i) For any x ≥ 0 and y ≥ 0,










− µiξ(Ti − t, yi)− xφ(Ti − t, yi)−
j∑
k=i+1
µkξ(∆k, yk)− µj+1ξ(s− Tj , y)
} (B.4)
with
yj = yj(s) := φ(s− Tj , y) ,














D˜(s, t, x) = µi ∂ξ
∂y



















(s− Tj , 0),
and the yks are as in (B.5) with y = 0.






















− ∫ Tjt Xudu−XTj yj |Xt)
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A ﬁnal use of Lemma B.1, on the interval [t, Ti], yields the result.
(ii) By diﬀerentiating E˜(s, t, x, 0) with respect to s, one obtains (B.3) with
D˜(s, t, x) = d
ds
{
µiξ(Ti − t, yi) + xφ(Ti − t, yi) +
j∑
k=i+1
µkξ(∆k, yk) + µj+1ξ(s− Tj , 0)
}
.












φ(Ti − t, yi) = ∂
∂y














φ(Ti − t, yi) = ∂
∂y
φ(Ti − t, yi)dyi
ds
,
which completes the proof.
Setting t = 0 and s = Tj in the ﬁrst part of the above proposition, one obtains:
















aj,j = 0 , aj,k = φ(∆k+1, aj,k+1) for k < j . (B.6)
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