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ABSTRACT 
In this paper, we give simple and elementary proofs of the two classical results of 
Fujiwara on the solution of the well-known Routh-Hurwitz and Schur-Cohn proh- 
lems. We show that the Fujiwara matrix in each case satisfies a Lyapunov-type 
equation and then obtain Fujiwara’s results by applying to this matrix equation some 
recent results on the inertia of matrices. These alternative proofs of Fujiwara’s results 
thus establish a Iink between two apparently different approaches to the solution of 
the root-separation problem: the classical method of solution via quadratic forms, and 
the solution via matrix equations. 
1. INTRODUCTION 
Let f(x) = xn- anrn-’ . . . a,x - a, be a given polynomial with real coef- 
ficients. Then the classical Routh-Hurwitz problem is the problem of finding 
the number of zeros of f(x) with negative real parts, and in particular of 
obtaining a necessary and sufficient condition for all zeros to lie in the left 
half plane (Re{z} <O). The Schur-Cohn problem is the one of determining 
the number of zeros inside a unit circle and in particular of establishing a 
necessary and sufficient condition for all the zeros to lie inside it. Different 
methods of solutions of these problems are available in the literature (see, 
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e.g., the survey [lo] of Krein and Naimark). Among these, an elegant one is 
due to Fujiwara [6], who gave a unified treatment of both problems. 
Fujiwara’s method of solution can be described as follows: Given f(x), he 
defined another suitable polynomial p(x). From f(x) and p(x), he con- 
structed the Bezoutiant bilinear form 
K(f) = fb)f”( Y) -f( YYW 
"-Y 
n-1 
= iEobikriYk* 
The matrix B = ( bik) is called the Bezout matrix. From it, he formed another 
symmetric matrix, F, known as the Fujiwara matrix, and obtained the 
solution of each problem in terms of the inertia of the matrix F. The inertia 
of a matrix A is defined to be a triplet (r(A),v(A),G(A)), where T(A), v(A) 
and 6(A) are, respectively, the numbers of eigenvalues of A with positive, 
negative and zero real parts. It is denoted by In(A). The controllability 
matrix (N,AN,AsN ,..., A”-‘N) will be denoted by [A,N]. 
We now state the fundamental results of Fujiwara. 
THEOREM 1 (Rod, Hurwitz, Fujiwara). Let f*(x) =f( - x), and let the 
Fujiwara matrix F = (&) be defined from the Bezout matrix B = ( bik) off(x) 
and P(x) us 
ftk = (- l)‘bjk, i,k=O,l,..., n-l. (2) 
Assume that F is rumsingular. Then: 
(a) The numbers of ZETO of f(x) with negative and positive real parts are 
respectively equal to the numbers of positive and negative eigenvalues of F. 
(b) F is positive definite if and only if all the zeros of f(x) have negative 
real parts. 
THEOREM 2 (Schur, Cohn, Fujiwara). Let p(x)= x”f(l/x) and let the 
Fujiwara matrix F = ( fik) be defined as 
fik = bi,n-l-k, (3) 
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where B = ( bik) is the associated Bezout matrix of f(x) and f*(x). Then: 
(4 If a(F) and v(F) are the numbers of positive and negative eigenvalues 
of F, and F is nonsingular [a(F) + v(F) = n], then f(x) has a(F) zeros insi& 
the unit circle and v(F) outside it. 
(b) F is positive definite if and only if all the zeros lie inside the unit 
circle. 
In this paper, we give proofs of Theorem 1 and Theorem 2 via Lyapunov 
matrix equations. We shall show that the Fujiwara matrix F in each case 
satisfies a Lyapunov-type equation, and Fujiwara’s result then follows from 
some recent results on the inertia of matrices. Parks [12] first noted the 
connection of the Routh-Hurwitz problem with the Lyapunov equation, and 
then Lehnigk [ll] proved Hermite’s stability criterion and Hermite’s theo- 
rem on the number of zeros with positive real parts of a complex polynomial, 
using Lyapunov’s functions. Howland [8] pointed out that Fujiwara matrix of 
the Routh-Hurwitz problem satisfies a Lyapunov-type equation. Kalman [9] 
proved part (b) of Theorem 2 using the second method of Lyapunov. 
However, our proofs are different from those of Lehnigk or Kalman, and 
they seem simpler. Our alternative proofs of Fujiwara’s theorems, therefore, 
establish a link between the two apparently different kinds of solution 
methods for the root-separation problem: the classical methods of solution 
using quadratic forms (such as Fujiwara’s), and the methods of solution via 
matrix equations. 
2. INERTIA THEOREMS 
In this section, we mention some inertia theorems which will be used 
later in our proofs of Theorem 1 and Theorem 2. 
THEOREM 3 (Carlson and Schneider [2]). Let A be an nX n complex 
matrix with S(A) = 0, and let there exists a nonsingular Hermitian matrix H 
such that 
AH+HA*=N, 
where N is positive semi&finite. Then In(A) = In(H). 
THEOREM 4 (Taussky [14], Hill [A, Wimmer [IS]). Let A be an nXn 
complex matrix. Then there exists an n X n Hermitian matrix H for which 
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A*HA - H is positive definite if and only if A has no eigenvalues of 
modulus one. If A*HA - H is positive definite, then A bus T(H) (v(H)) 
eigenvalues of modulus greater (less) than one. 
Using Theorem 4, we prove in the following another inertia theorem 
analogous to that of Carlson and Schneider. The proof of this theorem was 
suggested by Carlson [4]. 
THEOREM 5. Let A be an n x n complex matrix with no eigenvalues of 
modulus one, and let there exists a nonsingular n X n Hermitian matrix H for 
which A* HA - H is positive semi&finite. Then A has T(H) (v(H)) eigenval- 
ues of modulus greater (less) than one. 
Proof Let 7~~ (vi) be the number of eigenvalues of A of modulus greater 
(less) than one. Let H, be the Hermitian matrix whose existence is guaran- 
teed by Theorem 4. For each t>O, A*(H+ tH,)A-(H+ tH,)=(A*HA-H) 
+ t(A* H& - H,) is positive definite, so that sr(H + tH,) = TV, v(H+ tH,,) = 
vl. By continuity, a(H) < n,,v(H) < vl. But, as H is nonsingular, n= m(H)+ 
v(H) < srl + v1 = n, and we must have n(H) = srl and v(H) = vl. n 
3. TWO LEMMAS 
In this section we present two lemmas. Lemma 1 forms the main tool of 
our proofs. 
LEMMA 1. The Bezout matrix B defined by two polynomials f(x) and 
g(x) of the same degree n is such that 
BA = ATB, 
where A is the companion matrix associated with f(x). 
Proof Let 
<O 1 0 ... 0' 
0 0 1 -** 0 
A=: : : ‘. 1; 
;, ;, ;, .:. ; 
,a1 a2 . . . an 
consider now the matrix equation 
XA = ATX. 
ROOT-SEPARATION PROBLEM 239 
Since A is nonderogatory, by a result of Taussky and Zassenhaus [13] every 
solution matrix X is symmetric. Let xl, x, . . .x, be the n rows of the matrix X. 
Then the above matrix equation is completely equivalent to 
xiA = xi_1 + a,~,, i=23 n. 9 ,*-*, 
Eliminating xl,. . . , x,, _ 1, we get 
x&A) = 0. 
Since, by the Cayley-Hamilton theorem, f(A) =0, x,, can be chosen arbi- 
trarily. Thus the rows x,,x,, . . . , x, of a symmetric solution X of the matrix 
equation XA = A TX are such that 
(i) x, can be chosen arbitrarily, and 
(ii) xl,. . . , x, _ 1 satisfy the recursive relation 
xi- 1 = x,A - a,x,,, i = n,n - l,..., 3,2. (4) 
Again, if Z,, Z,, . . . , Z, are the n rows of the Bezout matrix B, then Bamett 
[l] and (independently) the author [5] have shown that 
Zi_l = ZiA - aiZ,,, i = n,n - l,..., 3,2. 
Thus, the first n - 1 rows of B satisfy the same recursive relation as do those 
of X in (4). Since x, is arbitrary, and in particular can be taken as the last 
row of B, the lemma is proved. n 
LEMMA 2 (Bamett [1], Datta [5]). The Bemut matrix B ckfimd by the 
polynomials 
f(x) = X”-u”x~-l--...-ua,x-ul 
ad g(x), of the same degree, satisfifd 
B = Ug(A) 
‘It is to be noted that according to Bamett [l], B= - Q(A). This is because the Bez,out 
matrix B defined by Bamett has the generating function K(f’)=[f(r)g( y)-f( y)g(x)]/[ y- x]. 
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where A is the companion matrix associated with f(x), and 
-a2 -a, *-. -a,_, -a, 1 
-a3 -a, ... - aTI 1 0 
u= -a4 -a, . . . 1 0 0 
. . . . . . . . . . . . . . . . . . . . . . . 
- %I 1 . . . 0 0 0 
1 0 *** 0 0 0 
4. PROOF OF THEOREM 1 
From (2), we have 
(5) 
F=DB (6) 
where 
D = dg(1, -l,l,..., (-l)“-‘). 
Consider now two cases: 
Case 1. n is Odd 
Since, by Lemma 1, BA = A TB, and the diagonal matrix D is such that 
D -I= D, we obtain 
DFA-ATDF=O, 
that is, 
FA-DATDF=O. 
Now, it is easy to check that 
- DATD = AT- U,, 
(7) 
where 
u, = 
0 0 -** 0 2a, 
0 0 ... 0 0 
0 0 *-. 0 2a, 
0 0 *** 0 0 
. . . . . . . . 
;, (j . . . ;, ;, 
0 0 ... 0 2a, 
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So from (7) we get 
that is, 
FA + (A=- U,)F = 0, 
FA+ATF= U,F= W,. (8) 
It is easy to verify that the last row fn of F is the negative of the transpose of 
the last column of U,, namely - (2a,,0,2u,,0,2u5,. . . ,O,Zu,,), whence 
W, = U,F = -fzfn = - 
4aT 0 
0 0 
4a,a, 0 
0 0 
4a,a, 0 
6 0 
4a,u, 0 
%a3 0 4a,a, --* 0 
0 0 0 *** 0 
4ai 0 4a,a, * * * 0 
0 0 0 0 
4a,a, 0 4a,2 * * * 0 
Case 2. n is Even 
In this case we have 
- DATD = AT- U,, 
where 
0 0 -.- 0 0 
0 0 *** 0 2a, 
0 0 ... 0 0 
u,= 0 0 *-- 0 2a, 
. . . . . . . . 
;, ;, . . . ;, ;, 
0 0 -** 0 2a, 
L J 
4%% 
0 
4%% 
0 
4a,a, * 
0 
4a,2 I 
From (7), we have again 
FA+A*F= U,F= W,. (9) 
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The last row fn of F in this case also being the negative of the transpose of 
the last column of U,, namely, 
fn = - (0,2~,,0,2~,,0,...,2~,), 
we have 
K-f,‘f, = - 
0 0 0 ... 0 0 
0 4a,2 0 ... 0 4a,a, 
0 0 0 **- 0 0 
0 4a,a, 0 ... 0 4a,a, 
0 0 ;, . . . ;, ;, 
0 4a,u, 0 . . * 0 4a,2 
Clearly, W, and W, are negative semidefinite matrices. Again, it follows 
from Lemma 2 and the relation (6) that 
F = Xl--(A). 
Since F is symmetric, we have 
F= FT=f*(AT)UTD, 
whence the nonsingularity of the Fujiwara matrix F implies the nonsingular- 
ity of the polynomial matrix f*(A r). Let A,,&, . . . ,a be the n eigenvalues of 
A [equjvalenty the zeros of f(x)]; then the eigenvalues of fC(A=)=fC(A*) 
are P(4),f*&),. . . ,f”(k). Since 
and F satisfies the matrix equation (8) or (9), according as n is odd or even, it 
follows from a result of Carlson and Loewy [3] that the rank of the matrix 
[A, W,] is equal to rank[A, W,]= n. This again implies that S(A) =O [15]. 
Part of (a) of Theorem 1 now follows from Theorem 3. The proof of part (b) 
is similar. 
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5. PROOF OF THEOREM 2 
From (3) we have 
243 
F=BP, (10) 
where P is the permutation matrix 
0 0 e.0 0 1 
0 0 *.* 1 0 
p=:: : 1:. (11) 
;, ; .:. 0 () 
<l 0 a*. 0 0, 
Then, since BA = A TB, we get A TF- FPAP=O. Multiplication by A on both 
side gives 
A TFA -FPAPA -0. 
Now, 
c 2 
@I % + %a2 % - 1+ ala3 
0 1 0 
PAPA = 0 0 1 
j 6 ;, 
= z + u,, 
where 
. . . 
a2 + al% 
. . . 0 
. . . 0 
. . . 1 * 
a;-1 
> 
a” + al% u,_,+u,u, *** a2 + vn 
0 
u3=0 . 
0 . . . 0 
~ 6 0 ;, . . . 0, 
and Z is an identity matrix of order n. 
So from (12) we have 
(12) 
ATFA - F(Z+ U,) * 0. 
244 B. N. DATTA 
That is, A TFA - F = FU, = W,. 
Since the elements of the last column of F in this case are just the 
negatives of the corresponding elements of the first row q of Us, it is easy to 
verify that 
r 
-(1-a;)e (l-a~)(a,a,+u”) *.* (l-4)(%%+%) 
(l-4)(%+%) -(u,u,+uJ2 *** -(v,+%)(%+vn) 
(I-4)(wn+a2) -(u1u2+un)(u2+u,u”) *a* - (v4l + a2)2 
The matrix Wa is clearly 
relation (lo), we get 
negative semidefinite. Again, by Lemma 2 and the 
F = Uf*(A)P, 
where U and P are as defined in (5) and (11). Since F is symmetric, 
F= FT= w(AT)UT. 
Thus, if F is nonsingular, then so is fC(A r). 
The eigenvalues of fC(AT) =fC(A*) are f*(&),f*(x,), . . . ,r(&,), and for 
all i, 
is nonzero. It therefore follows that );i& # 1 for any i, i.e., that f(x) has no 
eigenvalues of modulus one. Part (a) now follows from Theorem 5. The proof 
of part (b) in both directions is similar and will be omitted. 
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