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1. INTRODUCTION 
In his characterization of the orthogonal polynomials having generating 
functions of “Brenke type” [3], the second author found, among others, a 
new sequence of orthogonal polynomials which can be expressed in terms 
of the Wall polynomials. These polynomials have the representation 
&n(x) = Wn(x’; b, q) - (1 - 4”) xW,- ,(x2; bq, q), 
R 2n+ l(x) = xW,(x2; bq, q) - (1 ~ bq”) W,,(x’; b, qj. 
(1.1) 
(In [3], the coefficient 1 - bq” was incorrectly given as 1 - b. This error 
was subsequently repeated in [S].) Here W,(x; a, b, q) denotes the Wall 
polynomials (see [S, p. 1981). The orthogonality relations for the R,(x) 
were not found in [3] but were later found in [4]. Askey has remarked 
privately that it would be interesting to determine exactly where these 
orthogonal polynomials “really live.” In this paper, we will provide an 
answer together with a number of additional examples of such orthogonal 
polynomials. 
We note that the Wall polynomials, W,(x; a, 6, q), are orthogonal with 
respect to a distribution &(x) over a subset of [0, co). Further, the 
polynomials W,,(x, bq, q) are the corresponding kernel polynomials with 
k-parameter C-that is, they are orthogonal with respect to (x - K) Q(x) 
with K =0 [5, p. 353. This suggests that we consider generally an 
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orthogonal polynomial sequence (OPS) (PJx)) which is orthogonal with 
respect to a distribution d+(x) over a subset of [0, co) together with the 
corresponding sequence of kernel polynomials { K,,(x) ). 
2. PRELIMINARIES, NOTATION 
Let {P,(x)} be a sequence of monk orthogonal polynomials and let the 
corresponding three-term recurrence relation be 
P,(x)=(x-c,)P,-,(x)-~~,P,~,(x), n= 1,2,..., 
(2.1) 
P-1(x)=0, P,(x) = 1. 
Here C, is real and I,>+, > 0 (n > 1). In order that the spectral interval be 
contained in [0, co), it is necessary and sufficient that (i) c,, >O and (ii) 
(~‘n+Ilkx,+I)kl is a chain sequence [IS, p. 1081. (A sufficient condition 
for the latter is, for example, that the sequence is dominated by the con- 
stant sequence ( 4 }.) 
Assuming that the spectral interval is contained in [0, co), let {K,,(x)} 
be the corresponding sequence of kernel polynomiais with k-parameter 0. 
(Unless explicitly stated to the contrary, “kernel polynomial” will be 
understood to mean, “with k-parameter 0.“) Let the corresponding 
recurrence relation be 
&(x)=(x-d,) K,, .1(X)-v,K,-2(x), n= 1,2 )...) 
12.21 
K-,(x)=0, K,(x) = 1. 
We then define the “symmetric” orthogonal polynomials S,,(x) by 
S*,(x) = f%(x’), %I+ l(X) = xKb2). (2.3) 
These then satisfy a recurrence of the form 
S,(x) =xS,?- 1(X)-Y,& - z(x), 
S-,(x)=0, S,(x) = 1. 
(2.4) 
Here, yn > 0 for n > 1 and the coefficients in the three recurrence relations 
are related by 
Cn=YZn-I+Yzm, ~n+I=Y2nY2n+1, 
(2.5) 
4, = ~2n + ~2n + 1, V,,+l = Yzn+lYzrl+r~ n>l, yI=o, 
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We will need the known relations [S, pp. 35, 491 
xK,- I(X) = P”(X) + YzJn- lb), (2.6) 
P,(x)=K,(x)+y,,+,K,~,(x). (2.7) 
We also mention for use in Section 4 that the converse of the above is 
also true. That is, the existence of yn > 0 (n > 1) such that (2.5) holds is suf- 
ficient for the polynomials of (2.1) to be orthogonal over a subset of [0, co) 
and for the polynomials of (2.2) to be the corresponding sequence of kernel 
polynomials (see [ 5, pp. 455471). 
The OPS {S,,(x)} IS orthogonal with respect to the distribution &(x) 
defined by 
&4x) = 44x2 1, 
x>o 
-4V -x2), x < 0. (2.8) 
We next define a new sequence of manic polynomials by 
R2nb) = K(x’) + QznxL ,(x2), 
R 2n+,(x)=xK,,(x2)+~2,+,~,(x2), n = 0, 1) 2 ).... 
(2.9) 
Comparing this with (2.3), we see that these reduce to the symmetric case if 
all 8, = 0. Thus for { 0,) not identically 0, (2.9) can be viewed as the non- 
symmetric analog of (2.3) (hence the title of this paper). 
3. NECESSARY AND SUFFICIENT CONDITIONS FOR ORTHOG~NALITY 
We now obtain conditions in order that the polynomials defined in (2.9) 
will be orthogonal polynomials. We will find that, unlike the symmetric 
case, real orthogonality with respect to a positive measure will require that 
the spectral interval be bounded. 
THEOREM 1. Let {O,),"_l # (0). A necessary and sufficient condition for 
the polynomials in (2.9) to satisfy a three-term recurrence relation 
R,(x)= b-an) R- I(x)-~nRn-2(x) (3.1) 
is that 8, # 0 for all n > 1 and the relations 
a,=8,P,-8,, n> 1,19,=0, (3.2) 
d2=y2-d,a2, 
(3.3) 
6 
8 
?I+1 =n 8 Yn=Yn+l -a,+, nj 
0 n 2 2, 
n-l 
hold. 
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ProojI Writing (3.1) with n replaced by 2m + 1 and using (2.9) we get 
xP,(x’) + 8,,x2K,,_ ,(x2) = xK,(x2) + 8,, +, P,(x’) 
+a 2m+ I CP,(x’) + Q,mxK,~ ,(x2)1 
+6 2m+,[xK,-1(~~)+e2rn-1Prn~~1(~~)1. (3.4) 
We now compare terms involving odd powers of x. This yields, after 
replacing x2 by x, 
P,(x) = K,(x) + a 2m+,~2mKe1(~)+b2m+, Km- I(x). 
Using (2.7) to eliminate P,(X), we find 
K(x)+Y~~+, K,~,(x)=K,(x)+(a,,+,e,,,+s,,+,)K, ,(x1 
from which we conclude 
6 2m+I=~2m+I-a2m+1 2ni, 8 m3 1. (3.5) 
Returning to (3.4) and comparing the even powers of x, we find (again 
replacing x2 by x) 
Now use the recurrence relation (2.2) to linearize xK,_ 1(x) and use (2.7) 
to eliminate PJx). This gives 
~,,CKn(x) + &,K- 1t.x) + v,Kn 2(x)1 
=(e 2m + 1 + a2, + 1 1 K,(x) 
+ C(f32,+ 1 +a2m+1 Yzm+l+ 2mpI ) fl fi2m+,l 
xK,-,(x)+82,~,y2,~,62,+,K,-,(x). 
Comparison of the coefficients of K,(x) now yields 
a 2m+l =b??-bn+,~ m 30. (3.6) 
(The derivation of (3.6) was with m >, 1 but it is easily verified that it holds 
also for m = 0 if we take 8, = 0.) 
Next we compare coefficients of Km- L(x). Using (3.6) and also the fact 
that A, = yzrn + Y 2m + , (from (2.5)), we then obtain 
brY2m=Q2m -,62,+,, m>, 1. (3.7) 
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Comparison of the coefficients of K, _ 2(x) leads to (3.7) again so we 
return to (3.1) and this time write it with n replaced by 2m. We repeat the 
above steps and find first, upon considering odd powers of x, 
a2m=e2m-l- 2my e ma 1, (3.8) 
e 2mplY2m-I - 2mp2 -8 6 2m3 m> 1. (3.9) 
Next considering even powers of x and comparing coefficients of K,,- ,(x), 
we obtain 
d2, = y2m - a,A,,- 1f ma 1. (3.10) 
(Comparison of the coefficients of K,-,(x) yields (3.10) again.) 
Equations (3.6) and (3.8) are of course equivalent to (3.2). Since yn > 0 
for n 2 2, (3.7) and (3.9) show that if (e,} is not identically 0, then no 8, 
vanishes for n>O. It now follows that (3.5) (3.7), (3.9) and (3.10) are 
equivalent to (3.3). 
The converse can be proved in a straightforward manner. Supposing that 
the a,, and 6, have been defined by (3.2), (3.3) we use (2.9) to write 
R 2m+1(~)-(x--2,+,)R2,(x)+62,+,R2,-,(x) 
=xVLW-U4+ Ca2m+l~2,+~2m+ll Km-,(4) 
+ W2m+l+a2m+l~~m(~) 
+S 2m+Ie2m~l~m-l~~~-e2m~~m-l~~~~, u=x2. 
Next use (2.7) to eliminate P,(U) from the first expression in braces, and 
use (2.6) to eliminate UK, ~ 1(~) from the second expression in braces. 
Reference to (3.2) and (3.3) now shows that both expressions vanish. The 
proof is completed by using a similar procedure to show that 
R 2m+2(x)- (x--2,+2) R2,+,(x)+~2,+2R2m(x)=0~ 
The relations in (3.2) and (3.3) are sufficient for the R,(x) to be formally 
orthogonal with respect to a moment functional provided 6, # 0 (n 3 2). In 
order that the orthogonality be positive-definite (i.e., with respect to a 
positive measure), we must have a, real and 6, + I > 0 for n > 1. It is not 
entirely clear under what conditions (3.3) will have solutions 6, for which 
the 6, will be positive. We therefore obtain an alternate form for these con- 
ditions that will make it clear that for every bounded sequence {y,+ I };= r, 
a sequence of coefficients 8, can be chosen (in infinitely many different 
ways) so that the polynomials of (2.5) will be orthogonal in the positive- 
definite sense. 
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From (3.2) and (3.3), we find 
~,Y,=~,~lYn+*-(~,-~,+,)~,~,~ 1 
whence 
Let 
(3.11) 
(3.12) 
Then (3.11) can be rewritten 
.Pfe,( 1-.fQn + I) =f2Yt, + I? n > 2. (3.13) 
Next let 
g,,= 1 -fen+,, n 3 0. (3.14) 
Then (3.13) can be rewritten 
(1 -gel) &=f2Yn+b n2 1. (3.15) 
Actually, (3.15) follows from (3.13) only for n 3 2 but it can be verified 
independently that it holds also for n = 1. 
Now (3.3) shows that if 6, > 0 for n B 2, then the 8, have the same sign 
for all k 2 1. It follows from their definitions that j?3, + , > 0, hence g, < 1 
for all n 2 0. It then follows from (3.15) that g, > 0 for n > 1. Finally, 
g,=l- ef Y2 - @,a, 
Y2+8,82=Y2+e,e, 
(3.16) 
so (3.3) shows that if 6, > 0, then g, > 0 also. Thus if 6, > 0 for n > 1, we 
have the conditions 
o<g,< 1, n > 0. (3.17) 
Combined with (3.15), (3.17) says that {f2yn+i} defines a chain sequence 
and that the g, are non-minimal parameters (go > 0) (by definition [S]). 
We summarize the preceding formally: 
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THEOREM 2. Let the polynomials defined by (2.9) satisfy (3.1) with a, 
real and 6,+, > 0 for n > 1. Let f be defined by (3.12). Then the sequence 
{f 2y,,+ 1 };=, is a chain sequence with non-minimal parameters g, defined 
by (3.14). 
An immediate corollary to Theorem 2 is that a necessary condition for 
the non-symmetric case of (2.7) to determine orthogonal polynomials is 
that (y,} is bounded (hence all spectral intervals must be bounded). 
We next verify that a converse to Theorem 2 also holds, thus providing 
the means of constructing new examples of such non-symmetric orthogonal 
polynomials. Now the sequence {i } is a chain sequence that does not 
determine its parameters uniquely, hence any positive sequence dominated 
by { 4 } is itself a chain sequence that does not determine its parameters 
uniquely [S, pp. 95-971. Thus every bounded sequence of positive numbers 
can be converted to such a chain sequence by multiplying it by a suitable 
positive constant. 
THEOREM 3. Let the sequence ( yn + , };= I be bounded. Then for every 
constant f such that (f *yn + , }z= , is a chain sequence that does not determine 
its parameters uniquely, there exists a sequence { 8,) (defined by (3.19)) such 
that {R,(x)} will satisfy (3.1)-(3.3) with a, real and 6,+, > 0. 
Proof Suppose that 
f2Yn+l =(l-&-,)g,> n> 1, 
with O<g,< 1, kB0. Then define C&,=0 and 
8 n+l=f-'(l-gn)Y n3 1, 
and let {R,,(X)} be defined by (2.9). 
Now define {a,,} by (3.2) and { 6, + , } by 
6 n+l =Yn+I--an+lQn, n>, 1. 
Then, using (3.2), (3.18) and (3.19) we easily find 
6 n+1= 
(l-gn-,)Pd>o, 
f’ 
Also, for n 2 2, (3.18) and (3.19) give 
(3.19) 
fJ,Yn (l-g”-l)L1=s -= 
8 f' n+I. n-l 
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Thus (3.3) is satisfied. By Theorem 2, the R,(x) satisfy the three-term 
recurrence formula (3.1) with real a, and positive 6, + , and thus are 
orthogonal polynomials with respect to a positive measure on the real line. 
Remark. In theory, if { y, + 1 } is bounded, then { ,f2y, + , } will be a chain 
sequence that does not determine its parameters uniquely at least for all J 
such that sup,f2y n + I < a. For each such f, the corresponding chain 
sequence will have infinitely many different parameter sequences with 
initial parameter not 0, and each of these will lead to a different non-sym- 
metric OPS. In practice, however, it is rare that one can find more than 
one or two different parameter sequences explicitly. 
4. ORTHOGONALITY RELATIONS 
We will obtain the orthogonality measure for the R,(x) by showing that 
the related symmetric polynomials, S,(x), are their kernel polynomials with 
k-parameter -f I (i.e., the S,(x) are orthogonal with respect to (x +f ') 
times the measure for the R,(x)). 
To this end, suppose {R,(x)} has been defined by (2.9) where the 6,, 
satisfy (3.12))(3.17). Now it is clear that f>O if and only if 8, >O for all 
k >/ 1. If the 0, are all negative, we can consider the polynomials 
I(-l)“R,(-xl} f or which the corresponding “8” will be positive. Con- 
sequently, there will be no loss of generality if we assume here that f > 0. 
Therefore, let 
t=f' l>O. (4.1) 
Consider the translates 
k(x) = R,(x - 0, s?(x) = wx - 51, 
for which the corresponding recurrence relations are 
iT,(x)=(X-ua,--)I?,~,(x)--6,W,~2(x), (4.2) 
S,(x) = (x - 0 s,- I(X) - Y,R 2(x). (4.3) 
Next define numbers r,, by rl = 0 and 
rh=t-(J,, r2n+l=0,, n> 1. (4.4) 
We then find, using (3.2), 
(4.5) 
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From (4.1) and (3.13), r,,=f-‘(1 -fe,)=y,/e,_,, so (3.3) yields 
Similarly, we obtain 
~-~~+r~~+,=t, r2n+1r2n+2=Yn+I. (4.7) 
It is clear that r, > 0 for n > 2. It now follows that {s,(x)} is the sequence 
of manic kernel polynomials (with k-parameter 0) corresponding to the 
manic OPS {W,(x)} ( see the remark made following (2.7)). 
This means that if the R,(x) are orthogonal with respect to do(x) and if 
L@(X) is the distribution defined in (2.8) then 
xdu(x-<)=Cdcp(x-5) 
for some positive constant C. There is no loss of generality if we take C= 1 
so we have 
do(x) = (x + 5)--l &(x), x> -5, (4.9) 
and do(x) = 0 for x < -l. This determines do(x) completely except for a 
possible positive mass at x = -4. 
To decide the question of mass at -5, introduce the orthonormal 
polynomials Y,(X). That is, let 
r,(x) = (6, 6,...6,+ p2 R,(x). 
Here 6, denotes the total mass of do(x), 
6, =u(co-uo( -+j’” (x+5)-‘&(x)+p( -5), (4.10) 
-xx 
where p(x) denotes the jump (which may be 0) of w  at x. 
It is a classical result from the theory of the problem of moments [9] 
that 
(The corresponding Hamburger moment problem is determined here since 
the spectral interval is bounded.) From the recurrence relation (4.2) we 
have [S, p. 491: [ro(x)]’ = l/6, and 
(4.11) 
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Using (4.4) and (3.19), we have 
r2k 5-e, gk- I -=-= 
l- 2k + I ek 1 -gkm 1’ 
Therefore we can write the formula for the mass in terms of the original 
definition of R,(x), 
PC-5)=6,Cl +a]-‘, (4.12) 
where 
CT= )’ (4.13) n 
In terms of CJ, we find from (4.10) that the total mass of &(x) is 
6,=(l+a l)JK (x+5)~‘&(x). (4.14) 
‘CL 
Remark. According to a theorem of Wall, the series in (4.13) converges 
if and only if {g, } is not the maximal parameter sequence. Indeed, if P, 
denotes the initial maximal parameter, the series in (4.13) can be summed 
to a=go/(Po-g,) [see [S, p. 1011). Thus(4.12) can be rewritten in the 
form 
p( -cg=s, 1 -F 
( > 0 
(4.15) 
In particular, w  will be continuous at -5 if and only if the coefftcients 0, 
are chosen so the corresponding g, are the maximal parameters for the 
chain sequence { f*y , + ,I ,“= , . 
5. EXAMPLES 
We illustrate the preceding with several examples. We will maintain the 
generic notation of the preceding pages so that, for example, {p,(x)} will 
denote the manic OPS which satisfies the recurrence (2.1), { K,Jx) > will 
denote the corresponding kernel polynomials satisfying (2.2) and {S,(x)} 
will denote the symmetric polynomials of (2.3), etc. 
a. Wall-Type Polynomials 
This is our prototype. We have 
P,(x) = WAX; 6 4L K(x) = W,b; &L 41, 
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where W,,(x; b, q) denotes the Wall polynomials [S, p. 198f.l. The coef- 
ficients for the recurrence formulas (2.1), (2.2), and (2.4) are 
c,=(b+q-(l+q)bq+‘)q”-‘, A,+,=b(l-q”)(l-bq”-‘)q2”, 
d,=(bq+q-(l+q)bq”)q”-‘, v,+,=b(l-q”)(l-bq”)q’“+‘, 
y2m=(l -bq’+‘)f, Y 2m+~=41-qm)qm> (5.1) 
withO<b<l. Wecanwritey,+,=(l-g,-,)g,, where 
g,m = bq”, g2m+1= 4 m+l , m = 0, 1, 2 ,.... (5.2) 
Thus we can takef= 1. Corresponding to (3.19) we then find 
J92,=(~-f’), @2m+i=(1-bqmh (5.3) 
in agreement with (1.1). For the distribution function, we note that the 
Wall polynomials are orthogonal with respect to a distribution function 
that has the jumps 
J 
k 
= (b; qMk 
(4; q)k 
at x=qk+‘, k=O, 1,2 ,..., 
where (a; q). = 1, (a; q)n = (1 - a)( 1 - aq) . . (1 - aq” ~ ‘) (n > 0). 
Thus for the non-symmetric OPS {R,(x)}, the corresponding dis- 
tribution function has the jumps H+. + I, = [I + qCk+ ‘)‘*I - ’ Jk at the 
points x = +q (k + ‘)I*. These can be rewritten 
H (b; q)m Cl f q”“] b” +m=- b (4; 4)nl 
at x = +qm/*, m = 1, 2 ,,... (5.4) 
There is also a jump at x = -1. To calculate this jump, first write 
G’,=fpi 
k=O ’ -gk 
Then we have G,, = b/( 1 - b), 
Gzn-, = 
b”qn2 &I’ 
(b; q)n(q; dn’ 
Gz~=(~-~~.$L n>O. 
Thus corresponding to (4.13), we find 
(5.5) 
1 
’ +‘=(b:q); (5.6) 
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Next, we calculate the total mass, 6,. We first sum the jumps H +k and 
find 
Combined with (5.6), this yields for the jump in (4.12) 
P(-l)=&7L. (5.7) 
These jumps are in agreement with the distribution found in [4]. 
Finally, (5.1) and (5.3) used with (3.2) and (3.3) yield the known 
recurrence formula [ 5, p. 2011 for these polynomials. 
b. Jacobi Polynomials 
Let rjp”)(x) denote the manic Jacobi polynomials 
We take 
P,,(x) = 2 9$~)(2x - I), K,(x) = 2 --P,c,*, LJ + “(2X - 1). (5.8) 
The corresponding coefficients yn of (2.5) are known (see [S, p. 156]), 
(m+D)(m+a+P) m(m + ct) 
Y2m = (2m + cx + /I - 1)(2m + c1+ /?)’ Y2m + ’ = (2m + R + /I)(2m + 1 + cI + 8)’ 
(5.9) 
One can verify that (3.18) is satisfied with S= 1 and 
m+lx 
g2M=2m+1 +a+fl 
m+l+cc+B 
g*m+1= 
2m+2+a+fl’ 
(5.10) 
The condition 0 <g, < 1 requires that CI > 0 (in addition to b > - 1). Now 
(3.19) becomes 
e m+B 
2m-1=2m-1 +cc+p’ 
e,,= m 
2m+a+p 
m3 1. (5.1 I) 
The polynomials R,(x) are then the ones that are orthogonal with respect 
to 
dw(x)= IxI~~+‘(~ -x)*(1 +x)l- ’ dx, -1 <n< 1, cc>o, /I> -1. 
(5.12) 
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We also have 
so according to (4.12), o is continuous at - 1. 
The recurrence formula (2.4) for these polynomials has the coefficients 
(2fl+l)m+(fi+l)(C(+p)-2~-1 
a 2m-1= - (2m+cr+p-2)(2m+or+j?-l) ’ 
(5.13) 
cv+l)m+P(@+P) 
\ 
a 
2”=(2m-l+cr+j3)(2m+cr+~) m31, 
62,=(m+a-l)(m+P) 6 m(m+o!+P) 
(2m+cr+p-1)2 ’ 2”+‘=(2m+a+~)2’ 
Remark. For the chain sequence {y, + 1 } in this example, we can 
the explicit alternate parameter sequence 
m m+p+l 
g2m=2m+cc+~+1’ g2m+1= 2m+cr+B+2’ 
find 
However, these are minimal parameters so they do not lead to another 
non-symmetric OPS. 
c. Tchebichef Polynomials (First Kind) 
The preceding class of examples required that we restrict the parameter cx 
to positive values. Thus, in particular, the Tchebichef polynomials of the 
first kind are excluded. We can obtain a rather neat example involving the 
latter by using a different parameterization of the chain sequence {f 'yn + , }. 
We take (see [5, p. 373) 
where 
V,(x) = 
cos[(2n + 1) e/23 
cos(8/2) ’ 
x = cos 8. 
For this case, the coefficients y, are [S, p. 471 
Y2 = 4, y,=$ for n>2. 
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Thus {y,, , > is a chain sequence that determines its parameters uniquely 
(i.e., (0, 4, f, f ,... } . IS its only parameter sequence). We therefore consider 
f2y, + , }, where IfI < 1. Define 
go = JFC g,,=i[l +J3], n>o. (5.15) 
One can now verify that (1 -g,, ~ r ) g, =f2yH + , (n 2 1) and, with [ = l/J; 
we have 
t+-JpZ, O,=tO, for n> 1. (5.16) 
The corresponding polynomials defined by (2.9) can be simplified to the 
tidy form 
R,(x) = 2’ “[T,Jx) + 0, T,,+ I(x)], n > 0. (5.17) 
The series (4.13) clearly diverges in this case so the corresponding dis- 
tribution function is continuous at -[. Thus the polynomials in (5.17) are 
orthogonal over ( -1, 1) with respect to the weight function 
$L(g+,) ’ (1 -x2) ‘,‘2. 
The corresponding recurrence relation is 
Rn(x)=xR,- ,(x)-$,--Ax), n 3 3, 
R2(X)=(X--te,)R,(X)-t(l-~:)Ro(x), 
R,b)=(x+O,)R,(x). (5.19) 
d. Queueing Model Polynomials 
Consider the recurrence relation 
F,+,(x)=(x-~,-~~)F,,(x)-~, ,PJ,, ,(x1, n 20, (5.20) 
where 
1 
I”,, = -L pn 
n+U 
pn= 
n+a-1’ 
n > 0, a > 0, 2 > 0, p > 0. 
For a = 1, we define pLg = 0 and these polynomials reduce to the manic form 
of the orthogonal polynomials that determine the transition probabilities 
for a queueing model where potential customers are discouraged by queue 
length [S, lo]. See [6] for properties of the generalization used here. 
Taking 
P,(x) = F,(x) = FAX; a, A, I*), (5.21) 
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the corresponding kernel polynomials are 
K(x) = G,(x; a, 4 II) 
which satisfy (2.2) with 
(5.22) 
d,=L,+~L,,, v,+~=&JL~ (5.23) 
For IL = (a - 1) ,u, and after a translation and scale change in x, the 
polynomials in (5.22) reduce to the random walk polynomials obtained 
by Karlin and McGregor [7] and independently by Carlitz [2] (the 
“Tricomi-Carlitz polynomials”-see also [ 5, p. 1901). 
Corresponding to (2.5), we also have 
Y*n=Ll, Yzn+l=Pn. (5.24) 
Taking a > 1, we set 
fL a-l 
l+(a- l)P’ 
+>o, 
g2n = Pf 2t 
a-l 
gzn+1=-. 
n+a 
(5.25) 
(5.26) 
It is readily verified that the resulting sequence {g,} is a non-minimal 
parameter sequence for {f2y n + ,}. Thus the coefficients for (3.19) are 
8 2n 
The coefficients for the 
2 
al= -5(a- 
d2,, = lcL 
<‘(a - 1)’ 
I=e(L 1)’ e2,= 
5n 
n+a- 1’ 
(5.27) 
corresponding recurrence relation (3.1) are 
p-2 
a -- 2n- r(n+a- 1)’ a2n+1= -QZn, 
t’(a- 1)n 
(5.28) 
6 2n+‘=(n+a-l)2’ n> 1. 
The corresponding distribution function will then have jumps determined 
by (4.9) from the distribution function given in [6] together with a jump at 
-t. While the former can be calculated routinely, they are too complicated 
to be worth writing out explicitly in the absence of any applications or 
other reason for detailed study of these polynomials. However, we note 
that for the jump at -r, (4.13) yields the neat result 
1 + 0 = (1 + cp/A) exp(c2p/A), (c=a- 1). (5.29) 
The explicit calculation of 6, would appear to be a formidable task. 
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e. Al-Salam and Carl& q-Polynomials 
For our final example, we use the Al-Salam and Carlitz q-polynomials 
U?)(x) [l; 5, p. 195). We set 
P,(x) = P,(x; a) = ( - 1)” UF)(x + a), a < 0. 
The corresponding recurrence coefficients then become 
c,=c,(a)=(l+a)q+-a, &+,=&+,(a)= -a(l-q”)q”~ 
It can now be verified that the corresponding y’s for (2.5) are 
n-l 
Yzn=q 3 Y 2n+l= -41-4”) 
and from (2.5) and (5.32), we get 
d,=(l +aq)q”~-‘-a, “n+ I = -aq(l -qn)qnp’. 
(5.30) 
I ) n>l. 
(5.31) 
(5.32) 
(5.33) 
Comparing (5.33) with (5.31) we see that d,, = c,(aq) - a( 1 - q), 
V n+l = A,+ ,(aq). It follows that 
K,(x) = P,(x + a - aq; aq). (5.34) 
Now set 
,f’=L - -aq 
1 -aq’ g2n=l -4 
g2n+I=qn+‘, n20. (5.35) 
Then we once again have (1 -g, ~ ,) g, =f2yn + , and for the coefficients 
in (2.7) (3.19) gives for this case 
0 2n~1=5(1-a4)~‘=(~9)~1, o,, = (( 1 - q’l). (5.36) 
As in the preceding example, the jumps for the distribution function, 
other than the one at x = -r, can be routinely computed from the known 
distribution function for the Al-Salam and Carlitz polynomials but the lack 
of simplicity or “neatness” in the results suggests again that it is not worth 
writing them out at this time. However, for the jump at -5, we note again 
a rather simple formula for c. For using the notation (5.5), we have 
Go= -aq, 
G 
( -aq)” qn(n + 1112 
2n-1= 
(4;qL ’ 
G2,, = -aqG2, 1, n >, 1, 
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from which we obtain 
l+o=(l-aq)(-aq;q),. 
However, once again it would appear that the calculation of 6, would be 
quite difficult. 
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