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Abstract
In this paper, we are concerned with the existence of analytic solutions of a class of iterative differential
equation
f ′(z) = 1
K(f1(z))a1(f2(z))a2 · · · (fn(z))an ,
in the complex field C, where K ∈ C \ {0}, ai ∈ R, fi(z) denotes ith iterate of f (z), i = 1,2, . . . , n. The
above equation is closely related to a discrete derivatives sequence F ′(m) (see [Y.-F.S. Pétermann, Jean-Luc
Rémy, Ilan Vardi, Discrete derivative of sequences, Adv. in Appl. Math. 27 (2001) 562–584]). We first give
the existence of analytic solutions of the form of power functions for such an equation. Then by constructing
a convergent power series solution y(z) of an auxiliary equation of the form
x′(z) = Kαx′(αz)(x(αz))a1(x(α2z))a2 · · · (x(αnz))an ,
invertible analytic solutions of the form f (z) = x(αx−1(z)) for the original equation are obtained. We
discuss not only the constant α at resonance, i.e. at a root of the unity, but also those α near resonance (near
a root of the unity) under the Brjuno condition.
© 2007 Elsevier Inc. All rights reserved.
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Consider a sequence F : N → N which is nondecreasing and onto. Then the quantity defined
by
F ′(m) := 1|F−1(F (m))| , (1.1)
where as usual F−1(k) denotes the set {l | F(l) = k}, can be interpreted as the slope of F at m,
and we call the function F ′ : N → R the discrete derivative of F. If the sequence F is defined by
|F−1(k)| = F(k) in which k appears exactly F(k) times, then its discrete derivative is
F ′(m) = 1
F ◦ F(m) .
This is known as Golomb’s sequence (see [1,2]):{
F(m)
}∞
m=1 = {1, 2,2︸︷︷︸
2
, 3,3︸︷︷︸
2
,4,4,4︸ ︷︷ ︸
3
,5,5,5︸ ︷︷ ︸
3
,6,6,6,6︸ ︷︷ ︸
4
, . . .}.
Golomb [2] asked for an asymptotic formula for the above sequence. Marcus in [3] suggested
and Fine in [4] (see also [5]) proved that F(m) is approximated by(
1 + √5
2
) 3−√5
2
m
√
5−1
2
for sufficiently large m. Marcus’ idea is based on the conjecture that an asymptote f (z)
of {F(m)} satisfies the functional differential equation
f ′(z) = 1
f ◦ f (z) (1.2)
and a solution of which is
f (z) = (ω − 1)− 1ω+1 zω−1, ω = 1 +
√
5
2
, (1.3)
obtained by setting f (z) = βzγ in (1.2). It is interesting to find that earlier in [6], Mckiernan had
already investigated the existence of analytic solutions for Eq. (1.2) and found the solution of the
form (1.3) by means of the classical Cauchy’s majorant. Recently, Y.-F.S. Pétermann, in [7] and
[8], considered the increasing solutions of Eq. (1.2).
In [1], Y.-F.S. Pétermann studied a more general case where k appears F (k) times, that is,
F ′(m) = 1
F (F (m))
, (1.4)
where F (1) is given, and F (l + 1) can be computed in term of {F (i): i  l}. It is nature
to consider positive integer valued operators F (m) acting on the identity function F0(m), on
F1(m) := F(m), and on iterated compositions
Fk(m) = F
(
Fk−1(m)
)
(k  1)
of F(m). If we take F (k) of the form, or approximately of the form, (k,F1(k), . . . ,Fn−1(k)),
where (x1, x2, . . . , xn) is a function from Rn+ into R+. More precisely, we consider positive
integer valued operators  satisfying
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(
1 + ε(k))= (k,F (k), . . . ,Fn−1(k)), (1.5)
with ε(k) → 0 as k → ∞ and with  :Rn+ → R+ a differentiable function. In general, for any
positive real function f (t) we put
[f ](t) := (f1(t), f2(t), . . . , fn(t)). (1.6)
Thus by taking k = F(m) in (1.5) we get F (F (m))(1 + ε(F (m))) = [F ](m), and the discrete
differential equation (1.4) becomes
F ′(m) = 1 + ε(F (m))
[F ](m) ,
and has the standard counterpart
f ′(t) = 1
[f ](t) , (1.7)
where (x1, x2, . . . , xn) = Kxa11 xa22 · · ·xann with K > 0, ai ∈ R, i = 1,2, . . . , n. In [1], Y.-F.S.
Pétermann discovered a link between a particular solution of Eq. (1.7) and the asymptotic behav-
iour of sequence F .
In this paper, we will discuss the existence of local invertible analytic solutions to Eq. (1.7),
i.e.,
f ′(z) = 1
K(f1(z))a1(f2(z))a2 · · · (fn(z))an (1.8)
in the complex field. Throughout this paper, we assume that K ∈ C \ {0}, ai ∈ R, i = 1,2, . . . , n,
ρ := a1 + · · · + an 	= 0, and fi(z) denotes the ith iterate of f (z), i.e. f0(z) = z, fi(z) = f ◦
fi−1(z). Actually, from the point of view of delay differential equations, Eq. (1.8) is a functional
differential equation with deviating arguments depending on the state
f ′(z) = 1
K(f (z))a1(f (z − τ1(z)))a2 · · · (f (z − τn−1(z)))an ,
where τi(z) = z − fi(z), i = 1,2, . . . , n − 1. Such a class of differential equations are quite dif-
ferent from the usual ordinary differential equations and functional differential equations and
iteration affects properties of solutions very much. The standard existence and uniqueness theo-
rems for ordinary differential equations and functional differential equations cannot be applied.
It is therefore of interest to present existence results or to find some special solutions of such
equations.
In Section 2, we first give some special solutions of the form of power functions. In Sec-
tions 3, 4, as our previous work [9], we reduce Eq. (1.8) with f (z) = x(αx−1(z)), called the
Schröder transformation sometimes, to the auxiliary equation
x′(z) = Kαx′(αz)(x(αz))a1(x(α2z))a2 · · · (x(αnz))an . (1.9)
By constructing a convergent power series solutions x(z) of Eq. (1.9), invertible analytic solu-
tions of the form x(αx−1(z)) for Eq. (1.8) are obtained. In this paper, we will distinguish three
different cases on α:
(C1) 0 < |α| < 1;
(C2) α = e2πiθ , θ ∈ R\Q and θ is a Brjuno number [10,11]: B(θ) =∑∞m=0 logqm+1qm < ∞, where
{pm } denotes the sequence of partial fraction of the continued fraction expansion of θ ;
qm
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1 v  p − 1 and ξ ∈ Z \ {0}.
We observe that α is inside the unit circle S1 in case (C1) but on S1 in the rest cases. More
difficulties are encountered for α on S1 since the small divisor αm − 1 is involved in the latter
(3.7). Under Diophantine condition: “α = e2πiθ , where θ ∈ R\Q and there exist constants ζ > 0
and δ > 0 such that |αm − 1| ζ−1m−δ for all m 1,” the number α ∈ S1 is “far” from all roots
of the unity and was considered in different settings [9]. Since then, we have been striving to
give a result of analytic solutions for those α “near” a root of the unity, i.e., neither being roots of
the unity nor satisfying the Diophantine condition. The Brjuno condition in (C2) provides such a
chance for us. Moreover, we also discuss the so-called the resonance case, i.e. the case of (C3).
In Section 5, we investigate the existence of analytic solutions of Eq. (1.8), and show how to
explicitly construct its analytic solutions by an example.
2. Analytic special solutions of (1.8)
In this section, we will show that idea of Marcus may be applied to Eq. (1.8) and leads to
explicit analytic solution of the form of power functions.
Let P(z) be a polynomial of the form
P(z) = −1 + (1 + a1)z + a2z2 + · · · + anzn, (2.1)
then we have the following theorem.
Theorem 2.1. If γ is a root of the algebraic equation P(z) = 0, then Eq. (1.8) has an analytic
solution of the form
f (z) = (Kγ ) γ−1P (1) zγ , (2.2)
in the region∣∣z − (Kγ )− 1P (1) ∣∣< ∣∣(Kγ )− 1P (1) ∣∣,
which satisfies that
f
(
(Kγ )
− 1
P (1)
)= (Kγ )− 1P (1) and f ′((Kγ )− 1P (1) )= γ.
Moreover, if ai = 0, i = 2,3, . . . , n, and a1 	= −1 or ai0 	= 0, 2  i0  n, aj = 0,2  j  n,
j 	= i0 and ai0 	= 11−i0 [
i0
(i0−1)(1+a1) ]−i0 as a1 	= −1, additionally, Eq. (1.8) has at least i0 distinct
analytic solution of the form (2.2).
Proof. We formally assume that
f (z) = βzγ .
Substituting it into (1.8), we see that
Kγβ1+a1+a2(1+γ )+···+an(1+γ+···+γ n−1)zγ−1+a1γ+a2γ 2+···+anγ n = 1.
Since P(γ ) = γ − 1 + a1γ + a2γ 2 + · · · + anγ n = 0, this leads to
Kγβ1+a1+a2(1+γ )+···+an(1+γ+···+γ n−1) = 1. (2.3)
432 J. Si, H. Zhao / J. Math. Anal. Appl. 335 (2007) 428–442Note that γ 	= 0,1 and we have P(1) 	= 0 when ρ = a1 + a2 + · · · + an 	= 0, it follows that
1 + a1 + a2(1 + γ ) + · · · + an
(
1 + γ + · · · + γ n−1)
= 1 + a1 + a2(1 + γ ) + a3
(
1 − γ 3
1 − γ
)
+ · · · + an
(
1 − γ n
1 − γ
)
= 1 + 1
1 − γ
[
a1(1 − γ ) + a2
(
1 − γ 2)+ a3(1 − γ 3)+ · · · + an(1 − γ n)]
= 1 + 1
1 − γ
[
P(1) − (a1γ + a2γ 2 + · · · + anγ n)]
= 1 + P(1) + γ − 1
1 − γ =
P(1)
1 − γ . (2.4)
So, from (2.3) we have
β = (Kγ ) γ−1P (1) , (2.5)
i.e. (2.2) holds. Moreover,
f (z) = (Kγ ) γ−1P (1) zγ = (Kγ )− 1P (1)
(
1 + z − (Kγ )
− 1
P (1)
(Kγ )
− 1
P (1)
)γ
= (Kγ )− 1P (1)
[
1 +
∞∑
m=1
γ (γ − 1) · · · (γ − m + 1)
m!
(
z − (Kγ )− 1P (1)
(Kγ )
− 1
P (1)
)m]
= (Kγ )− 1P (1) +
∞∑
m=1
γ (γ − 1) · · · (γ − m + 1)
m!(Kγ ) 1−mP(1)
(
z − (Kγ )− 1P (1) )m,
implying that the function defined in (2.2) is analytic in the region∣∣z − (Kγ )− 1P (1) ∣∣< ∣∣(Kγ )− 1P (1) ∣∣.
It is easy to check that f ((Kγ )−
1
P (1) ) = (Kγ )− 1P (1) and f ′((Kγ )− 1P (1) ) = γ.
Furthermore, If ai = 0, i = 2,3, . . . , n, and a1 	= −1, then P(z) = −1 + (1 + a1)z and
γ = 11+a1 . Note that P(1) = a1 = ρ 	= 0, we have
f (z) =
(
(1 + a1)z
K
) 1
1+a1
.
If ai0 	= 0, 2 i0  n, aj = 0,2 j  n, j 	= i0, then P(z) = −1 + (1 + a1)z+ ai0zi0 . We assert
that the algebraic equation P(z) = 0 has i0 distinct roots in C. In fact, if z0 is a double root of
P(z) = 0, we have
0 = P(z0) − z0
i0
P ′(z0) = −1 +
(
1 − 1
i0
)
(1 + a1)z0. (2.6)
If a1 = −1 in (2.6), then (2.6) is a contradiction. If a1 	= −1 in (2.6), then from (2.6), we get
z0 = i0 . This contradicts that(i0−1)(1+a1)
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(
i0
(i0 − 1)(1 + a1)
)
= −1 + (1 + a1) i0
(i0 − 1)(1 + a1) + ai0
[
i0
(i0 − 1)(1 + a1)
]i0
= 1
i0 − 1 + ai0
[
i0
(i0 − 1)(1 + a1)
]i0
	= 0
when
ai0 	=
1
1 − i0
[
i0
(i0 − 1)(1 + a1)
]−i0
.
Therefore P(z) = 0 has i0 distinct roots γ1, . . . , γi0 in C, and each of which determines an
analytic of the form (2.2). 
3. Auxiliary equation in cases (C1) and (C2)
In this section, we discuss local invertible analytic solutions of Eq. (1.9) with the initial con-
dition
x(0) = μ = (Kα)− 1ρ , x′(0) = η 	= 0, η ∈ C. (3.1)
In order to study the existence of analytic solutions of (1.9) under the Brjuno condition, we
first recall briefly the definition of Brjuno numbers and some basic facts. As stated in [12], for a
real number θ, we let [θ ] denote its integer part and {θ} = θ − [θ ] its fractional part. Then every
irrational number θ has a unique expression of the Gauss’ continued fraction
θ = d0 + θ0 = d0 + 1
d1 + θ1 = · · · ,
denoted simply by θ = [d0, d1, . . . , dm, . . .], where dj ’s and θj ’s are calculated by the algorithm:
(a) d0 = [θ ], θ0 = {θ}, and
(b) dn = [ 1θm−1 ], θm = { 1θm−1 } for all m 1.
Define the sequences (pm)m∈N and (qm)m∈N as follows:
q−2 = 1, q−1 = 0, qm = dmqm−1 + qm−2,
p−2 = 0, p−1 = 1, pm = dmpm−1 + pm−2.
It is easy to show that pm
qm
= [d0, d1, . . . , dm]. Thus, for every θ ∈ R \ Q we associate, using its
convergence, an arithmetical function B(θ) =∑m0 logqm+1qm . We say that θ is a Brjuno number
or that it satisfies Brjuno condition if B(θ) < +∞. The Brjuno condition is weaker than the
Diophantine condition. For example, if dm+1  cedm for all n  0, where c > 0 is a constant,
then θ = [d0, d1, . . . , dm, . . .] is a Brjuno number but is not a Diophantine number. So, the case
(C2) contains both Diophantine condition and a part of α “near” resonance. Let θ ∈ R \ Q and
(qm)m∈N be the sequence of partial denominators of the Gauss’ continued fraction for θ. As
in [12], let
Ak =
{
n 0
∣∣∣ ‖nθ‖ 1 }, Ek = max(qk, qk+1), ηk = qk .8qk 4 Ek
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j2 − j1 < Ek, one has j1 < j < j2 and qk divides j − j1. For any integer m 0, define
lk(m) = max
(
(1 + ηk) n
qk
− 2, (nmηk + m) 1
qk
− 1
)
,
where nm = max{j | 0 j m,j ∈ A∗k}. We then define function hk :N → R+ as follows:
hk(m) =
{
nm+ηkm
qk
− 1, if nm + qk ∈ A∗k,
lk(m), if nm + qk /∈ A∗k.
Let gk(m) := max(hk(m), [ mqk ]), and define k(m) by the condition qk(m)  n qk(m)+1. Clearly,
k(m) is nondecreasing. Then we are able to state the following result.
Lemma 3.1 (Davie’s lemma [13]). Let K(m) = m log 2 +∑k(m)k=0 gk(m) log(2qk+1). Then
(a) there is a universal constant  > 0 (independent of n and θ ) such that
K(m)m
(
k(m)∑
k=0
logqk+1
qk
+ 
)
,
(b) K(m1) + K(m2)K(m1 + m2) for all m1 and m2, and
(c) − log |αm − 1|K(m) − K(m − 1).
Now, we consider the existence of analytic solutions of Eq. (1.9) in cases (C1) or (C2).
Theorem 3.1. If (C1) or (C2) holds, then Eq. (1.9) has an analytic solution of the form
x(z) = μ + ηz + · · · + amzm + · · · , (3.2)
in a neighborhood of the origin, where μ and η are defined in (3.1).
Proof. First of all, we note that the functions zai can be expanded as convergent power series
zai =
∞∑
m=0
cim(z − μ)m, i = 1,2, . . . , n, (3.3)
in the domain |z − μ| < |μ|, where 〈ν〉m := ν(ν − 1) · · · (ν − m + 1),
cim = μ
ai−m〈ai〉m
m! , i = 1,2, . . . , n, m = 0,1, . . . .
If we assume that
x(z) =
∞∑
m=0
bmz
m, b0 = μ, (3.4)
is the expansion of formal solution x(z) of (1.9), then
(
x
(
αiz
))ai = μai + ∞∑
m=1
(
αim
∑
l1+l2+···+lt=m
citbl1bl2 · · ·blt
)
zm, i = 1,2, . . . , n. (3.5)t=1,2,...,m
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ωi,0 = μai ,
ωi,m = αim
∑
l1+l2+···+lt=m
t=1,2,...,m
cit bl1bl2 · · ·blt , i = 1,2, . . . , n, m = 1,2, . . . ,
then
x′(αz)
(
x(αz)
)a1(x(α2z))a2 · · · (x(αnz))an
=
∞∑
m=0
[
m∑
j=0
(j + 1)bj+1αjSj (ω1,kn−1 ,ω2,kn−2 , . . . ,ωn,m−kn−1−kn−2−···−k1−j )
]
zm,
where
Sj (ω1,kn−1 ,ω2,kn−2 , . . . ,ωn,m−j−∑n−1i=1 ki )
:=
m−j∑
kn−1=0
m−kn−1−j∑
kn−2=0
m−kn−1−kn−2−j∑
kn−3=0
· · ·
m−kn−1−kn−2−···−k3−j∑
k2=0
m−kn−1−kn−2−···−k2−j∑
k1=0
× ω1,kn−1ω2,kn−2 · · ·ωn,m−j−∑n−1i=1 ki .
Thus, by substituting (3.4) and (3.5) into (1.9), we have
b1 +
∞∑
m=1
(m + 1)bm+1zm
= Kαμρb1
+ K
∞∑
m=1
[
m∑
j=0
(j + 1)bj+1αj+1Sj (ω1,kn−1 ,ω2,kn−2 , . . . ,ωn,m−j−∑n−1i=1 ki )
]
zm.
After comparing coefficients, we obtain(
1 − Kαμρ)b1 = 0, (3.6)(
1 − αm)(m + 1)bm+1
= K
m−1∑
j=0
(j + 1)bj+1αj+1Sj (ω1,kn−1 ,ω2,kn−2 , . . . ,ωn,m−j−∑n−1i=1 ki ), m 1. (3.7)
From the definition of μ, we know 1 − Kαμρ = 0. In view of (3.6), we can arbitrary choose
b1 = η 	= 0, and the sequence {bm}∞m=0 is successively determined by (3.7) in a unique manner.
In what follows we prove the convergence of series (3.2) in a neighborhood of the origin.
By (3.7), we have
|bm+1| |K||1 − αm|
m−1∑
j=0
|bj+1|Sj
(|ω1,kn−1 |, |ω2,kn−2 |, . . . , |ωn,m−j−∑n−1i=1 ki |), m 1.
(3.8)
We note that the functions zai can be expanded as convergent power series
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m=0
c˜im
(
z − |μ|)m, i = 1,2, . . . , n, (3.9)
in the domain |z − |μ|| < |μ|, where
c˜im = |μ|
ai−m〈ai〉m
m! , i = 1,2, . . . , n, m = 0,1, . . . .
Clearly, the functions ψi(z) := ∑∞m=0 |c˜im|(z − |μ|)m are also convergent in the domain|z − |μ|| < |μ|, i = 1,2, . . . , n.
If 0 < |α| < 1, then we have limn→∞ 1|1−αn| = 1. Thus, there exists a positive number L such
that
1
|1 − αn|  L.
In order to construct a governing series of (3.2), we consider the implicit function equation(
1 + L˜|K||μ|ρ)(H(z) − |μ| − |η|z)+ L˜|K||η||μ|ρz
= L˜|K|(H(z) − |μ|) n∏
i=1
ψi
(
H(z)
)
, (3.10)
where L˜ = L as (C1) holds; L˜ = 1 as (C2) holds. Define the function
Θ(z,ω;η, L˜,K,μ) = (1 + L˜|K||μ|ρ)(ω − |μ| − |η|z)+ L˜|K||η||μ|ρz
− L˜|K|(ω − |μ|) n∏
i=1
ψi(ω) (3.11)
for (z,ω) from a neighborhood of (0, |μ|), then the function H(z) satisfies
Θ
(
z,H(z);η, L˜,K,μ)= 0. (3.12)
In view of Θ(0, |μ|;η, L˜,K,μ) = 0,
Θ ′ω
(
0, |μ|;η, L˜,K,μ)= 1 	= 0,
and the implicit function theorem, there exists a unique function Φ(z), analytic in a neighborhood
of zero, such that
Φ(0) = |μ|, Φ ′(0) = − Θ
′
z(0, |μ|;η, L˜,K,μ)
Θ ′ω(0, |μ|;η, L˜,K,μ)
= |η|,
and Θ(z,Φ(z);η, L˜,K,μ) = 0. According to (3.12), we have H(z) = Φ(z).
If we assume that the power series expansion of H(z) is as follows
H(z) =
∞∑
m=0
Cmz
m, C0 = |μ|, C1 = |η|, (3.13)
then
ψi
(
H(z)
)= |μ|ai + ∞∑
m=1
( ∑
l1+l2+···+lt=m
|c˜it |Cl1Cl2 · · ·Clt
)
zm, i = 1,2, . . . , n. (3.14)t=1,2,...,m
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ω˜i,0 = |μ|ai ,
ω˜i,m =
∑
l1+l2+···+lt=m
t=1,2,...,m
|c˜it |Cl1Cl2 · · ·Clt , i = 1,2, . . . , n, m = 1,2, . . . ,
and substitute (3.13) into (3.10), then
(
1 + L˜|K||μ|ρ) ∞∑
m=1
Cm+1zm+1 + L˜|K||η||μ|ρz
= L˜|K|
∞∑
m=0
[
m∑
j=0
Cj+1Sj (ω˜1,kn−1 , ω˜2,kn−2 , . . . , ω˜n,m−j−∑n−1i=1 ki )
]
zm+1.
Thus, we have
Cm+1 = L˜|K|
m−1∑
j=0
Cj+1Sj (ω˜1,kn−1 , ω˜2,kn−2 , . . . , ω˜n,m−j−∑n−1i=1 ki ), m 1.
We note that it is easy to see, by induction, that
|ωim| ω˜im, i = 1,2, . . . , n, m = 0,1, . . . . (3.15)
In the case of (C1) , from (3.8) and (3.15) we have
|bm+1| L|K|
m−1∑
j=0
|bj+1|Sj (ω˜1,kn−1 , ω˜2,kn−2 , . . . , ω˜n,m−j−∑n−1i=1 ki ), m 1.
Then we obtain immediately that |bm| Cm for all m by induction. So ∑∞m=0 bmzmconverges in
a neighborhood of the origin. This implies that (3.2) converges in a neighborhood of the origin.
In the case of (C2), we can deduce, by induction, that |bm|  CmeK(m−1) for m  1, where
K :N → R is defined in Lemma 3.1.
In fact, |b1| = |η| = C1. For inductive proof we assume that |bj |  CjeK(j−1), for j =
1,2, . . . ,m. Note that
|ωi,ν |
∑
l1+l2+···+lt=ν
t=1,2,...,ν
|cit ||bl1 ||bl2 | · · · |blt |

∑
l1+l2+···+lt=ν
t=1,2,...,ν
|c˜it |eK(l1−1)+K(l2−1)+···+K(lt−1)Cl1Cl2 · · ·Clt

∑
l1+l2+···+lt=ν
t=1,2,...,ν
|c˜it |eK(ν−t)Cl1Cl2 · · ·Clt
 eK(ν−1)
∑
l1+l2+···+lt=ν
t=1,2,...,ν
|c˜it |Cl1Cl2 · · ·Clt
= eK(ν−1)ω˜i,ν, i = 1,2, . . . , n, ν = 1,2, . . . ,m.
Thus, from (3.8) and Lemma 3.1 we know
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m−1∑
j=0
|bj+1|Sj
(
eK(kn−1−1)ω˜1,kn−1 , eK(kn−2−1)ω˜2,kn−2 , . . . ,
eK(m−kn−1−kn−2−···−k1−j−1)ω˜
n,m−j−∑n−1i=1 ki
)
.
Note that
K(j) + K(kn−1 − 1) + K(kn−2 − 1) + · · · + K(k1 − 1)
+ K(m − kn−1 − kn−2 − · · · − k1 − j − 1)
K(j) + K(m − n − j)K(m − n)K(m − 1) log∣∣αm − 1∣∣+ K(m).
Then
|bm+1| |K||1 − αm|
m−1∑
j=0
eK(j)+K(m−n−j)Cj+1Sj (ω˜1,kn−1 , ω˜2,kn−2 , . . . , ω˜n,m−j−∑n−1i=1 ki )
Cm+1eK(m)
as required. Since
∑∞
m=0 Cmzm is convergent in a neighborhood of the origin, there exists a con-
stant Λ > 0 such that
Cm < Λ
m, m 1.
Moreover, from Lemma 3.1, we know that K(m)  m(B(θ) + ) for some universal constant
 > 0. Then
|bm| CmeK(m−1) Λme(m−1)(B(θ)+),
that is,
lim
m→∞ sup
(|bm|) 1m  lim
m→∞ sup
(
Λme(m−1)(B(θ)+)
) 1
m = ΛeB(θ)+.
This implies that the convergence radius of (3.2) is at least (ΛeB(θ)+)−1. 
4. Auxiliary equation in case (C3)
In this section, we devote to the case (C3). In the case both the Diophantine condition and
Brjuno condition are not satisfied.
We need define a sequence {b˜n}∞n=1 by b˜0 = |μ|, b˜1 = |η| and
b˜m+1 =H|K|
m−1∑
j=0
b˜j+1Sj (ωˆ1,kn−1 , ωˆ2,kn−2 , . . . , ωˆn,m−j−∑n−1i=1 ki ), m 1, (4.1)
where⎧⎪⎨⎪⎩
ωˆi,0 = |μ|ai ,
ωˆi,m =
∑
l1+l2+···+lt=m
t=1,2,...,m
|c˜it |b˜l1 b˜l2 · · · b˜lt , i = 1,2, . . . , n, m = 1,2, . . . ,
H := max
{
1,
1
|1 − α| ,
1
|1 − α2| , . . . ,
1
|1 − α(p−1)|
}
, (4.2)
and c˜it and p are defined in (3.9) and (C3), respectively.
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1 − αm)(m + 1)bm+1 = Ψ (m,α), m = 1,2, . . . , (4.3)
where
Ψ (m,α) = K
m−1∑
j=0
(j + 1)bj+1αj+1Sj (ω1,kn−1 ,ω2,kn−2 , . . . ,ωn,m−j−∑n−1i=1 ki ), m 1.
If Ψ (lp,α) = 0 for all l = 1,2, . . . , then Eq. (1.9) has an analytic solution of the form
x(z) = μ + ηz +
∑
m=lp+1, l∈N
μlp+1zm +
∑
m 	=lp+1, l∈N
bmz
m, N = {1,2,3, . . .},
in a neighborhood of the origin, where all μlp+1’s are arbitrary constants satisfying the inequal-
ity |μlp+1| b˜lp+1 and the sequence {b˜m}∞m=0 is defined in (4.1). Otherwise, if Ψ (lp,α) 	= 0 for
some l = 1,2, . . . , then Eq. (1.9) has no analytic solutions in any neighborhood of the origin.
Proof. Analogously to the proof of Theorem 3.1, let (3.2) be the expansion of a formal solution
x(z) of (1.9), we also have (3.7) or (4.3). If Ψ (lp,α) 	= 0 for some natural number l, then the
equality in (4.3) does not hold for m = lp since 1 − αlp = 0. In such a circumstance Eq. (1.9)
has no formal solutions.
If Ψ (lp,α) = 0 for all natural numbers l, then there are infinitely many choices of correspond-
ing blp+1 in (3.7) and the formal solutions (3.2) form a family of functions of infinitely many
parameters. We can arbitrarily choose blp+1 = μlp+1 such that |μlp+1| b˜lp+1, l = 1,2, . . . . In
what follows we prove that the formal solution (3.2) converges in a neighborhood of the origin.
First of all, note that∣∣1 − αm∣∣−1 H.
It follows from (3.7) that
|bm+1|H|K|
m−1∑
j=0
|bj+1|Sj
(|ω1,kn−1 |, |ω2,kn−2 |, . . . , |ωn,m−j−∑n−1i=1 ki |)
for all m 	= lp, l = 1,2, . . . . Further, we can prove that
|bm| b˜m, m = 1,2, . . . . (4.4)
In fact, for inductive proof we assume that |bj | b˜j for all 1 j m. When m = lp, we have
|bm+1| = |μm+1| b˜m+1. On the other hand, when m 	= lp, from (4.4) we get
|bm+1|H|K|
m−1∑
j=0
|bj+1|Sj (ωˆ1,kn−1 , ωˆ2,kn−2 , . . . , ωˆn,m−j−∑n−1i=1 ki )
= b˜m+1
as desired. Set
F(z) =
∞∑
b˜mz
m. (4.5)m=0
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Θ
(
z,F (z);η,H,K,μ)= 0, (4.6)
where the function Θ is defined in (3.11). Moreover, similarly to the proof of Theorem 3.1, we
can prove that (4.6) has a unique analytic solution F(z) in a neighborhood of the origin such
that F(0) = |μ| and F ′(0) = |η| 	= 0. Thus (4.5) converges in a neighborhood of the origin. By
the convergence of (4.5) and inequality (4.4), the series (3.2) converges in a neighborhood of the
origin. This completes the proof. 
5. Analytic solutions of Eq. (1.8)
In this section, we give the existence theorem of analytic solutions for Eq. (1.8)
Theorem 5.1. Suppose that conditions of either Theorems 3.1 or 4.1 are fulfilled. Then Eq. (1.8)
has an invertible analytic solution of the form
f (z) = x(αx−1(z))
in a neighborhood of z = μ, where x(z) is an analytic solutions of (1.9) satisfying the initial
conditions (3.1).
Proof. In a view of Theorems 3.1 and 4.1, we may find an analytic solution x(z) of the auxiliary
equation (1.9) in the form of (3.2) such that x(0) = μ 	= 0 and x′(0) = η 	= 0. Clearly the inverse
x−1(z) exists and is analytic in a neighborhood of the x(0) = μ. Define
f (z) := x(αx−1(z)). (5.1)
Then f (z) is invertible analytic in a neighborhood of z = μ. From (5.1) and (1.9), it is easy to
see
f (μ) = x(αx−1(μ))= x(0) = μ,
f ′(μ) = αx′(αx−1(μ))(x−1)′(μ) = αx′(αx−1(μ))
x′(x−1(μ))
= αx
′(0)
x′(0)
= α 	= 0,
and
f ′(z) = αx
′(αx−1(z))
x′(x−1(z))
= 1
K(x(αx−1(z)))a1(x(α2x−1(z)))a2 · · · (x(αnx−1(z)))an
= 1
K(f1(z))a1(f2(z))a2 · · · (fn(z))an
that is, the function f (z) defined in (5.1) satisfies Eq. (1.8). 
As stated in [1], if F (m) = mF(m)2F2(m)3, m 	= 0, then (x1, x2, x3) = x1x22x33 , the dis-
crete differential equation (1.4) is F ′(m) = 1/(F (m)F2(m)2F3(m)3), its standard counterpart
(1.7) is
f ′(z) = 1 2 3 . (5.2)f (z)(f2(z)) (f3(z))
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the auxiliary equation
x′(z) = αx′(αz)x(αz)(x(α2z))2(x(α3z))3 (5.3)
has a solution of the form (3.2) with α = 12 , then b0 = (1 × 12 )−
1
6 = 2 16 , b1 = η 	= 0 is given
arbitrarily and b2, b3, . . . are determined by (3.7) recursively, i.e.,
bm+1 = 1
m + 1 ·
1
1 − 12m
m−1∑
j=0
(j + 1)bj+1 12j+1
m−j∑
k2=0
m−j−k2∑
k1=0
ω1,k2ω2,k1ω3,m−k2−k1−j ,
m 1.
In particular,
b2 = x
′′(0)
2! =
11
16
· 2 56 η2,
b3 = 11391152 · 2
− 13 η3 + 19
144
· 2− 13 η2 + 7
72
· 2 23 η3,
· · · .
Since x(0) = b0 = 2 16 , x′(0) = η 	= 0, and the inverse x−1(z) is analytic near x(0) = 2 16 , we can
calculate(
x−1
)′(2 16 )= 1
x′(x−1(2 16 ))
= 1
x′(0)
= 1
η
,
(
x−1
)′′(2 16 )= −x′′(x−1(2 16 ))(x−1)′(2 16 )
(x′(x−1(2 16 )))2
= −x
′′(0)(x−1)′(2 16 )
(x′(0))2
= 11
8η
· 2 56 ,
(
x−1
)′′′(2 16 )= −[x′′′(x−1(2 16 ))((x−1)′(2 16 ))2 + x′′(x−1(2 16 ))(x−1)′′(2 16 )](x′(x−1(2 16 )))2
(x′(x−1(2 16 )))4
+ x
′′(x−1(2 16 ))((x−1)′(2 16 )) · 2x′(x−1(2 16 ))x′′(x−1(2 16 ))(x−1)′(2 16 )
(x′(x−1(2 16 )))4
= −[x
′′′(0)η−2 + x′′(0) · ( 118η · 2
5
6 )](x′(0))2 − x′′(0)η−1 · 2x′(0)x′′(0)η−1
(x′(0))4
=
307
32 · 2
2
3 η − 1924 · 2−
1
3 − 1139192 · 2−
1
3 η
η2
,
· · · .
Furthermore, we get
f
(
2
1
6
)= x(1
2
x−1
(
2
1
6
))= x(0) = 2 16 ,
f ′
(
2
1
6
)= x′(1
2
x−1
(
2
1
6
)) · 1
2
(
x−1
)′(2 16 )= 1
2
x′(0)
(
x−1
)′(2 16 )= 1
2
,
f ′′
(
2
1
6
)= 1x′′(1x−1(2 16 ))[(x−1)′(2 16 )]2 + 1x′(1x−1(2 16 ))(x−1)′′(2 16 )= 33 · 2 56 ,4 2 2 2 32
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(
2
1
6
)= 1
8
x′′′
(
1
2
x−1
(
2
1
6
))[(
x−1
)′(2 16 )]3 + 1
2
x′′
(
1
2
x−1
(
2
1
6
))(
x−1
)′(2 16 )(x−1)′′(2 16 )
+ 1
4
x′′
(
1
2
x−1
(
2
1
6
))(
x−1
)′(2 16 )(x−1)′′(2 16 )+ 1
2
x′
(
1
2
x−1
(
2
1
6
))(
x−1
)′′′(2 16 )
= 1
8
x′′′(0)
[(
x−1
)′(2 16 )]3 + 3
4
x′′(0)
(
x−1
)′(2 16 )(x−1)′′(2 16 )+ 1
2
x′(0)
(
x−1
)′′′(2 16 )
= 8485
384
· 2 23 − 17085
1536
· 2− 13 − 285
192η
· 2− 13 ,
· · · .
Thus near z = 2 16 Eq. (5.2) has an analytic solution
f (z) = 2 16 + 1
2
(
z − 2 16 )+ 33
64
· 2 56 (z − 2 16 )2
+
(
8485
2304
· 2 23 − 17085
9216
· 2− 13 − 285
1152η
· 2− 13
)(
z − 2 16 )3 + · · · .
Remark 5.1. If we restrict our arguments to the real number field, then by Theorem 5.1, Eq. (1.8)
has an invertible analytic real solution. We can define a real sequence {bm}∞m=0 and obtain a
solution x(z) of the form of (3.2) with real coefficients. Restricted on R both the function x(z)
and its inverse are valued in R. Hence the function f (z) = x(αx−1(z)) is also a real function and
Theorem 5.1 implies its invertible analyticity.
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