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SAMENVATTING 
Dit rapport handelt over een numerieke methode tot het vinden van sub-
harmonische oplossingen van stelsels differentiaalvergelijkingen met een 
periodieke aandrijfterm. Hierbij maken we gebruik van een numerieke benade-
ring van de Poincare-afbeelding. Existentie en stabiliteit van de oplossin-
gen kunnen met de methode van Urabe bewezen worden. Vervolgens wordt een 
uitgebreide numerieke analyse gegeven voor de aangedreven Volterra-Verhulst-
vergelijking. Dit systeem wordt in de ecologie aangewend als model voor de 
rover-prooi relatie tussen twee diersoorten. Subharmonische oplossingen ko-
men overeen met meerjaarlijkse cycli in de dichtheden van de soorten en kun-
nen volgens deze studie het gevolg zijn van de seizoensinvloeden. 
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1. INLEIDING 
1.1. Stelselsdifferentiaalvereielijkingen,a1s·model in de-populatiedynamica 
Een complete beschrijving van een ecosysteem kan door de grote aantal-
len plant- en diersoorten, en het ingewikkelde interactiepatroon, bijzonder 
complex zijn. Het wiskundig onderzoek van dergelijke systemen baseert zich 
veelal op een simulatiemodel, waarin de parameters min of meer intuitief ge-
schikt gekozen worden. Om tot een meer gefundeerde mathematische analyse te 
komen moeten we ons beperken tot een systeem met slechts enkele soorten. 
In deze scriptie, die samengevat is in een rapport van BL0~1, DE BRUIN, 
GRASMAN en VERWER [1], zullen we ons toeleggen op een wiskundig model dat de 
interactie tussen twee soorten beschrijft die in een rover-prooirelatie 
leven. Het model heeft dan de vorm van twee gekoppelde differentiaalverge-
lijkingen. We kunnen een dergelijk systeem opstellen onder een aantal aan-
namen. We veronderstellen dat de populaties voldoende groot zijn en dat de 
kans op uitsterven van een der soorten op basis van een gering aantal te 
verwaarlozen is. Het aantal exemplaren van een soort kan op deze gronden als 
een continue variabele gekozen worden en de veranderingen in de populatie-
dichtheden mag men deterministisch bepaald veronderstellen. Een andere aan-
name is dat de toekomst geheel uit de toestand van het heden kan worden be-
paald: het systeem heeft dus geen geheugen. Wel laten we toe dat externe 
factoren een tijdsafhankelijke invloed kunnen uitoefenen op het systeem. 
Onder deze voorwaarden laat een rover-prooisysteem zich beschrijven door 
een stelsel differentiaalvergelijkingen van het type 
(1. la) 
dx1 
f 1 (x1 ,x2 ,t) --= dt 
( 1. lb) 
dx2 
f 2 (x1 ,x2 ,t) --= dt 
waarin x 1 en x 2 respectievelijk het aantal prooidieren en het aantal roof-
dieren voorstellen. over het algemeen stelt (1.1) een niet-autonoom systeem 
voor. De analyse van een dergelijk systeem heeft naast een aantal kwalita-
tieve aspecten, zoals de vraag naar het bestaan van periodieke oplossingen 
van (1.1) met een rechterlid dat periodiek is in de tijd, ook kwantitatieve 
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elementen zoals de constructie van een benadering van een dergelijke perio-
dieke oplossing. Om deze vragen te kunnen beantwoorden maken we een nadere 
studie van de existentie en de numerieke benadering van oplossingen voor 
beginwaardeproblemen van het type 
(1.2) dx - = f(x,t) dt 
x(O) = x 0 • 
Hierin is x gegeneraliseerd tot een n-dimensionale vector. zodat de resul-
taten hiervan ook tot meer-dimensionale systemen van interacterende popula-
ties uitgebreid kan worden. 
1.2. Subharmonische oplossingen van stelsels differentiaalvergelijkingen 
Van systemen van het type (1.2) waarvan het rechterlid periodiek int 
is, vindt men in de literatuur vele beschouwingen over het bestaan van pe-
riodieke oplossingen met dezelfde periode. 
Minder bekend is dat zulke systemen stabiele subharmonische oplossin-
gen kunnen bevatten met een periode die een veelvoud is van die van de 
aandrijfterm. In sommige gevallen is het zelfs mogelijk dat meerdere sta-
biele subharmonische oplossingen worden gevonden met verschillende perioden. 
Beschouwen we nu een of andere beginwaarde, dan zien we, wanneer we het 
systeem nymeriek integreren, dat de oplossing na langere tijd een stabiele 
oscillerende toestand nadert. Kiezen we echter een andere beginwaarde dan 
zal de oplossing wellicht naar een andere stabiel oscillerende toestand na~ 
deren. Om deze willekeur uit te bannen en om tevens meer subharmonische op-
lossingen tegelijkertijd te kunnen opsporen zullen we het probleem wat 
systematischer aanpakken en over een voldoend grote verzameling beginwaar-
den in het fasevlak integreren. Numerieke integratie voor elke beginwaarde 
over een groot tijdsinterval is uitgesloten en, zeals we zullen zien, ook 
niet nodig. Integratie over de periode van de aandrijfterm voegt aan iedere 
beginwaarde een punt toe. Deze afbeelding, die we de Poincare-afbeelding 
noemen, wordt in hoofdstuk 2 behandeld. We construeren daar een benadering 
van de bovengenoemde afbeelding door een numeriek differentieschema op te 
stellen waardoor we op een efficiente wijze verschillende subharmonische 
approximaties kunnen vinden. Hoofdstuk 3 gaat nader in op de numerieke 
aspecten. 
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In hoofdstuk 4 wordt de existentie van een periodieke oplossing in. 
een omgeving van een benaderde oplossing onderzocht met behulp van de me-
thode van URABE [20]. Deze methode stelt ons in staat te bewijzen dat in 
een omgeving van een periodieke functie die een oplossing van het stelsel 
differentiaalvergelijkingen voldoende dicht benadert een geisoleerde perio-
dieke oplossing bestaat. Voorts levert de methode een maximum aan de fout 
van de benadering en een uitspraak over eventuele stabiliteit van de perio-
dieke oplossing. 
In hoofdstuk 5 passen we bovenstaande theorie toe op een biologisch 
relevant model, dat we in de volgende paragraaf nader zullen uitwerken. 
1.3. De aangedreven Volterra-Verhulstvergelijking 
In de ecologie kennen we vele voorbeelden van populaties in een rover-
prooi relatie waarvoor de dichtheden met een min of meer vaste periode 
fluctueren. Een klassiek voorbeeld hiervan is dat van de sneeuwhaas en de 
Canadese lynx met een periodieke toe- en afname van ongeveer tien jaar 
(zie figuur 5.1) 
xlOOO 
100 
140 
120 
100 
~ eo 
co 
~ f,0 
co 
CO 40 ,\ I \ 
,,, 
\ l I 
I 
I 
I 
jaartal 
sneeuwhaas 
Canadese lynx 
figuur 1.1. Periodieke fluctuaties in dichtheden van de Canadese lynx 
en de sneeuwhaas 
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Voor de analyse van deze fluctuaties in de populatiedichtheden maken 
we gebruik van mathematische modellen zeals stelsels differentiaalvergelij-
kingen die de wisselwerking tussen de populaties beschrijven. De Volterra-
Lotkavergelijking kennen weals een eenvoudig voorbeeld van een rover-prooi-
systeem met periodieke oplossingen. Wanneer x het aantal prooidieren aan-
duidt en y het aantal roofdieren dan ziet de Volterra-Lotkavergelijking er 
als volgt uit 
(1. 3a) dx dt = ax - bxy 
(1. 3b) dy dt = - cy + dxy 
waarin a,b,c en de positieve parameters van het systeem zijn. Vergelijking 
(1.3) heeft een een-parameterfamilie van periodieke oplossingen afhankelijk 
van de beginwaarden. Hier stuiten we op een van de tekortkomingen van dit 
model: de amplitude en de periode hangen van de beginwaarde af, wat uit 
biologisch oogpunt onnatuurlijk mag heten. Voorts zijn de oplossingen neu-
traal stabiel. Dat wil zeggen dat bij een kleine verstoring het systeem 
niet meer in de oude situatie terugkeert. Het is daarom duidelijk dat een 
dergelijk model niet de jaren achtereen waargenomen vaste perioden kan ver-
klaren. Een derde bezwaar is dat het model structureel instabiel is. Voegen 
we namelijk aan (1.3a) een Verhulstterm (remmende faktor op de groei) toe 
dan gedraagt de oplossing zich kwalitatief anders voor e ~ 0 
(1.4a) dx ax - bxy - 2 -= ex dt 
(1. 4b) dy = 
- cy + dxy. dt 
Oplossingen van (1.4) waarin e > 0 dempen echter op den duur uit en 
zijn daardoor eveneens ongeschikt om de periodieke veranderingen in popu-
latiedichtheden te verklaren. We zullen nu (1.4) beschouwen waarin een van 
de parameters periodiek is in de tijd. In hoofdstuk 5 bewijzen we het be-
staan van asymptotisch stabiele oplossingen met een periode die een veelvoud 
is van de periode van de aandrijvende term. Een biologische motivatie voor 
het kiezen van periodiek varierende parameters kunnen we vinden in de 
invloed van de seizoenen. 
We veronderstellen nu dat de aanwas van de prooidieren periodiek is 
met periodei 1. Daar we voornamelijk in het kwalitatieve gedrag geinteres-
seerd zijn kiezen we 
(1.5) 
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Het uiteindelijke systeem waarvoor we in hoofdstuk 5 hogere orde periodie-
ke stabiele oplossingen zoeken met een redelijk attractiegebied (d.w.z. een 
redelijke kans op bestaan) wordt dan 
( 1. 6a) 
( 1. 6b) 
dx 
-= 
dt 
dy = - cy + dxy 
dt 
voor nader te kiezen waarden van de parameters. 
2. KWALITA1~IEVE ANALYSE VAN NIET-LINEAIRE DIFFERENTIAALVERGELIJKINGEN 
2. 1. Existemtie en eenduidigheid van het beginwaardeprobleem 
In deze paragraaf zullen we existentie- en eenduidigheidsstellingen 
voor het niet-lineaire beginwaardeprobleem formuleren. Deze stellingen met 
bijbehorende bewijzen zijn gebaseerd op het werk van CODDINGTON en 
LEVINSON [:5]. Bij de uitwerking van de theorie gebruiken we de volgende de-
finities. 
DEFINITIE 2. 1. De klasse van functies di.e k maal continu differentieerbaar 
k 
zijn op het interval I= (a,b) geven we aan met C (K). Voor k = 0 geven we 
hiermee aan de klasse van continue functies en schrijven in dat geval ook 
wel C(I). 
DEFINITIE 2.2. De klasse van functies gedefinieerd op een open samenhangende 
verzamelinq D van JR3 , waarvan alle k-de orde partiele afgeleiden bestaan 
k 
en continu zijn geven we aan met C (D) (voor k = 0 is dit de klasse van 
continue functies C(Dl). 
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In deze paragraaf zullen wij ingaan op de vraag of er voor gegeven 
functies fi (t,x1 ,x2) E C(D) , i = 1,2 een eenmaal differentieerbare vec-
torfunctie $(t) = ($ 1 (t),$2 (t)) gedefinieerd op I bestaat zodanig dat geldt 
(2 .1) (t,$(t)) ED voor t EI, 
(2.2) $'(t) =f(t,$). 
Anders geformuleerd komt dit neer op de vraag of het niet-lineaire stelsel 
differentiaal vergelijkingen 
(2. 3) x' = f(t,x), 
oplossingen heeft. Als $(t) een oplossing van (2.3) op I is, dan volgt uit 
(2.2) dat $. (t) EC' (I). Aan de hand van het volgende voorbeeld laten we 
]. 
zien dater oneindig veel oplossingen in D kunnen liggen. Gegeven het stel-
sel 
(2 .4a) x' = 1 1 
(2. 4b) x' = 0 2 
metals oplossingen 
(2. Sa) 
(2. Sb) 
Het gebied D = {(t,x) I O < t < 1, 0 < x. < 1, i = 1,2} bevat de oplossingen 
]. 
waarvoor O < c < 1, i = 1,2. Er is in dit voorbeeld slechts een oplossing i 
die door een vast punt van D gaat. Bij existentie en eenduidigheid van op-
lossingen van (2.3) kijken we naar oplossingen die door een gegeven punt in 
D gaan (de beginwaarde). We beschouwen dus in het vervolg 
(2. 6) met i = 1,2, 
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waarbij (T,~ 1 ,~2 ) ED, of wel, vind een interval I (TEI) en een vectorfunc-
tie ¢(t) met¢. (t) E C(I) die voldoet aan (2.6). Integratie van (2.6) levert 
]. 
het stelsel integraalvergelijkingen 
(2. 7) 
t 
¢i (t) = ~i + I fi (s,¢ 1 (s) ,¢2 (s)) ds, 
T 
i = 1,2 (tEI). 
Stel nu omgekeerd dater een ¢(t) EC' (I) bestaat die aan het stelsel 
integraalvergelijkingen (2.7) voldoet dan geldt ¢. (T) = ~- voor i = 1,2 en 
]. ]. 
<j)(t) is een oplossing van (2.3) op I. Dus het oplossen van het beginwaarde-
probleem (2.3) door (T,~ 1 ,~2 ) ED op I is equivalent met het vinden van 
¢(t) E C(I) die aan (2.7) voldoet. 
DEFINITIE 2.3. Een 's-benaderende' oplossing van (2.3) noemen we een vector-
functie ¢(t) met ¢(t) E C(I) voor i = 1,2 zodanig dat geldt: 
(i) (t,¢ 1 (t) ,¢ 2 (t)) E D, 
(ii) ¢. (t) EC' (I\S.), i = 1,2 met S. een eindige deelverzameling van I, 
]. ]. ]. 
(iii) lcpi (t)-fi (t,¢1 (t) ,¢2{t)) I:,; s, i = 1,2, t E I\(S1US2). 
Stel nu fi(t,x) E C(B), x = (x1 (t),x2 (t)) met B = {(t,xlllt-TI < a,~xj-~jl 
< b,; j = 1,2}. Kies M. zodanig dat M. = max{f. (t,x)} voor (t,x) EB en 
J 2 2 ½ J. J. 1. 
M = (M1+M2 ) dan geldt: 
STELLING 2.1. Zij f. E C(B) voor i = 1,2, en (T,~) EB. We kunnen dan een 
]. 
a. E lR vinden, 0 < a. < a, zodat Vs > 0 er een 's-benaderende' oplossing 
¢(t) van (2.3) bestaat op It-Tl :,; a. met c/J(T) = ~-
bl b2 
BEWIJS. Zij s > 0 gegeven. Kies a.= min{a, M'M}. We zullen nu een 's-be-
naderende' oplossing ¢(t) construeren op [T,T+a.]. Eenzelfde constructie 
kan men uitvoeren op [-r-a.,-r]. 
Daar f E C(B), dus uniform continu, bestaat er een o > 0 zodanig dat i s 
(2. 8) I£. <t,x)-f. Ct,;;l I < E. h ]. - ]. 2 I i = 1,2 
-
voor (t,x) en (t,x) EB en met 
(2.9) It-ti < o en 
s 
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We voeren nu op [T,T+a] een zodanige partitie in dat 
T = t < t < < t = T + a met 0 1 ••• n 
C2.10) 
0 
maxl~-tk_1 1 ~ minCoe, ;>, 
en definieren $Ct) als volgt: 
C2. lla) $i CT) = ~i' 
C2. llb) 
k = 1, ••• ,n. 
k = 1, ••• ,n 
Uit het begrensd zijn van f. Ct) volgt dat $. Ct) lokaal Lipschitz is: 
1. 1. 
C2.12) l$.Ct)-$.Ct>I ~ M. It-ti, 
1. 1. 1. 
i = 1,2, 
voor t,t E [T,T+a], dus 
C2.13) D$Ct)-$Ct)II 
Nemen we nu een t E C~_1,tk] dan volgt uit C2.10) dat lt-~_1 1 ~ 0£ en uit 
C2.13) 11$Ct)-$Ct)II ~ o M. Differentiatie van C2.llb) levert 
£ 
$1 Ct) = fi Ctk-1'$1 C~_l),$2C~-1)), i = 112 • 
Met behulp van C2.8) geldt nu dat D$ 1 (t)-f(t,$Ct))II < e waarmee is 
aangetoond dat $Ct) een 'e-benaderende' oplossing is. D 
Figuur 2.1. De 'e-benaderende' oplossing. 
Het bestaan. van oplossingen van (2.3) zal bewezen worden in stelling 2.2. 
Hierbij gebruiken we het volgende lemma. 
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LEMMA 2.1 (Ascoli). Zij {c/>} een oneindige, uniform begrensde, equicontinue 
n 
verzameling functies op een begrensd interval I. Dan bevat {c/>} een deelrij 
n 
{c/>np}, n 1 < n2 < ••• ,die uniform op I convergeert. 
BEWIJS. Zie [5]. 
STELLING 2.2. Zij f E e(B), dan is er een oplossing c/> E c' ([T-a,T+a]) van 
(2.3) met c/>(T) = l; en a als in stelling 2.1. 
BEWIJS. Zij {e }, n = 1,2, ••• , een monotoon dalende rij positieve reele ge-
n 
tallen met lim £ 
n-+<:o n = O. Uit stelling 2.1 volgt dat voor alle £ er een n 
'e-benaderende' oplossing ~ van (2.3) bestaat op It-Tl ~ a zodat c/> (T) = l;. 
n n 
Kies bij elke £ zo'n c/>. Uit (2.12) volgt dat lie/> (t)-c/> (t)II ~ M It-ti. 
n n bl n n 
Voor t = T geldt lie/> (t)-l;II :s; M - zodat Re/> (t)II :s; llt;II + b 1 • Dus de rij {c/>} n M n n 
is uniform begrensd en {c/>} is een equicontinue verzameling. Met behulp van 
n 
lemma 2.1 geldt nu dater een deelrij {c/> }, n 1 < n2 < ••• , van {c/>n} 
nk 
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bestaat die uniform naar ¢ convergeert op [T-a,T+a]. Vanwege de uniforme 
convergentie is ook ¢(t) continu op dit interval. 
Deze limietfunctie ¢ is een oplossing van (2.3) omdat voor de 'E-be-
naderende' oplossing ¢n geldt: 
t I (f(s,¢ (s))+L'I (s))ds n n (2 .14) ¢, (t) = n f; + 
T 
met L'ln (t) = ¢~ (t) -f (t, ¢n (t)) waarin ¢~ bestaat en nul is op S 1 u S 2 • · Aangezien 
¢ een 'E-benaderende' oplossing is, geldt dus fiL'I (t)II :5: E • Daar de vec-
n n n 
torfunctie f uniform continu is op een compact gebied Ben ¢nk uniform naar 
¢ convergeert op [T-a,T+a] voor k ➔ 00 , volgt dat f(t,¢nk(t)) uniform naar 
f(t,¢(t)) convergeert op [T-a,T+a] voor k ➔ 00 en we verkrijgen 
t 
(2.15) ¢(t) = f; + I f(s,¢(s))ds. 
T 
Tevens geldt dan dat ¢(T) = f; en¢' (t) = f(t,¢(t)). Dus is 
¢ E c' ([T-a,T+a]) een oplossing van (2.3). D 
STELLING 2.3. Zij f E C(D) met (T,f;) ED, dan bestaat er een I en een op-
lossing ¢ E c' (I) van (2.3) met T E I. 
BEWIJS. Dis een open samenhangende verzameling dus is er een bol 
Br(T,f;1 ,r;2) c D met r > 0. Er is ook een blok B met (T,f; 1 ,r;2) EB en 
B c B c D, hierop passen we nu stelling 2.2 toe. D 
r 
Uit het volgende voorbeeld blijkt dat het continu zijn van f niet vol-
doende is om te zorgen dater slechts een oplossing door een gegeven punt 
gaat 
(2.15a) x' = 1/3 1 xl 
(2. 1 Sb) x:2 = o. 
Er gaan oneindig veel oplossingen door (0,0,0) op I [0, 1], nl. : 
(2.16a) ¢ (t) = (0,0) 
C 
0 :5: t :5: c, 0 :5: C :5: 1, 
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(2 .16b) ( 2 )3/2 q>c (t) = , (3 (t-c) ,O) C < t =,; 1. 
We eisen nu voor f meer en stellen f E C(D) en f is Lipschitzcontinu in x. 
DEFINITIE 2.4. Zij f E C(D). Als er een constante k > 0 bestaat zodanig dat 
voor alle (t,x) en (t,x) ED geldt 
dan heet f Lipschitzcontinu in x en k de Lipschitzconstante. 
We noteren: f E Ck(D). 
STELLING 2.4. Zij f E Ck(D) en 4>, $ respectievelijk 'El en E2-benaderende' 
oplossingen van (2.3) op het interval (a,b) met TE (a,b). Laat tevens 
llq,(T)-$(T)II :;:; o, o > 0 en E =El+ E2 dan geldt 
BEWIJS. Kiest E [T,b); voor t E (a,T] verloopt het bewijs analoog. Omdat 
4> en$ 'E-benaderende' oplossingen van (2.3) zijn geldt 
(2.17) ll4> 1 (s)-f(s,4>(s))II:;:; E1, ll$ 1 (s)-f(s,$(s))II:;:; E2 , st s 1 u s2 • 
Integratie naar t voor t E [T,b) levert dan 
t 
(2.18) llq,(t)-$(t)-(q>(T)-$(T))- J [f(s,q>(s))-f(s,~(s))]dsll :;:; E(t-T) 
T 
we definieren r(t) = llq,(t)-$(t)II waarmee (2.18) overgaat in 
t 
(2.19) r(t) :;:; r(T) + J llf(s,q>(s))-f(s,$(s))llds + E(t-T). 
,Ta 
Daar f Lipschitzcontinu is, kunnen we de integrand afschatten door 
kllq,(s)-$(s)D = k.r(s), 
t 
( 2. 20) r(t) :;:; r(T) + I k.r(s)ds + E(t-T). 
T 
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Definieer nu R(t) = ft r(s)ds. Gegeven r(T) So, wordt (2.20) 
T 
(2.21) R' (t) - kR(t) $ o + e(t-T). 
Integratie levert 
(2.22) R(t) < f (ek(t-T)_l) - e (1+k(t-T))+ ~2 ek(t-T). 
- k k2 k 
Uit (2.20) en (2.22) volgt dan de gevraagde ongelijkheid 
(2.23) e ( k It-TI 1) + - e -k • □ 
Een direct gevolg van stelling 2.4 is: 
STELLING 2.5. Zij f E Ck(D) en (T,C) ED. Als ~en$ oplossingen van (2.3) 
zijn op (a,b) met ~(T) = $(T) = ~. dan geldt ~=$op (a,b). 
Hiermee is de eenduidigheid v~n de oplossing aangetoond. In het vervolg 
beschouwen we steeds 
x' = f(t,x) 2 X E JR • 
Existentie en eenduidigheid kunnen ook onder zwakkere condities worden aan-
getoond. (f meetbaar voor vaste x, continu in x voor vaste ten er bestaat 
een Lebesgue integreerbare functie m met llf(t,x)II S m(t) ,(t,x) ED). Voor 
ens is echter f E Ck voldoende. 
Een tweede gevolg van stelling 2.1 is de continuiteit van~ in de be-
ginwaarden. Laat namelijk ~en$ oplossingen zijn van (2.3) met beginvoor-
klt-TI 
waarden ~(T) en $(T) dan geldt dat e1 = e2 = 0 en ll~(t) - $(t)II s oe , 
t E (a,b). 
f 
D.7 
·,). 6 
0.5 
0.4 
f 
I ,,; / 
jL"'-----------------+1---t--.-
~2 0 
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Figuur 2.2. Continuiteit in de beginwaarden (k=l, T=0, o=0.05, ~ ligt 
binnen A) 
2.2. Afhankelijkheid van de beginwaarden 
Alvorens in te gaan op het probleem van de afhankelijkheid van de op-
lossing van het systeem (2.3) van de beginwaarden zullen we het begrip 
'dynamisch systeem' introduceren zeals in HIRSCH en SMALE [11]. Een dyna-
misch systeem is een manier om te beschrijven hoe alle punten van een ver~ 
zameling S zich in de tijd verplaatsen. Voor S nemen we een open samenhan-
n gende deelverzameling van lR • Een dynamisch systeem, zeals (2.3), vertelt 
ons waar x ES zich bevindt op een of ander willekeurig tijdstip. Door t nu 
continu de reele rechte te laten doorlopen verkrijgen we een trajectorie 
X (t) • 
Om de afhankelijkheid van ~(t) van de beginwaarde x, zeals in paragraaf 
2.1 beschreven, aan te geven noteren we ~(t) als ~(t,x) of ~t(x). 
DEFINITIE 2.5. Een dynamisch systeem noemen we een familie van continue af-
beeldingen ~t: S + S, waarvoor geldt dat 
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(i) ~O is de identieke afbeelding, 
(ii) ~t O ~ = ~ Vt,s E lR. 
s t+s 
~t E C(S) als gevolg van stelling (2.4) en ~t heeft een inverse ~-t voor 
alle t E lR. Uit stelling (2.4) volgt tevens dater voor alle x ES slechts 
een ~t bestaat met ~O = x. 
Laat nu D c lR x S de volgende verzameling zijn 
(2. 24) D = { ( t, x) I t E I, x E S} 
en veronderstel verder dat f gedefinieerd is op D. 
STELLING 2.6. ~: D ➔ Sis een continue afbeelding. 
BEWIJS. We bewijzen eerst dat Deen open deelverzameling van lR x Sis. 
Laat t 0 ~ 0 zijn (voor t 0 ~ 0 geldt een eender bewijs) en (t0 ,x0) ED dan 
is de trajectorie ~(t,x0 ) gedefinieerd op [O,t0 ] en dus ook op [-E,t0+E] 
voor zekere E > O. Volgens [11, blz. 173] is er nu een omgeving U van x0 
met Uc s, zodanig dat ~(t,x) gedefinieerd is op [-E,t0+E] voor alle x Eu. 
Hieruit volgt dat (t0 ,x0) E (-E,t0+E) x u c D dus is Deen open verzameling. 
we laten nu zien dat ~: D ➔ S continu is in (t0 ,x0). Zij lt0-t1 1 < ~ 
0 
en llx0-x1U < 2 , dan geldt 
(2. 25) 
De eerste term uit het rechterlid gaat naar nul als x 1 ➔ x0 , dus ook als 
o ➔ o. De tweede term qaat eveneens naar nul doordat de trajectorie door x0 
continu is int. Dus wanneer we o ~ E kiezen geldt 
D~(to,xo)-~(t1,x1)0 ~ o ~ E. □ 
Beschouw het autonome systeem 
(2. 26) X = f(x), XE D, 
n n We zullen aantonen dat ~(t,x) EC (D) als f E c (D), n ~ 1. Laat x(t) een 
oplossing zijn van (2.26) voor t EI die voldoet aan x(t0) = x 0 met t 0 EI. 
Stel A(t) = J[f(x(t))] waarin de operator J de Jacobiaan van f voorstelt. 
A(t) is continu int omdat f E c1 (D). Definieer tevens het niet-autonome 
lineaire systeem 
(2.27) u = A(t)u. 
15 
Uit de theorie van paragraaf 2.1 volgt dat (2.27) een unieke oplossing heeft 
voor alle beginwaarden u(t0) = u0 , t 0 EI. Wanneer u0 nu klein is geldt dat 
x(t) + u(t) een goede benadering is voor de oplossing y(t) van (1.1) met 
beginwaarde y(t0 ) = x0 + u0 • 
We definieren u(t,s) als die oplossing van (2.27) die op tijdstip t 0 
doors gaat en x(t,s)·a1s de oplossing van (2.26) die op· tijdstip t 0 door 
x0 + s gaat, zeals in figuur 2.3. 
We leiden dan het volgende lemma af. 
/1 
/ I 
'::.l-',.J---__ / I 
I 
I 
I 
I 
u ct, s> 
/ 
I/ 
..... 
/ 
/ 
/ 
/ 
I 
I 
I 
I 
Figuur 2.3. Uniforme benadering van x(t). (t0=0) 
t---+ 
LEMMA 2.2. Zij I 0 c I een compact interval met t 0 E I 0 • Dan geldt uniform 
op I 0 
Ux(t,sl-x(tl-u(t,slU 
lim II sll = o. 
s-+0 
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BEWIJS. Neem t 0 = O. De corresponderende vergelijkingen hebben de vorm 
t 
(2.28a) x(t) = XO+ f f(x(s))ds 
0 t 
(2. 28b) x(t,!;) = XO+ !; + J f(x(s,!;))ds 
t 0 
(2.28c) u (t, !;) = !; + f J[f(x(s))]u(s,!;)ds 
0 
definieren we nu g(t) = llx(t,!;)-x(t)-u(t,!;)11, dan leveren de vergelijkingen 
2.28 de volgende schatting 
(2.29) 
t 
g(t) Sf llf(x(s,!;))-f(x(s))-J[f(x(s))]u(s,!;)llds. 
0 
Uit de Taylorontwikkeling weten we dat 
(2. 30) 
met 
~ ~ f(x)-f(x) = J[f(x)](x-x) + R(x,x-x) 
R(x,x-x) 
l:.im Rx-xii = o, 
x~ 
zodat (2.29) overgaat in 
t 
(2.31) g(t) Sf UJ[f(x(s))](x(s,!;)-x(s))-J[f(x(s))]u(s,!;) + 
0 
+ R(x(s) ,x(s,!;) - x(s)) llds, 
waaruit direct volgt 
t t 
(2.32) g(t) Sf IIJ[f(x(s))]ll.g(s)ds + f IIR(x(s),x(s,!;)- x(s))Hds. 
0 0 
Aangezien f Lipschitzcontinu is en 10 een compacte verzameling is, bestaat 
er een N < 00 met N ~ max {IIJ[f(x(s)) JU}. Verder geldt uit (2.30): SEIQ 
Ve:>0 3o0>0 zodanig dat HR(x(s),x(s,!;)-x(s))II s e:llx(s,!;)-x(s)II als 
Dx(s,~)-x(s)D < 00 ens E Io, zodat 
t t 
(2.33) g(t) s NJ g(s)ds + E J Dx(s,~)-x(s)llds. 
0 0 
Met behulp van stelling 2.4 kunnen we een o1 > 0 vinden zodanig dat 
llx(s,~)-x(s)II s l~leks s o0 als l~I s o1 ens E I 0 • Wanneer dus geldt dat 
l~I s o1 dan gaat (2.33) over in 
(2.34) g (t) 
t 
s NJ g(s)ds + E 
0 
t 
=NJ g(s)ds + CEl~I 
0 
met C = C(t,k). Dit levert de volgende schatting 
(2.35) g(t) s CEl~leNt voor en 
waaruit volgt dat g~r + 0 uniform op I 0 • 0 
STELLING 2.7. Zij ~ het dynamisch systeem van x 
dan geldt ~ E c1 (D). 
1 
= f(x),x ED en f EC (D) 
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BEWIJS. De afgeleide naar t, a~/at = f(~t(x)), bestaat en is continu daar f 
continu is. Om de afgeleide naar x., a~/ax., te berekenen handelen weals 
l. l. 
volgt. Zij ~ klein. We passen nu lemma 2.2 toe op 
(2. 36) 
We vinden dan 
a~ lim (x(t,~)-x(t)) = u(t,~). 
ax = ~+O 
De continuiteit van a~/ax. is een gevolg van de continuiteit in de begin-
l. 
waarden en het lineair zijn van de matrix A(t). D 
r STELLING 2.8. Zij ~ het dynamisch systeem van x = f(x), x ED en f EC (D) 
dan geldt ~ E Cr(D}, 1 Sr Sm. 
BEWIJS. We passen volledige inductie toe 
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(i) Voor r = 1 is de uitspraak juist (stelling 2.7). 
(ii) Laat nu r ~ 2 zijn en stel dat het dynamisch systeem $ van een wille-
. 
keurig stelsel differentiaalvergelijkingen s = F(s) (r-1)-maal conti-
r-1 
nu differentieerbaar is als FE C (DxD). Kies F: D x D + D x D, zo-
danig dat geldt 
(2.37) F(x,u) = (f(x) ,J[f(x)].u) 
met x = f(x) en u = J[f(x)].u. 
r r-1 Daar f EC (D) geldt dat FE C (DxD) en derhalve, wegens de induc-
d 
tieveronderstelling, dat het dynamisch systeem ~ van dt (x,u) = F(x,u) 
(r-1)-maal continu differentieerbaar is. 
Voor ~ geldt echter met behulp van (2.37) 
Ht,(x,u)) = ($(t,x),J[<l\(x)].u), 
waaruit blijkt dat J[$t(x)].u E cr-l(D) zodat o$/ox(=J[$t(x)].) 
r-1 r Tevens geldt dat 3$/ot E c (D) want 3$/ot = f($t(x)) E c (D). 
r-1 EC (D). 
r-1 r Er geldt dus uiteindelijk dat $' EC (D) is en dus dat $EC (D). 0 
Stelling 2.7 en 2.8 werden bewezen voor autonome systemen. Ze gelden 
echter ook voor niet-autonome systemen wanneer we een doorsnijding maken 
met de deelvarieteit x = t. 
n 
2.3. De Poincare-afbeelding en Brouwer's dekpuntstelling 
We beschouwen in het vervolg het twee dimensionale systeem 
(2. 38) x = f(x,t), f(x,t) = f(x,t+w) 
met f E C' (D) , D = lR3 • 
DEFINITIE 2.6. De Poincare-afbeelding P noemen we de afbeelding 
w 
P : lRn + lRn met 
w 
P (a) = $(w,a) = b waarbij $ het door (2.38) gedefinieer-
w 
de dynamische systeem is. 
19 
Wanneer dus a E JR.n is en ~(t,a), gedefinieerd door (2.38), de trajec-
torie door de beginwaarde a voorstelt, dan wordt door P aan a het punt 
w 
b van die trajectorie toegevoegd met t = w. We vinden zo een differentiever-
gelijking 
(2. 39) 
met P E Ck(S) als f E Ck(D), k ~ 1. 
w 
Als w = 1 noemen we P = P. 
w 
Figuur 2.4. De Poincare-afbeelding 
t=nw 
DEFINITIE 2.7. Het punt a E JR.n heet een dekpunt van de afbeelding 
k 
p 
w 
als· 
P (a) = a voor k ~ 1, k E JN • 
w 
STELLING 2.9 (Brouwer's dekpuntstelling). Iedere afbeelding van de een-
heidsbol na.ar zichzelf heeft een dekpunt. 
BEWIJS. Zie LEFSCHETZ [15]. 0 
2 Laat nu Seen deelverzameling van JR. zijn die als volgt gedefinieerd 
is S = { (x1 ,x2) I x 1 E [a1 ,a2], x 2 E [b1 ,b2 ]; a 1 ,a2 ,b1 ,b2 E JR.}. Een gevolg 
van Brouwer's dekpuntstelling is dat wanneer we de Poincare-afbeelding P 
w 
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toepassen op de deelverzameling Sen P (S) c S de afbeelding P een dekpunt 
w w 
heeft ins. 
De verzameling van dekpunten van een afbeelding kan zeer exotische vor-
men aannemen,, getuige het volgende voorbeeld: de zogenaamde 'horseshoe'-af-
beelding van Smale, zie TAKENS [18]. 
A' 
d C 
cl A A ~/ V ;,:·, 
a L---+--'-+----------1--+---' b 
-· 
a b C d 2 p (A) 
Figuur 2.5. Horseshoe van Smale 
Zij A een rechthoek in 
diffeomorfisme P: Il? -+ 
2 
= P(P(A)) = P (A), enz. 
2 
JR met hoekpunten a,b,c end. We construeren nu een 
2 
JR met P(A) = A' zoals in figuur 2.5, P(A') = 
i Beschouw de verzameling U = n P (A). Om de 
iE~ 
structuur van Ute vinden bekijken we eerst An P(A) n P (A) (zie figuur 
2.5). Hieruit ~lijkt dat n~=O Pi(A) de vereniging is van 2n rechthoeken en 
CX) 1. 
dat dus ni=O P (A) het produkt is van een Cantorverzameling met een geslo~ 
-1 
ten interval. Uit de definitie van P volgt dat P (A) de vorm moet hebben 
zoals in figuur 2.6. Er volgt dan met bovenstaande redenering dan 
U = n. = Pi(A) een produkt is van twee Cantorverzamelingen. We kunnen nu 
1. E= 
een homeomorfisme ~ construeren van U naar (0,1)~ = {( ••• ,ai, ••• a 0 , ••• ) I 
i E ~, a. = 0,1}. Nummer de componenten van An P(A) nul en een. Zij nu 
1. 
a EU en definieer ~(a) = (a_). = met Pi(a) is de a.-de component van 
1. 1.E= ~ zt 
An P(A). Het ge~nduceerde homeomorfisme Pop (0,1) wordt nu gedefinieerd 
-1 door P =Jo poi , zodanig dat wanneer P ((a.) . rn ) = (a'.) . '" dat 
2'Z 
a. = a~ 1 en Pis een translatie. De dekpunten van P liggen nu dicht in (0,1) , 1. 1.-
1. 1. E £LJ 1. 1. E .u., 
dus de dekpunten van P liggen dicht in u. 
b 
C 
d 
a 
I 
I 
d 
A 
a 
Figuur 2.6. De afbeelding P-l(A) 
C 
b 
We zullen echter zulke voorbeelden verder niet tegenkomen. 
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DEFINITIE 2.8. Zij P (a) =a.De oplossingskromme van x = f(t,x) met begin-
w 
waarde a heet de harmonische oplossing met periode w. Wanneer er geldt dat 
k n P (a) = a met k > 1 en P (a) I a voor 1 ~ n < k dan noemen we de oplossings-
w (I) 
kromme met beginwaarde a de k-de subharmonische oplossing met periode kw. 
In plaats van de afbeelding P zullen we vaak de functionaal V: lR.n + lR. 
gebruiken 
(2. 40a) 
(2.40b) 
V (x) = II P (x) -xU 
V. (x) = II Pi (x) -xii , 
1 
i E lN • 
n Door een punt a E lR loopt nu een periodieke oplossing met periode i dan 
en slechts dan wanneer V. (x) = O, i ~ 1 en V.(x) IO O < j < i. 
1 J 
We zullen deze functionaal bij de numerieke behandeling weer tegenkomen en 
verder uitwerken. 
2.4. Stabiliteit van•periodieke•oplossing 
DEFINITIE 2.9. Een oplossing ~ van het systeem x = f(t,x) heet stabiel als 
voor alle E > 0 er een o > 0 bestaat, zodanig dat voor alle oplossingen $ 
met 11~0-$0 11 < o geldt ll~t-wtll <£.De oplossing ~ heet asymptotisch stabiel 
wanneer tevens geldt II~-$ II+ 0 voor t + 00 • t t 
In termen van de Poincare-afbeelding betekent dit dat door a een sta-
biele periodieke oplossing loopt wanneer voor alle E > 0 er een o > 0 is 
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met llpk(~)-all < e:, k 2: 1 als 11~-all < o. 
STELLING 2.10. Een oplossing door een dekpunt p van P is asymptotisch sta-
w 
biel als de eigenwaarden van de matrix J[P] in absolute waarde kleiner of 
wp 
gelijk een zijn. 
BEWIJS. Zij e: een kleine afwijking uit het evenwicht pen definieer 
~t = p +Et.Er geldt nu via het differentieschema (2.39) dat 
(2.41) p + Et = p (p+E) 
+w w t 
waarin we het rechterlid via de Taylorontwikkeling kunnen herschrijven als 
(2. 42) p + Et+w = p {p) + J[P] .e:, 
w w p t 
waaruit direct volgt dat E = J[P] .Et. Wanneer nu A, de eigenwaarden t+w w p 1. 
zijn van J[P] en E. de respectievelijke eigenvectoren voor i = 1, ••• ,n dan 
w l. 
kunnen wee: schrijven als 
t 
(2.43a) C, E JR 
l. 
voor i = 1, ••• ,n. 
Er volgt dan dat e:t+w = c 1A1E1 + ••• + cnAnEn. Definieer nu 
A= max {IIA,U} dan verkrijgen we de volgende afschatting i=l, ••• ,n 1. 
(2. 44) D E II 
t+w 
+ ••• +cAEII 
n n n 
daar II e: ff < II e: II geldt dus II All < 1. 
t+w t 
$ Allc1E1 
= Alle:tll, 
+ ••• +CE II 
n n 
De ongelijkheid DAIi < 1 is tevens een nodige voorwaarde, want stel 
0 A. 0 < 1 voor j = 1, ••• ,n, j f,. q en h II > 1 dan geldt dat 
J q 
lim lie: II t+kw k4<X> 
+ ••• + 
dus n E II "7 00 voor k "7 00 • Tegenspraak. D 
t+kw 
c AkE U = lim Ak II c E II 
n n n k4<X> q q q 
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Wanneer peen dekpunt is met een periode groter dan een dan moeten we 
J[P J vervangen door rf. 1 J[P J • w p i= w Pi 
Als laatste in dit hoofdstuk definieren we het attractiegebied. 
DEFINITIE 2.10. Het attractiegebied van een dekpunt p van de afbeelding 
P : ]Rn + lRn is een deel verzameling S van lRn met s E S en 
w k 
lim. lip Cs)-pll = o. 
JC~ w 
3. NUMERIEKE INTEGRATIE VAN HET BEGINWAARDEPROBLEEM 
3.1. Enkele differentieschema's 
(3.1a) x = f(t,x), m f E Ck(D), m :2:: 1 
(3.1b) X(T) = ~, 
(3.1c) t € [T,b]. 
In hoofdstuk 2 constateerden we dat (3.1) equivalent is met x(t) = 
= ~ + f~ f(s,x(s))ds, T ~ x ~ b. De oplossing van (3.1) is dan de limiet 
van de rij {xk};=O met 
(3. 2a) 
(3.2b) 
t 
xk(t) =~+I f(s,~_1 (s))ds, k = 1,2, •••• 
T 
Bij een discretisatiemethode benaderen we de oplossing van (3.1) in een ein-
dig aantal vast gekozen punten ti zodanig dat T = t 0 < t 1 < t 2 ••• < tN = b. 
We zoeken dus voor iedere ~ = x(~) een benadering, zeg ~- Hiertoe redu-
ceren we (3.1) eerst tot een autonoom stelsel door invoering van de varia-
bele x = t. Stelsel (3.1J gaat dan over in 
n 
(3. 3a) x = f(x), m f E ~(D), 
(3.3b) X(T) = ~-
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Voor de numerieke analyse van deze klasse problemen volgen we in grote lij-
nen de syllabus van VAN DER HOUWEN [12]. Voor dit autonome systeem bespreken 
we een eenstapsmethode, dwz. u 1 wordt rechtstreeks uit u berekent en niet n+ n 
uit u 1 ,u 2 , •••• We verkrijgen zo een recurrente betrekking n- n-
( 3. 4) = E u I 
n n 
n = 0,1, ••• ,N-1 
waarin E over het algemeen een niet-lineaire operator is die van het stap-
n 
nummer afhan,;rt. Stel dat we voor een algemeen differentieschema de trape-
ziumregel toepassen 
( 3. 5) u 1 - ½h f(u 1) = u + ½h f(u ). n+ n n+ n n n 
Stel verder dat u als beginapproximatie wordt genomen en dat het m-de ite-
n 
ratieresultaat als uiteindelijke benadering voor de oplossing u 1 wordt n+ 
gebruikt. Dan verkrijgen we het volgende rekenschema 
( 3. 6a) (0) u 
n+l u I n 
( . ) 
+ ½h f(u (j-l)) (3.6b) u J [u +½h f (u ) ] j 1,2, ..• ,m, 
n+l n n n n n+1 
(3. 6c) (m) u 
n+1 u 11+1 • 
(j) Dit proces levert u 1 als lineaire combinatie van u en f(u 1), n+ n n+ 
j = 0,1, ••• ,m-1, waarbij de argumenten van f ook weer linaire combinaties 
(f) 
zijn van u en f(u 1), f = 0,1, ••• ,j-1. Formule (3.6) behoort dus tot de n n+ 
volgende klasse 
( 3. 7 a) (0) u = u I 
n+1 n 
( j) j-1 f(U(fi) t (3.7b) = u + h I A . ,e_ j = 1,2, ••• ,m, un+l n n f=O J, n+ 
(3.7c) (m) u 
n+l u n+1 • 
Schema (3.7) stelt het algemene schema van een m-punts Runge-Kuttamethode 
voor. Zo'n Runge-Kuttamethode wordt gekarakteriseerd door de gegenereerde 
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matrix A, 0 met rij-index j, j = 0,1, ••• ,m en kolomindex l, l = 0,1, ••• ,m-1 J ,.(., 
en verder is A. 0 = 0 wanneer j ~ l. We geven hier een voorbeeld van een J ,.(., 
1-punts Runge-Kuttamethode (Euler) en een 2-punts Runge-Kuttamethode. 
m = 1 A. 0 = ( 1) , J ,l 
(0) 
un+1 = u , n 
(1) 0 fCu Cl>> 
un+1 = u + h I A. l = u + h f(u), n n l=O J, n+1 n n n 
un+1 = u + h f (u ) • n n n 
0 0 
m = 2 A. l = (1 o\ J, \~ ~}' 
(0) 
u = u , 
n+1 n 
(1) 
+ h Al 0f (u ) = u + h f (u ) , un+1 = u n n , n n n n 
(2) 
+ h { A2 0f Cu ) 
(1) 
un+1 = u + A2,1f(un+1)}, n n , n 
u = u + h {½£ (u ) + ~f(u +h f(u ) ) }. 
n+1 n n n n n n 
3.2. Consistentie en convergentie van differentieschema's 
We kiezen een eindige rij roosterpunten t, n = 0,1, ••• ,N, met t 1 < t n n- n 
en t 0 en tN gegeven waarden die respectievelijk het begin- en eindpunt 
voorstellen van het integratieinterval 
( 3. 8) 
Deze roosterpunten genereren een rij integratiestappen 
(3.9) = {h }N-1, H n n=O 
Voor een gegeven rij integratiestappen definieren we de volgende produkt-
ruimte 
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(3.10) 
N 
TT 
n=O 
2 
lR • 
N n De elementen van PH zijn rijen {xn}n=O van vectoren xn E lR • Deze rijen 
geven we aan met XH 
(3.11) 
we definieren op PH de volgende operaties: XH + X' = {x +x'}N en H. n n n=O 
H 
a.xH = fox } 0 • n n= PH is nu een lineaire ruimte. Een di.fferentieschema wordt 
nu gedefinieerd door 
(3.12) 
waarin DH: PH+ PH de differentieoperator is die voldoet aan x0 = g0 • 
Schema (3.12) noemen we een discreet beginwaardeprobleem. 
We willen het analytisch beginwaardeprobleem met het discrete begin-
waardeprobleem vergelijken en voorwaarden opstellen waarvoor het discrete 
probleem het analytische benadert. Daartoe definieren we de oplossingsruim-
te S van het analytisch probleem 
(3.13) S = {x I*= f(x)}, 
Laat tenslotte [ ]H de discretiseringsoperator zijn met [ ]H: S + PH zo-
danig dat [x]H = {x(tn)}:=o• Met behulp van de [ ]H-operator kunnen we het 
analytische en het discrete beginwaardeprobleem vergelijken (zie figuur 3.1). 
We noemen de rij DH[x]H - GH de rij der afbreekfouten. De elementen uit 
deze rij heten de lokale afbreekfouten. 
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s 
Figuur 3.1. Schematische voorstelling van het convergent en consistent 
zijn van een differentieschema. 
DEFINITIE 3.1. Differentieschema DHXH = GH heet een consistente benadering 
van de differentiaalvergelijking (3.3) wanneer voor alle x ES geldt: 
waarin h = max 
nE(0,1, ••• ,N-1) 
wanneer h ➔ 0 
{h} 
n 
en max II xn II 
nE (0, 1 , ••• , N) 
Wanneer de afbreekfout van de orde p+l in h naar nul convergeert dan is de 
benadering consistent van orde p ten opzichte van de norm Ill Ill. 
De consistentieanalyse van p-punts Runge-Kuttamethoden is nogal uitge-
breid. Deze analyse is voor p ~ 8uitgevoerd door BUTCHER [3]. Hier zullen 
we de consistentieanalyse op een 2-punts Runge-Kuttamethode toepassen. Be-
schouw de algemene 2-puntsmethode 
( 3. 14) 
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We ontwikkelen nu x(t +h) en E (x(t )) naar h waarbij de coefficienten 
n n n n n 
inf worden uitgedrukt zodat we ze kunnen vergelijken: 
(3.15) 
(3.16) 
x(t +h) 
n n 
2 . 
d x df (x) 
-2 = dt 
dt 
+ • • • • • • • • • I 
df(x) dx df(x) 
= -=---dx dt dx f(x) = ( f (x) • v') f (x) , 
waarin V de gradientoperator is. We kunnen nu (3.15) en (3.16) combineren 
zodat 
(3.17) x(t +h) 
n n 
h 2 hj 
n n j-1 
= [x+hnf(x)+ 2 (f(x).V)f(x)+ ••• + j! (f(x).V) f(x) ••• Jt=t 
Voor de ontwikkeling van E (x(t )) beschouwen we eerst de volgende vergelij-
n n 
king 
(3.18) f(x+n) 2 1 j = f(x)+(n.V)f(x)+~(n.V) f(x)+ ••• + -.-, (n.V) f(x)+ ••• , 
J. 
waarin n een incrementvector onafhankelijk van xis. Wanneer we nu 
n = A110hnf(x) laten zijn dan gaat (3.18) over in 
(3.19) f(x+A 1 0h f(x(t ))) = f(x)+A 1 0h (f(x(t )).V)f(x) + 
, n n , n n 
2 2 2 
+ ~Al oh (f(x(t ) ) • V) f(x)+ •••••• 
, n n 
Er volgt nu uit (3.14) en (3.19) dat 
(3.20) 
+ Al 0h (f(x(t)) .V)f(x)+ ••• ] t • 
, n n t= 
n 
Vergelijken we nu (3.17) met (3.20) dan verkrijgen we 
(3.21) 
n 
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Er geldt nu dus dat (3.14) eerste orde consistent is wanneer A210 + A211 = 1 
en tweede orde consistent wanneer A211 .A110 =~-We kunnen de elementen van 
de door de Runge-Kuttamethode gegenereerde matrix A, 0 dus zodanig kiezen J 1-l-
dat de methode consistent is tot op zekere orde. Consistentie van het dif-
ferentieschema garandeert nog niet dat de differentieoplossing naar de ana-
lytische oplossing convergeert voor h + O. Het differentieschema is slechts 
een formele benadering van de differentiaalvergelijking. Dat wil zeggen 
dat wanneer DH[x]H + GH voor h + 0 niet noodzakelijk [x]H + XH voor h + 0 
(zie figuur 3.1). 
DEFINITIE 3.2. Differentieschema DHXH = GH heet convergent wanneer voor alle 
s ES geldt: 
Ill [x] - X Ill + 0 wanneer h + O; H H 
[x]H - XH heet de discretisatiefout. 
De consistentievoorwaarden definieerden een deelverzameling van de 
parameterruimte waarop de eenstapsmethode is gedefinieerd. Convergentie 
perkt deze deelverzameling niet verder in maar stelt alleen eisen aan de 
functie fin het rechterlid van (3.32). We zullen zien dat de Lipschitzcon-
tinuiteit van f voldoende is voor convergentie. 
DEFINITIE 3.3. Zij z de lokaal analytische oplossing met beginwaarde (t ,u) 
n n 
die geintegreerd wordt over (t ,t 1). We noemen nu p de lokale discreti-n n+ n 
satiefout waarvoor geldt 
pn = z(t ,u ;t 1) - u 1• n n n+ n+ 
Verder noemen we E de globale discretisatiefout 
n 
E = X(t) - U. 
n n n 
Wanneer f voldoet aan de Lipschitzcontinuiteit dan voldoet ook E aan deze 
n 
voorwaarde wat eenvoudig in te zien is bij de methode van Euler 
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U E (u) -E (v) II = II u+hf (u) -v-hf (v) II ·-~ II u-vll +hll f (u) +f (v) U 
n n 
~ (l+hk) llu-vU. 
X 
E 
n 
I z (tn,un ;tn+l) 
I n 
l z 
I Pn 
Un+1 
I 
tn tn+1 t-
Figuur 3.2. De globale discretisatiefout E en de lokale discretisa-
n 
tiefout p. 
n 
STELLING 3.1. Stel dat de operator E in de omgeving van de analytische op-
n 
lossing x in t=t voldoet aan de Lipschitzcontinuiteit dan voldoet de glo-
n 
bale discretisatiefout aan 
h 1D~kDEU+llx(t 1)-E(x(t))D. n+ n n n+ n n 
BEWIJS. 
= [E (x(t ))-E (u )] + [x(t 1)-E (x(t ))] n n n n n+ n n 
enz. D 
We kunnen nu een bovengrens voor de globale fout afleiden die alleen 
afhangt van ken de lokale afbreekfout. Definieer 
(3. 22a) 
llx(t 1)-E (x(t ) ) 0 v+ v v 
c 1 = max v hp+l 
\) 
(3.22b) 
k 
v-1 
c 2 = max -h-
v 
STELLING 3.2. De globale discretisatiefout £ 1 voldoet aan n+ 
BEWIJS. Met behulp van stelling 3.1 geldt voor c 2 $ 0 dat 
h 1 11 h II hp+1 $ II En-l 11 
hp+1 p+1 (3.23) $ + cl n + cl n + clhn-1 n+ n 
n 
hp+1 
n 
I $ c hp I h p $ = c1h (tn+1-t0) • cl v 1 V 
v=O v=O 
Voor c 2 > 0 geldt de volgende ongelijkheid 
(3. 24) II£ II 
n+1 
$ (1+c h )11£ II + hp+l $ 2 n n cl n 
n 
$ 
$ c 1[hp+l+hp+!(1+c2h) + ••• + hp+l TT ( 1+c2hn)] n n- n 0 
v=1 
c 1hP[h +h 1e 
c2hn 
+ .•• h 0e 
c2 (h1 + ••. hn) ] $ 
n n-
t -t 
c 2t C (t -t ) 
C hp r+1 o dt 
cl hp(e 2 n+1 0 -l). $ e = 
1 c2 
0 
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□ 
Voor de discretisatiefout weten we nu dat elke eenstapsmethode die consis-
tent is en waarvoor de operator E aan de Lipschitzcontinuiteit voldoet con-
n 
vergeert. 
3.3. Stabiliteit van het numerieke integratieproces 
In een numerieke berekening zal men de exacte oplossing van de diffe-
N 
rentievergelijking u = {un}n=O niet vinden omdat afbreekfouten het resul-
taat beinvloeden. we zullen de gevonden numerieke oplossing u noemen, 
~ N 
u = {un}n=O. Het verschil tussen u en u heet de numerieke fout en er geldt 
dat het verschil tussen de analytische oplossing van (3.3) en de numerieke 
oplossing begresnd wordt door de som van de discretisatiefout en de nume-
rieke fout, dus 
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(3. 25) 
We bespreken hier verder de numerieke fout. Neem aan dat u in het definitie-
gebied van een of nadere differentieoperator E ligt, dan voldoet u aan 
Eu= p,)waarin pin feite door u gedefinieerd wordt. Omgekeerd kan menu 
ook beschouwen als de oplossing van het oorspronkelijke systeem waarin p 
wordt gestoord. Om te verzekeren dat de numerieke fout klein is eisen we 
dat het differentieschema min of meer ongevoelig is voor storingen in het 
rechterlid. Ter illustratie het volgende voorbeeld (zie figuur 3.3). 
X 
E: 
X = AX, 
x(0) 
x(0) 
At 
= 1 levert de oplossing x(t) = e , en 
At 
= l+E: levert de oplossing x(t) = (l+E:)e • 
f 
X 
/ 
A>0 t- A<0 
"gevoelig" "niet gevoelig" 
Figuur 3.3. 
t-
Laten we y = y(t ,u ;Tl de lokale differentieoplossing noemen en twee van 
n n 
zulke oplossingen beschouwen, namelijk de gestoorde en de ongestoorde re-
spectievelijk y = y(t ,~+l~;T) en y = y(t ,~;T). 
n n 
Er geldt dan 
(3.26) y - y = y(t ,~;T)-y(t ,~+~~;T) 
n n 
EI • fir, 
n 
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waarin E' de Jacobiaan van de differentieoperator E is. De Jacobiaan van E 
n n n 
is vaak moeilijk te berekenen. We zullen E' daarom benaderen. Uitgangspunt 
n 
hierbij is de lokale linearisering van de differentiaalvergelijking, dat wil 
zeggen dat we de rechterlidfunctie f door een eerste orde Taylor-ontwikke-
ling in het punt E, benaderen 
(3.27) ~~ = J ( E,) x+ [ f ( E,) -J ( E,) • U ; J ( E,) 
-1 Wanneer we nu v = x - r, + J (E,)f(E,) stellen dan kan (3.27) herschreven wor-
den tot 
( 3. 28) dv - = J(E,)v. dt 
Passen we nu op (3.28) een eenstapsmethode toe dan vinden we de volgende 
relatie 
(3.29) V l = R(h J(E,))v, 
n+ n n 
) 2 0 2 n waarin Reen polynoom is: R(z = 1 + s1z + s2z + .•. + µn voor een m-punts 
Runge-Kuttamethode. We zullen voor m = 2 de afleiding voor een voorbeeld 
geven (zie ook het voorbeeld in paragraaf 3.1): 
Wanneer de Jacobiaan langzaam met zijn argument varieert wordt de ope-
rator E' (E,) benadert door R(h J(E,)) 
n n 
(3.30) E' (E,) s::::1 R(h J(E;)). 
n n 
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De functie R beschrijft bij lineaire differentiaalvergelijkingen exact de 
stabiliteit van het integratieproces. Voor niet-lineaire differentiaalver-
gelijkingen beschrijft R lokaal de stabiliteit. Voor sterk varierende 
Jacobianen moeten we h echter wel zeer klein kiezen. 
n 
DEFINITIE 3.4. Een eenstapsmethode heet sterk stabiel ins wanneer 
IIE 1 (s)II < 1, 
n 
zwak stabiel wanneer 
HE• <s>II ::;; 1, 
n 
en lokaal stabiel wanneer 
IIR(h .J(s))R < 1. 
n 
DEFINITIE 3.5. De functie R noemen we de stabiliteits-functie van de een-
stapsmethode en de verzameling S = {z!IIR(z)II < 1} het stabiliteitsgebied. 
We zien dus dat een noodzakelijke voorwaarde voor lokale stabiliteit 
is dat IIR(z)D < 1 voor z Eh!). waarin !). het eigenwaardespectrum van J(s) 
n n n 
voorstelt. 
Het stabiliteitsgebied S hangt 11itsluitend af van de integratiemethode, 
dus van de matrix A. 0 , en niet van de differentiaalvergelijking. Omgekeerd J ,-<--
zal men echter voor een gegeven differentiaalvergelijking een integratieme-
thode wensen waarvan S voor realistische waarden van h de waarden h !). 
n n n 
nog bevat. 
Voor integratiestappen h die voldoende klein zijn om de gevraagde nauwkeu-
n 
righeid te bereiken kan de verzameling 
de negatieve as bevatten. Deze eis aan 
h t:. 
n n 
A. o J ,-<--
toch nog een groot interval van 
kan wel eens in conflict komen 
met eerder gestelde eisen aan A. 0 in verband met de consistentie. J ,-<--
4. PERIODIEKE OPLOSSING MET EEN GEGEVEN PERIODE 
4.1. Benadering van dekpunten van de Poincare-'-afbeelding 
We beschouwen weer de Poincare-afbeelding 
( 4. 1) P: x(O) + x(21T). 
n Voor de afbeelding P definieren we de rij functionalen V (x) = lip (x)-xll, 
n 
zoals in (2.40). V is positief semidefiniet en is nul in een dekpunt van 
n 
n P. Voor de benadering van V op een zeker compact gebied gebruiken we de 
n 
volgende werkwijze. 
Zij A. 1 een compacte deelverzameling van ]Rn en definieer 
( 4. 2) B. = {P(x) Ix EA.}. 
i i 
Wanneer nu geldt dat A. 1 = A. n B. dan kunnen we voor een gegeven gebied i+ i i 
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A1 , voor x E An' Vn(x) berekenen uit een numerieke benadering van Pop A1 • 
Deze benadering is gebaseerd op een numerieke integratie van het systeem 
(3.1) over het interval (0,21T] voor een verzameling beginwaarden x 0 van een 
i 
rooster R dat A1 bedekt. Voor n > 1 geldt dat P (x) i R voor i = 1, ••• ,n-1. 
We verplaatsen P dan naar het dichtsbijzijnde roosterpunt om Pi+l(x) te kun-
nen berekenen. Hierbij maken we een interpolatiefout. Wanneer nu o E JRn is 
met 2.lloll kleiner dan de maximale roosterdiagonaal van R dan geldt: 
n STELLING 4.1. Zij x0 ER, dan is de interpolatiefout in P (x0 ) kleiner dah 
II all (e (n-1) 21Tk + ••• +1). 
BEWIJS. IIP(x0 ) - (P(x0 )+a)II =!loll.Er volgt nu uit stelling 2.4 dat 
IIP 2 (x0 ) - P(P(x0 )+a)II < !lalle2 1Tk waaruit we direct afleiden 
( 4. 3) II Pn (x0 ) - P (P ( •••••• P (x0 ) +a) +a) •••••• +a) II 
< II all (e (n-1) 21Tk + ••• +1). □ 
Wanneer we het rooster verfijnen zal dus de interpolatiefout kleiner 
warden. 
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Figuur 4.1. 
I I 2 
I I P (x ) I 
I I 0 
I ___...----- I 
I ---- I -- ~Pn(x ) 
1 P(x0 ) I I 0 
I I 
I 
- -
I 
I 
I 
I 
I 1 P (P ( ••• P (x0 ) +o) + ••• +o) 
I 
I 
I 
De interpolatiefout. (0 is een roosterpunt) 
STELLING 4.2. Laat {R }00 1 een rij roosters zijn met lie II de lengte van de 
n n= n * 
maximale roosterdiagonaal van R zodanig dat II o. 1 11 :,; ~II o .II • Noem P : R -+ R n i+ i n n 
de geinterpoleerde Poincare-afbeelding. Er geldt nu dat de continue voort-
* zetting van P op Al (zeg P) voor n-+ 00 noodzakelijk de afbeelding Pis. 
BEWIJS. Noem lim R = R, dan ligt R dicht in Al want zij x E A1 , x ! R n-+oo n 
en E > 0 willekeurig. Er is nu een v = v ( E) met r E R zodanig dat II x-rll < E. 
V 
Kies namelijk v > p met Ho 111 :,; E. We hebben nu twee continue afbeeldingen p-
p en P met P,P: A1 -+ Y, Y c lRn is Hausdorff en PIR = PIB. We laten nu zien 
dat P =Pop A1• Stel dater een x0 E A1 is met P(x0) ~ P(x0). Daar Y een 
Hausdorffruimte is kunnen we twee disjuncte open verzamelingen o1 en o2 kie-
zen zodanig dat P(x0) E o1 en P(x0) E o2• Daar Peen continue afbeelding is 
bestaat er een omgeving u 1 van x0 met P(U1) ~ o1• Evenzo is er een omgeving 
u2 van XO met P(U2) c 02. R ligt dicht in Aldus geldt dat 
(4.4) 
Uit PIR = PIR volgt echter 
(4. Sa) P cu1 nu2nR) C p (Ul) C Q 
-
- 1 
(4.Sb) P cu1 nu2nR) = P(u1nu2nR) C p (U2) C 02, 
- -
wat in t:genspraak is met (4.4). Er bestaat dus geen x0 E A1 met 
P(x0 ) F P(x0 ) zodat P =Pop A1• D 
Door het bovenstaande uit te voeren verkrijgen we een globaal beeld 
van de nulpunten van de functionaal V. We kunnen nu dus een zinvolle be-
n 
ginwaarde kiezen die naar een (sub)harmonische oplossing van gekozen orde 
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leidt. Vanuit deze beginwaarde x0 passen we lokale minimalisatie van Vn 
toe op de volgende wijze. Zij £1 > £2 > ••• >Em> 0 en x0 EA, een compacte 
deelverzameling van m.2 • We construeren nu een eindige rij {uj};=O met 
u0 = x0• Het element uj+l verkrijgen we uit uj door vanuit uj £1-stapjes te 
maken evenwijdig aan de coordinaatassen. Dit levert ons vier punten ujl'uj 2 , 
uj 3 en uj 4 waarin we Vn numeriek berekenen. Er is dan een l met 
(4.6) V (u. 0 ) = min{V (u. 1) ,v (u. 2) ,V (u. 3) ,V (u. 4 )} l E {1,2,3,4}. n J~ n J n J n J n J 
Stel dat V (u. 0 ) ~ V (u.) dan geldt dat 
n J~ n J 
lijk V (u 0 ) ~ V (u). We maken dan wat 
n p~ n p 
richtingen (£ 1 cos ka,£ 1 sin ka) waarin 
u. 1 = u. 0 , enz., totdat uiteinde-J+ J~ 
meer £1-stapjes vanuit u in de 21T p 
k = 1, ••• ,r en a=-. Terminatie 
r 
is verzekerd door het begrensd zijn van A. We vinden zo een punt u 1 met p+ 
een afstand kleiner dan £1 tot het exacte lokale minimum van vn. Wanneer nu 
£1 vervangen wordt door £2 en de nieuwe beginwaarde up+l is dan kunnen we 
het proces herhalen. De fout wordt dan kleiner dan £2 , enz., totdat de fout 
kleiner is dan £. 
m 
Kiezen we£ klein genoeg en het integratieproces voldoende diep dan 
m 
dan verkrijgen we uiteindelijk het nulpunt van V met hoge nauwkeurigheid. 
n 
Deze nauwkeurigheid hebben we nodig om de methode van URABE [20] toe te 
passen waarmee we het bestaan van een exact nulpunt kunnen aantonen (zie 
sectie 4.2). Eerst zullen we enkele voorbeelden van bovenstaande strategie 
geven. 
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VOORBEELD 4.1. We beschouwen het stelsel eerste orde differentiaalvergelij-
kingen 
(4. 7a) x = y 
(4. 7b) y = -µy - x + sin 21Tt 
afgeleid van i + x + x = sin 21Tt met als oplossing x = a cos 21Tt + B sin 21Tt. 
Kiezen weµ= 0.01 dan geldt 
( 4. 8) a -4.24370 B = -2.59886 10-2 • 
Wanneer we nu over 
het punt 
(0,1] integreren dan verwachten 
(-4.24370 10-5 ; -1.63291 10- 1). 
levert de volgende tabel waarin E 
m 
= 10-7 • 
x-waarde y-waarde V 
5. 000000+00 5. 000000+00 6.901411+00 
4 .000000+00 4. 000000+00 5. 543790+00 
3. 000000+00 3. 000000+00 4. 186308+00 
2 .000000+00 2. 000000+00 2.829166+00 
1. 000000+00 1 .000000+00 1.473302+00 
0 .000000+00 0. 000000+00 1.565143-01 
n.000000+00 -1. 000000-0 l 6 .066442-02 
0. 000000+00 -2.000000-01 3.518552-02 
0 .000000+00 -1.900000-01 2. 560054-02 
a. 000000+00 -1.800000-01 1.601557-02 
0. 000000+00 -1. 700000-01 6.430654-03 
0. 000000+00 -1 . 600000-01 3.154723-03 
0. 000000+00 -1.610000-01 2.196338-03 
0. 000000+00 -1.620000-01 1. 238128-03 
0. 000000+00 -1.630000-01 2.818911-04 
0. 000000+00 -1.631000-01 1.875421-04 
0. 000000+00 -t .632000-01 9.620760-05 
o. 000000+00 -1.633000-01 4.140237-05 
-1.000000-05 -1.632900-01 3.097251-05 
-2. 000000-05 -1.632900-01 2.143143-05 
-3. 000000-05 -1.632900-01 1 . 189586-05 
-4. 000000-05 -1.632900-01 2 .431529-06 
-4. 100000-05 -1.632910-01 1 • 3953 26-06 
-4. 200000-05 -1.632910-01 4.937017-07 
-4. 292388-05 -1.632906-01 4. 745009-07 
-4.282388-05 -1.632906-01 3. 692829-07 
-4.272388-05 -1.63290~-01 2. 738436-07 
-4.262388-05 -1.632906-01 1. 784107-07 
-4. 252 388-05 -1.632906-01 8. 300583-08 
-4.242388-05 -1.632906-01 1.300431-08 
we het dekpunt van Pin 
Numerieke minimalisatie 
Tabel 4. 1. Numerieke minimalisatie van (4.7) vanuit het punt (5.5). 
VOORBEELD 4.2. Beschouw de Volterra-Lotka vergelijkingen 
(4. 9a) x ax ( 1-y) , 
(4. 9b) y = Sy(x-1). 
met a= 3.4 en 8 = 0.8. We zoeken oplossingen met periode vier. Numerieke 
integratie over (0,1] levert na iteratie v4 (zie figuur 4.2). 
(0 I 0) 
-- _._ C • I 
. ' 
' I 
I 
• 
~- ----- \ 
·-·· (1, 1) 
Figuur 4.2. De afbeelding v4 van een Volterra-Lotka vergelijkingen 
met (a, 8) = (3 .4 ,0 .8). 
We onderscheiden drie verzamelingen waarop v4 de waarde nul aanneemt 
(i) het zadelpunt (0,0) 
(ii) het werverpunt (1,1) 
(iii) de gesloten kromme c. 
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Blijkbaar correspondeert (iii) met de verzameling beginwaarden die een baan 
met periode vier doorlopen. Dit voorbeeld werd zodanig gekozen dat cykels 
met een gehele periode kleiner dan vier niet voorkomen. Nabij het evenwicht 
(1,1) namelijk hebben de cykels by benadering een periode T = 2TT//af3, zie 
LAUWERIER [14]. In voorbeeld 4.2 is T = 3.81 de minimale periode. 
Algemener kunnen we bij beschouwing van V niet concluderen of een ver-
n 
zameling nulpunten correspondeert met een oplossing van periode n of met 
een oplossing met een periode die een deler van n is. Wanneer we V met 
n 
v 1, ••• ,vn-l vergelijken dan kunnen we wel een uitspraak doen wat betreft 
de periode. (zie figuur 4.3, waarin de gesloten krommen de nulpunten van 
V. voorstellen, i = 1, ••• ,4, a= 14.0 en 8 = 5.0). 
1 
40 
X 
® T=2 
L-------~-------- ---- ---- !- --- -----~---------
y ..... ] 
X X 
OT=] T= 3 
y -+ y ➔ 
v 3 (xl 
Figuur 4.3. De nulverzamelingen van de afbeeldingen v1,v2 ,v3 en v4 
voor de Volterra-Lotka vergelijkingen met (a,S) = (14,5). 
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4.2. Existentie van geisoleerde periodieke oplossing 
Voor het bewijs van het bestaan van een periodieke oplossing in de om-
geving van een benaderde oplossing gebruiken we de methode van Urabe. We 
beschouwen wederom een stelsel niet-lineaire differentiaalvergelijkingen 
(4.10a) x = f(x,tl 
(4.10b) f(x,t) = f(x,t+2rr) k en f E c (DXL), k ~ 1. 
Propositie 3 van [20] stelt ons nu in staat om numeriek aan te tonen dater 
in de omgeving van een 2rr-periodieke benadering een geisoleerde 2rr-periodie-
ke oplossing ligt en luidt als volgt: 
STELLING 4.3. Laat x = i(t) een 2rr-periodieke benadering zijn van (4.10) 
met x ED. Zij A(t) een continue 2rr-periodieke matrix zodanig dat de multi-
plicatoren van y = A(t)y allen ongelijk een zijn. Zij ~(t) de fundamentaal-
matrix van y = A(t)y met ~(O) = E (de eenheidsmatrix). 
Definieer 
(4.11a) 
(4.11b) 
met H (t,s) de elementen van de matrix H(t,s). Neem aan dater positieve p,q 
constanten Men r bestaan zodanig dat 
2rr 
M2 (4.12) J I H2 (t,s) ds ~ max 2rr O~t~2rr p,q 0 p,q 
(4.13) max lli(t)-f(i(t) ,t) II ~ r. 
O~t~2rr 
Noem verder nog ~(x,t) = f (x,t). 
X 
Wanneer er nu een o > 0 en O < K < 1 bestaat met 
(4.14a) Do= {x I llx-i(t)II ~ o Vt E JR}, 
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(4.14b) H~(x,t)-A(t)D s:, te:lR,xe:D0 , 
(4.14c) Mr/(1-K) S o. 
Dan heeft (4.8) een unieke 2~-periodiek oplossirig x = x(t) in D0 en deze 
oplossing ligt geisoleerd. Verder geldt dat 
(4.15) max llx(t)-x(t) U s 1~: • 
OStS2~ 
D 
De methode van Urabe behoeft op de stelsels die wij bekijken enige aanpas-
sing. Het is duidelijk dat in het algemeen deze stelling niet zonder de hulp 
van de computer kan warden toegepast. 
Een bezwaar is tevens dat stelling 4.3 een benadering eist die 2~-pe-
riodiek is terwijl de methode uit het begin van dlt hoofdstuk een oplossing 
levert die bijna 2~-periodiek is. Van nut is ens wel de door de geitereer-
de Poincare-afbeelding berekende beginwaarde, welke een benadering van het 
dekpunt is en waarvan de corresponderende oplossing met de Runge-Kutta 
methode van het vorige hoofdstuk met voldoende nauwkeurigheid bepaald kan 
warden. Deze oplossing kan benaderd worden door een afgebroken Fourierreeks, 
waarvan de coefficienten uit een aantal op verschillende tijdstippen geeva-
lueerde waarden van de oplossing bepaald kan warden, zie [21,p.112]. Deze 
methode levert een benaderende oplossing met een periode van 2~ waarop we 
nu stelling 4.3 kunnen toepassen. Een en ander zal in het hoofdstuk 5 uitge-
breid warden beschreven en vervolgens voor enkele expliciete voorbeelden 
warden berekend. 
5. DE AANGEDREVEN·VOLTERRA.:.VERHULSTVERGELIJKING 
5.1. Toepassing van de methode van Urabe 
We zoeken subharmonische oplossingen van het stelsel (1.6) in een ge-
geven compact gebied en passen hierop de methode van Urabe toe. 
Aangezien stelling 4.3 een 2~-periodiek systeem vereist dienen we het 
rover-prooisysteem (1.61 te transformeren tot 
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(5. la) dxl aT dt = 2n x 1 (l+y cos(tT)-nx1-x2), 
(5. lb) dx2 ST dt = 2n x2(-l+x1)' T E lN 
door de tijdtransformatie t = ~! uit te voeren·. Het is duidelijk dat wan-
neer (5.1) een 2n-periodieke oplossing heeft dat dan (1.6) een subharmo.-
nische oplossing bezit van orde T. Voor het systeem (5.1) kunnen we de voor-
waarden (4.14) van stelling 4.3 verifieren. Laat eerst de matrix A(t) de 
Jacobiaan $ van (5.1) zijn in de 2n-periodieke benadering x(t). 
(5.2) 
Voor voorwaarde (4.14b) verkrijgen we de volgende afschatting 
(5. 3) 
2 2 2 2 2 (a +S ) (x1--x1 (t)) +S (x2-x2 (t)) } :,; 
T2 2 2 2 2 2 2 - 2 - 2 
--2 {max(2a +S ,a +S +Sn a )}{(x1-x1 (t)) +(x2-x2 (t)) }. 
4n 
(5. 4) 
dan levert (5.3) met (5.4) de ongelijkheid 
(5. 5) 11$(x,t)-$(x,t)II < oTlq 
- 2n 
2 2 2 2 2 2 q = max(2a +S ,a +S +Bn a). 
Er wordt aan voorwaarde (4.14) voldaan wanneer er een o > 0 en een K, 
0 < K < 1, bestaan zodanig dat geldt 
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(5.6) en ~< 0 1-K - • 
Mr Stel voor het gemak l-K = o. Nu gaat (5.6) over in 
(5. 7) 
rTM2lq Definieer nags=----=- dan wordt aan (4.14) voldaan wanneer 21T 
(5. 8) 
We hebben aangetoond dater in D0 een unieke geisoleerde subharmonische 
oplossing bestaat met periode 21T van (5.1) mits er geldt dat de multiplica-
toren van y = A(t) y ongelijk een zijn. 
Uit (5.7) zien we dat voor gegeven parameters van (5.1) de waarde van 
2 
rM beslissend is voor het voldoen aan deze ongelijkheid. Aangezien r bepaald 
wordt door de nauwkeur.igheid van de benadering x(t) kan een succesvolle toe-
passing van de methode van Urabe slechts gerealiseerd warden wanneer x(t) 
voldoende nauwkeurig is berekend. Voor een 21r-periodieke benadering van de 
21r-periodieke oplossing van (5.1) gebruiken we, zeals voorgesteld, het tri-
goniometrische vectorpolynoom 
(5.9) 
m 
x<t;m> = a0 + I ca2n_1sin nt+a2n cos nt>. 
n=1 
Door (5.9) in te vullen in (5.1) zouden we numeriek de Fouriercoefficienten 
van een periodieke oplossingen kunnen berekenen met de methode van GALERKIN, 
zie [21,p.108]. Het blijkt echter zo te zijn dat van het stelsel niet-li-
neaire algebraische vergelijkingen voor de coefficienten in het bijzonder 
die oplossingen die corresponderen met een subharmonische oplossing moei-
lijk te vinden zijn. Het is daarom dat we de in paragraaf 4.2 voorgestelde 
methode volgen en uitgaan van een voldoende nauwkeurige numerieke oplossing 
met een beginpunt dat voldoende dicht bij het dekpunt ligt. De coefficien-
ten van de Fourierreeks kunnen dan bepaald warden door de numerieke oplos-
sing op een aantal tijdstippen te evalueren. 
Om M te kunnen schatten lessen we het beginwaardeprobleem 
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(5.10) •·• = ~(x(t1m),t)t, t(O) = E, 0 < t S 2v 
numeriek op. We kunnen dan uit (4.11) de matrix H(t,s) bepalen en vervolgens 
(4.12) oplossen met behulp van de regel Regel van Simpson en de Runge-Kutta-
methode. 
Als afschatting van r gebruiken we het maximum van de verschilfunctie 
llx 1 (t1m)-f(x(t1m) ,t)II voor m voldoende groot, dat wil zeggen over een vol-
doend aantal punten berekend. 
Eventuele asymptotische stabiliteit van een periodieke oplossing kun-
nen we onderzoeken uit (5.10) doordat deze de afgeleide naar t van de exac-
te oplossing benadert. De multiplicatoren van het lineaire systeem (5.10) 
zijn de eigenwaarden van t(2v) welke met de hand kunnen worden berekend. 
5.2. Numerieke resultaten 
We beperken ons tot de klasse van (5.1) met een kleine Verhulstterm, 
0 < n << 1. Voor een autonoom systeem, dat wil zeggen y = O, betekent dit 
dat de oplossingen langzaam uitdempen. Rond het evenwichtspunt (x1 ,x2 ) = 
(1,1-n) hebben deze oplossingen een periode van ongeveer Jn~· De periode 
neemt naar buiten toe met de amplitude. Wanneer we nu een voldoend grate 
aandrijfterm introduceren dan zullen er asymptotisch stabiele oplossingen 
verschijnen met periode T = 1, k,k+l,k+2, waarin k afhangt van de waarde 
nB. We berekenden zulke perioden voor de volgende voorbeelden (zie tabel 
5. 1) • 
-
n B y n 21T/ ✓ns 
Voorbeeld 5 .1 4.539 1.068 .25 .0025 2.85 
voorbeeld 5.2 3.4 .8 .25 .0025 3.81 
Tabel 5.1. De parameters van twee voorbeelden. 
De resultaten van voorbeeld 5.1 en 5.2 staan in tabel 5.2. 
In alle gevallen is existentie bewezen met behulp van de methode van 
Urabe. Ter illustratie hebben we in de Appendix de Fouriercoefficienten 
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van de stabiele oplossingen uit voorbeeld 5.2 opgenomen. 
x 1 (0) 
T 
x 2 (0) 
Multiplicatoren M r t; ( <¼) 
1 0.98961058 -0.59+0.80i 8.5 2. 10-9 1.5.10 -7 
-0. 963138653 STABIEL 
3 0.407008521 0.76+0.62i 67 10-8 1.4.10 
-4 
-1.484111304 STABIEL 
3 0.40555853 1. 51, 0.64 54 6. 10-9 1. 8 .10 
-5 
1.05763779 INSTABIEL 
4 0.095179161 -0.37+ 0.90i 1245 10-8 
-2 1. 6. 10 
-0.2697495821 STABIEL 
voorbeeld 5.1 
T 
x 1 (0) 
x 2 (0) 
Multiplicatoren M r t; ( <¼) 
1 0.9948671 -0.08+ 0.99i 10 10-6 7.8.10 -5 
-0.9791929 STABIEL 
4 0.682447607 0.93+ 0.32i 145 10-7 6.6.10 -3 
1.528681362 STABIEL 
4 0.447779739 1.32, 0.73 162 2. 10 - 9 -4 1.6.10 
1.306031262 INSTABIEL 
5 0.0415914697 0.20+ 0.96i 657 5.10-9 8.4.10 -3 
-0.5085066681 STABIEL 
voorbeeld 5.2 
Tabel 5.2. Enkele periodieke oplossingen uit voorbeeld 5.1 en voor-
beeld 5.2. 
Figuur 5.1. toont de functionaal V van voorbeeld 5.1 voor n = 1,2,3,4 aan-
n 
gegeven door hoogtelijnen. We zien bij v 3 en v 4 duidelijk nieuwe kuiltjes 
verschijnen di1e overeenkomen met oplossingen die respectievelijk periode 
3 en 4 bezitten. 
0 
2 
0 
V (x) 1 
,r 5 1. Figuu • 
2 
V (x) ] 
] 
V4(X) 
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Wanneer we eenmaal de stabiele en instabiele oplossingen met periode T ken-
nen dan is het eenvoudig het attractiegebied van de stabiele oplossing met 
periode T te bepalen. We passen de tijdstransformatie t = -t toe en inte-
greren over zeer kleine stapjes vanuit het instabiele zadelpunt. De attrac-
tiegebieden tekenen zich dan af. Deze methode is voorgesteld door 
HAYASHI [8] en hier uitgewerkt voor beide voorbeelden op tijdstip t = O. 
(zie figuur 5.2) 
2 
0 
2 
0 
Fiquur 5.2. 
1 
2 
voorbeeld 1 
2 
Voorbeeld 2 
3 
3 
~ orde 3 
7///, orde 4 
1111111 orde 5 
~ 
1/////, 
orde 4 
orde 5 
orde 6 
x+ 1 
De attractieqebieden in het fasevlak oo t = n_ 
Als laatste geven we de asymptotisch stabiele periodieke oplossingen van 
voorbeeld 5.2 als functie van de tijd in figuur 5.3 
1 
0 
0 5 10 t-+- 15 
2 
1 
0 
0 5 10 t-+- 15 
6 
5 
T = 5 
4 
3 
2 
1 
0 
0 5 10 t+ 15 
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Figuur 5.3. Stabiele (sub)harmonische oplossingen van voorbeeld 5.2. 
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5.3. Periodieke verschijnselen in de populatiedynamica 
In het bovenstaande hebben we de existentie bewezen van asymptotisch 
stabiele subharmonische oplossingen van het aangedreven Volterra-Lotka 
systeem (1.6). Dit model dient om fluctuaties te beschrijven in de dicht-
heden van rovers en prooidieren die een vaste periode doorlopen. In de si-
mulatie wordt rekening gehouden met de invloed van de seizoenen op de aan-
was van de prooidieren. Het gegeven dat we met het model (1.6) asymptotisch 
stabiele subharmonische oplossingen verkrijgen met redelijk grote attractie-
gebieden, afhankelijk van de parameters, ondersteunt het vermoeden dat meer-
jaarlijkse cycli in rover-prooi systemen een gevolg zijn van seizoensinvloe-
den. Men kan in plaats van aan rover-prooi systemen ook aan een plant-herbi-
voor wisselwerking denken. Hieruit kunnen we de 5-jaarlijkse cyclus van de 
haas verklaren wanneer men bedenkt dat de groei van het gras aan seizoenen 
gebonden is. 
We verwachten dat wanneer we de andere parameters in het systeem pe-
riodiek varieren het systeem een kwalitatief gelijk gedrag vertoont. Als we 
bijvoorbeeld de parameters bend periodiek in de tijd laten zijn dan kun-
nen we wellicht dit model gebruiken om het periodiek voorkomen van epide-
mien te verklaren. Voor dit probleem kiezen we dan x de dichtheid van de 
vatbaren en y de dichtheid van de infectieve populatie. Het periodiek zijn 
van bend wordt dan veroorzaakt door de seizoensgevoeligheid van de be-
smettelijkheid. Als voorbeeld noemen we de 2-jaarlijkse cyclus van de mazelen 
of de 3-jaarlijkse periode waarmee rabies ender vossen uitbreekt. 
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APPENDIX 
Fouriercoefficienten vanenkele stabiele oplossingen 
In tabellen A.1, A.2 en A.3 warden de Fourier-coefficienten gegeven van de 
periodieke benadering 
(A.1) 
m 
x(t;m) = a0 + l (a2n_ 1sin nt+a2n cos nt) 
n=l 
van de stabiele oplossingen met beginwaarden, respectievelijk periode 
(i) (0.9948671, 0.9791929), T = 1 
(ii) (0.682447607, 1.528681362), T = 4 
(iii) (0.0415914697,0.508506681), T = 5 
voor het stelsel van paragraaf 5.2 (voorbeeld 5.2) 
(A. 2a) 
dx 
--
1 = 3• 4T x (1+0 25 cos(tT)-0.0025x1-x2), dt 2,r 1 • 
(A. 2b) dx2 0.8T dt = ~ x2 (- l +x 1) · 
xl 
n a2n-1 a2n a 2n-1 
0 +0.9999999747 
1 +0.144il617829 +O, 0002101385 +0.0000298262 
2 -U.UOOU04U936 -0.0053469538 -0.0003397902 
3 -0.0001347998 +0.0000013538 +O.OOOU031910 
·4 +O.UU00000783 +U.0000026325 +O.U000000702 
s +O.UUOOOUU373 -o .·0000000030 -0.0000000005 
6 -0.0000000047 -0.0000000004 +O.OUOUOOOOll 
7 -o.ooouuoou4o +O.OUUUUU0002 +O.OOOUOOU009 
8 -o.ououuoouJs +O.UUUUUOOUOl +U,UOUOUUOUOtl 
9 -o.uouuoouuJl +u.uouuuuuuo1 +o.uuoouuuuu7 
10 -o.ovuoouou2a +O,OOOOOUOUUl +0,000000UOU6 
11 -O,OOUU000025 +0,0UOUOUOUOl +O,UUOOUOOUU6 
12 -u.ououoouu23 +O.OOOOOUUUOl +o.ouuuouoous 
13 -o.ouuuuuoo21 +o.ouuouooooo +o.ooouououos 
14 -0.0000000020 +0.0000000000 +o .uuouo·oouos 
15 -O.OiJUUUUU018 +o .ooou·uuuouo +O.OOOOUOUU04 
16 -o.oououuuu11 +0.0000000000 +0.0000000004 
17 -0.0000000016 +0.0000000000 +0.0000000004 
18 -d.000000001s +o.ouoouuoooo +0.0000000004 
19 -0.000000UUlS +0.0000000000 +0.0000000003 
20 -0.0000000014 +0.0000000000 +0.0000000003 
x2 
a2n 
+U.9':174':199744 
-O.Ul83974tHlU 
+U.0000850384 
+0.0000054484 
-O.UUOUUOU834 
-0.000ll000004 
+O.OOOOUUOUOl 
+0.0000000001 
+O,UUOOUUOUOl 
+u.ouuuuuuouu 
+u.ouuuuuouoo 
+u.ooouoooouu 
+o.uuoooouuoo 
+o.uuoouuouoo 
+0.0000000000 
+o.ouuouooooo 
+u.0000000000 
+0.0000000000 
+0.0000000000 
+0.0000000000 
+0.0000000000 
Tabel A.1. De Fouriercoefficienten van (A.1) voor (i) 
xl x2 
n a 2n-1 a2n a2n-1 a2n 
0 +l.OOOlJ000013 +0. 9974999999· 
1 -0.9622451387 +0.0648068571 +O .009564099:· ► O .4tH6134597 
2 -0.1382236910 -0.3267576078 
-o. 08·20 80514 3 +0.0873176896 
3 +0.086020016U -O.l4~U412609 
-0.0430402031 -0.0006217273 
4 +0.1U09o8l823 +O .01127090"/3 
-O.OU61555672 -0.0262776376 
5 +0.0Ud!:1454017 +O.Od4UOOU764 +0.007'J34U482 -U.Ou76593573 
6 -0.02780d6520 +0.0139154431:l +0.0041802305 +0.00lltl520375 
7 -0.0109893594 -0.0067524936 +0.0006328634 +0.0016383253 
8 +0.0005247687 
-0.0090149485 -0.0006352024 +U.UOllbl32591 
9 +0.0039392432 -U.UU01l234438 -0.0003738373 
-0.0001070821 
10 +U .0008671839 +0,0012333857 
-0.0000473b36 -0,000151ld~30 
11 -u .0002507126 +O.OU055ltl696 +ll.0000470499 
-0.00005342dl 
12 -0,0003339418 +0.0000163308 +O .OUOiJ313112 +O.UiJOOOtl2777 
13 -U.UU00556142 -u .0001314U73 +O.UOU0036618 +0.0000139547 
14 +0.0000358325 -0.0000416749 -o.uouoo44443 +0.0000045214 
15 +O.OU00219168 +O ;OUUU039368 -0 ,0000026969 -o.ooooou6515 
16 +0.0000030579 +0.0000102062 -U.0000003190 -o .0000011863 
17 -0.0000033390 +o.oouuo2n32 +0.0000003896 -0,0000003803 
18 -0.0000016687 -0.0000006033 +0.0000002307 +0.0000000657 
19 -0.0000001390 -O.UOU0007232 +O.OOUOU0025!.l +0.0000001023 
20 +0.0000002556 -O.OUUOJU204U -O.OOOU00033d +0.0000000320 
21 +0.0000001251 +0.0UOUOOU547 -0.0000000196 -0.0000000061 
22 +O.OOUUU00064 +0.0000000565 -0.0000000020 -0 .OOOOOOOO!l8 
23 -0.0000000193 +0.0000000146 +0.0000000029 -0.0000000026 
24 -o.00001rnuo95 -0.0000000043 +0.0000000016 +0.0000000006 
25 -0.0000000004 -0.0000000044 +0.0000000001 +o.ooouoouooa 
Tabel A.2. De Fouriercoefficienten van (A.1) voor (ii) 
:x:1 x2 
n 
a2n-1 a2n a?.n-1 a?.n 
0 +l.OUOUUUOOi.JU +Ll. 9':175uOOUUO 
l +0.8557667394 -l.4747'/250'J2 -0. 70848%502 -u. 6684258394 
2 -U.9829575333 +0.7320035154 +U. Jb5'.:Hl84U51 +0.2783880116 
3 +U. 7920555005 -U .2dUtl6tl4Utl3 -O.l954u69700 -0 .16273u4226 
4 -U.5984707461 +u.U74dtl9d842 +0.1075039265 +0 .10':115JU82tl 
5 +O. 450U4':l467G +U.OSU69733tl3 -U ,0579822019 -u .07709':1Jtl97 
6 -0.2':105276190 -0 .U441U5054 +0.0297901729 +U.U53563tl932 
7 +u .1606275376 +O .1371204357 -o .01434 76210 -U .UJ6o9·tlU418 
8 -0.0812220181 -0.1099997832 +U. 0 U 5 9 78 tl 9 91 +0. 024U496676 
9 +0.037b562334 +O.Otlll879192 -o. 0015925323 -O.Ol65~btJ445 
10 -0 .Ol34tl899ll -U.0577956087 -0.0005361782 +O.Ol0d92tl973 
11 +U.0007376929 +0.0386256007 +0.00137d5951 -O.OU7UU98387 
12 +0.0042tll7751 -U,0244044178 -O.OU15623Jtl6 +U. 0044217752 
13 -U .U05444571U +0.0149437552 +0.00143':15731 -0.0027255876 
14 +O .U050dl36Ul -0. OU 8':i3283 72 -0. 00ll'J95237 +0.0U16343734 
15 -U.0042143545 +0 .0051633279 +O.OU0939U7d6 -O.UU0946<:1829 
16 +0.0032367022 -0,0028495702 -0.0007033557 +O. 0005248745 
17 -U,0023613254 +0.0014916222 +U ,0005091187 -o. 000272':1433 
18 +U,0016659456 -u. 0007206499 -0,0003581732 +0.0001277978 
19 -0 .0011450tl21 +0.0002973584 +O ,0002457209 -0.0000480144 
20 +0.0007683542 -U .OOOU77U2d2 -O.U001646tll2 +O.OUUOU7U706 
21 -0 .U005U3721J -U.UOU02695ld +O ,0001078958 +O .OOU011634 7 
22 +O .0003229642 +U.0000675451 -U.UOUU69U824 -O.UU00ltl22d4 
23 -u. 0002023091 -0.000075b700 +U.0000431621 +0.000018695':I 
24 +0.0001234733 +0.0000693143 -o .0000262411 -0.0000164415 
25 -o .0000730':126 -0.0000572403 +O.OUUU154486 +0.0000133009 
26 +0.0000416684 +0.0000444046 -0.0000087341 -0.0000101883 
27 -O.OOOU225U62 -0,0000329594 +0.0000046722 +0,0000074':170 
28 +U.0000113564 +0.0U002363o3 -0.0000022':154 -0.0000053425 
2':) 
-0.0000050038 -U.UU00164728 +O.OOUU009624 +U.0000037044 
30 +O .0000015989 +U .0000111':102 -O.OOOJUU2577 -0.0000025059 
31 +0.0000000823 -O.OUOOU74226 -O.OUOOOOU817 +O.UOUOU16560 
32 :-0.0000007964 +0.0000048098 +0 .0000002180 -0.0000010692 
33 +O.OOOU0099o6 -0.0000030426 -0.0000002483 +O. UOUOOU67 B 
34 -O.OOOUUU':1530 +U.0000018753 +O .OUOOOQ22d7 -u. 0000004135 
35 +0.U000008065 -0 .0000011222 -u.uoouuu19uo +O.OOUu002463 
36 -U.OUOU006361 +0.000000647':I +O.OUOU00148l -0.0UUUU01412 
37 +0 .OOUOOU4 779 -o • 0 U OU O 0·3 5 7 0 -O.OU0000ll04 +O.OOOUUOU771 
Ja -U.UUOOOOJ461 +U .0000001840 +U. 0000 UGO-✓ 9 5 -0 .UUUOOJOJH 
39 +0,0000002432 -0.0000000848 -O.UUOUOU0556 +O.OOOOUOU175 
40 -0.0UOOUUlb65 +O.OOOUU003U7 +O.OUOUOOU379 -o.oooouuou58 
41 +O .0000001112 -U.0000000033 -0.0000000252 +0.0000000000 
42 -0.0000000726 -O.UOOUOOUU90 +O.OUOOOU0164 +0,UOOUOOU025 
43 +O.OOU0000462 HJ .UOOOUOU131 -0.0000000104 -O.OUOOUOU033 
44 -o.oououuo207 -0 .OUUUJi.HJ132 +u.ouuouuuo&5 +O.OUOOUOU032 
45 +O.UUOOOU0173 +0.0lJ00000114 -0.0000000039 -O.OOOOUOOU27 
46 -0.0UOUOOOlUl -0.0000000092 +O.OuOOOOUU23 +0,00UOUOUU21 
47 +0.0000000057 +0.0UUUUU0070 -0.0000000013 -U.UOUOUOU016 
48 -0.0000000030 -0.0000000051 +0.0000000007 +0,0000000012 
49 +0.0000UU0014 +o .0000.000035 -U.0000000003 -o.oouoooouoa 
50 -0.0000000006 -0,0000000025 +O.UUOOOOOOOl +U.OOOU000006 
51 +O.OOUOOOUOOl +O.UOOUOOU017 -0.0000000000 -0.0000000004 
52 +0.0000000001 -o.ooouuooun -u.ooooououoo +O.OOOUU00003 
53 -0.0000000002 +0.0000000007 +0.0000000000 -0.0000000002 
54 +O.OOOOOOU002 -O.OOUU000004 -0.0000000000 +O.OOUJOOOOOl 
55 -0.0000000002 +0.0000000003 +0.0000000000 -0.0000000001 
Tabel A.3. De Fouriercoefficienten van (A.1) voor (iii) 

