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Chapter 1
Introduction
Life times and failure times of individuals or technical units are considered in
many areas, e.g. in the analysis of product or system reliability (cf. Meeker
and Escobar [1998]). In the stochastic modeling, such life or failure times are
represented by random variables resp. their distributions. Ageing properties
are an important component in the analysis of life time distributions.
Positive ageing denotes the adverse effect of age on life times. It may be caused
by wearout or fatigue. A positive ageing class contains life time distributions
that show a characteristic behavior of positive ageing. Ageing properties are
often expressed in terms of the residual life time (cf. p. 14) of units of different
ages. In particular, a probability distribution may belong to a certain posi-
tive ageing class if the (random) residual life time of the corresponding unit
decreases with increasing age. Thus, it is necessary to compare probability
distributions. For this reason, stochastic orders are an important tool for the
analysis of ageing concepts. Standard monographs dealing with this subject
are Mu¨ller and Stoyan [2002] and Shaked and Shanthikumar [2007].
The best studied (univariate) ageing class is the IFR (increasing failure rate)
class. A life time distribution with survival function F¯ belongs to this class if
the residual life time of a unit of less age dominates the residual life time of a
unit of greater age with respect to the stochastic order ¤st or equivalently if
F¯ px  tqF¯ psq ¤ F¯ px  sqF¯ ptq for 0 ¤ s ¤ t, x ¥ 0
(cf. p. 9 and p. 14). Distributions with a Lebesgue density belong to the IFR
class if and only if their hazard rates (cf. p. 14) are increasing (cf. Barlow
and Proschan [1978]). Given that a unit with an IFR life time has survived
until time t ¡ 0, the probability that it fails in the next h ¡ 0 units of time
1
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increases in t. Life times with IFR distributions occur in many situations. Ex-
amples are failure times of diverse mechanical units and life times of humans
after some initial period (cf. Barlow and Proschan [1978] and Crowder et al.
[1991]).
Besides the IFR class, there is a variety of different (positive) ageing classes
introduced in the literature. In particular, closure properties of these classes
with respect to the formation of coherent systems, convolutions and mixtures
are considered. For details, we refer, e.g., to Barlow and Proschan [1978].
It is worth mentioning that the IFR class is not closed under the formation
of coherent systems with independent components. The smallest (univariate)
class that contains the exponential distributions and that is closed under the
formation of coherent systems with independent components and under limits
in distribution is the IFRA (increasing failure rate average) class (cf. Barlow
and Proschan [1978]). Notice that exponential distributions are the only dis-
tributions with a constant hazard rate. Therefore, they play an exceptional
role. For example, exponential distributions belong to the IFR class and to
the DFR (decreasing failure rate) class. The latter is a negative ageing class.
Negative ageing is the dual concept to positive ageing and denotes the bene-
ficial effect of age on random life times.
The treatment of ageing concepts is predominantly restricted to univariate
properties. Nevertheless, there were different approaches to find suitable mul-
tivariate versions of existing univariate classes (cf., e.g., Marshall [1975], Block
and Savits [1980], Savits [1985] or Marshall and Shaked [1986]). We summa-
rize some of these approaches in Section 2.4.
Besides the behavior of ageing, the structure of dependence is of interest in the
analysis of vectors of random life times. In many situations where several life
times are considered simultaneously, it is not realistic to assume independence
of the life times. Dependence arises since the considered units are influenced
by similar environmental conditions and loads. We may think of clinical tri-
als where life times of family members are analyzed or of technical systems
consisting of several components (cf. Barlow and Proschan [1978] and Meeker
and Escobar [1998]).
Positive dependence describes the tendency of components of a random vector
to assume concordant values. There is a variety of positive dependence no-
tions that measure this tendency, e.g. association or the MTP2 (multivariate
totally positive of order two) property. For detailed information on MTP2
functions, we refer to Karlin and Rinott [1980].
As for ageing properties, dual concepts of negative dependence exist for most
of the positive dependence notions. Throughout this thesis, we concentrate
on positive ageing and positive dependence. In particular, several stochastic
3models are analyzed with respect to certain positive ageing and dependence
properties.
Our focus lies on models of ordered random variables like order statistics and
record values. In many (statistical) applications, observations appear in an
ascending order of magnitude or highest values are of interest. Examples are
failure times of components forming a technical system or extreme weather
conditions (cf. Barlow and Proschan [1978] and Chandler [1952]). For this
reason, order statistics and related models were extensively studied in the last
50 years. Monographs concerning order statistics are David and Nagaraja
[2003] and Arnold et al. [1992]. For detailed information on record values, we
refer to Arnold et al. [1998] and Nevzorov [2001].
Now, we shortly introduce the model of order statistics and record values.
Let X1, . . . , Xn, n P N, be real valued random variables. Then, the corre-
sponding (ordinary) order statistics X1:n, . . . , Xn:n are random variables with
pX1:n, . . . , Xn:nq  T pX1, . . . , Xnq for a measurable function T : Rn Ñ Rn
such that T px1, . . . , xnq  px1:n, . . . , xn:nq is a permutation of px1, . . . , xnq P
Rn with x1:n ¤    ¤ xn:n. Order statistics are related to series systems, par-
allel systems, and k-out-of-n-systems. A series system consisting of n compo-
nents works as long as all components work, a parallel system works as long
as at least one of its components works. A k-out-of-n-system (k P t1, . . . , nu)
works as long as at least k of its n components work (or equivalently, not more
than n  k components fail). Thus, the system’s survival time of a k-out-of-
n-system coincides with the order statistic Xnk 1:n. A more general model
of ordered random variables including (ordinary) order statistics are progres-
sively (Type II) censored order statistics (cf. Balakrishnan and Aggarwala
[2000], Balakrishnan [2007]).
Now, let pXiqiPN be a sequence of real valued random variables. Then,
Lp1q  1 and
Lpn  1q  mintj ¡ Lpnq | Xj ¡ XLpnqu , n P N,
are called record times and XLpnq, n P N, are called record values. (Notice
that we define minH  8 and X8  8.) More general, for k P N, the
random variables XLkpnq:Lkpnq k1, n P N, defined via the k-th record times
Lkp1q  1 and
Lkpn  1q  mintj P N | Xj:j k1 ¡ XLkpnq:Lkpnq k1u , n P N,
are called k-th record values.
Generalized order statistics, introduced by Udo Kamps in 1995 (cf. Kamps
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[1995a,b]), serve as a unified approach to several models of ordered random
variables. Ordinary order statistics, progressively (Type II) censored order
statistics and record values from iid (independent and identically distributed)
sequences are contained in the model of generalized order statistics. (For a
definition and properties, we refer to Section 3.1, p. 33.)
It is well known that order statistics and record values from iid (independent
and identically distributed) sequences inherit the IFR (IFRA, NBU) prop-
erty from the distribution of the underlying random variables (cf. Barlow and
Proschan [1978], Dharmadhikari and Joag-Dev [1988] and Gupta and Kirmani
[1988]). In this thesis, we give generalizations of these results. In particular,
we consider the closure of ordered random variables with respect to multivari-
ate ageing classes.
Outline
We end this chapter by presenting an outline of this thesis and giving some
notations and conventions.
In the second chapter, we introduce univariate and multivariate stochastic or-
ders, e.g. the stochastic order and the likelihood ratio order. Afterwards, we
give definitions of univariate and multivariate ageing and dependence classes.
We show up properties of these classes and relations between them.
In the third chapter, four stochastic models are presented. First of all, the
model of generalized order statistics is considered. After giving some relevant
properties of generalized order statistics, we focus on mixture models. The
third stochastic model considered in this thesis are (ordinary) order statistics
and record values from exchangeable sequences. Random variables which form
an infinite sequence Z1, Z2, . . . are called exchangeable if, for every n P N, all n!
permutations of the random variables Z1, . . . , Zn have the same n-dimensional
distribution. We will see that, under certain conditions, order statistics (resp.
record values) from exchangeable sequences can be written as mixtures of or-
der statistics (resp. record values) from iid sequences. Thus, the third model
we are dealing with is connected to the two previous ones.
At the end of the third chapter, we introduce the model of progressively
Type II censored order statistics from INID (independent and not necessarily
identically distributed) random variables. Notice that progressively Type II
censored order statistics from iid random variables are contained in the model
of generalized order statistics.
The main part of the fourth chapter concerns ageing properties of general-
ized order statistics. We focus on multivariate IFR, IFRA and NBU classes
and give conditions which ensure that vectors of generalized order statistics
5belong to these classes. Furthermore, we examine whether generalized order
statistics belong to the (univariate) NBU(2) and NBUC classes. In the last
two sections of the fourth chapter, some results concerning the preservation
of ageing properties under mixtures are presented.
The fifth chapter deals with the dependence structure of the four models in-
troduced in the third chapter. The dependence structure of generalized order
statistics was analyzed in Cramer [2006]. There, it is proved that vectors of
generalized order statistics based on a continuous distribution function have
the MTP2 property. Mixture models and their structure of dependence were
already discussed in the literature as well (cf. Marshall and Olkin [1990],
Shaked and Spizzichino [1998] or Belzunce and Semeraro [2004]). We give
some new results with respect to several dependence classes. For example, we
show that a n-dimensional random vector X with mixture distribution
P pX P Aq 
»
R
P pXpuq P AqdPU puq , A P BpRnq,
is MTP2 if the distributions of Xpuq increase or decrease in u P R with respect
to the likelihood ratio order. We apply this result in Section 5.2.4 where an
extension of the proportional hazards regression model is considered. We show
that a random vector which is distributed according to this extended model
has the MTP2 property.
In Section 5.3, the mixture representation for order statistics (resp. record val-
ues) from exchangeable sequences allows us to deduce dependence properties
for this model from general mixture results and from appropriate results for
generalized order statistics. In the last section of the fifth chapter, the depen-
dence structure of progressively Type II censored order statistics from INID
random variables is analyzed. A main result in this section is that vectors of
progressively Type II censored order statistics from INID random variables
are associated.
In the appendix, we present some results on conditional distributions applied
in this thesis.
Notations and conventions
In this work, pΩ,F , P q denotes an arbitrary (but fixed) probability space.
Occurring random variables are defined on pΩ,F , P q, if not stated otherwise.
For x  px1, . . . , xnq P Rn, y  py1, . . . , ynq P Rn, we define
x ¤ y :ô xi ¤ yi, 1 ¤ i ¤ n .
With increasing (decreasing) functions, we refer to non-decreasing (non-
increasing) functions.
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We often neglect sets of measure zero if this does not lead to ambiguities.
In particular, we repeatedly use conditional distributions without mentioning
the null set on which they are possibly not uniquely defined.
List of symbols and notations
N t1, 2, 3, . . .u
N0 t0, 1, 2, 3, . . .u
R p8,8q
R  r0,8q
Rn, Rn  tpx1, . . . , xnq| xi P RpR q, 1 ¤ i ¤ nu
R¯ RY t8u
1  1n p1, . . . , 1q P Rn, n P N
1A indicator function of a set A
BpAq Borel-σ-algebra over A  Rn, n P N
λn n-dimensional Lebesgue measure on pRn,BpRnqq, n P N
ln logarithmus naturalis
x^ y pminpx1, y1q, . . . ,minpxn, ynqq P Rn,
x  px1, . . . , xnq, y  py1, . . . , ynq P Rn, n P N
x_ y pmaxpx1, y1q, . . . ,maxpxn, ynqq P Rn,
x  px1, . . . , xnq, y  py1, . . . , ynq P Rn, n P N
x  x_ 0, x P R
xtr transposed vector of x P Rn, n P N
αA tpαa1, . . . , αanq | pa1, . . . , anq P Au, α P R, A  Rn, n P N
A  x tpa1   x1, . . . , an   xnq | pa1, . . . , anq P Au,
x  px1, . . . , xnq P Rn, A  Rn, n P N
A  t A  1  t  tpa1   t, . . . , an   tq | pa1, . . . , anq P Au,
t P R, A  Rn, n P N
Ac complement of a set A
|A| number of elements of a (finite) set A
supp X support of X
X  F X is a random variable with distribution function F
PX distribution of the random variable X,
i.e., PXp.q  P pX P .q  P pX1p.qq
X st Y PX  PY
µ1 b µ2 product measure of µ1 and µ2
Exp(λ) exponential distribution with Lebesgue density
fpxq  λ exppλxq, x ¥ 0, λ ¡ 0
Wei(λ, α) Weibull distribution with Lebesgue density
fpxq  λαxα1 exppλxαq, x ¥ 0, λ, α ¡ 0
7Γpλ, α) gamma distribution with Lebesgue density
fpxq  λαΓpαqxα1 exppλxq, x ¥ 0, λ, α ¡ 0,
Γpαq  ³8
0
xα1 exppxqdx
Rra, bs uniform distribution on ra, bs, a, b P R, a   b
: equal per definition
iff if and only if
a.a. almost all
OS order statistics
GOS generalized order statistics
iid independent and identically distributed
INID independent and not (necessarily) identically distributed
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Chapter 2
Ageing and dependence
concepts
In this chapter, we introduce some stochastic orders and their properties.
Then, using these orders, we define both univariate and multivariate ageing
properties of distributions. In the last section of this chapter, some dependence
notions are introduced. Once more, stochastic orders play an important role.
2.1 Stochastic orders
2.1.1 Some univariate stochastic orders
The following definitions are taken from Mu¨ller and Stoyan [2002].
Definition 2.1 Let X,Y be real valued random variables on a probability
space pΩ,F , P q and let F¯X , F¯Y be their survival functions. If
EpfpXqq ¤ EpfpY qq
(a) for all increasing functions f : R Ñ R (such that the expectations exist),
then X is smaller than Y with respect to the stochastic order (notation:
X ¤st Y ).
(b) for all increasing convex functions f : R Ñ R (such that the expectations
exist), then X is smaller than Y with respect to the increasing convex
order (notation: X ¤icx Y ).
9
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(c) for all increasing concave functions f : RÑ R (such that the expectations
exist), then X is smaller than Y with respect to the increasing concave
order (notation: X ¤icv Y ).
Remark 2.2
(a) The following implications are obvious from Definition 2.1:
X ¤st Y ùñ X ¤icx Y and X ¤st Y ùñ X ¤icv Y .
(b) According to Mu¨ller and Stoyan [2002] (p. 4), the following statements
are equivalent:
(1) X ¤st Y ,
(2) EpfpXqq ¤ EpfpY qq for all bounded increasing functions f : RÑ R,
(3) F¯Xpxq ¤ F¯Y pxq for all x P R,
(4) FXpxq ¥ FY pxq for all x P R.
(c) For random variables X, Y with finite expectations EpXq, EpY q, the fol-
lowing equivalence holds:
X ¤icx Y ô
» 8
t
F¯Xpxqdx ¤
» 8
t
F¯Y pxqdx for all t P R.
If, in addition, X and Y are non-negative, then
X ¤icv Y ô
» t
0
F¯Xpxqdx ¤
» t
0
F¯Y pxqdx for all t ¥ 0
(cf. Mu¨ller and Stoyan [2002], p. 18 or Shaked and Shanthikumar [2007],
p. 183). Note that for t P R:» 8
t
F¯Xpxqdx  EpX  tq  .
(d) For a convex function f , the mapping x ÞÑ fpxq is convex as well and
f is concave. Hence, x ÞÑ fpxq is concave. This observation yields
X ¤icv Y ô Y ¤icx X
(cf. Shaked and Shanthikumar [2007], p. 182).
For further properties of the orders ¤st, ¤icx and ¤icv, we refer to Mu¨ller and
Stoyan [2002] and Shaked and Shanthikumar [2007].
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2.1.2 Some multivariate stochastic orders
In this section, we present some multivariate stochastic orders and the rela-
tions between them. For further details and proofs, we refer to Mu¨ller and
Stoyan [2002] and Hu et al. [2003].
Definition 2.3 Let X  pX1, . . . , Xnq and Y  pY1, . . . , Ynq, n P N, be Rn-
valued random vectors on a probability space pΩ,F , P q with (n-dimensional)
survival functions F¯X and F¯Y . Then, X is said to be smaller than Y with
respect to the
(a) stochastic order (notation: X ¤st Y ) iff
EpfpXqq ¤ EpfpY qq
for all bounded increasing functions f : Rn Ñ R.
(b) upper orthant order (notation: X ¤uo Y ) iff
F¯Xpx1, . . . , xnq ¤ F¯Y px1, . . . , xnq for all px1, . . . , xnq P Rn.
(c) lower orthant order (notation: X ¤lo Y ) iff
FXpx1, . . . , xnq ¥ FY px1, . . . , xnq for all px1, . . . , xnq P Rn.
(d) weak hazard rate order (notation: X ¤whr Y ) iff
F¯XptqF¯Y psq ¤ F¯XpsqF¯Y ptq for all s, t P Rn, s ¤ t.
(e) hazard rate order (notation: X ¤hr Y ) iff
F¯XpsqF¯Y ptq ¤ F¯Xps^ tqF¯Y ps_ tq for all s, t P Rn.
(f) weak likelihood ratio order (notation: X ¤wlr Y ) iff X and Y have den-
sities fX , fY with respect to some dominating measure µ such that
fXptqfY psq ¤ fXpsqfY ptq for all s, t P Rn, s ¤ t. (2.1)
(g) likelihood ratio order (notation: X ¤lr Y ) iff X and Y have densities
fX , fY with respect to some dominating σ-finite product measure µ such
that
fXptqfY psq ¤ fXps^ tqfY ps_ tq for all s, t P Rn. (2.2)
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Remark 2.4
(a) X ¤st Y if and only if EpfpXqq ¤ EpfpY qq for all increasing functions
f : Rn Ñ R for which both expectations exist. (This is a consequence
of the Monotone Convergence Theorem and of the fact that all increas-
ing (measurable) functions f : Rn Ñ R  are the limit of an increasing
sequence of bounded increasing (measurable) functions fn : Rn Ñ R ,
n P N (cf. Bauer [1992]).)
(b) If (2.1) holds for some dominating measure, then it also holds (almost
surely) for any other dominating measure. Concerning relation (2.2), this
implication is only valid for densities with respect to product measures
(Mu¨ller and Stoyan [2002]).
(c) Assume n  1 and let X,Y be real valued random variables. Then
X ¤st Y ô X ¤uo Y ô X ¤lo Y
(cf. Mu¨ller and Stoyan [2002], p. 4). Furthermore
X ¤whr Y ô X ¤hr Y and X ¤wlr Y ô X ¤lr Y .
Definition 2.5 Let I be a set with a partial order ¤ and let Xpiq for i P I be
Rn-valued random vectors. Then, we say Xpiq is stochastically increasing (or
decreasing) in i if
i ¤ j pi, j P Iq ùñ Xpiq ¤st Xpjq por Xpjq ¤st Xpiqq.
Theorem 2.6 (cf. Mu¨ller and Stoyan [2002] and Hu et al. [2003])
(a) The following implications hold.
¤lr //
{{ww
ww
ww
ww
¤st //
##G
GG
GG
GG
GG
¤lo
¤wlr ¤hr // ¤whr // ¤uo
(¤1ÝÑ¤2 means that ¤1 implies ¤2.)
(b) If n  1, then the stochastic order is implied by the likelihood ratio and
hazard rate order, i.e.,
¤pwqlr ùñ ¤st and
¤hr ùñ ¤st .
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(c) For n ¥ 2, in general, the weak likelihood ratio order and the hazard rate
order do not imply the stochastic order, i.e.,
¤wlr ÷ ¤st and
¤hr ÷ ¤st .
The following theorem is taken from Mu¨ller and Stoyan [2002].
Theorem 2.7 Let X  pX1, . . . , Xnq and Y  pY1, . . . , Ynq be two n-
dimensional random vectors. Then,
(a) X ¤uo Y if and only if
E

n¹
i1
fipXiq

¤ E

n¹
i1
fipYiq

for every collection f1, . . . , fn of univariate non-negative increasing func-
tions.
(b) X ¤lo Y if and only if
E


n¹
i1
fipXiq

¤ E


n¹
i1
fipYiq

for every collection f1, . . . , fn of univariate non-negative decreasing func-
tions.
2.2 Univariate ageing properties
Let X be a non-negative random variable (on a probability space pΩ,F , P q)
with distribution function F and survival function F¯ such that F p0q  0.
We assume that X represents the life or failure time of an individual or unit.
To analyze its behavior of ageing, some definitions are given in the following
(cf. Mu¨ller and Stoyan [2002]).
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Definition 2.8
(a) For t ¥ 0 and x P R:
F¯tpxq :
$&
%
1 for x   0,
P pX ¡ x  t| X ¡ tq for x ¥ 0 and F¯ ptq ¡ 0,
0 for x ¥ 0 and F¯ ptq  0,

$'&
'%
1 for x   0,
F¯ px tq
F¯ ptq
for x ¥ 0 and F¯ ptq ¡ 0,
0 for x ¥ 0 and F¯ ptq  0.
(b) With Xt, we refer to a random variable with survival function F¯t. Thus,
Xt represents the residual life time of an unit at the age of t.
(c) For t ¥ 0, let
eF ptq : EpXtq 
» 8
0
F¯tpxqdx
be the mean residual life (function) of an unit at the age of t.
(d) Let F have a Lebesgue density f . Then F 1  f (Lebesgue-) almost every-
where (cf. Billingsley [1995], p.406). Thus,
rF ptq : lim
Ó0
P pX ¤ t  | X ¡ tq

 fptq
F¯ ptq
  d
dt
lnpF¯ ptqq
(Lebesgue-) almost everywhere. rF is called hazard rate or failure rate of
F .
Remark 2.9 EpXq   8 implies EpXtq   8 for all t ¥ 0. The condition
F p0q  0 yields F  F0.
Now, we present some well known classes of univariate ageing distributions
(cf. Mu¨ller and Stoyan [2002], Franco et al. [2001] and Li and Zuo [2002]).
Definition 2.10
(a) F has an increasing failure rate distribution (F P IFR), iff
Xt2 ¤st Xt1 for all 0 ¤ t1 ¤ t2   8 .
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(b) F has a decreasing failure rate distribution (F P DFR), iff
Xt1 ¤st Xt2 for all 0 ¤ t1 ¤ t2   8 .
(c) F has an increasing failure rate average distribution (F P IFRA), iff
x ÞÑ  lnpF¯ pxqqx is increasing in x P tx ¡ 0|F¯ pxq ¡ 0u.
(d) F has an increasing failure rate (of second order) distribution (F P
IFR(2)), iff
Xt2 ¤icv Xt1 for all 0 ¤ t1 ¤ t2   8 .
(e) F has a decreasing mean residual life distribution (F P DMRL), iff
Xt2 ¤icx Xt1 for all 0 ¤ t1 ¤ t2   8 .
(f) F has a new better than used distribution (F P NBU), iff Xt ¤st X for
all t ¥ 0.
(g) F has a new better than used distribution (of second order) (F P
NBU(2)), iff Xt ¤icv X for all t ¥ 0.
(h) F has a new better than used distribution (in convex order) (F P NBUC),
iff Xt ¤icx X for all t ¥ 0.
(i) F has a new better than used in expectation distribution (F P NBUE),
iff EpXtq ¤ EpXq for all t ¥ 0.
(j) F has a harmonically new better than used in expectation distribution
(F P HNBUE), iff
1
t
» t
0
1
EpXsqds ¥
1
EpXq for all t ¡ 0 .
Remark 2.11
(a) Let C be an ageing class, e.g. C NBU. Then, we say X P C (or F¯ P C)
if and only if F P C.
(b) Except the DFR class, all the classes defined above describe positive age-
ing, i.e. distributions from these classes have in common that the residual
life time decreases in time in some sense. The contrary is true for DFR
distributions, they describe negative ageing. Obviously, there is a connec-
tion between the DFR and the IFR property. In the same manner (i.e. by
reversing the inequality), other negative ageing properties can be inferred
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from positive ageing properties. This leads to a variety of negative ageing
classes like NWU (new worse than used) or DFRA (decreasing failure rate
average). We restrict ourselves to the treatment of positive ageing.
Examples 2.12
1. The exponential distribution Exp(λ), λ ¡ 0, is IFR and DFR.
2. The gamma distribution Γpλ, α), λ, α ¡ 0, is IFR for α ¥ 1 and DFR
for α ¤ 1.
3. The Weibull distribution Wei(λ, α), λ, α ¡ 0, is IFR for α ¥ 1 and DFR
for α ¤ 1.
4. Uniform distributions Rra, bs on intervals ra, bs, a, b P R, 0 ¤ a   b, are
IFR.
(cf. Mu¨ller and Stoyan [2002], p. 50)
Theorem 2.13 The following implications hold (cf. Deshpande et al. [1986],
Franco et al. [2001] and Li and Zuo [2002]):
DMRL

IFRp2qoo
3
33
33
33
33
33
33
33
33
33
33
33
3
IFR
OO

IFRA

NBUC
&&MM
MMM
MMM
MMM
NBUoo // NBUp2q
xxqqq
qqq
qqq
qq
NBUE

HNBUE
(K1 ÝÑ K2 means that [F P K1 ùñ F P K2].)
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Remark 2.14
(a) Consider F with
F pxq :
$&
%
0 for x   1,
0.5 for 1 ¤ x   3,
1 for x ¥ 3.
Then, F P NBUC  NBUE but F R NBU(2). Thus,
NBUC  NBU(2) and NBUE  NBU(2) .
(Franco et al. [2001])
(b) Furthermore, in Franco et al. [2001], the authors give an example which
shows
NBU(2)  NBU and NBU(2)  IFR(2) .
The following propositions show that ageing notions of distributions can be
described equivalently by properties of particular functions.
Definition 2.15 A function f : Rn Ñ R (n P N) is called logconcave if lnpfq
is concave.
Proposition 2.16 Let F have a Lebesgue density f .
(a) The following statements are equivalent.
(i) F is IFR.
(ii) rF is an increasing function.
(iii) F¯ is logconcave (on its support).
(Mu¨ller and Stoyan [2002], p. 46)
(b) Let EpXq   8 for X  F . Then, the following statements are equivalent.
(i) F is DMRL.
(ii) The mean residual life function eF is decreasing.
(iii) The function t ÞÑ EpX  tq  is logconcave (on its support).
(Mu¨ller and Stoyan [2002], p. 48.)
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Proposition 2.17 The following statements are equivalent.
(i) F is IFRA.
(ii) F¯ pαtq ¥ F¯αptq for α P p0, 1q and t P r0,8q.
(iii) The function t ÞÑ F¯ 1t ptq is decreasing on p0,8q.
(Barlow and Proschan [1978], p. 69)
2.3 The NBU(2) property for discrete distri-
butions
The results obtained in this section, in particular Proposition 2.22, facilitate
the construction of NBU(2) distributions. We apply them in Section 4.3 where
closure properties of generalized order statistics (cf. Section 3.1 ) with respect
to the NBU(2) class are considered.
Let n P N0, a0, a1, . . . , an 1, r0, r1, . . . , rn 1 P R such that 0  a0   a1  
. . .   an 1   an 2  8 and 0  rn 1   rn   . . .   r1   r0  1. Let F¯m for
m P t0, . . . , nu be a discrete survival function such that:
F¯mptq 
$'''''''''&
'''''''''%
1, if t   a1,
r1, if a1 ¤ t   a2,
r2, if a2 ¤ t   a3,
...
...
rm, if am ¤ t   am 1,
0, if t ¥ am 1.
(2.3)
According to Remark 2.2 and Definition 2.10, Fn P NBU(2) if and only if» g
0
F¯npt  xqdx ¤ F¯nptq
» g
0
F¯npxqdx for all t, g ¡ 0. (2.4)
In the following, we derive conditions which are equivalent to (2.4).
Lemma 2.18 The condition
ai 1  ai ¤ a1 (i P t1, . . . , nu) (2.5)
is necessary for (2.4).
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Proof
Let i P t1, . . . , nu and assume ai 1ai ¡ a1. Then, we obtain for g  ai 1ai
and t  ai
F¯nptq  F¯npaiq  ri
and
» g
0
F¯npt  xqdx 
» ai 1
ai
F¯npxqdx
 ripai 1  aiq
 ri
» ai 1ai
0
1dx
¡ ri
» ai 1ai
0
F¯npxqdx
 F¯nptq
» g
0
F¯npxqdx .
Consequently, Fn R NBU(2).
Proposition 2.19 Let F¯n be a survival function defined according to (2.3).
Then, F¯n P NBU(2) if and only if
» al
ai
F¯npxqdx ¤ F¯npaiq
» alai
0
F¯npxqdx (2.6)
for i P t1, . . . , nu and l P ti  1, . . . , n  1u.
Proof
Assume (2.6) holds for i P t0, . . . , nu and l P ti  1, . . . , n  1u. (If i  0, then
(2.6) is obviously valid.) Let t, g ¡ 0, j P t0, . . . , n  1u, k P t0, . . . , n  1 ju
and m P t0, . . . , n  1u such that
t P raj , aj 1q, g P ram, am 1q and aj   g P raj k, aj k 1q .
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Notice that F is a decreasing function. For rj k ¤ rjrm, we obtain
» g
0
F¯npt  xqdx
¤
» g
0
F¯npaj   xqdx

» aj g
aj
F¯npxqdx

» aj k
aj
F¯npxqdx 
» aj g
aj k
F¯npxqdx
p2.6q
¤ F¯npajq
» aj kaj
0
F¯npxqdx 
» aj g
aj k
rj kdx
¤ F¯npajq
» aj kaj
0
F¯npxqdx  rj
» aj g
aj k
rmdx
 F¯npajq
» aj kaj
0
F¯npxqdx 
» g
aj kaj
F¯npgqdx
ff
¤ F¯npajq
» g
0
F¯npxqdx
 F¯nptq
» g
0
F¯npxqdx .
Now, let rj k ¡ rjrm. If k  n  1 j, then rj k  rn 1  0 ¤ rjrm. Thus,
k   n 1 j and consequently j k 1 ¤ n 1 and aj k 1   8. This yields
» g
0
F¯npt  xqdx
¤
» aj g
aj
F¯npxqdx

» aj k 1
aj
F¯npxqdx
» aj k 1
aj g
F¯npxqdx
p2.6q
¤ F¯npajq
» aj k 1aj
0
F¯npxqdx
» aj k 1
aj g
rj kdx
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¤ F¯npajq
» aj k 1aj
0
F¯npxqdx rj
» aj k 1
aj g
rmdx
 F¯npajq
» aj k 1aj
0
F¯npxqdx
» aj k 1aj
g
F¯npgqdx

¤ F¯npajq
» g
0
F¯npxqdx
 F¯nptq
» g
0
F¯npxqdx .
Hence, (2.4) holds and F¯n P NBU(2).
The inverse implication is obviously valid. If F¯n P NBU(2), then (2.6) holds
for i P t1, . . . , nu and l P ti  1, . . . , n  1u.
Corollary 2.20 Let F¯n (n ¥ 1) be a survival function defined according to
(2.3) such that condition (2.5) is fulfilled. Then, F¯n P NBU(2) if and only if
F¯n1 P NBU(2) and for i P t1, . . . , n 1u» an 1
ai
F¯npxqdx ¤ F¯npaiq
» an 1ai
0
F¯npxqdx (2.7)
or equivalently,
EpXpnqai q ¤ EpminpXpnq, an 1  aiqq
holds. (Xpnq denotes a random variable with distribution function Fn, X
pnq
ai
denotes the corresponding residual life at the age of ai, cf. Definition 2.8.)
Proof
Proposition 2.19 and the relation F¯n1  1p8,anqF¯n imply
F¯n1 P NBU(2)
ô
» al
ai
F¯n1pxqdx ¤ F¯n1paiq
» alai
0
F¯n1pxqdx
for i P t1, . . . , n 1u and l P ti  1, . . . , nu
ô
» al
ai
F¯npxqdx ¤ F¯npaiq
» alai
0
F¯npxqdx
for i P t1, . . . , n 1u and l P ti  1, . . . , nu.
Furthermore, we have» an 1
an
F¯npxqdx  rnpan 1  anq  F¯npanq
» an 1an
0
F¯npxqdx
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since an 1  an ¤ a1. Thus, the corollary follows by applying Proposition
2.19 to Fn.
Corollary 2.21 Let F¯n (n ¥ 1) be a survival function defined according to
(2.3) such that condition (2.5) is fulfilled. For i P t1, . . . , n 1u choose lpiq P
t0, . . . , nu such that an 1  ai P ralpiq, alpiq 1q. If F¯n1 P NBU(2), then F¯n P
NBU(2) if and only if for i P t1, . . . , n 1u the inequality
rn ¤
rira1  
lpiq1°
k1
rkpak 1  akq   rlpiqpan 1  ai  alpiqqs 
n1°
ki
rkpak 1  akq
an 1  an
holds.
Proof
The claim follows from Corollary 2.20, noticing that for i P t1, . . . , n 1u» an 1
ai
F¯npxqdx ¤ F¯npaiq
» an 1ai
0
F¯npxqdx
ô rn ¤
rira1  
lpiq1°
k1
rkpak 1  akq   rlpiqpan 1  ai  alpiqqs
an 1  an

n1°
ki
rkpak 1  akq
an 1  an
.
Special cases:
(a) If n  0, then F0 P NBU(2) for all a1 ¡ 0.
(b) If n  1, then F1 P NBU(2) if a2  a1 ¤ a1.
(c) Now let n  2.
Proposition 2.22 Let F¯2 be a survival function defined according to (2.3)
such that a2  a1 ¤ a1 and a3  a2 ¤ a1.
i) If a3  a1 ¥ a1, then F¯2 P NBU(2) if and only if
r2 ¤ r1p2a1  a2q   r
2
1pa3  2a1q
a3  a2 . (2.8)
ii) If a3  a1   a1, then F¯2 P NBU(2).
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Proof
Assume a2 a1 ¤ a1 and a3 a2 ¤ a1. According to Corollary 2.21, F¯2 P
NBU(2) if and only if
r2 ¤
r1ra1   . . .  rlp1q1palp1q  alp1q1q   rlp1qpa3  a1  alp1qqs
a3  a2

rr1pa2  a1qs
a3  a2
, (2.9)
where lp1q P t0, 1, 2u such that a3  a1 P ralp1q, alp1q 1q. If a3  a1 ¥ a1
and hence lp1q  1 or lp1q  2, then (2.9) and (2.8) are equivalent. Notice
that a3  a2 ¤ a1 and lp1q  2 imply a3  a1  a2.
In case a3  a1   a1, we have lp1q  0 and (2.9) reduces to r2 ¤ r1.
2.4 Multivariate ageing properties
In this section, we assume that the components of the random vector X 
pX1, . . . , Xnq are positive with probability 1, i.e., P pXi ¡ 0q  1 (1 ¤ i ¤ n).
2.4.1 Multivariate IFR
There are various ways to define a multivariate IFR property. In the following,
we introduce some of them.
Definition 2.23 Let X  pX1, . . . , Xnq, n P N, be a Rn -valued random vec-
tor on a probability space pΩ,F , P q with (n-dimensional) survival function F¯ .
Then, X is said to have
(a) the MIFR1 property, iff EphpX, yqq is logconcave in y P Rm  for all logcon-
cave functions h : Rn m  Ñ R such that x Ñ hpx, yq is non-decreasing in
x P Rn  for all y P Rm  .
(b) the MIFR2 property, iff t ÞÑ F¯ px tqF¯ ptq is decreasing on
tt P Rn|F¯ ptq ¡ 0u for all x P Rn .
(c) the MIFR3 property, iff t ÞÑ F¯ px t1qF¯ pt1q is decreasing on
tt ¥ 0|F¯ pt  1q ¡ 0u for all x P Rn .
For further definitions of multivariate IFR classes, we refer to Marshall [1975],
Block and Savits [1981], Arjas [1981] and Shaked and Shanthikumar [1991].
24 CHAPTER 2. AGEING AND DEPENDENCE CONCEPTS
Remark 2.24 Definition 2.10 and Remark 2.2 (b) yield that a R -valued ran-
dom variable X with distribution function F has the (univariate) IFR property
iff t ÞÑ F¯ px tq
F¯ ptq
is decreasing on tt P R|F¯ ptq ¡ 0u for all x P R . Hence, the
MIFR2 and MIFR3 property are obvious generalizations of the univariate IFR
property. They are considered by several authors (cf., e.g., Marshall [1975] or
Block and Savits [1981]). The definition of the MIFR1 property is taken from
Savits [1985]. It is shown there that the univariate MIFR1 class and the IFR
class coincide.
In the following, some facts about the MIFR1 class are presented. Unless
stated otherwise, proofs are given in Savits [1985].
Remark 2.25
(a) In the Definition of the MIFR1 property, it is sufficient to consider con-
tinuous or bounded logconcave functions.
(b) The class of MIFR1 distributions has many desirable properties, for ex-
ample:
(i) If X is MIFR1, then so are all marginals.
(ii) If X and Y are independent and both are MIFR1 (of possibly differ-
ent dimensions), then pX,Y q is MIFR1.
(iii) If X and Y are independent and both are MIFR1 of the same di-
mension, then X   Y is MIFR1.
(iv) If X  pX1, . . . , Xnq is MIFR1, then so is pa1X1, . . . , anXnq for all
a1, . . . , an P R .
Theorem 2.26 (Dharmadhikari and Joag-Dev [1988]) If X has a logconcave
density (with respect to the Lebesgue measure), then X is MIFR1.
Now, we consider relations and properties of the MIFR2 and MIFR3 class.
Remark 2.27
(a) Clearly, the implication
X PMIFR2 ùñ X PMIFR3
holds.
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(b) If X has the MIFR2 property, then
P pX1 ¡ x1, . . . , Xn ¡ xnq ¤
n¹
i1
P pXi ¡ xiq (2.10)
for all px1, . . . , xnq P Rn  (cf. Marshall [1975]). This follows with in-
duction on n easily from F¯ px   tq ¤ F¯ pxqF¯ ptq, t, x P Rn . Note that a
random vector with property (2.10) is called negative upper orthant depen-
dent (NUOD) (cf. Definition 2.40 (a), p. 29).
(c) If X has the MIFR3 property, then, in general, this property does not
hold for any marginal distribution of X. (A counter example is given
in Ghurye and Marshall [1984].) For this reason, in Marshall [1975], a
random vector X is said to have a multivariate IFR property if both X
and all its marginal distributions have the MIFR3 property.
Definition 2.28
(a) For t ¥ 0 with F¯ pt  1q ¡ 0, we define the n-dimensional conditional
survival function F¯t by
F¯tpx1, . . . , xnq  P pXi ¡ xi   t, 1 ¤ i ¤ n | Xi ¡ t, 1 ¤ i ¤ nq
 F¯ px1   t, . . . , xn   tq
F¯ pt, . . . , tq 
F¯ px  t  1q
F¯ pt  1q
for x  px1, . . . , xnq P Rn . As in the one-dimensional case, F¯t is the
survival function of the residual life time of X at the age of t ¥ 0.
(b) With Xt, we refer to a random vector with survival function F¯t.
Remark 2.29
(a) In general, the distributions of pXiqt and pXtqi (t ¥ 0 such that F¯ pt 1q ¡
0, i P t1, . . . , nu) do not coincide. For x P R , we find
P ppXtqi ¡ xq  P pXi ¡ x  t,Xj ¡ t, 1 ¤ j ¤ n, j  iq
P pXj ¡ t, 1 ¤ j ¤ nq and
P ppXiqt ¡ xq  P pXi ¡ x  tq
P pXi ¡ tq .
Choose n  2, i  1, t  x  1 and X1, X2 such that
P pX1  2q  P pX1  3q  P pX2  1q  P pX2  2q  12 and
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tX1  3u  tX2  2u .
Then,
P ppXtqi ¡ xq  P pX1 ¡ 2, X2 ¡ 1q
P pX1 ¡ 1, X2 ¡ 1q  1
 1
2
 P pX1 ¡ 2q
P pX1 ¡ 1q  P ppXiqt ¡ xq .
Note that the distributions of pXiqt and pXtqi coincide for example if
X1, . . . , Xn are independent or if X1      Xn.
(b) If X has a Lebesgue density f , then Xt has the Lebesgue density
px1, . . . , xnq ÞÑ fpx1   t, . . . , xn   tq
F¯ pt, . . . , tq .
Proposition 2.30 A Rn -valued random vector X belongs to the MIFR3 class
if and only if
Xt ¤uo Xs
for all 0 ¤ s ¤ t   8 with F¯ pt  1q ¡ 0.
Proof
Xt ¤uo Xs for all 0 ¤ s ¤ t   8 with F¯ pt  1q ¡ 0
Def. 2.3ô F¯tpxq ¤ F¯spxq for all x P Rn 
and for all 0 ¤ s ¤ t   8 with F¯ pt  1q ¡ 0
ô F¯ px  t  1q
F¯ pt  1q ¤
F¯ px  s  1q
F¯ ps  1q for all x P R
n
 
and for all 0 ¤ s ¤ t   8 with F¯ pt  1q ¡ 0
ô X PMIFR3
2.4.2 Multivariate IFRA
In this section, we present two definitions for multivariate IFRA classes.
Definition 2.31 Let X  pX1, . . . , Xnq, n P N, be a Rn -valued random vec-
tor on a probability space pΩ,F , P q with (n-dimensional) survival function F¯ .
Then, X is said to have
2.4. MULTIVARIATE AGEING PROPERTIES 27
(a) the MIFRA1 property, iff for all non-negative, non-decreasing, continuous
functions h : Rn  Ñ R  and α P p0, 1q
rEphpXqqsα ¤ E

hα

X
α


.
(Block and Savits [1980])
(b) the MIFRA2 property, iff for all α P p0, 1q and t P Rn 
F¯αptq ¤ F¯ pαtq .
(Esary and Marshall [1979])
Remark 2.32
(a) The univariate MIFRAi classes and the IFRA class coincide for i P t1, 2u
(cf. Dharmadhikari and Joag-Dev [1988]).
(b) The continuity assumption on h can be removed from Definition 2.31 (a)
(Block and Savits [1980]).
(c) If X has the MIFRA1 property, then any marginal distribution of X be-
longs to the MIFRA1 class (Block and Savits [1980]).
In the next theorem, an alternative characterization of the MIFRA1 property
is given.
Definition 2.33 A set U  Rn  is called an upper set, iff the implication
x P U, y P Rn, y ¥ x ùñ y P U
holds.
Theorem 2.34 Let X  pX1, . . . , Xnq, n P N, be a Rn -valued random vector
on a probability space pΩ,F , P q. Then, X is MIFRA1 if and only if
P pX P Uqα ¤ P pX P αUq
for all upper sets U  Rn  and α P p0, 1q. (Block and Savits [1980])
Since all sets of the form px1,8q      pxn,8q (x1, . . . , xn P R ) are upper
sets, we conclude from Theorem 2.34:
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Corollary 2.35
X PMIFRA1 ùñ X PMIFRA2 .
The following theorem can be used to construct distributions with the
MIFRA1 property. A proof is given in Dharmadhikari and Joag-Dev [1988].
Theorem 2.36 Let X be a Rn -valued random vector with the MIFRA1 prop-
erty and let Y be a R -valued random variable. Further, define
G¯py|xq : P pY ¡ y|X  xq
for y P R  and x P Rn . If
• G¯py|xq is non-decreasing in x P Rn  for all y P R  and
• G¯py|xqα ¤ G¯pαy|αxq for all y P R , x P Rn  and α P p0, 1q,
then pX,Y q PMIFRA1.
2.4.3 Multivariate NBU
Definition 2.37 Let X  pX1, . . . , Xnq, n P N, be a Rn -valued random vec-
tor on a probability space pΩ,F , P q with (n-dimensional) survival function F¯ .
Then, X is said to have
(a) the MNBU1 property, iff for all x, t P Rn 
F¯ px  tq ¤ F¯ pxqF¯ ptq .
(b) the MNBU2 property, iff for all x P Rn  and t ¥ 0
F¯ px  t  1q ¤ F¯ pxqF¯ pt  1q .
Remark 2.38
(a) The MNBU1 and MNBU2 properties are obvious generalizations of the
univariate NBU property and are considered for example in Block and
Savits [1981] and Marshall and Shaked [1986].
(b) The univariate MNBUi classes and the NBU class coincide for i P t1, 2u.
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(c) Obviously, the implications
X PMNBU1 ùñ X PMNBU2 ,
X PMIFR2 ùñ X PMNBU1 ,
X PMIFR3 ùñ X PMNBU2
hold.
(d) If X has the MNBU1 property, then
P pX1 ¡ x1, . . . , Xn ¡ xnq ¤
n¹
i1
P pXi ¡ xiq
for all px1, . . . , xnq P Rn  (cf. Remark 2.27, p. 24).
(e) If X has the MNBU2 property, then, in general, this property does not hold
for any marginal distribution of X (cf. Ghurye and Marshall [1984]).
The next proposition is an analogue to Proposition 2.30. The proof is similar
and, thus, omitted.
Proposition 2.39 A Rn -valued random vector X belongs to the MNBU2
class if and only if
Xt ¤uo X
for all t ¥ 0 with F¯ pt  1q ¡ 0.
2.5 Dependence notions
We say that (real valued) random variables X1, . . . , Xn are positive dependent
if they have the tendency to assume concordant values. A (positive) depen-
dence notion is a concept to measure such a tendency. There is a variety of
dependence notions in the literature. The following definitions are taken from
Mu¨ller and Stoyan [2002] and Colangelo et al. [2005].
Definition 2.40 Let X  pX1, . . . , Xnq, n P N, be a Rn-valued random vector
on a probability space pΩ,F , P q with (n-dimensional) survival function F¯ and
marginal (1-dimensional) survival functions F¯i, i P t1, . . . , nu. Furthermore,
let XK  pXK1 , . . . , XKn q be a random vector with independent components
XK1 , . . . , X
K
n such that X
K
i st Xi for i P t1, . . . , nu. Then, X is said to be
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(a) positive upper orthant dependent (notation: X P PUOD) iff
n¹
i1
F¯ipxiq ¤ F¯ px1, . . . , xnq
for all px1, . . . , xnq P Rn or equivalently iff
XK ¤uo X .
(b) positive lower orthant dependent (notation: X P PLOD) iff
n¹
i1
Fipxiq ¤ F px1, . . . , xnq
for all px1, . . . , xnq P Rn or equivalently iff
X ¤lo XK .
(c) associated, iff for all bounded increasing f, g : Rn ÞÑ R
CovpfpXq, gpXqq ¥ 0 .
(d) conditionally increasing (notation: X P CI) iff for all i P t1, . . . , nu and
J  t1, . . . , nu Xi is stochastically increasing in XJ , i.e., the conditional
distribution of Xi given XJ  y is stochastically increasing in y (cf. Defi-
nition 2.5, p. 12). (For J  tj1, . . . , jku with j1   . . .   jk, XJ is defined
as pXj1 , . . . , Xjnq.)
(e) conditionally increasing in sequence (notation: X P CIS) iff Xi is stochas-
tically increasing in pX1, . . . , Xi1q for all i P t2, . . . , nu.
(f) positive dependent through stochastic ordering (notation: X P PDS) iff
Xi is stochastically increasing in Xj for all i, j P t1, . . . , nu, i  j.
(g) right corner set increasing (notation: X P RCSI) iff the conditional dis-
tribution of X given X ¡ y is increasing in y P ty P Rn|P pX ¡ yq ¡ 0u
with respect to ¤uo, i.e., P pX ¡ x|X ¡ yq is increasing in y for all x.
(h) right tail increasing in sequence (notation: X P RTIS) iff the conditional
distribution of Xi given pX1, . . . Xi1q ¡ py1, . . . , yi1q is stochastically
increasing in py1, . . . , yi1q P ty P Ri1|P ppX1, . . . Xi1q ¡ yq ¡ 0u for all
i P t2, . . . , nu.
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(i) multivariate right tail increasing (notation: X P MRTI) iff pXi1 , . . . Xinq P
RTIS for all permutations pi1, . . . , inq of t1, . . . nu.
(j) positive upper orthant increasing ratio dependent (notation: X P
PUOIRD) if
XK ¤whr X .
(k) multivariate totally positive of order two (notation: X P MTP2) iff X
has a probability distribution that is absolutely continuous with respect to
some σ-finite product measure µ  bni1µi and its density f is an MTP2
function, i.e.,
fpxqfpyq ¤ fpx_ yqfpx^ yq
for all x, y P Rn, except perhaps on a set N with µpNq  0.
(l) totally positive of order two (notation: X P TP2) iff n  2 and X P
MTP2.
(m) TP2 in pairs iff its density is TP2 in each pair of its variables when the
other n 2 variables are fixed.
Remark 2.41 The weak hazard rate order restricted to the comparison of
random vectors with equal marginals is sometimes referred to as upper orthant
increasing ratio order (¤uoir) (see Colangelo et al. [2005] and Colangelo et al.
[2006]). This gives an explanation for the name of the PUOIRD notion.
Theorem 2.42 The following implications hold. (For the proof we refer to
Block and Ting [1981] and Colangelo et al. [2005].)
RCSI // MRTI //
''NN
NNN
NNN
NNN
RTIS
''NN
NNN
NNN
NNN
MTP2
99ttttttttt
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// PUOD
CI //
44hhhhhhhhhhhhhhhhhhhhh
CIS // Association
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(K1 ÝÑ K2 stands for X P K1 ùñ X P K2.)
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Now, we give a definition of concepts of negative dependence:
Definition 2.43 Under the conditions of Definition 2.40, X is called
(a) conditionally decreasing in sequence (notation: X P CDS) iff Xi is
stochastically decreasing in pX1, . . . , Xi1q for all i P t2, . . . , nu.
(b) multivariate reverse rule of order two (notation: X P MRR2) iff X has a
probability distribution that is absolutely continuous with respect to some
σ-finite product measure µ  bni1µi and its density f is an MRR2 func-
tion, i.e.,
fpxqfpyq ¥ fpx_ yqfpx^ yq
for all x, y P Rn, except perhaps on a set N with µpNq  0.
(c) reverse rule of order two (notation: X P RR2) if n  2 and X P MRR2.
Obviously, the CDS notion is related to the CIS notion and the MRR2 notion is
related to the MTP2 notion. In the same manner, other negative dependence
concepts can be inferred from (corresponding) notions defined in Definition
2.40.
Chapter 3
Some Stochastic models
In this chapter, some stochastic models are introduced, first of all the concept
of generalized order statistics. Later (in Chapters 4 and 5), these models
are analyzed with respect to their ageing properties and their dependence
structure.
3.1 Generalized order statistics
The model of generalized order statistics, introduced by Udo Kamps (Kamps
[1995a,b]), serves as a unified approach to several models of ordered random
variables including ordinary order statistics and record values from iid se-
quences.
After giving the definition, we present some properties that are needed later.
For further information, we refer to Kamps [1995a,b] and Cramer and Kamps
[2003].
Definition 3.1 Let F be a distribution function, n P N and γ1, . . . , γn ¡ 0.
Suppose that B1, . . . , Bn are independent power-function distributed random
variables with P pBj ¤ tq  tγj for t P r0, 1s and 1 ¤ j ¤ n. Then, the random
variables Xp1q , . . . , X
pnq
 , defined via
X
prq
  F1

1
r¹
j1
Bj

, 1 ¤ r ¤ n,
are called generalized order statistics. (Cramer and Kamps [2003])
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Remark 3.2 Notice that a natural extension of Definition 3.1 leads to an
infinite sequence Xp1q , X
p2q
 , . . . of generalized order statistics. In Section 4.2,
we repeatedly consider vectors pXpr1q , . . . , Xprnq q (r1, . . . , rn P N with 1 ¤
r1        rn, n P N) of generalized order statistics based on parameters
γ1, . . . , γrn ¡ 0 and a distribution function F . pXpr1q , . . . , Xprnq q is a n-
dimensional marginal vector of the rn-dimensional vector pXp1q , . . . , Xprnq q of
generalized order statistics based γ1, . . . , γrn and F .
Examples 3.3 (cf. Kamps [1995b])
(1) Ordinary order statistics: Ordinary order statistics from iid random vari-
ables with distribution function F , as introduced at page 3, are obtained
by choosing γr  n r   1 (1 ¤ r ¤ n).
(2) Record values: If F is a continuous distribution function and γr  k P N,
1 ¤ r ¤ n, then the related generalized order statistics Xp1q , . . . , Xpnq
coincide with the first n k-th record values (cf. page 3) based on a sequence
of iid random variables with distribution function F .
(3) Progressively Type-II censored order statistics: The model of progres-
sively Type II censored order statistics from independent random vari-
ables is described in Section 3.4. In case that the random variables are iid
with distribution function F , progressively Type II censored order statis-
tics pXR1:m:n, . . . , XRm:m:nq (m,n P N, n ¥ m, n ¥ 2) with censoring
scheme R  pR1, . . . , Rmq P Nm0 are generalized order statistics based
on F (γr  n r   1 
°m
ir Ri, 1 ¤ r ¤ n).
Remark 3.4 If the underlying distribution is exponential with parameter λ 
1, i.e. F pxq  1 exppxq, x ¥ 0, then
X
prq
 
r¸
j1
p lnpBjqq p1 ¤ r ¤ nq.
Thus, Xprq is the sum of independent random variables which are exponential
distributed with parameters γ1, . . . , γr (cf. Cramer and Kamps [2003]).
Theorem 3.5 Let F,r, r P N, be the distribution function of the r-th gener-
alized order statistic Xprq , based on a continuous distribution function F and
γ1, . . . , γr ¡ 0. Then, for t P R
F,rptq  1

r¹
j1
γj
» F¯ ptq
0
Gr,0r,rrx|γ1, . . . , γrsdx ,
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where Gr,0r,rr . |γ1, . . . , γrs denotes Meijer’s G-function. (Cramer and Kamps
[2003])
Remark 3.6 For the definition of Meijer’s G-function and further informa-
tion, we refer to Erde´lyi et al. [1953] and Mathai [1993]. Note that
G1,01,1rx|γ1s  xγ11 for x P r0, 1q .
Proposition 3.7 Let F be a distribution function, n P N, γ1, . . . , γn ¡
0 and Xp1q , . . . , X
pnq
 the corresponding generalized order statistics. Let
X
p1q
exp, . . . , X
pnq
exp be generalized order statistics based on the standard exponential
distribution and γ1, . . . , γn ¡ 0. Then,
X
prq
  ψF pXprqexpq p1 ¤ r ¤ nq,
where
ψF pxq  F1p1 exppxqq px ¥ 0q.
The previous result follows immediately from Remark 3.4.
Corollary 3.8 Choose F , γ1, . . . γn etc. as in Proposition 3.7. Let n, r1, r2, . . . rn P
N with 1 ¤ r1   r2   . . .   rn and let G¯ resp. G¯exp be the the sur-
vival functions of pXpr1q , . . . , Xprnq q resp. pXpr1qexp , . . . , Xprnqexp q. Then, for
x  px1, . . . , xnq P Rn 
G¯pxq 
$'&
'%
G¯expp ln F¯ px1q, . . . , ln F¯ pxnqq ,
if F¯ pxiq ¡ 0 for all i P t1, . . . , nu,
0 , if F¯ pxiq  0 for an arbitrary i P t1, . . . , nu .
Proof
According to Proposition 3.7,
X
priq
  F1p1 exppXpriqexp qq p1 ¤ i ¤ nq
and hence
G¯pxq  P

n£
i1
 
F1r1 exppXpriqexp qs ¡ xi
(
 P

n£
i1
 
exppXpriqexp q   F¯ pxiq
(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for x  px1, . . . , xnq P Rn .
In case F¯ pxiq  0 for an arbitrary i P t1, . . . , nu, it follows that
G¯px1, . . . , xnq  0 .
Assuming F¯ pxiq ¡ 0 for all i P t1, . . . , nu leads to
G¯pxq  P

n£
i1
 
Xpriqexp ¡  ln F¯ pxiq
(
 G¯expp ln F¯ px1q, . . . , ln F¯ pxnqq .
In Section 4.2 the behavior of ageing of generalized order statistics is ana-
lyzed. After showing that generalized order statistics based on the standard
exponential distribution have certain ageing properties, we apply Corollary
3.8 to deduce these properties for generalized order statistics based on other
distributions.
The next Theorems deal with conditional distributions of generalized order
statistics. The results will help us to obtain multivariate IFR and IFRA prop-
erties in Section 4.2 (cf. Theorems 4.17 and 4.19).
Theorem 3.9 Generalized order statistics Xp1q , X
p2q
 , . . . based on parameters
γ1, γ2, . . . ¡ 0 and a continuous distribution function F form a Markov chain
with transition probabilities
P pXpr 1q ¡ x|Xprq  zq 

F¯ pxq
F¯ pzq

γr 1
for P
X
prq

-almost all z P R  (with F¯ pzq ¡ 0), x ¥ z and r P N. (Kamps
[1995b])
Theorem 3.10 Let Xp1q , . . . , X
pnq
 be generalized order statistics based on pa-
rameters γ1, . . . , γn and a continuous distribution function F . Further, let, for
z P R  with F¯ pzq ¡ 0 and r P N with 1 ¤ r ¤ n 1, Y p1qz, , . . . , Y pnrqz, be gen-
eralized order statistics based on parameters γr 1, . . . , γn and a distribution
function F pzq, defined via
F pzqpxq 
#
0 , x   z
1 F¯ pxq
F¯ pzq
, x ¥ z .
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Then,
P
rX
pr 1q
 ,...,X
pnq
 |X
prq
 zs
 P
Y
p1q
z,,...,Y
pnrq
z,
for P
X
prq

-almost all z P R  (with F¯ pzq ¡ 0). (Cramer [2004])
The next Theorem is taken from Cramer [2004].
Theorem 3.11
(a) Let Xp1qexp, . . . , X
pnq
exp be generalized order statistics based on a standard ex-
ponential distribution. Then, any marginal density function is logconcave.
(b) Let Xp1q , . . . , X
pnq
 be generalized order statistics based on parameters
γ1, . . . , γn and an absolutely continuous distribution with logconcave
(Lebesgue) density. If γ1 ¥ . . . ¥ γn ¥ 1 and γi  γi 1 ¥ 1 for
i P t1, . . . , n 1u, then any marginal density function of pXp1q , . . . , Xpnq q
is logconcave.
From Theorem 2.26, we know that a logconcave density ensures that the (cor-
responding) distribution has the MIFR1 property. Hence, generalized order
statistics that fulfill the conditions of the above theorem belong to the MIFR1
class (cf. Theorem 4.12).
3.2 Mixture models
Definition 3.12 A probability measure µ on pRn,BpRnqq, n P N, is called
mixture (distribution) of tµpuq | u P Ω˜u with mixing distribution ν if there are
a probability measure ν on a measurable space pΩ˜, F˜q and probability measures
µpuq (u P Ω˜) on pRn,BpRnqq such that
µpAq 
»
Ω˜
µpuqpAqdνpuq (3.1)
for all A P BpRnq.
In Sections 4.5 and 5.2 we deduce ageing and dependence properties of µ from
adequate properties of µpuq (u P Ω˜) and ν.
The following consideration is restricted to the case pΩ˜, F˜q  pRk,BpRkqq,
k P N. First of all, we present a way to construct a mixture distribution. Let
X  pX1, . . . , Xnq (defined on a probability space pΩ,F , P q) be a Rn-valued
random vector such that
X  fpY, Uq  pf1pY, Uq, . . . , fnpY, Uqq (3.2)
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for independent random variables Y, U and a measurable function f 
pf1, . . . , fnq. Further, let U be Rk-valued and
Xpuq  fpY, uq for u P Rk. (3.3)
Then,
Xpuq st rX|U  us for u P Rk and more general (3.4)
X
puq
J st rXJ |U  us for u P Rk, J  t1, . . . , nu, (3.5)
where XJ is defined as pXj1 , . . . , Xjkq for J  tj1, . . . , jku with j1   . . .   jk
and accordingly XpuqJ . The proof of (3.4) is given in the appendix (p. 116).
Due to Remark A.3, this leads to a mixture model:
P pX P Aq 
»
Ω
P pXpUpωqq P AqdP pωq for A P BpRnq, (3.6)
P pXJ P Aq 
»
Ω
P pXpUpωqqJ P AqdP pωq for A P BpR|J|q, (3.7)
J  t1, . . . , nu .
The approach given in (3.2) can be interpreted as follows. We may think
of X1, . . . , Xn as life times of n individuals sharing a similar but unobserv-
able (random) environment. The environmental influence on the life time
Xi (i P t1, . . . , nu) is encoded in a random variable U which is called frailty
(variable). In addition, we could assume that Y is a random vector with n
components (Y  pY1, . . . , Ynq) and that Xi only depends on Yi (and U),
Xi  f˜ipYi, Uq. In this case, Yi could be interpreted as individual (genetic)
influence on the life time Xi. Furthermore, independence of Y1, . . . , Yn implies
independence of Xpuq1 , . . . , X
puq
n .
Now, we will see that mixture models are connected to exchangeable random
variables.
Definition 3.13 Random variables Z1, . . . , Zn, n P N are called exchangeable
(or symmetrically dependent) if all n! permutations of these random variables
have the same n-dimensional distribution. Random variables which form an
infinite sequence Z1, Z2, . . . are said to be exchangeable if Z1, . . . , Zn are ex-
changeable for any n. (Nevzorov [2001])
Theorem 3.14 (de Finetti representation) Let Z1, Z2, . . . be an infinite se-
quence of real valued exchangeable random variables. Then, there exists a
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family of one-dimensional distribution functions Fu, 8   u   8, and a
one-dimensional distribution function G such that
P pZ1 ¤ z1, . . . , Zn ¤ znq 
»
R
n¹
i1
FupziqdPGpuq
for any n ¥ 1 and any z1, . . . zn P R. (Nevzorov [2001], Galambos [1978])
Thus, the joint distribution of n real valued random variables from an infinite
exchangeable sequence is a mixture of product measures bnj1PFu , u P R.
3.3 Order statistics and record values from ex-
changeable sequences
Order statistics and record values from iid random variables (with a contin-
uous distribution function) can be seen as a submodel of generalized order
statistics (Section 3.1). But in many situations, where the consideration of
order statistics or record values is of interest, the assumption of independence
of the underlying random variables is not fulfilled. Thus, it makes sense to
weaken the assumption of independence and require instead that the random
variables are exchangeable.
In this section, we establish a mixture representation of the distribution
of order statistics and record values based on an infinite sequence X 
tX1, X2, . . . u of real valued exchangeable random variables. This represen-
tation allows us to apply results for mixture models in order to analyze the
behavior of ageing and dependence of order statistics and record values from
exchangeable sequences (cf. Sections 4.6 and 5.3).
We assume that there are a random sequence Y  tY1, Y2, . . . u with iid com-
ponents, a real valued random variable U , independent of Y and measurable
functions f˜ , f such that
Xi  f˜pYi, Uq and X  fpY, Uq .
Hence, pX1, . . . , Xnq is (for n P N) the mixture of random vectors
pf˜pY1, uq, . . . , f˜pYn, uqq , u P R ,
with iid components.
A random vector Z of order statistics or record values from X can be written
as
Z  hpXq  h  fpY, Uq
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for a suitable measurable function h. Consequently, for a measurable set A:
P pZ P Aq

»
R
P pZ P A|U  uqdPU puq

»
R
P ph  fpY, Uq P A|U  uqdPU puq

»
R
P ph  fpY, uq P AqdPU puq

»
R
P phpXpuqq P AqdPU puq ,
where
Xpuq  tf˜pY1, uq, f˜pY2, uq, . . . u
is a sequence with iid components and hpXpuqq the corresponding vector of
order statistics or records based on Xpuq. Thus, PZ is a mixture of order
statistics or record values from iid random variables with mixing distribution
PU . (For record values, this observation can be found in Nevzorov [2001].)
Remark 3.15 In Shaked [1977], a Rn-valued random vector X is called PDM
(positive dependent by mixture) if its distribution function F is of the form
F px1, . . . , xnq 
»
Ω
n¹
i1
F pωqpxiqdτpωq ,
where tF pωq | ω P Ωu is a family of univariate distribution functions, Ω is a
subset of a finite dimensional Euclidean space and τ is a probability measure
on Ω. Shaked gives examples and proves a closure property of PDM distri-
butions. Furthermore, he compares distribution functions and expectations of
order statistics from PDM vectors resp. iid vectors with the same marginals.
3.4 Order statistics from INID progressive cen-
soring
Let m,n P N with n ¥ m, n ¥ 2, R  pR1, . . . , Rmq P Nm0 with
n  m °mi1Ri and letX1, . . . , Xn be INID (independent and non-identically
distributed) random variables, defined on a probability space pΩ,F , P q. We
think of X1, . . . , Xn as life or failure times of n individuals or units in a life-
testing experiment. It is assumed that, during the experiment,
°m
i1Ri of
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the failure times are randomly censored and that pXR1:m:n, . . . , XRm:m:nq is the
random vector of uncensored failure times. In more detail, let XR1:m:n be the
first failure time, i.e.,
XR1:m:n  X1:n  minpX1, . . . , Xnq .
The random variablesXRk:m:n (k P t2, . . . ,mu) can be (recursively) constructed
as follows. At the pk  1qth uncensored failure time XRpk1q:m:n, Rk1 of
the surviving (uncensored) units are chosen at random and censored, i.e., re-
moved from the sample. (It is assumed that the choice follows an uniform
distribution on the units still in the sample and that the choice is indepen-
dent of pX1, . . . , Xnq.) Then, XRk:m:n is the first failure time of the remaining
n pk  1q °k1i1 Ri units. At the time XRm:m:n, all the surviving Rm units
are censored.
pXR1:m:n, . . . , XRm:m:nq is called vector of progressively Type II censored order
statistics from pX1, . . . , Xnq, given a censoring scheme R  pR1, . . . , Rmq P
Nm0 . The usual order statistics pX1:n, . . . , Xn:nq can be seen as a special case,
choosing m  n and Ri  0 (1 ¤ i ¤ n).
Progressive censoring schemes can be applied in various situations, for exam-
ple in clinical trials where the drop-outs of patients are regarded as random
withdrawals.
Progressively Type II censored order statistics are discussed in the literature
by many authors. For a review of developments in this field, we refer to
Balakrishnan and Aggarwala [2000], Balakrishnan [2007] and the references
therein. Most of the results are restricted to the iid case. It has to be men-
tioned that in this case (i.e., if X1, . . . , Xn are iid), progressively Type II
censored order statistics form a special case of generalized order statistics
(Section 3.1).
The joint density as well as some other properties of pXR1:m:n, . . . , XRm:m:nq
based on (absolutely continuous) INID random variables are derived in
Balakrishnan and Cramer [2008].
In Fischer et al. [2008], it is explained how the random vector XR can be
constructed, having determined the order statistics pX1:n, . . . , Xn:nq. Let Ri
(1 ¤ i ¤ m) be a random set of indices representing the failure times or
corresponding units censored at timeXRi:m:n (Ripωq  t1, . . . , nu, |Ripωq|  Ri
for ω P Ω). If L1, . . . , Ln are random variables with values in t1, . . . , nu such
that for all ω P Ω and k, j P t1, . . . , nu, k  j,
Ljpωq  Lkpωq and Xj  XLj :n ,
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then Lj P Ri (j P t1, . . . , nu) if and only if Xj is censored resp. the j-th
unit is removed from the sample in the i-th step. In Fischer et al. [2008] it is
assumed that the choice of R1, . . . ,Rm is modeled by a random variable W ,
uniformly distributed on
A 
#
pk1, S1, . . . , km, Smq | Si  t1, . . . , nuz

i1¤
j1
Sj Y
i¤
j1
tkju
ff
,
|Si|  Ri, ki  min

t1, . . . , nuz
i1¤
j1
rSj Y tkjus

, 1 ¤ i ¤ m
+
and independent of pX1, . . . , Xnq. In more detail,
W  pK1,R1, . . . ,Km,Rmq ,
where Ki (1 ¤ i ¤ m) is a random variable with
XRi:m:n  XKi:n .
The authors establish the following mixture representation for the distribution
of pXR1:m:n, . . . , XRm:m:nq. For px1, . . . , xmq P Rm:
P pXR1:m:n ¤ x1, . . . , XRm:m:n ¤ xmq

»
A
P pXR1:m:n ¤ x1, . . . , XRm:m:n ¤ xm|W  AqdPW pAq

»
A
P pXk1:n ¤ x1, . . . , Xkm:n ¤ xmqdPW pk1, S1, . . . , km, Smq
 1|A|
¸
pk1,S1,...,km,SmqPA
P pXk1:n ¤ x1, . . . , Xkm:n ¤ xmq ,
where
|A| 
m¹
i1

n i°i1k1Rk
Ri



m¹
i1

γi  1
Ri


,
with
γi : n i  1
i1¸
k1
Rk , 1 ¤ i ¤ m .
Obviously, it is also possible to write
P pXR1:m:n ¤ x1, . . . , XRm:m:n ¤ xmq

»
Ω
P pXK1pωq:n ¤ x1, . . . , XKmpωq:n ¤ xmqdP pωq
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for px1, . . . , xmq P Rm and
pXR1:m:n, . . . , XRm:m:nq  fppX1, . . . , Xnq, pK1, . . .Kmqq
for a suitable measurable function f .
In the following, we present an explicit way to construct pK1, . . . ,Kmq. Let
Z1, . . . , Zm be independent random variables (defined on pΩ,F , P q) such that
Zj (1 ¤ j ¤ m) is uniformly distributed on
Ωj  tS  t1, . . . , γj  1u | |S|  Rju .
Notice that γ1  n and γj (2 ¤ j ¤ m) is the number of items still in the
experiment after the pj  1)th censoring. We assume that pZ1, . . . , Zmq is
independent of pX1, . . . , Xnq.
Construction of pR1, . . . ,Rmq and pK1, . . . ,Kmq:
(1) Define
K1  1 .
(2) Let j P t1, . . . ,mu and K1, . . . ,Kj ,R1, . . .Rj1 be already constructed.
Further, let
Nj  t1, . . . , nuz

tK1, . . . ,Kju Y
j1¤
i1
Ri
ff
be the set from which Rj is chosen, that is, Rj has values in
Ω˜j  tS  Nj | |S|  Rju .
We state that |Nj |  n  j 
°j1
i1 Ri  γj  1. Hence, Nj (and its
elements) can be identified with the set t1, . . . , γj  1u by
minNj  1 , min pNjztminNjuq  2 etc.
Define Rj through the equivalence
Rj  S˜ ô Zj  S
for S˜ P Ω˜j and S P Ωj such that S˜  S in the sense above.
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(3) Let j P t2, . . . ,mu and K1, . . . ,Kj1,R1, . . .Rj1 be already constructed.
Define
Kj  min

t1, . . . , nuz

tK1, . . . ,Kj1u Y
j1¤
i1
Ri
ff
.
Now, let
Aj 
#
pS1, . . . , Sjq | Si  t1, . . . , nuz

i1¤
l1
Sl Y
i¤
l1
tklu
ff
,
|Si|  Ri, , ki  min

t1, . . . , nuz
i1¤
l1
rSl Y tklus

, 1 ¤ i ¤ m
+
.
Then, Rpjq : pR1, . . . ,Rjq is uniformly distributed on Aj , i.e.,
P pRpjq  Spjqq  1|Aj | for S
pjq P Aj .
To see this, let
Zj  Ω1      Ωj
and S¯pjq  pS¯1, . . . , S¯jq P Zj . Since Zpjq : pZ1, . . . , Zjq has independent
components and Zi (1 ¤ i ¤ j) is uniformly distributed on Ωi,
P pZpjq  S¯pjqq 
j¹
i1
P pZi  S¯iq  1±j
i1 |Ωi|
 1|Zj | .
From the construction of Rpjq, it is evident that Rpjq  gpZpjqq for a measur-
able bijective function g : Zj Ñ Aj . Hence, for Spjq P Aj :
P pRpjq  Spjqq  P pZpjq  g1pSpjqqq  1|Zj | 
1
|Aj | .
Besides, this argumentation yields
|Aj |  |Zj | 
j¹
i1

γi  1
Ri


.
Consequently, W  pK1,R1, . . . ,Km,Rmq is uniformly distributed on A (as
defined above) and independent of pX1, . . . , Xnq, i.e., the construction of
pR1, . . . ,Rmq and pK1, . . . ,Kmq leads to the model presented in Fischer et al.
[2008].
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In Section 5.4, we apply this construction to analyze the dependence structure
of pXR1:m:n, . . . , XRm:m:nq.
At the end of this section, we consider the structure of the sequences
pKj ,
j
i1Riq1¤j¤m and pKj ,Rjq1¤j¤m.
Proposition 3.16
(i) pKj ,
j
i1Riq1¤j¤m is a Markov chain.
(ii) In general, pKj ,Rjq1¤j¤m is not a Markov chain.
Proof
(i) Let j P t1, . . . ,m 1u, k1, . . . , kj 1 P t1, . . . , nu and pS1, . . . , Sj 1q P Aj 1
such that
P pKl  kl,
l¤
i1
Ri 
l¤
i1
Si, 1 ¤ l ¤ jq ¡ 0 .
We have to show
P pKj 1  kj 1,
j 1¤
i1
Ri 
j 1¤
i1
Si | Kl  kl,
l¤
i1
Ri 
l¤
i1
Si, 1 ¤ l ¤ jq
 P pKj 1  kj 1,
j 1¤
i1
Ri 
j 1¤
i1
Si | Kj  kj ,
j¤
i1
Ri 
j¤
i1
Siq .
Notice that
Nj 1  tKj 1   1, . . . , nuz
j¤
i1
Ri ,
Kj 1  min

tKj   1, . . . , nuz
j¤
i1
Ri

 GpKj ,
j¤
i1
Riq ,
Rj 1  H˜pNj 1, Zj 1q
 HpKj ,
j¤
i1
Ri, Zj 1q
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for suitable measurable functions G, H˜ and H. Since Zj 1 is independent of
pK1, . . . ,Kjq and pR1, . . . ,Rjq, we obtain
P pKj 1  kj 1,
j 1¤
i1
Ri 
j 1¤
i1
Si | Kl  kl,
l¤
i1
Ri 
l¤
i1
Si, 1 ¤ l ¤ jq
 P  Gpkj , j¤
i1
Siq  kj 1,Hpkj ,
j¤
i1
Si, Zj 1q  Sj 1 | Kl  kl,
l¤
i1
Ri 
l¤
i1
Si, 1 ¤ l ¤ j


#
P pHpkj ,
j
i1 Si, Zj 1q  Sj 1q , if Gpkj ,
j
i1 Siq  kj 1
0 , if Gpkj ,
j
i1 Siq  kj 1
 P pKj 1  kj 1,
j 1¤
i1
Ri 
j 1¤
i1
Si | Kj  kj ,
j¤
i1
Ri 
j¤
i1
Siq .
(ii) Now, let n  6, m  3 and R1  R2  R3  1. Then
P pK3  4,R3  t6u|K2  2,R2  t3uq
 P pR1  t5u|K2  2,R2  t3uq
 1
3
 1
 P pK3  4,R3  t6u|K1  1,R1  t5u,K2  2,R2  t3uq .
Chapter 4
Ageing properties
All the stochastic models introduced in Chapter 3 serve as models for life times
or failure times, e.g. life times of patients in clinical studies or failure times of
technical systems. An important component of the analysis of life times is the
consideration of the behavior of ageing. In particular, it is of interest whether
the distribution in question belongs to a certain ageing class. Now, we present
conditions which ensure that the life time distributions of generalized order
statistics and mixture models have various ageing properties.
Throughout this chapter, we assume that all occurring one-dimensional ran-
dom variables X are non-negative with P pX ¡ 0q  1.
4.1 Results for ordinary order statistics
In the following, we summarize some known results concerning ageing prop-
erties of ordinary order statistics X1:n, . . . , Xn:n, n P N. In particular, series
and parallel systems, which correspond to the first resp. n-th ordinary order
statistic, are considered.
IFR, IFRA and NBU:
Theorem 4.1 Let n P N, r P t1, . . . , nu and let Xr:n be the r-th ordinary
order statistic based on n iid random variables X1, . . . , Xn with distribution
function F .
(a) If F P IFR, then Xr:n has an IFR distribution. (Dharmadhikari and
Joag-Dev [1988], p. 247)
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(b) If F P IFRA, then Xr:n has an IFRA distribution. (Dharmadhikari and
Joag-Dev [1988], p. 248 and Barlow and Proschan [1978], p. 71)
(c) If F P NBU, then Xr:n has a NBU distribution. (Barlow and Proschan
[1978], p. 155)
Remark 4.2 If the random variables X1, . . . , Xn are not identically dis-
tributed but still independent, then parts (b) and (c) of the previous theorem
are still valid. The IFR property is generally not preserved when the assump-
tion of identical distribution is dropped. (cf. Barlow and Proschan [1978])
NBU(2), NBUC and NBUE:
Theorem 4.3 Let F¯i P NBU(2) (i P t1, . . . , nu) be the survival functions of
n independent random variables X1, . . . , Xn with finite means.
(a) Then X1:n P NBU(2). Hence, the NBU(2) class is closed with respect to
the formation of series systems with independent components. (Li and
Kochar [2001] and Franco et al. [2001])
(b) Then Xn:n P NBU(2). Hence, the NBU(2) class is closed with respect
to the formation of parallel systems with independent components. (Li
[2004])
Theorem 4.4 Let F¯ P NBUC be the survival function of n iid random vari-
ables X1, . . . , Xn with finite means. Then Xn:n P NBUC. (Hendi et al. [1993])
Theorem 4.5 Let F¯ P NBUE be the survival function of n iid random vari-
ables X1, . . . , Xn. Then Xn:n P NBUE. (Abouammoh and El-Neweihi [1986])
The following results are given in Barlow and Proschan [1978] (p. 155) resp.
in Hendi et al. [1993].
Theorem 4.6 The NBUE and the NBUC class are not closed with respect to
the formation of series systems with iid components.
Proof
Let X1 and X2 be iid random variables with distribution function F such that
F pxq :
$&
%
0 for x   1,
0.5 for 1 ¤ x   3,
1 for x ¥ 3.
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Then, the corresponding series system (i.e. minpX1, X2q) has the survival
function
G¯pxq 
2¹
i1
F¯ pxq

$&
%
1 for x   1,
0.25 for 1 ¤ x   3,
0 for x ¥ 3.
It follows
• F PNBUC and
• G R NBUE NBUC.
IFR(2) and DMRL:
Theorem 4.7 Let F¯i P IFR(2) (i P t1 . . . nu) be the survival functions of
n independent random variables X1, . . . , Xn with finite means and Lebesgue
densities f1, . . . , fn.
(a) Then X1:n P IFR(2).
(b) If X1, . . . , Xn are identically distributed, then Xn:n P IFR(2).
(c) If X1, . . . , Xn are not identically distributed, then Xn:n does not need to
have the IFR(2) property. Thus, the IFR(2) class is not closed with respect
to the formation of parallel systems with independent components.
A proof for the theorem is given in Franco et al. [2001]. As an example
which shows part (c), one may consider the parallel system of two independent
exponential distributed components with different means.
Theorem 4.8
(a) Let F¯ P DMRL be the differentiable survival function of n iid random
variables X1, . . . , Xn. Then Xn:n P DMRL. (Abouammoh and El-Neweihi
[1986])
(b) The DMRL class is not closed with respect to the formation of parallel
systems with independent components and the formation of series systems
with iid components. (cf. Franco et al. [2001])
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4.2 Closure properties of generalized order
statistics with respect to the IFR, IFRA
and NBU classes
This section deals with the following problem: Let Xprq (r P N) be the r-th
generalized order statistic based on parameters γ1, . . . , γr ¡ 0 and a distri-
bution function F . Does X : pXpr1q , . . . , Xprnq q (n, ri P N, 1 ¤ i ¤ n,
r1        rn) have univariate (n  1) or multivariate (n ¡ 1) IFR, IFRA or
NBU properties if F belongs to the IFR, IFRA or NBU class? It turns out
that this question can be positively answered in many cases.
4.2.1 Univariate properties
First of all, it is examined whether the distribution of the r-th generalized
order statistic based on a distribution function F inherits certain properties
from F . The next theorems are generalizations of Theorem 4.1 for ordinary
order statistics. Similar results for record values can be found in Gupta and
Kirmani [1988] and Kochar [1990].
Theorem 4.9 Let F be an IFR distribution (F P IFR) and F,r, r P N the
distribution function of the r-th generalized order statistic Xprq based on F
and γ1, . . . , γr ¡ 0. Then F,r P IFR. (Cramer and Kamps [2003])
Theorem 4.10 Let F be an IFRA distribution (F P IFRA) and let F,r be
as in Theorem 4.9. Then F,r P IFRA. (Cramer [2004])
Proof
Let H denote the distribution function of the r-th generalized order statistic
X
prq
exp, based on γ1, . . . , γr ¡ 0 and the standard exponential distribution.
According to Theorem 4.9, H P IFR and consequently H P IFRA. Let α P
p0, 1q and t ¥ 0 such that F¯ ptq ¡ 0. Then, regarding Corollary 3.8, Proposition
2.17 and the isotony of H¯  p lnq:
F¯,rpαtq  H¯p lnpF¯ pαtqqq
¥ H¯p lnpF¯αptqqq
 H¯pαp lnpF¯ ptqqqq
¥ H¯αp lnpF¯ ptqqq
 F¯α,rptq .
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For t ¥ 0 such that F¯ ptq  0, Corollary 3.8 yields F¯,rpαtq ¥ 0  F¯α,rptq.
Thus, F,r P IFRA follows from Proposition 2.17.
Theorem 4.11 Let F be a NBU distribution (F P NBU) and let F,r be as
in Theorem 4.9. Then F,r P NBU.
Proof
Choose H as in the proof of Theorem 4.10. According to Theorem 4.9, H P
IFR and consequently H P NBU. Regarding Corollary 3.8 and that F P NBU,
we find for s, x ¥ 0 such that F¯ ps  xq ¡ 0:
F¯,rps  xq  H¯p ln F¯ ps  xqq
¤ H¯p lnrF¯ psqF¯ pxqsq
 H¯p ln F¯ psq  ln F¯ pxqq
¤ H¯p ln F¯ psqqH¯p ln F¯ pxqq
 F¯,rpsqF¯,rpxq .
If s, x ¥ 0 such that F¯ ps  xq  0, then
F¯,rps  xq  0 ¤ F¯,rpsqF¯,rpxq .
4.2.2 Multivariate properties
In Section 2.4, we introduced some multivariate generalizations of the univari-
ate IFR, IFRA and NBU classes. In the next theorems, conditions are given
which ensure that vectors of generalized order statistics belong to certain mul-
tivariate IFR, IFRA and NBU classes.
Theorem 4.12
(a) Let n P N and let Xprqexp be the r-th generalized order statistic based
on parameters γ1, . . . , γr ¡ 0 and the standard exponential distribution,
1 ¤ r ¤ n. Then, any marginal distribution of pXp1qexp, . . . , Xpnqexpq has the
MIFR1 property.
(b) Let Xp1q , . . . , X
pnq
 be generalized order statistics based on parameters
γ1, . . . , γn and an absolutely continuous distribution with logconcave
(Lebesgue) density. If γ1 ¥ . . . ¥ γn ¥ 1 and γi  γi 1 ¥ 1 for
i P t1, . . . , n  1u, then any marginal distribution of pXp1q , . . . , Xpnq q has
the MIFR1 property.
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Proof
The above statements follow from Theorems 2.26 and 3.11.
Remark 4.13 Note that the ordering assumption imposed on the parameters
in part (b) of the previous theorem is fulfilled for progressively Type-II censored
order statistics (from iid random variables) and in particular for ordinary or-
der statistics. Furthermore, we mention that it is shown in Dharmadhikari
and Joag-Dev [1988] (see also Huang and Ghosh [1982]) that the joint distri-
bution of ordinary order statistics X1:n, . . . , X1:n based on a distribution with
logconcave density has a logconcave density, what implies the MIFR1 property.
Theorem 4.14 Let r1, r2, . . . P N with 1 ¤ r1   r2   . . . and let Xpnq 
pXpr1q , . . . , Xprnq q (n P N, n ¥ 2) be a vector of generalized order statistics
based on parameters γ1, . . . , γrn ¡ 0 and on a continuous distribution function.
Then, Xpnq does not have the MIFR2 or the MNBU1 property.
Proof
According to Theorem 5.1, Xpnq has the MTP2 property. Consequently, we
get Xpnq P PUOD (cf. Section 2.5) and thus
P pXpnq ¡ px1, . . . , xnqq ¥
n¹
i1
P pXpriq ¡ xiq for px1, . . . , xnq P Rn .
But assuming X PMNBU1 leads to
P pXpnq ¡ px1, . . . , xnqq ¤
n¹
i1
P pXpriq ¡ xiq for px1, . . . , xnq P Rn 
(cf. Remark 2.38). Since Xpr1q , . . . , X
prnq
 are never independent for continu-
ous F , equality is not possible in the previous inequality. Hence, Xpnq does
not have the MNBU1- or the MIFR2 property. (Notice that MIFR2 is a sub-
class of MNBU1.)
Theorem 4.17 shows that vectors of generalized order statistics based on a
continuous IFR distribution function have the MIFR3 property. We recall
from Remark 2.27 that the MIFR2 property implies the MIFR3 property.
The following propositions help us proving Theorem 4.17.
Proposition 4.15 Let X  pX1, . . . , Xnq, n P N, be a Rn -valued random
vector on a probability space pΩ,F , P q with (n-dimensional) distribution func-
tion F . Furthermore, let x1, . . . , xn P R , A  px1,8q      pxn,8q, t ¥ 0
with F¯ pt 1q ¡ 0 and let Xt (with distribution function Ft) be the residual life
time of X at the age of t (cf. Definition 2.28). Then,
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(a)
P pX P pAX Cq   tq
F¯ pt, . . . , tq  P pXt P AX Cq (4.1)
for all C P BpRn q.
(b)
1
F¯ pt, . . . , tq
»
A t
gpxqdPXpxq 
»
A
gpx  t  1qdPXtpxq (4.2)
for all non-negative measurable functions g : Rn  Ñ R .
Proof
(a) We define
D : tC P BpRn q|C fulfills p4.1qu .
(i) Obviously, D contains all sets C  py1,8q  pyn,8q, y1, . . . , yn P
R . These sets form a generator of BpRn q that is closed under finite
intersections.
(ii) D is a Dynkin system: Rn  P D since
P pX P pAX Rn q   tq
F¯ pt, . . . , tq 
P pXi ¡ xi   t, 1 ¤ i ¤ nq
F¯ pt, . . . , tq
Def. 2.28 P ppXtqi ¡ xi, 1 ¤ i ¤ nq
 P pXt P AX Rn q .
Let C P D. Then, Cc P D since
P pX P pAX Ccq   tq
F¯ pt, . . . , tq
 P pX P A  tq  P pX P pAX Cq   tq
F¯ pt, . . . , tq
 P pXt P Aq  P pXt P AX Cq
 P pXt P AX Ccq .
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If C1, C2,    P D with Ci X Cj  H for i  j, then
P pX P pAX8i1 Ciq   tq
F¯ pt, . . . , tq 
°8
i1 P pX P pAX Ciq   tq
F¯ pt, . . . , tq

8¸
i1
P pXt P AX Ciq
 P pXt P AX
8¤
i1
Ciq .
From (i) and (ii), we conclude D  BpRn q (cf. Bauer [1992], p. 8).
(b) Let M be the set of all non-negative measurable functions g : Rn  Ñ R 
that fulfill (4.2). If
(i) 1B PM for all B P BpRn q,
(ii) [f, g PM , a, b P R ] ùñ [af   bg PM ],
(iii) [gn P M for all n P N, gmpxq ¤ gnpxq and limnÑ8 gnpxq  gpxq for
m ¤ n and x P Rn ] ùñ [g PM ],
then M is the set of all non-negative measurable functions g : Rn  Ñ R 
(cf. Bauer [1992], p. 70).
(i) follows from (a), (ii) is obviously true and (iii) is a consequence of the
Monotone Convergence Theorem (cf. Bauer [1992], p. 68).
Proposition 4.16 Let y2 ¥ 0, r1, r2 P N with 1 ¤ r1   r2, r : r2r1 and let
X
priq
 be the ri-th generalized order statistic based on parameters γ1, . . . , γri ¡
0 and on a continuous distribution function F , i  1, 2.
(a) If F¯ py2q  0, then
P pXpr2q ¡ y2|Xpr1q  y1q  0
for P
X
pr1q

-almost all y1.
(b) If F¯ py2q ¡ 0, then
P pXpr2q ¡ y2|Xpr1q  y1q

$'''&
'''%
±r2
jr1 1
γj
	
 ³ F¯ py2qF¯ py1q0 Gr,0r,rrx|γr1 1, . . . , γr2sdx,
for P
X
pr1q

-almost all y1 ¤ y2,
1, for P
X
pr1q

-almost all y1 ¡ y2 .
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Proof
These are conclusion from Theorems 3.5 and 3.10.
Theorem 4.17 Let r1, r2, . . . P N with 1 ¤ r1   r2   . . . and let Xpnq 
pXpr1q , . . . , Xprnq q, n P N, be a vector of generalized order statistics based on
parameters γ1, . . . , γrn ¡ 0 and a continuous IFR distribution function F .
Then, Xpnq has the MIFR3 property.
Proof
Let px1, . . . , xnq P Rn , let G¯pnq be the survival function of Xpnq 
pXpr1q , . . . , Xprnq q and let 0 ¤ s   t   8 such that G¯pnqpt, . . . , tq ¡ 0. We
have to show that
G¯pnqps, . . . , sqG¯pnqpx1   t, . . . , xn   tq
¤ G¯pnqpt . . . , tqG¯pnqpx1   s, . . . , xn   sq . (4.3)
If F¯ pxn   tq  0, then
G¯pnqpx1   t, . . . , xn   tq Cor. 3.8 0 .
Consequently, (4.3) is valid.
Now, we consider the case F¯ pxn  tq ¡ 0. (4.3) will be shown by induction on
n. For n  1, the inequality is valid due to Theorem 4.9. To prove (4.3) for
n ¥ 2, we assume
Gpn1q PMIFR3 . (4.4)
From Remark A.3, Theorem 3.9 (Markov property) and Proposition 4.15, we
obtain with A  px1,8q      pxn1,8q and zpn1q  pz1, . . . , zn1q for
n ¥ 2:
G¯pnqpx1, . . . , xnq
A.3

»
A
P pX
prnq
 ¡ xn|X
prkq
  zk, 1 ¤ k ¤ n 1qdPXpn1qz
pn1q
3.9

»
A
P pX
prnq
 ¡ xn|X
prn1q
  zn1qdPXpn1qz
pn1q
56 CHAPTER 4 AGEING PROPERTIES
and for v ¥ 0 with G¯pn1qpv, . . . , vq ¡ 0 and A   v  px1   v,8q     
pxn1   v,8q:
G¯pnqpx1   v, . . . , xn   vq

»
A v
P pXprnq ¡ xn   v|Xprn1q  zn1qdPXpn1qzpn1q
4.15 G¯pn1qpv, . . . , vq

»
A
P pXprnq ¡ xn   v|Xprn1q  zn1   vqdPXpn1qv z
pn1q .
(For the definition of Xpn1qv , we refer to Definition 2.28.) Furthermore,
G¯pnqpv, . . . , vq  G¯pn1qpv, . . . , vq  . . .  G¯p1qpvq
since Xpr1q ¤ . . . ¤ Xprnq (almost everywhere). Hence, inequality (4.3) can
be written equivalently as
»
A
P pXprnq ¡ xn   t|Xprn1q  zn1   tqdPXpn1qt z
pn1q (4.5)
¤
»
A
P pXprnq ¡ xn   s|Xprn1q  zn1   sqdPXpn1qs z
pn1q .
From Proposition 4.16, we know that there is a measurable set N with
P pXprn1q P Nq  0 such that:
P pXprnq ¡ xn   t|Xprn1q  zn1   tq

$''&
''%
c
³ F¯ pxn tqF¯ pzn1 tq
0 G
r,0
r,rrx|γrn1 1, . . . , γrnsdx,
if zn1 P pN c  tq X r0, xns,
1, if zn1 P pN c  tq X pxn,8q ,
4.2. GOS AND THE IFR, IFRA AND NBU CLASSES 57
where c  ±rnjrn1 1 γj and r  rn  rn1. The next consideration shows
that the set N can be neglected:»
A
1pNctqcpzn1qdPXpn1qt pz1, . . . , zn1q

»
A
1Ntpzn1qdPXpn1qt pz1, . . . , zn1q
 P

X
pn1q
t P
n2¡
j1
pxj ,8q  rpxn1,8q X pN  tqs

Prop. 4.15
P

Xpn1q P
n2
j1
pxj   t,8q  rpxn1   t,8q XN s

G¯pn1qpt, . . . , tq
¤ P pX
prn1q
 P Nq
G¯pn1qpt, . . . , tq
 0 .
This yields with A1  px1,8q  pxn2,8qpxn1, xns and A2  px1,8q
    pxn2,8q  pxn,8q, A  A1 YA2»
A
P pXprnq ¡ xn   t|Xprn1q  zn1   tqdPXpn1qt z
pn1q

»
A1
c
» F¯ pxn tq
F¯ pzn1 tq
0
Gr,0r,rrx|γrn1 1, . . . , γrnsdxdPXpn1qt z
pn1q
 
»
A2
1dP
X
pn1q
t
zpn1q
¤
»
A1
c
» F¯ pxn sq
F¯ pzn1 sq
0
Gr,0r,rrx|γrn1 1, . . . , γrnsdxdPXpn1qt z
pn1q
 
»
A2
1dP
X
pn1q
t
zpn1q .
The last inequality is valid since F has the IFR property. In particular, ln F¯
is concave (cf. Proposition 2.16) and therefore
F¯ pxn   tq
F¯ pzn1   tq ¤
F¯ pxn   sq
F¯ pzn1   sq
(if zn1 ¤ xn and F¯ pxn   tq ¡ 0).
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Now, we apply the induction hypothesis (4.4). According to Proposition 2.30,
(4.4) implies
X
pn1q
t ¤uo Xpn1qs .
Together with Theorem 2.7, this leads to»
Rn1 
n1¹
i1
fipziqdPXpn1qt z
pn1q ¤
»
Rn1 
n1¹
i1
fipziqdPXpn1qs z
pn1q
for every collection f1, . . . , fn1 of univariate non-negative increasing func-
tions. Choosing
fipzq 
#
0 , z ¤ xi,
1 , z ¡ xi,
for i P t1, . . . , n 2u and
fn1pzq 
$''&
''%
0 , z ¤ xn1,
c
³ F¯ pxn sq
F¯ pz sq
0 G
r,0
r,rrx|γrn1 1, . . . , γrnsdx, xn1   z ¤ xn,
1 , z ¡ xn,
we obtain (4.5):»
A
P pXprnq ¡ xn   t|Xprn1q  zn1   tqdPXpn1qt z
pn1q
¤
»
A1
c
» F¯ pxn sq
F¯ pzn1 sq
0
Gr,0r,rrx|γrn1 1, . . . , γrnsdxdPXpn1qt z
pn1q
 
»
A2
1dP
X
pn1q
t
zpn1q
¤
»
A1
c
» F¯ pxn sq
F¯ pzn1 sq
0
Gr,0r,rrx|γrn1 1, . . . , γrnsdxdPXpn1qs z
pn1q
 
»
A2
1dP
X
pn1q
s
zpn1q

»
A
P pXprnq ¡ xn   s|Xprn1q  zn1   sqdPXpn1qs z
pn1q .
Remark 4.18 Theorem 4.17 implies that any marginal distribution of a vec-
tor pXp1q , . . . , Xpnq q (n P N) of generalized order statistics based on an IFR
distribution has the MIFR3 property. Notice that according to Remark 2.27,
in general, the MIFR3 property is not closed with respect to marginalization.
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Now, we consider multivariate IFRA and NBU properties of generalized order
statistics.
Theorem 4.19 Let n P N and Xprq (1 ¤ r ¤ n) be the r-th generalized order
statistic based on parameters γ1, . . . , γr ¡ 0 and a continuous IFRA distribu-
tion function F . Then, any marginal distribution of X : pXp1q , . . . , Xpnq q
has the MIFRA1 property.
Proof
Let Xprqexp (1 ¤ r ¤ n) be the r-th generalized order statistic based on parame-
ters γ1, . . . , γr ¡ 0 and the standard exponential distribution. First of all, we
show, by induction on n, that pXp1qexp, . . . , Xpnqexpq has the MIFRA1 property.
From Theorem 4.10 and Remark 2.32 (a), we know that Xp1qexp has the univari-
ate MIFRA1 property. Now, we assume
Z : pXp1qexp, . . . , Xpn1qexp q PMIFRA1 .
To prove pXp1qexp, . . . , Xpnqexpq PMIFRA1, (according to Theorem 2.36) it suffices
to verify
(i) P pXpnqexp ¡ y|Z  xq is non-decreasing in x P Rn1  for all y P R  and
(ii)

P pXpnqexp ¡ y|Z  xq
α
¤ P pXpnqexp ¡ αy|Z  αxq for all y P R , x P
Rn1  and α P p0, 1q .
Let px1, . . . , xnq P Rn . Theorem 3.9 implies that
P pXpnqexp ¡ xn|Z  px1, . . . , xn1qq
 P pXpnqexp ¡ xn|Xpn1qexp  xn1q

#
1 , xn   xn1,
exppγnpxn  xn1qq , xn ¥ xn1 .
Hence, (i) and (ii) are valid and
pXp1qexp, . . . , Xpnqexpq PMIFRA1 . (4.6)
Now, let U be an upper set and α P p0, 1q. We show
rP pX P Uqsα ¤ P pX P αUq . (4.7)
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Then, the assertion follows from Theorem 2.34 and Remark 2.32.
According to Proposition 3.7, we can assume that
X
piq
  F1p1 exppXpiqexpqq , 1 ¤ i ¤ n . (4.8)
For β P p0, 1s, we define
Vβ  tpw1, . . . , wnq P p0,8qn|wi   ln F¯ pβuiq , 1 ¤ i ¤ n,
for some pu1, . . . , unq P U with F¯ pβuiq ¡ 0 , 1 ¤ i ¤ nu .
Since F P IFRA, the function x ÞÑ  ln F¯ pxqx is increasing in x P tx ¡ 0|F¯ pxq ¡
0u and hence, F is strictly increasing on tx ¡ 0|F pxq P p0, 1qu. Consequently,
for β P p0, 1s
tX P βUu
 tX P βU,Xpiqexp ¡ 0, 1 ¤ i ¤ nu
YtX P βU,Xpiqexp  0 for an arbitrary 1 ¤ i ¤ nu
p4.8q tXexp P Vβ , Xpiqexp ¡ 0, 1 ¤ i ¤ nu
YtX P βU,Xpiqexp  0 for an arbitrary 1 ¤ i ¤ nu .
Considering P ptXpiqexp  0 for an arbitrary 1 ¤ i ¤ nuq  0, this yields
P pX P βUq  P pXexp P Vβq . (4.9)
Now, we verify
(i) Vβ is an upper set for β P p0, 1s (in particular, V1 and Vα are upper sets),
(ii) αV1  Vα .
To see (i), let v P Vβ and w P Rn with w ¥ v. Then, there is a vector
x  px1, . . . , xnq P βU such that F¯ pxiq ¡ 0 and vi   ln F¯ pxiq, 1 ¤ i ¤ n.
With yi  F1p1  exppwiqq, we obtain F¯ pyiq ¡ 0 and wi   ln F¯ pyiq,
1 ¤ i ¤ n. w ¥ v implies y ¥ x and hence y P βU (since βU is an upper set).
This shows w P Vβ and (i) is valid. Now, let y  py1, . . . , ynq P αV1. Then, for
some u  pu1 . . . , unq P U with F¯ puiq ¡ 0
yi  α ln F¯ puiq   lnrF¯ puiqsα ¥  ln F¯ pαuiq : wi
since F P IFRA and therefore 0   rF¯ puiqsα ¤ F¯ pαuiq (Theorem 2.17). Thus,
w  pw1, . . . , wnq P Vα and y ¥ w. Hence, y P Vα (for Vα is an upper set
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according to (i)) and (ii) is shown.
Consequently,
rP pX P Uqsα p4.9q rP pXexp P V1qsα
piq, p4.6q
¤ P pXexp P αV1q
piiq
¤ P pXexp P Vαq
p4.9q P pX P αUq .
Remark 4.20 The above result for ordinary order statistics is given in Block
and Savits [1980].
We recall from Corollary 2.35 that MIFRA1 is a subclass of MIFRA2. This
leads to:
Corollary 4.21 Under the conditions of Theorem 4.19, X  pXp1q , . . . , Xpnq q
has the MIFRA2 property.
Remark 4.22 It is also possible to prove the above corollary in the same way
as Theorem 4.10 or Theorem 4.23. In doing so, it becomes clear that the
continuity assumption of F can be dropped in the corollary.
Theorem 4.23 Let r1, r2, . . . P N with 1 ¤ r1   r2   . . . and let X 
pXpr1q , . . . , Xprnq q, n P N, be a vector of generalized order statistics based on
parameters γ1, . . . , γrn ¡ 0 and a NBU distribution function F . Then, X has
the MNBU2 property.
Proof
Let Xexp  pXpr1qexp , . . . , Xprnqexp q be a vector of generalized order statistics based
on parameters γ1, . . . , γrn ¡ 0 and the standard exponential distribution.
Then Xexp P MIFR3 (see Theorem 4.17) and hence Xexp P MNBU2 since
MIFR3 is a subclass of MNBU2 (cf. Remark 2.38). Let G resp. Gexp denote
the distribution functions of X resp. Xexp. Further, let x  px1, . . . , xnq P Rn 
and t ¥ 0. It has to be shown that
G¯px1   t, . . . , xn   tq ¤ G¯px1, . . . , xnqG¯pt, . . . , tq . (4.10)
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In case F¯ pxi   tq  0 for an arbitrary i P t1, . . . , nu, it follows that G¯px1  
t, . . . , xn   tq  0 and consequently, (4.10) is valid.
Now, we assume F¯ pxi   tq ¡ 0 for all i P t1, . . . , nu. From Corollary 3.8,
Gexp P MNBU2 and F P NBU, we conclude
G¯px1   t, . . . , xn   tq
 G¯expp ln F¯ px1   tq, . . . , ln F¯ pxn   tqq
¤ G¯expp lnrF¯ px1qF¯ ptqs, . . . , lnrF¯ pxnqF¯ ptqsq
 G¯expp ln F¯ px1q  ln F¯ ptq, . . . , ln F¯ pxnq  ln F¯ ptqq
¤ G¯expr ln F¯ px1q, . . . , ln F¯ pxnqsG¯expr ln F¯ ptq, . . . , ln F¯ ptqs
 G¯px1, . . . , xnqG¯pt, . . . , tq .
In the next theorem, we summarize the results of this section.
Theorem 4.24 Let r1, r2, . . . P N with 1 ¤ r1   r2   . . . and let X 
pXpr1q , . . . , Xprnq q, n P N, be a vector of generalized order statistics based on
parameters γ1, . . . , γrn ¡ 0 and a distribution function F . Then
• X P MIFR1 if X has an absolutely continuous distribution with log-
concave density and if γ1 ¥ . . . ¥ γn ¥ 1 and γi  γi 1 ¥ 1 for
i P t1, . . . , n 1u,
• X P MIFR3 if F P IFR,
• X P MIFRA1 if F P IFRA and F is continuous,
• X P MIFRA2 if F P IFRA,
• X P MNBU2 if F P NBU,
• X R MIFR2 if F is continuous and n ¥ 2,
• X R MNBU1 if F is continuous and n ¥ 2.
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4.3 Closure properties of generalized order
statistics with respect to the NBU(2) and
NBUC classes
4.3.1 NBU(2) and NBUC property of the first general-
ized order statistic
Let Xp1q be the first generalized order statistic based on a distribution func-
tion F P NBU(2) with finite mean and γ1 ¡ 0. If γ1  n P N, then Xp1q is the
first ordinary order statistic X1:n based on n independent random variables
with distribution function F . Thus, Xp1q has a NBU(2) distribution (cf. The-
orem 4.3). In the following, we answer the question whether this is still true
for γ1 R N.
Note that due to Theorem 3.5 and Remark 3.6, for the survival function F,1
of Xp1q , the relation
F¯,1ptq  F¯ γ1ptq pt P Rq (4.11)
is valid.
The next proposition (taken from Barlow and Proschan [1978], p. 101) enables
us to prove Theorem 4.26.
Proposition 4.25 Let W be a signed measure on ppa, bq,Bppa, bqqq (a, b P
RY t8,8u, a   b) and h : pa, bq Ñ R a non-negative function .
(i) If W ppt, bqq ¥ 0 for all t P pa, bq and if h is increasing, then³
pa,bq
hpxqdW pxq ¥ 0.
(ii) If W ppa, tqq ¥ 0 for all t P pa, bq and if h is decreasing, then³
pa,bq
hpxqdW pxq ¥ 0.
Theorem 4.26 Let F P NBU(2) be a distribution function with finite mean
and γ ¥ 1. Then, the first generalized order statistic based on F and γ has
the NBU(2) property.
Proof
We have to show that pXp1q qt ¤icv Xp1q for all t ¥ 0 or equivalently,» s
0
pF¯,1qtpxqdx ¤
» s
0
F¯,1pxqdx (4.12)
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for all s, t ¥ 0 (cf. Remark 2.2).
Let s, t ¥ 0. If F¯ ptq  0, then, due to (4.11), F¯,1ptq  0 and pF¯,1qtpxq  0
for x ¥ 0. Hence, (4.12) is valid. Now, assume F¯ ptq ¡ 0 and consequently
F¯,1ptq ¡ 0. Applying (4.11) yields that (4.12) is equivalent to the following
inequalities:» s
0
F¯ γpx  tq
F¯ γptq dx ¤
» s
0
F¯ γpxqdxô
» s
0

F¯ γpxq  F¯ γt pxq

dx ¥ 0 .
We define W : Bpp0, sqq Ñ R such that for z P p0, sq
W pp0, zqq :
» z
0
F¯ pxq  F¯tpxqdx
FP NBU(2)
¥ 0
and gt : p0, sq Ñ R such that for x P p0, sq
gtpxq : F¯ pxq
γ  F¯tpxqγ
F¯ pxq  F¯tpxq .
Thus, W is a (finite) signed measure on pp0, sq,Bpp0, sqqq and» s
0

F¯ pxqγ  F¯tpxqγ

dx 
» s
0
pF¯ pxq  F¯tpxqqgtpxq dx

»
p0,sq
gtpxqdW pxq .
According to Proposition 4.25, the proof is complete if we can show that gt is
a decreasing function.
Let x1, x2 P p0, sq such that x1   x2 and hpxq  xγ for x P p0, sq. Then, gtpxiq
(i  1, 2) is the slope of the secant through the points pF¯ px1q, hpF¯ px1qqq and
pF¯tpx1q, hpF¯tpx1qqq on the graph of h. Since F¯ and F¯t are decreasing and h is
convex, we find that gt is decreasing.
(Note that we can neglect the set N  tx P p0, sq|F¯ pxq  F¯tpxqu in the defi-
nition of gt since W pNq  0.)
A similar proof leads to the next theorem.
Theorem 4.27 Let F P NBUC be a distribution function with finite mean
and γ ¤ 1. Then, the first generalized order statistic based on F and γ has
the NBUC property.
Remember that Xp1q does not need to have an NBUC distribution if F P
NBUC and γ P N, in particular if γ  2 (cf. Theorem 4.6).
Theorem 4.28 shows that F P NBU(2) is not sufficient for F,1 having a
NBU(2) distribution.
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Theorem 4.28 Let F P NBU(2) be a distribution function with finite mean
and γ   1. Then, the first generalized order statistic based on F and γ does
not need to have a NBU(2) distribution.
Proof
Let γ  12 and F¯2 be a survival function, defined according to (2.3) (cf. p. 18)
with r1  0.1, r2  0.055, a1  1, a2  1.9 and a3  2.1. Since a2  a1 ¤ a1,
a3  a2 ¤ a1, a3  a1 ¡ a1 and
r2  0.055  r1p2a1  a2q   r
2
1pa3  2a1q
a3  a2 ,
Proposition 2.22 (cf. p. 22) yields that F2 P NBU(2). Furthermore, Proposi-
tion 2.22 implies that F¯,1  F¯
1
2
2 P NBU(2) if and only if
?
r2 ¤
?
r1p2a1  a2q   r1pa3  2a1q
a3  a2 .
But we find
?
r2  0.2345 ¡ 0.208 
?
r1p2a1  a2q   r1pa3  2a1q
a3  a2 .
Hence, F,1 R NBU(2).
4.3.2 NBU(2) property of the second generalized order
statistic
Let F be a distribution function and γ ¡ 0. Further letXp2q (with distribution
function F,2) be the second generalized order statistic based on F and γ1 
γ2  γ. Theorem 4.30 shows that Xp2q does no need to have a NBU(2)
distribution, even if F P NBU(2).
Proposition 4.29 For t P R:
F¯,2ptq 
#
F¯ ptqγp1 lnpF¯ ptqγq, if F¯ ptq ¡ 0,
0, else.
Proof
Let Y be the sum of two independent random variables which are exponential
distributed with parameter γ and let G be the distribution function of Y .
According to Remark 3.4 and Corollary 3.8, for t P R
F¯,2ptq 
#
G¯p lnpF¯ ptqqq, if F¯ ptq ¡ 0,
0, else.
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Choose t P R with F¯ ptq ¡ 0. With partial integration, we find
F¯,2ptq  P p lnpF¯ ptqq   Y q

» 8
 lnpF¯ ptqq
γ2x exppγxqdx
 γ lnpF¯ ptqqF¯ ptqγ 
» 8
 lnpF¯ ptqq
γ exppγxqdx
  lnpF¯ ptqγqF¯ ptqγ   F¯ ptqγ
 F¯ ptqγp1 lnpF¯ ptqγq .
Theorem 4.30 Let F P NBU(2) be a distribution function with finite mean
and γ ¡ 0. Then, the second generalized order statistic based on F and γ1 
γ2  γ does not need to have a NBU(2) distribution.
Proof
Let F¯2 be a survival function, defined according to (2.3) (cf. p. 18) with
r1  0.1, r2  0.082, a1  1, a2  1.8 and a3  2.05. Since a2  a1 ¤ a1,
a3  a2 ¤ a1, a3  a1 ¡ a1 and
r2  r1p2a1  a2q   r
2
1pa3  2a1q
a3  a2 ,
Proposition 2.22 (cf. p. 22) yields that F2 P NBU(2). Furthermore, for
γ ¡ 0 and t   a3  2.05, the survival function F¯,2 of the second generalized
order statistic based on F2 and γ1  γ2  γ ¡ 0 fulfills F¯,2ptq  F¯2ptqγp1 
lnpF¯2ptqγqq (due to Proposition 4.29). Hence
F¯,2ptq 
$'''&
'''%
1 for t   a1,
r1 : rγ1 p1 lnprγ1 qq for a1 ¤ t   a2,
r2 : rγ2 p1 lnprγ2 qq for a2 ¤ t   a3,
0, for t ¥ a3.
(4.13)
(i) Let γ  1. Then, r1  0.33026 and
r2  0.28708 ¡ 0.286021 
r1p2a1  a2q   r12pa3  2a1q
a3  a2 .
(ii) For γ  12 , we have r1  0.680298 and
r2  0.644450 ¡ 0.636800 
r1p2a1  a2q   r12pa3  2a1q
a3  a2 .
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(iii) For γ  1.01, r1  0.324991 and
r2  0.281994 ¡ 0.281117 
r1p2a1  a2q   r12pa3  2a1q
a3  a2 .
Thus, according to Proposition 2.22, in all the three cases we have F,2 R
NBU(2).
4.4 Characterizations of ageing classes
The Characterizations of ageing classes given in this section are related to the
behavior of ageing of k-out-of-n-system.
LetX1, . . . , Xn (n P N) be non-negative iid random variables with finite means
and distribution function F . Assume that X1, . . . , Xn represent the life times
of n components forming a k-out-of-n-system (k P t1, . . . , nu). Thus, the
system works as long as at least k of its components work or equivalently,
not more than n  k components fail. If Xi:n (i P t1, . . . , nu) denotes the
corresponding i-th ordinary order statistic, then the system’s survival time
is given by Xnk 1:n. Hence, the results of Section 4.1 (concerning ordinary
order statistics) can be applied to describe the system’s behavior of ageing.
In addition, several authors considered the residual life time of a k-out-of-n-
system conditioned on the time of the pn  kq-th failure (cf. Langberg et al.
[1980], Belzunce et al. [1999], Li and Zuo [2002] and Li and Chen [2004]).
Definition 4.31 Let Skt (t ¥ 0) be a non-negative random variable such that
Skt st min
1¤i¤k
pXiqt ,
where pX1qt, . . . , pXkqt are independent random variables with distribution
function Ft.
If F is continuous, then Skt (1 ¤ k   n) represents the residual life time of the
system at time t conditioned on Xnk:n  t (cf. Theorem 3.9), i.e.,
Skt st rXnk 1:n Xnk:n|Xnk:n  ts .
Langberg et al. [1980], Belzunce et al. [1999] and Li and Zuo [2002] charac-
terize existing ageing classes and define new ageing classes in terms of the
monotonicity of Skt (in t). Now, we summarize parts of their results and give
generalizations with respect to generalized order statistics.
68 CHAPTER 4 AGEING PROPERTIES
First of all, observe that
Skt st p min
1¤i¤k
Xiqt  pX1:kqt and P pSkt ¡ xq  F¯ kt pxq for x ¥ 0.
Langberg et al. [1980] present the following characterization of the IFR and
NBU notions for continuous F . Let k P N, then
F P IFR ô Skt ¤st Sks for all t ¥ s ¥ 0,
F P NBU ô Skt ¤st X1:k for all t ¥ 0.
This result implies, since Skt st pX1:kqt and F¯ k is the survival function of
X1:k, that for k P N
F P IFR ô X1:k P IFR
ô F¯ k P IFR ,
F P NBU ô X1:k P NBU
ô F¯ k P NBU .
From Theorems 4.9, 4.10 and 4.11 we can immediately deduce the following
generalizations.
Theorem 4.32 Let F be a distribution function, γ ¡ 0 and let Xp1q be the
first generalized order statistic based on F and γ. Then
F P IFR ô Xp1q P IFR
ô F¯ γ P IFR,
F P IFRA ô Xp1q P IFRA
ô F¯ γ P IFRA,
F P NBU ô Xp1q P NBU
ô F¯ γ P NBU.
The next theorem is taken from Li and Zuo [2002].
Theorem 4.33 Let k P N.
(a) If F P NBU(2), then
Skt ¤icv X1:k for all t ¥ 0.
(b) If F P IFR(2), then
Skt ¤icv Sks for all 0 ¤ s ¤ t.
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(c) If
Skt ¤icx X1:k for all t ¥ 0,
then F P NBUC.
(d) If
Skt ¤icx Sks for all 0 ¤ s ¤ t,
then F P DMRL.
Now, we give the definitions of ageing classes considered in Belzunce et al.
[1999] and Li and Zuo [2002].
Definition 4.34
(a) F has a NBU(2)S distribution (new better than used distribution (of sec-
ond order) in system), iff Skt ¤icv X1:k for all t ¥ 0 and some k P N or
equivalently, X1:k P NBU(2) for some k P N.
(b) F has an IFR(2)S distribution (increasing failure rate (of second order) in
system), iff Skt ¤icv Sks for all 0 ¤ s ¤ t and some k P N or equivalently,
X1:k P IFR(2) for some k P N.
(c) F has a NBUCS distribution (new better than used distribution (in con-
vex order) in system), iff Skt ¤icx X1,k for all t ¥ 0 and all k P N or
equivalently, X1:k P NBUC for all k P N.
(d) F has a DMRLS distribution (decreasing mean residual life in system), iff
Skt ¤icx Sks for all 0 ¤ s ¤ t and all k P N or equivalently, X1:k P DMRL
for all k P N.
This leads to the following result.
Corollary 4.35 The following implications and equivalences hold :
(a)
F P NBU(2) ùñ F P NBU(2)S ,
F P IFR(2) ùñ F P IFR(2)S ,
F P NBUCS ùñ F P NBUC ,
F P DMRLS ùñ F P DMRL .
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(b)
F P NBU(2) ðñ X1:k P NBU(2) for all k P N ,
F P IFR(2) ðñ X1:k P IFR(2) for all k P N ,
F P NBUC ðñ X1:k P NBUC for some k P N ,
F P DMRL ðñ X1:k P DMRL for some k P N .
Remark 4.36
(i) Since the NBUC and the DMRLS class are not closed with respect to
the formation of series systems with iid components (Theorems 4.6 and
4.8):
F P NBUC ÷ F P NBUCS and
F P DMRL ÷ F P DMRLS
(cf. Li and Zuo [2002] and Belzunce et al. [1999]).
(ii) As a consequence of Theorem 4.28 (and its proof), we find that
F P NBU(2)S ÷ F P NBU(2) .
(iii) From Theorem 4.27 can be deduced:
F¯ P NBUC ðñ F¯ γ P NBUC for some γ ¥ 1 .
Now, we define some ageing classes, which are related to the NBU(2) and
NBU(2)S class:
Definition 4.37 For γ0 ¡ 0:
F¯ P NBU(2)S(γ0) :ðñ F¯ γ0 P NBU(2),
F¯ P NBU(2)S :ðñ F¯ γ P NBU(2) for some γ ¡ 0,
F¯ P NBU(2)S :ðñ F¯ γ P NBU(2) for all γ ¡ 0.
Remark 4.38 According to Theorem 4.26, the following inclusions are valid:
piq NBU(2)S  NBU(2)Spγq  NBU(2)S for all γ ¡ 0 ,
piiq NBU(2)S  NBU(2)  NBU(2)Spγq for all γ ¡ 1 ,
piiiq NBU(2)S  NBU(2)Spγq  NBU(2) for all γ   1 .
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Note that due to Theorem 4.28 and its proof, the inclusions in (i) are strict
for γ  1, the inclusions in (ii) are strict for γ  2 and the inclusions in (iii)
are strict for γ  12 . Furthermore
NBU  NBU(2)S
since F¯ P NBU implies F¯ γ P NBU  NBU(2) for all γ ¡ 0.
Similar definitions and remarks are possible for the NBUC class.
4.5 Preservation of ageing properties under
mixtures
It is well known that mixtures of IFR (IFRA, NBU, NBU(2), NBUC, NBUE)
distributions do not need to belong to the IFR (IFRA, NBU, NBU(2), NBUC,
NBUE) class. In more detail, let F¯ be a (one-dimensional) survival function
with
F¯ pxq 
»
R
F¯ puqpxqdνpuq , (4.14)
for all x P R, a probability measure ν on pR,BpRqq and survival functions
F¯ puq, u P R, F¯ puqp0q  1.
Assume that F¯ puq, u P R, is the survival function of an exponential distribu-
tion with Parameter λpuq such that λ : u ÞÑ λpuq is not constant ν-almost
surely. Then, according to Barlow and Proschan [1978] (p. 86 and p. 157),
F¯ has a strictly decreasing hazard rate and consequently, F¯ R NBUE. Since
exponential distributions are IFR and
IFR  K  NBUE
for K P tIFR, IFRA, NBU, NBU(2), NBUC, NBUEu, this yields the state-
ment above.
However, in Lynch [1999], Block et al. [2003] and Li [2005], conditions are given
which ensure that certain ageing properties are preserved under mixtures.
Theorem 4.39 Let F¯ be a survival function defined via (4.14) such that
νpp0,8qq  1. Assume that F¯ puq is stochastically increasing in u ¥ 0.
(a) If pu, xq ÞÑ F¯ puqpxq is logconcave in px, uq and ν P IFR, then F¯ P IFR.
(Lynch [1999])
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(b) If
pF¯ puqpxqqα ¤ F¯ pαuqpαxq (4.15)
for all α P p0, 1q, x, u ¥ 0 and if ν P IFRA, then F¯ P IFRA. (Block et al.
[2003])
(c) If
F¯ puqpxq ¤ F¯ pαuqpαxqF¯ pp1αquqpp1 αqxq (4.16)
for all α P p0, 1q, x, u ¥ 0 and if ν P NBU, then F¯ P NBU. (Block et al.
[2003])
Remark 4.40
(i) Note that the conditions in the above theorem imply that F¯ puq, u ¥ 0,
has the IFR (part (a)), IFRA (part (b)) resp. NBU property (part (c))
(cf. Block et al. [2003]).
(ii) According to Block et al. [2003], condition (4.15) holds for all α P p0, 1q,
x, u ¥ 0 if the function pu, xq ÞÑ F¯ puqpxq is logconcave in px, uq.
(iii) In addition, similar results concerning the DMRL resp. NBUC and
NBU(2) properties are given in Block et al. [2003] resp. Li [2005].
Examples 4.41 (Block et al. [2003]) The conditions on the mixed distribu-
tions in Theorem 4.39 are satisfied by many standard distributions. We give
two examples.
1. The Weibull distribution has the survival function
F¯ pxq  exppλxαq, λ, α ¡ 0, x ¥ 0 .
Let α ¡ 1. For λ ¡ 0, we can introduce a new parameter u  1
λ
1
α1
and
write the survival function depending on u and α as
F¯ puqpxq  exp
 xα
uα1


, u ¡ 0, x ¥ 0 .
Then, pu, xq ÞÑ F¯ puqpxq is logconcave in px, uq and F¯ puq is stochastically
increasing in u ¡ 0.
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2. The exponential power distribution has the survival function
F¯ pxq  expp1 exprpλxqαsq, λ, α ¡ 0, x ¥ 0 .
Let α ¡ 1. For λ ¡ 0, we can introduce a new parameter u  1
λ
α
α1
and
write the survival function depending on u and α as
F¯ puqpxq  exp

1 exp

xα
uα1


, u ¡ 0, x ¥ 0 .
Then, pu, xq ÞÑ F¯ puqpxq is logconcave in px, uq and F¯ puq is stochastically
increasing in u ¡ 0.
4.6 Ageing properties of order statistics and
record values from exchangeable sequences
Let X  tX1, X2, . . . u be an infinite sequence of real valued exchangeable
random variables such that
Xi  f˜pYi, Uq and X  fpY, Uq
for a random sequence Y  tY1, Y2, . . . u with iid components, a real valued
random variable U , independent of Y , and measurable functions f , f˜ . Further,
let r P N and let Z be the r-th order statistic based on X1, . . . , Xn, n P N,
n ¥ r or let Z be the r-th record value based onX. We assume P pZ  8q  0.
Then, according to Section 3.3,
P pZ P Aq 
»
R
P pZpuq P AqdPU puq for A P BpRqq ,
where Zpuq, u P R, is the corresponding r-th order statistic resp. the r-th
record value based on the iid sequence
Xpuq  tf˜pY1, uq, f˜pY2, uq, . . . u .
Now, ageing properties of Z are considered. Clearly, we can apply Theorem
4.39. Hence, if the distributions of Zpuq and U satisfy the conditions of the
theorem, then Z has the IFR (IFRA, NBU) property. But, in addition, it is
of interest to have conditions that directly depend on the distributions of X,
X
puq
i (i P N, u P R) and U .
Corollary 4.42 Let P pU ¡ 0q  P pXpuq1 ¡ 0q  1 and F¯ puqpxq  P pXpuq1 ¡
xq for u, x ¥ 0. Assume that Xpuq1 is stochastically increasing in u ¥ 0.
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(a) If pu, xq ÞÑ F¯ puqpxq is logconcave in px, uq and U P IFR, then Z P IFR.
(b) If
pF¯ puqpxqqα ¤ F¯ pαuqpαxq
for all α P p0, 1q, x, u ¥ 0 and if U P IFRA, then Z P IFRA.
(c) If
F¯ puqpxq ¤ F¯ pαuqpαxqF¯ pp1αquqpp1 αqxq
for all α P p0, 1q, x, u ¥ 0 and if U P NBU, then Z P NBU.
Proof
We show that the corollary follows from Theorem 4.39.
Let Gpuq, u ¥ 0, be the distribution function of Zpuq. The condition that Xpuq1
is stochastically increasing in u ¥ 0 and Proposition 5.23 (p. 101) yield that
Zpuq is stochastically increasing in u ¥ 0.
Let H be the distribution function of the r-th order statistic resp. the r-th
record value based on an (n-dimensional) iid vector resp. an iid sequence of
standard exponential distributed random variables. Corollary 3.8 implies that
G¯puqpxq  H¯p ln F¯ puqpxqq .
(a) Assume that pu, xq ÞÑ F¯ puqpxq is logconcave in px, uq. We show that
pu, xq ÞÑ G¯puqpxq is logconcave in px, uq. Therefore, choose u1, u2, x1, x2 ¥ 0
and α P p0, 1q. Since H P IFR, ln H¯ is decreasing and concave (cf. Proposition
2.16). Consequently,
ln G¯pαu1 p1αqu2qpαx1   p1 αqx2q
 ln H¯r ln F¯ pαu1 p1αqu2qpαx1   p1 αqx2qs
¥ ln H¯rα ln F¯ pu1qpx1q  p1 αq ln F¯ pu2qpx2qs
¥ α ln H¯r ln F¯ pu1qpx1qs   p1 αq ln H¯r ln F¯ pu2qpx2qs
 α ln G¯pu1qpx1q   p1 αq ln G¯pu2qpx2q .
Thus, Theorem 4.39 implies Z P IFR.
(b) Now, choose α P p0, 1q, x, u ¥ 0 and let
pF¯ puqpxqqα ¤ F¯ pαuqpαxq .
Notice that H¯ is decreasing and
pH¯pyqqα ¤ H¯pαyq
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for y ¥ 0 (since H P IFRA, cf. Proposition 2.17) Hence,
rG¯puqpxqsα  rH¯p ln F¯ puqpxqqsα
¤ H¯pα ln F¯ puqpxqq
 H¯p lnrF¯ puqpxqsαq
¤ H¯p ln F¯ pαuqpαxqq
 G¯pαuqpαxq .
(c) Let α P p0, 1q, x, u ¥ 0 and
F¯ puqpxq ¤ F¯ pαuqpαxqF¯ pp1αquqpp1 αqxq .
Since H P NBU, we have
H¯py   tq ¤ H¯pyqH¯ptq for y, t ¥ 0 .
Consequently, considering again that H¯ is decreasing,
G¯puqpxq  H¯p ln F¯ puqpxqq
¤ H¯p lnrF¯ pαuqpαxqF¯ pp1αquqpp1 αqxqsq
 H¯p ln F¯ pαuqpαxq  ln F¯ pp1αquqpp1 αqxqq
¤ H¯p ln F¯ pαuqpαxqqH¯p ln F¯ pp1αquqpp1 αqxqq
 G¯pαuqpαxqG¯pp1αquqpp1 αqxq .
Remark 4.43 The conditions in the corollary imply that Xi, i P N, is
IFR resp. IFRA or NBU (according to Theorem 4.39) and furthermore that
pX1, . . . , Xnq, n P N, is associated (according to Corollary 5.17, p. 95).
The following Theorem presents conditions ensuring that the first order statis-
tic Z  X1:n based on X1, . . . , Xn, n P N, has certain ageing properties.
Theorem 4.44
(a) If pX1, . . . , Xnq P MIFR3, then X1:n P IFR.
(b) If pX1, . . . , Xnq P MIFRA2, then X1:n P IFRA.
(c) If pX1, . . . , Xnq P MNBU2, then X1:n P NBU .
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Proof
Let F1:n be the distribution function of X1:n and Fn the distribution function
of Xpnq  pX1, . . . , Xnq. Note that for x P R:
F¯1:npxq  F¯npx, . . . , xq .
(a) Assume that pX1, . . . , Xnq P MIFR3. For x, s, t ¥ 0 with s ¤ t, we find
F¯1:npx  tqF¯1:npsq  F¯npx  t, . . . , x  tqF¯nps, . . . , sq
XpnqP MIFR3¤ F¯npx  s, . . . , x  sqF¯npt, . . . , tq
 F¯1:npx  sqF¯1:nptq .
Hence, X1:n P IFR.
(b) Assume that pX1, . . . , Xnq P MIFRA2. Then
F¯α1:npxq  F¯αn px, . . . , xq
XpnqP MIFRA2¤ F¯npαx, . . . , αxq
 F¯1:npαxq
for x ¥ 0 and α P p0, 1q. Hence, X1:n P IFRA.
(c) Assume that pX1, . . . , Xnq P MNBU2. For x, t ¥ 0, we have
F¯1:npx  tq  F¯npx  t, . . . , x  tq
XpnqP MNBU2¤ F¯npx, . . . , xqF¯npt, . . . , tq
 F¯1:npxqF¯1:nptq .
Consequently, X1:n P NBU .
Remark 4.45 Theorem 4.44 remains valid if the assumption of exchangeabil-
ity of the underlying random variables is dropped.
Chapter 5
Dependence Properties
In the following, we study the dependence structure of the models introduced
in Chapter 3.
5.1 Dependence structure of generalized order
statistics
The model of generalized order statistics includes many models of random
vectors with ordered components. Let Xpiq (i P N) be the i-th generalized
order statistic based on parameters γ1, . . . , γi ¡ 0 and a distribution function
F and X : pXp1q , . . . , Xpnq q, n P N, then
X
p1q
 ¤    ¤ Xpnq (almost everywhere). (5.1)
(5.1) alone suggests that X carries a high amount of positive dependence.
Indeed, we will see immediately that X satisfies all the positive dependence
notions defined in Section 2.5 if F is continuous.
Theorem 5.1 The vector of generalized order statistics X  pXp1q , . . . , Xpnq q,
n P N based on a continuous distribution function is MTP2. Moreover, any
marginal distribution of at least two different generalized order statistics has
the MTP2 property.
The previous theorem is taken from Cramer [2006]. It is shown there that the
vector pXp1q , . . . , Xpnq q of generalized order statistic based on a continuous
distribution function F has a bnj1PF density which is MTP2.
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Remark 5.2 Since the MTP2 class is a subclass of the classes CI, CIS, RCSI
etc. (cf. Theorem 2.42), the vector X  pXp1q , . . . , Xpnq q of generalized or-
der statistics based on a continuous distribution function belongs to all these
classes.
Dependence of spacings of generalized order statistics:
Now, we consider spacings
S
pjq
  Xpjq Xpj1q , 1 ¤ j ¤ n
of generalized order statistics Xp1q , . . . , X
pnq
 (n P N, Xp0q : 0) based on a
distribution function F and parameters γ1, . . . , γn ¡ 0. It turns out that the
dependence properties of pSp1q , . . . , Spnq q are related to ageing properties of
F . The following result is due to Burkschat [2006].
Theorem 5.3
(a) Let F be DFR (IFR). Then, pSp1q , . . . , Spnq q is CIS (CDS).
(b) Let F be an absolutely continuous distribution function with Lebesgue den-
sity f , hazard rate λF and left resp. right support endpoints αpF q resp.
ωpF q. Let ωpF q  8 and let f be positive on pαpF q,8q. Moreover, let
one of the following conditions be satisfied:
(i) Let γj  γj1 ¥ 1, (1 ¤ j ¤ n  1), γn ¥ 1 and let f be logconvex
on pαpF q,8q.
(ii) Let γj ¥ γj 1, (1 ¤ j ¤ n  1), f be DFR and λF be logconvex on
pαpF q,8q.
Then, pSp1q , . . . , Spnq q is MTP2.
Furthermore, the author establishes similar conditions for spacings to be
MRR2 and S-MRR2, where S-MRR2 is a stronger dependence concept than
MRR2. (For a definition of S-MRR2, we refer to Burkschat [2006].)
5.2 Dependence structure of mixture models
This section deals with the mixture model introduced in Section 3.2. Let k, n P
N and let X  pX1, . . . , Xnq and Xpuq  pXpuq1 . . . , Xpuqn q, u P Rk, be Rn–
valued random vectors with distributions µ and µpuq, u P Rk. Furthermore,
let U be a Rk–valued random variable with distribution ν such that
µpAq 
»
Rk
µpuqpAqdνpuq (5.2)
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for all A P BpRnq.
Let F and Fi resp. F puq and F
puq
i (1 ¤ i ¤ n, u P Rk) denote the distribu-
tion functions of X, Xi, Xpuq and X
puq
i and let f , fi, f
puq and f puqi be the
corresponding Lebesgue densities (in case of existence).
5.2.1 PUOD and association for mixture models
In this section, we analyze the distribution of X (defined via (5.2)) with re-
spect to the properties PUOD and association. The next section deals with
stronger dependence notions, e.g. MTP2. But the considerations there are
restricted to the case k  1, whereas in this section we admit arbitrary k P N.
In Belzunce and Semeraro [2004], the concept of positive orthant dependence
(POD) is considered. In particular, the preservation under mixtures is estab-
lished. Note that a random vector Y  pY1, . . . , Ynq with distribution function
G, survival function G¯, marginal distribution functions Gi and marginal sur-
vival functions G¯i (i P t1, . . . , nu) is said to be POD if
n¹
i1
G¯ipxiq ¤ G¯px1, . . . , xnq and
n¹
i1
Gipxiq ¤ Gpx1, . . . , xnq
for all px1, . . . , xnq P Rn. Obviously,
Y P PODô pY P PUOD and Y P PLODq ñ Y P PUOD .
Belzunce and Semeraro give the following result.
Theorem 5.4 Let k  n and let the distribution of Xpuqi (u P Rn, 1 ¤ i ¤ n)
depend on u  pu1, . . . , unq only through ui. If U and Xpuq, u P Rn, are POD
and if Xpuqi is stochastically increasing in u P Rn for all i P t1, . . . , nu (or
stochastically decreasing in u P Rn for all i P t1, . . . , nu), then X is POD.
As a special case of the next theorem, it arises that the previous result of
Belzunce and Semeraro remains valid if POD is replaced by PUOD, at least,
if it is assumed that Xpuqi is stochastically increasing in u P Rn for all i P
t1, . . . , nu (cf. Remark 5.6 (iv)).
Theorem 5.5
(a) Let Xpuq, u P Rk, be PUOD and Xpuqi be stochastically increasing in u P Rk
for all i P t1, . . . , nu (or decreasing in u P Rk for all i P t1, . . . , nu).
Further, let U be associated. Then, X P PUOD.
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(b) Let l1, . . . , ln P N, k 
°n
i1 li and let X
puq
i (u P Rk, 1 ¤ i ¤ n) de-
pend on u  pup1q, . . . , upnqq only through upiq  pupiq1 , . . . , upiqli q. Let
U  pU p1q, . . . , U pnqq, where U piq is a li-dimensional random vector. If
Xpuq, u P Rk, is PUOD and Xpuqi is stochastically increasing in u P Rk
for all i P t1, . . . , nu and if
n¹
i1
E

gipU piqq
	
¤ E

n¹
i1
gipU piqq

(5.3)
for every collection of increasing functions g1, . . . , gn, gi : Rli Ñ r0,8q
(1 ¤ i ¤ n), then X P PUOD.
Proof
(a) Let x  px1, . . . , xnq P Rn and gi : Rk Ñ R, 1 ¤ i ¤ n, such that
gipuq  F¯ puqi pxiq .
Since Xpuqi is stochastically increasing (decreasing) in u P Rk for all i P
t1, . . . , nu, g1, . . . , gn are bounded increasing (decreasing) functions. Conse-
quently,
F¯ px1, . . . , xnq 
n¹
i1
F¯ipxiq

»
Ω
F¯ pUqpxqdP 
n¹
i1
»
Ω
F¯
pUq
i pxiqdP
XpuqPPUOD¥
»
Ω
n¹
i1
F¯
pUq
i pxiqdP 
n¹
i1
»
Ω
F¯
pUq
i pxiqdP

»
Ω
n¹
i1
gipUqdP 
n¹
i1
»
Ω
gipUqdP
 E

n¹
i1
gipUq
ff

n¹
i1
E rgipUqs
U associated¥ 0 .
Notice that the product of non-negative increasing (decreasing) functions is
increasing (decreasing) and that the association of U implies
ErgpUqsErhpUqs ¤ Erpg  hqpUqs
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for all bounded decreasing (and increasing) functions g, h : Rk Ñ R.
(b) Let x  px1, . . . , xnq P Rn and gi : Rli Ñ R, 1 ¤ i ¤ n, such that
gipupiqq  F¯ pu
piqq
i pxiq ,
where F¯ pu
piqq
i denotes the distribution function ofX
puq
i for u  pup1q, . . . , upnqq P
Rk. According to the assumptions, g1, . . . , gn are (bounded) increasing func-
tions. Hence,
F¯ px1, . . . , xnq 
n¹
i1
F¯ipxiq
XpuqP PUOD¥
»
Ω
n¹
i1
F¯
pUq
i pxiqdP 
n¹
i1
»
Ω
F¯
pUq
i pxiqdP

»
Ω
n¹
i1
gipU piqqdP 
n¹
i1
»
Ω
gipU piqqdP
p5.3q
¥ 0 .
Remark 5.6
(i) Let l1      ln  1 and k  n. Then, condition (5.3) can be equiva-
lently written as
U P PUOD
(cf. Theorem 2.7).
(ii) If l1, . . . , ln are arbitrary and U is associated, then condition (5.3) is
fulfilled.
(iii) The following example shows that, in the previous theorem (part (a)), it
is not possible to substitute the assumption that U is associated with U P
PUOD.
Let n  k  2. Consider a (discrete) random vector U  pU1, U2q whose
density is given by:
U2  1 U2  2 U2  3
U1  1 1564 0 18
U1  2 0 932 0
U1  3 18 0 1564
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(which means P pU1  1, U2  3q  18 etc.)
According to Esary et al. [1967], U is not associated but U P PUOD.
Now, choose random variables Xpu1,u2q1 , X
pu1,u2q
2 , pu1, u2q P R2, accord-
ing to
X
pu1,u2q
1 pωq 
#
1 if pu1, u2q ¤ p2, 2q,
2 else,
X
pu1,u2q
2 pωq 
#
1 if pu1, u2q ¤ p1, 3q or pu1, u2q ¤ p3, 1q,
2 else,
for ω P Ω. Obviously, Xpu1,u2q is PUOD for pu1, u2q P R2 (since Xpu1,u2q1
and Xpu1,u2q2 are constant for given u1, u2, and hence independent).
Furthermore, Xpu1,u2qi is stochastically increasing in pu1, u2q P R2 for
i P t1, 2u. For px1, x2q  p1, 1q, we obtain
F¯ px1, x2q 
2¹
i1
F¯ipxiq
 P ppU1, U2q  p3, 3qq  rP ppU1, U2q  p3, 3qq
 P ppU1, U2q  p1, 3qq   P ppU1, U2q  p3, 1qqs
 rP ppU1, U2q  p3, 3qq   P ppU1, U2q  p2, 2qqs
 15
64


15
64
  1
8
  1
8
 
15
64
  9
32

  63
4096
  0 .
Hence, X is not PUOD.
(iv) Consider part (b) of the previous theorem. If Xpuqi is stochastically de-
creasing in u P Rk for all i P t1, . . . , nu (instead of increasing), then X
is not necessarily PUOD (even if the other conditions are fulfilled).
To see this, let l1      ln  1, k  n  3 and let U  pU1, U2, U3q be
a random vector with
P pU  p1, 1, 1qq  0.5 , P pU  p0, 0, 1qq  0.2
P pU  p0, 1, 0qq  P pU  p1, 0, 0qq  P pU  p1, 1, 0qq  0.1 .
According to Colangelo et al. [2005], U is RTIS but U is not PLOD. Con-
sequently, U is PUOD and condition (5.3) is fulfilled. For pu1, u2, u3q P
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R3, we choose Xpu1,u2,u3q  pXpu1q1 , Xpu2q2 , Xpu3q3 q such that Xpuiqi  1
for ui   1 and Xpuiqi  0 for ui ¥ 1, i P t1, 2, 3u. Since the components
of Xpuq, u P R3, are independent, Xpuq is PUOD. Furthermore, Xpuqi ,
i P t1, 2, 3u, is stochastically decreasing in u P R3. But X is not PUOD
since
P pX ¡ p0, 0, 0qq

»
Ω
3¹
i1
P pXpUipωqqi ¡ 0qdP pωq
 0
  0.027

3¹
i1
»
Ω
P pXpUipωqqi ¡ 0qdP pωq

3¹
i1
P pXi ¡ 0q .
The following result, concerning association of mixture models, is well known
(cf. Jogdeo [1978]). Nevertheless, we give a short proof.
Theorem 5.7 Let U be associated and let Xpuq, u P Rk, be associated for
every u P Rk. Further, let Xpuq be stochastically increasing (or decreasing) in
u P Rk. Then, X is associated.
Proof
Let g, h : Rn Ñ R be bounded increasing functions. It has to be shown that
ErgpXqsErhpXqs ¤ Erpg  hqpXqs . (5.4)
Let G and H be measurable functions such that
Gpuq  ErgpXpuqqs and
Hpuq  ErhpXpuqqs
for u P Rk. Notice that G and H are increasing (decreasing) since Xpuq is
stochastically increasing (decreasing) in u P Rk. Taking into account that U
and Xpuq, u P Rk, are associated and that
ErϕpXqs 
»
Ω
ErϕpXpUpωqqqsdP pωq
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for an arbitrary measurable function ϕ, we obtain
Erpg  hqpXqs 
»
Ω
Erpg  hqpXpUpωqqqsdP pωq
¥
»
Ω
ErgpXpUpωqqqsErhpXpUpωqqqsdP pωq
 ErpG HqpUqs
¥ ErGpUqsErHpUqs
 ErgpXqsErhpXqs .
5.2.2 RCSI and MTP2 for mixture models
Now, we additionally assume k  1. Thus, U is a real valued random variable
and ν is a probability measure on pR,BpRqq. The aim of this section is to find
conditions leading to X P RCSI resp. X P MTP2.
Properties of MTP2 functions are given in Karlin and Rinott [1980],e.g. the
following result:
Proposition 5.8 Let i, j, l P N and let σ  σ1b  bσl be a product measure
on pRl,BpRlqq, where σν (1 ¤ ν ¤ l) is a σ-finite measure on pR,BpRq. If g1
is MTP2 on Ri l and g2 is MTP2 on Rl j, then h : Ri j Ñ r0,8q,
hpx, yq 
»
Rl
g1px, zqg2pz, yqdσpzq , x P Ri, y P Rj ,
is MTP2 on Ri j.
Corollary 5.9
(i) Let Xpuq be increasing in u P R with respect to the hazard rate order ¤hr
(that means Xpv1q ¤hr Xpv2q if v1 ¤ v2). Then, X is right corner set
increasing (RCSI).
(ii) Let Xpuq be increasing in u P R with respect to the likelihood ratio order
¤lr (that means Xpv1q ¤lr Xpv2q if v1 ¤ v2). Then, X is multivariate
totally positive of order two (MTP2).
Proof
From the definitions of ¤hr, ¤lr and the MTP2 property (of functions) (cf.
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Section 2.1) it arises that Xpuq increases in u with respect to ¤hr if and only
if
pu, xq ÞÑ F¯ puqpxq is MTP2 on Rn 1
and that Xpuq increases in u with respect to ¤lr if and only if
pu, xq ÞÑ f puqpxq is MTP2 on Rn 1.
Thus, according to Proposition 5.8, the assumptions in (i) imply that F¯ has
the MTP2 property, i.e.,
F¯ pxqF¯ pyq ¤ F¯ px^ yqF¯ px_ yq for all x, y P Rn.
Hence,
F¯ px_ yqF¯ py1q ¤ F¯ ppx_ yq ^ y1qF¯ px_ y1q ¤ F¯ pyqF¯ px_ y1q
for all x, y, y1 P Rn, y ¤ y1 or equivalently
P pX ¡ x|X ¡ yq ¤ P pX ¡ x|X ¡ y1q
for all x, y, y1 P Rn, y ¤ y1, F¯ py1q ¡ 0, which means X P RCSI.
The assumptions in (ii) imply that f has the MTP2 property, i.e.,
X P MTP2.
Marshall and Olkin [1990] deduce a similar result from Proposition 5.8.
Proposition 5.10 Let k P N be arbitrary.
(i) If pu, xq ÞÑ F¯ puqpxq is MTP2 on Rk n and if U P MTP2, then F¯ is
MTP2.
(ii) If pu, xq ÞÑ f puqpxq is MTP2 on Rk n and if U P MTP2, then f is MTP2,
i.e., X P MTP2.
Remark 5.11 If needed (as in Corollary 5.9 (b)), we assume that Xpuq (u P
R) has a density f puq with respect to some σ-finite product measure Pˆ such
that
pu, xq ÞÑ f puqpxq , pu, xq P Rn 1,
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is a Borel-measurable function. Then, according to the Theorem of Fubini (see
Bauer [1992]),
P pX P Aq 
»
R
P pXpuq P AqdPU puq

»
R
»
A
f puqpxqdPˆ pxqdPU puq

»
A
»
R
f puqpxqdPU puqdPˆ pxq
for A P BpRnq. Hence, X has the Pˆ -density
x ÞÑ fpxq :
»
R
f puqpxqdPU puq px P Rnq.
Now, we assume that Xpuq decreases in u P R with respect to ¤hr or ¤lr and
ask what this assumption implies for the dependence structure of X. If n  1,
then Xpuq decreases in u P R with respect to ¤hr resp. ¤lr if and only if
pu, xq ÞÑ F¯ puqpxq resp. pu, xq ÞÑ f puqpxq are MRR2 on R2. But if n ¥ 2, this
is not true anymore. Nevertheless, Corollary 5.9 can be generalized by the
following theorems. Notice that in the proofs of these theorems Proposition
5.8 is not applied. But there are similarities to the proof of the proposition
(cf. Karlin and Rinott [1980]).
Theorem 5.12 Let Xpuq be decreasing (or increasing) in u P R with respect
to ¤hr. Then, X is right corner set increasing (RCSI).
Proof
We assume that Xpuq is decreasing in u P R with respect to ¤hr. (The case
of increasing hazard rate order follows along the same lines.) Let z, x, x1 P Rn
such that x ¤ x1 and P pX ¡ x1q ¡ 0. According to Definition 2.40, it has to
be shown that
F¯rX|X¡xspzq ¤ F¯rX|X¡x1spzq (5.5)
holds. With y : z _ x, y1 : z _ x1 and independent ν-distributed random
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variables V1, V2, we get the following equivalent inequalities:
F¯rX|X¡xspzq ¤ F¯rX|X¡x1spzq
ô P pX ¡ yqP pX ¡ x1q ¤ P pX ¡ y1qP pX ¡ xq
ô
»
Ω
F¯ pV1qpyqdP
»
Ω
F¯ pV2qpx1qdP
¤
»
Ω
F¯ pV1qpy1qdP
»
Ω
F¯ pV2qpxqdP
ô
»
Ω
F¯ pV1qpyqF¯ pV2qpx1qdP ¤
»
Ω
F¯ pV1qpy1qF¯ pV2qpxqdP
ô
»
Ω

F¯ pV1qpy1qF¯ pV2qpxq  F¯ pV1qpyqF¯ pV2qpx1q

loooooooooooooooooooooooooomoooooooooooooooooooooooooon
:ϕpV1,V2q
dP ¥ 0
ô
»
tV1 V2u
ϕpV1, V2qdP  
»
tV1¡V2u
ϕpV1, V2qdP  
»
tV1V2u
ϕpV1, V2qdP ¥ 0
ô
»
tV1 V2u
ϕpV1, V2q   ϕpV2, V1qloooooooooooomoooooooooooon
:ψpV1,V2q
dP  
»
tV1V2u
ϕpV1, V1qdP ¥ 0 .
Since Xpuq ¤hr Xpuq, F¯ puq is decreasing, x ¤ x1 ^ y and y1  x1 _ y, we find
that
F¯ puqpy1qF¯ puqpxq ¥ F¯ puqpy1qF¯ puqpx1 ^ yq ¥ F¯ puqpyqF¯ puqpx1q (5.6)
for all u P R. (That means Xpuq P RCSI.) Hence,»
tV1V2u
ϕpV1, V1qdP ¥ 0 .
Consequently, it suffices to show that»
tV1 V2u
ψpV1, V2qdP ¥ 0 . (5.7)
Let
B0  tω P Ω|F¯ pVipωqqpx1q  0, i  1, 2u ,
B11  tω P Ω|F¯ pV1pωqqpx1q  0, F¯ pV2pωqqpx1q ¡ 0u ,
B21  tω P Ω|F¯ pV1pωqqpx1q ¡ 0, F¯ pV2pωqqpx1q  0u ,
B1  B11 YB21 and
B2  tω P Ω|F¯ pVipωqqpx1q ¡ 0, i  1, 2u .
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In the following, we verify that
»
BiXtV1 V2u
ψpV1, V2qdP ¥ 0
for i P t0, 1, 2u, which proves (5.7).
i=0: For ω P B0 and i P t1, 2u, F¯ pVipωqqpx1q  0 and F¯ pVipωqqpy1q  0
(because x1 ¤ y1  z _ x1). Consequently,
»
B0XtV1 V2u
ψpV1, V2qdP  0 .
i=1: According to the assumptions, we have
Xpv2q ¤hr Xpv1q for v1   v2. (5.8)
If ω P B21 X tV1   V2u, then F¯ pV2pωqqpx1q  0, F¯ pV2pωqqpy1q  0 and
ψpV1pωq, pV2pωqq
 F¯ pV1pωqqpy1qF¯ pV2pωqqpxq  F¯ pV1pωqqpx1qF¯ pV2pωqqpyq
p5.8q
¥ F¯ pV1pωqqpy1qF¯ pV2pωqqpxq  F¯ pV1pωqqpy _ x1qF¯ pV2pωqqpy ^ x1q
 F¯ pV1pωqqpx1 _ zqF¯ pV2pωqqpxq  F¯ pV1pωqqpx1 _ zqF¯ pV2pωqqppx_ zq ^ x1q
 F¯ pV1pωqqpx1 _ zq

F¯ pV2pωqqpxq  F¯ pV2pωqqppx_ zq ^ x1q

¥ 0 ,
where the last inequality holds since F¯ puq (u P R) is a decreasing function and
x ¤ px_ zq ^ x1. (Notice that x ¤ x1 by assumption.)
Furthermore, it follows from (5.8) that
F¯ pv2qpx1q ¤ F¯ pv1qpx1q for v1   v2
(since ¤hr implies ¤uo, cf. Theorem 2.6).
But this implies
B11 X tV1   V2u  H .
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Combining these arguments, we obtain»
B1XtV1 V2u
ψpV1, V2qdP

»
B21XtV1 V2u
ψpV1, V2qdP
¥ 0 .
i=2: From (5.6) we conclude for v1, v2 P R with F¯ pv1qpx1q ¡ 0
ϕpv1, v2q
 F¯ pv1qpy1qF¯ pv2qpxq  F¯ pv1qpyqF¯ pv2qpx1q
 F¯ pv1qpy1qF¯ pv1qpxq F¯
pv2qpxq
F¯ pv1qpxq  F¯
pv1qpyqF¯ pv1qpx1q F¯
pv2qpx1q
F¯ pv1qpx1q
¥ F¯ pv1qpyqF¯ pv1qpx1q F¯
pv2qpxq
F¯ pv1qpxq  F¯
pv1qpyqF¯ pv1qpx1q F¯
pv2qpx1q
F¯ pv1qpx1q
 F¯ pv1qpyqF¯ pv1qpx1q

F¯ pv2qpxq
F¯ pv1qpxq 
F¯ pv2qpx1q
F¯ pv1qpx1q

: hpv1, v2q .
Hence, »
B2XtV1 V2u
ψpV1, V2qdP
¥
»
B2XtV1 V2u
hpV1, V2q   hpV2, V1qdP

»
B2XtV1 V2u
F¯ pV1qpyqF¯ pV1qpx1q

F¯ pV2qpxq
F¯ pV1qpxq 
F¯ pV2qpx1q
F¯ pV1qpx1q

 F¯ pV2qpyqF¯ pV2qpx1q

F¯ pV1qpxq
F¯ pV2qpxq 
F¯ pV1qpx1q
F¯ pV2qpx1q

dP .
Taking into account that for a, b, c, d P Rzt0u
d
a
b
 c
d

 ac
b

b
a
 d
c

,
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this leads to »
B2XtV1 V2u
ψpV1, V2qdP
¥
»
B2XtV1 V2u
F¯ pV2qpx1q

F¯ pV1qpxq
F¯ pV2qpxq 
F¯ pV1qpx1q
F¯ pV2qpx1q



F¯ pV2qpyq  F¯ pV1qpyq F¯
pV2qpxq
F¯ pV1qpxq

dP
¥ 0 .
The last inequality holds since Xpv2q ¤hr Xpv1q for v1   v2 and therefore
F¯ pv1qpxqF¯ pv2qpx1q ¤ F¯ pv1qpx1qF¯ pv2qpxq and
F¯ pv1qpxqF¯ pv2qpyq ¤ F¯ pv1qpyqF¯ pv2qpxq .
(Notice that x ¤ x1 and x ¤ z _ x  y.)
Corollary 5.13 If Xpuq is decreasing (or increasing) in u P R with respect to
¤hr, then X is multivariate right tail increasing (MRTI) and positive upper
orthant increasing ratio dependent (PUOIRD) (cf. Theorem 2.42).
Theorem 5.14 Let Xpuq be decreasing (or increasing) in u P R with respect
to ¤lr. Then, X is multivariate totally positive of order two (MTP2).
Proof
We assume that Xpuq is decreasing in u P R with respect to the likelihood
ratio order. Consequently, the density f puq of Xpuq (with respect to a σ-finite
product measure Pˆ ) satisfies
f pv1qpxqf pv2qpyq ¤ f pv1qpx_ yqf pv2qpx^ yq (5.9)
for v1, v2 P R, v1   v2, x, y P Rn and
f puqpxqf puqpyq ¤ f puqpx^ yqf puqpx_ yq (5.10)
for u P R, x, y P Rn. Thus, Xpuq is MTP2 for u P R.
According to Remark 5.11,
x ÞÑ fpxq 
»
Ω
f pUqpxqdP
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is a Pˆ density of X. It will be shown that
fpxqfpyq ¤ fpx_ yqfpx^ yq for x, y P Rn. (5.11)
Let x, y P Rn and V1, V2 be independent, PU -distributed random variables.
With
gpv1, v2q  f pv1qpx^ yqf pv2qpx_ yq  f pv1qpxqf pv2qpyq for v1, v2 P R,
(5.11) can be written equivalently as»
Ω
f pV1qpxqdP
»
Ω
f pV2qpyqdP
¤
»
Ω
f pV1qpx^ yqdP
»
Ω
f pV2qpx_ yqdP
ô
»
Ω
f pV1qpxqf pV2qpyqdP ¤
»
Ω
f pV1qpx^ yqf pV2qpx_ yqdP
ô
»
Ω

f pV1qpx^ yqf pV2qpx_ yq  f pV1qpxqf pV2qpyq

dP ¥ 0
ô
»
Ω
gpV1, V2qdP ¥ 0 .
With
hpv1, v2q  gpv1, v2q   gpv2, v1q for v1, v2 P R,»
Ω
gpV1, V2qdP

»
tV1 V2u
gpV1, V2qdP  
»
tV1¡V2u
gpV1, V2qdP
 
»
tV1V2u
gpV1, V2qdP
p5.10q
¥
»
tV1 V2u
gpV1, V2qdP  
»
tV1¡V2u
gpV1, V2qdP

»
tV1 V2u
gpV1, V2qdP  
»
tV1 V2u
gpV2, V1qdP

»
tV1 V2u
hpV1, V2qdP .
From the following observations, we deduce that
hpv1, v2q ¥ 0 for v1, v2 P R with v1   v2.
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Hence
»
tV1 V2u
hpV1, V2qdP ¥ 0
and (5.11) is valid.
Let v1, v2 P R with v1   v2.
First of all, we assume f pviqpyq ¡ 0 and f pviqpx_ yq ¡ 0 for i  1, 2.
For w1, w2 P R with f pw1qpyq ¡ 0, f pw1qpx_ yq ¡ 0, we obtain
gpw1, w2q
 f pw1qpx^ yqf pw1qpx_ yqf
pw2qpx_ yq
f pw1qpx_ yq
f pw1qpxqf pw1qpyqf
pw2qpyq
f pw1qpyq
p5.10q
¥ f pw1qpxqf pw1qpyqf
pw2qpx_ yq
f pw1qpx_ yq
f pw1qpxqf pw1qpyqf
pw2qpyq
f pw1qpyq
 f pw1qpxqf pw1qpyq

f pw2qpx_ yq
f pw1qpx_ yq 
f pw2qpyq
f pw1qpyq

.
Taking into account that for a, b, c, d P Rzt0u
d
a
b
 c
d

 ac
b

b
a
 d
c

,
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this yields
hpv1, v2q
 gpv1, v2q   gpv2, v1q
¥ f pv1qpxqf pv1qpyq

f pv2qpx_ yq
f pv1qpx_ yq 
f pv2qpyq
f pv1qpyq

 f pv2qpxqf pv2qpyq

f pv1qpx_ yq
f pv2qpx_ yq 
f pv1qpyq
f pv2qpyq

 f pv2qpyq

f pv1qpx_ yq
f pv2qpx_ yq 
f pv1qpyq
f pv2qpyq



f pv2qpxq  f pv1qpxqf
pv2qpx_ yq
f pv1qpx_ yq

p5.9q
¥ 0 .
The last inequality is valid since (5.9) implies
f pv1qpyqf pv2qpx_ yq ¤ f pv1qpx_ yqf pv2qpyq and
f pv1qpxqf pv2qpx_ yq ¤ f pv1qpx_ yqf pv2qpxq .
Now, let i P t1, 2u and f pviqpx _ yq  0 or f pviqpyq  0. If f pviqpx _ yq  0,
then
0  f pviqpx^ yqf pviqpx_ yq ¥ f pviqpxqf pviqpyq ¥ 0
since Xpviq P MTP2. Thus, in any case, f pviqpxq  0 or f pviqpyq  0. Conse-
quently,
hpv1, v2q
 f pv1qpx^ yqf pv2qpx_ yq   f pv1qpx_ yqf pv2qpx^ yq
maxpf pv1qpxqf pv2qpyq, f pv1qpyqf pv2qpxqq
¥ f pv1qpx_ yqf pv2qpx^ yq maxpf pv1qpxqf pv2qpyq, f pv1qpyqf pv2qpxqq
p5.9q
¥ 0 .
Corollary 5.15 If Xpuq is decreasing (or increasing) in u P R with respect to
¤lr, then X is RCSI, CI, CIS etc. (see Theorem 2.42).
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Remark 5.16 If Xpuq is increasing in u P R with respect to the hazard rate
order ¤hr, then X may not have the CIS, CI or MTP2 property. This can be
seen from the following counter example.
Let u1, u2 P R with u1   u2 and
P pU  u1q  P pU  u2q  12 .
Let n  2 and let pXpujq1 , Xpujq2 q, j P t1, 2u, be a random vector with indepen-
dent and identically distributed components such that for i P t1, 2u
P pXpu1qi  kq 
1
4
pk P t1, 2, 3, 4uq and
P pXpu2qi  1q 
1
10
, P pXpu2qi  2q 
3
10
,
P pXpu2qi  3q 
2
10
, P pXpu2qi  4q 
4
10
.
Then, according to Shaked and Shanthikumar [2007], p. 43,
X
pu1q
i ¤hr Xpu2qi and Xpu1qi ¦lr Xpu2qi
for i P t1, 2u. Consequently,
Xpu1q ¤hr Xpu2q ,
but X R CIS since
P pX2 ¡ 1|X1  2q
 P pX2 ¡ 1, X1  2q
P pX1  2q

1
2P pX
pu1q
2 ¡ 1, Xpu1q1  2q   12P pX
pu2q
2 ¡ 1, Xpu2q1  2q
1
2P pX
pu1q
1  2q   12P pX
pu2q
1  2q

1
2  34  14   12  910  310
1
2  14   12  310
 183
220
¡ 49
60

1
2P pX
pu1q
2 ¡ 1, Xpu1q1  3q   12P pX
pu2q
2 ¡ 1, Xpu2q1  3q
1
2P pX
pu1q
1  3q   12P pX
pu2q
1  3q
 P pX2 ¡ 1|X1  3q .
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5.2.3 Mixture models with conditional independence
In this section, we analyze the dependence structure of X  pX1, . . . , Xnq
assuming that
F¯ puqpx1, . . . , xnq 
n¹
i1
F¯
puq
i pxiq for u P Rk and px1, . . . , xnq P Rn.
Hence, Xpuq, u P Rk, is a random vector with independent components. The
relation
Xpuq st rX|U  us
(cf. Section 3.2) justifies to call this submodel a mixture model with condi-
tional independence.
The next corollary can be deduced directly from Theorems 5.7, 5.12 and 5.14.
Corollary 5.17
(a) If Xpuqi is for all i P t1, . . . , nu stochastically increasing or for all i P
t1, . . . , nu stochastically decreasing in u P Rk and if U is associated, then
X is associated.
(b) Let k  1. If Xpuqi is for all i P t1, . . . , nu increasing or for all i P
t1, . . . , nu decreasing in u P R with respect to the hazard rate order ¤hr,
then X is RCSI.
(c) Let k  1. If Xpuqi is for all i P t1, . . . , nu increasing or for all i P
t1, . . . , nu decreasing in u P R with respect to the likelihood ratio order
¤lr, then X is MTP2.
The mixture model with conditional independence was studied by several
other authors. In the following, we quote some results that are related to
those presented above. Note that Xpuqi increases in u P R with respect to
¤lr if and only if pu, xq ÞÑ f puqi pxq is TP2 and that Xpuqi decreases in u P R
with respect to ¤lr if and only if pu, xq ÞÑ f puqi pxq is RR2. Furthermore, we
mention: if the support of X is a lattice (i.e. if x and y are in the support of
X, then so are x_ y and x^ y), then X is MTP2 if and only if X is TP2 in
pairs (Kempermann [1977], Block and Ting [1981]).
(1) Assume that k  1, that the support of X is a lattice and that Xpuqi is
absolutely continuous with respect to the Lebesgue measure on R for every
u P supp U , 1 ¤ i ¤ n. If Xpuqi is increasing (decreasing) in u P supp U
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for all i P t1, . . . , nu with respect to the likelihood ratio order, then X is
MTP2 (Shaked and Spizzichino [1998]).
(2) Assume that k  n and that the distribution of Xpuqi depends on u 
pu1, . . . , unq P Rn only through ui, 1 ¤ i ¤ n (notation Xpuqi  Xpuiqi ). If
X
puiq
i (ui P R, 1 ¤ i ¤ n) has a density f puiqi such that pui, xq ÞÑ f puiqi pxq
is TP2 and if U is MTP2, then X is MTP2 (Marshall and Olkin [1990]).
(3) Assume that the density f pu1,...,ukqi pxq of Xpu1,...,ukqi is RR2 (TP2) in
px, ujq and TP2 in puj , ulq (1 ¤ i ¤ n, 1 ¤ j, l ¤ k, pu1, . . . , ukq P Rk). If
U is TP2 in pairs, then X is TP2 in pairs (Khaledi and Kochar [2001]).
For further information, we refer to the literature mentioned. Note that in
Shaked and Spizzichino [1998] and Khaledi and Kochar [2001], results with
respect to other concepts of dependence (like WBF (weakened by failures) and
DTP (dependence by total positivity)) are given as well.
Now, we want to find conditions which lead to X P CIS. From Corollary 5.17
(c), we deduce for k  1 that X P CIS if Xpuqi is for all i P t1, . . . , nu increasing
or for all i P t1, . . . , nu decreasing in u P R with respect to ¤lr. Theorem 5.18
shows that these conditions can be weakened.
Let us assume that k  1 and that XpuqJ (u P R, J  t1, . . . , nu, l  |J |) has
a density f puqJ with respect to a measure Pˆ such that
pu, xq ÞÑ f puqJ pxq px P Rlq
is a Borel-measurable function. Then, XJ has the Pˆ -density
x ÞÑ fJpxq :
»
R
f
puq
J pxqdPU puq px P Rlq.
Together with Remark A.3, we obtain for J  t1, . . . , nu, l  |J |   n, i P
t1, . . . , nuzJ , I  J Y tiu, joint density fI of pXi, XJq, z P R and for (PXJ–
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almost all) y P Rl:
F¯rXi|XJyspzq 
³8
z
fIpx, yqdPˆ pxq
fJpyq

³8
z
³
R f
puq
I px, yqdPU puqdPˆ pxq³
R f
puq
J pyqdPU puq

³
R
³8
z
f
puq
i pxqf puqJ pyqdPˆ pxqdPU puq³
R f
puq
J pyqdPU puq

³
R F¯
puq
i pzqf puqJ pyqdPU puq³
R f
puq
J pyqdPU puq
.
Theorem 5.18 Let pXpuq1 , . . . , Xpuqk q for all k P t1, . . . , n  1u be increasing
in u P R with respect to the weak likelihood ratio order ¤wlr and Xpuqi for all
i P t2, . . . , nu be stochastically increasing in u P R. (Or let pXpuq1 , . . . , Xpuqk q for
all k P t1, . . . , n 1u be decreasing in u P R with respect to the weak likelihood
ratio order ¤wlr and Xpuqi for all i P t2, . . . , nu be stochastically decreasing in
u P R.) Then, X is conditionally increasing in sequence (CIS).
Proof
Suppose that i P t2, . . . , nu, J  t1, . . . , i  1u, z P R and y1, y2 P Ri1 with
y1 ¤ y2. It has to be shown that
F¯rXi|XJy1spzq ¤ F¯rXi|XJy2spzq . (5.12)
Let V1, V2 be independent random variables with Vi st U (i  1, 2). Then,
inequality (5.12) can be written equivalently as»
R
F¯
puq
i pzqf puqJ py1qdPU puq
»
R
f
puq
J py2qdPU puq
¤
»
R
F¯
puq
i pzqf puqJ py2qdPU puq
»
R
f
puq
J py1qdPU puq
ô
»
Ω
F¯
pV1q
i pzqf pV1qJ py1qf pV2qJ py2qdP ¤
»
R
F¯
pV1q
i pzqf pV1qJ py2qf pV2qJ py1qdP
ô
»
Ω
F¯
pV1q
i pzq

f
pV1q
J py2qf pV2qJ py1q  f pV1qJ py1qf pV2qJ py2q

dP ¥ 0
ô
»
tV1 V2u

F¯
pV1q
i pzq  F¯ pV2qi pzq
 
f
pV1q
J py2qf pV2qJ py1q  f pV1qJ py1qf pV2qJ py2q

dP
¥ 0 ,
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where the last equivalence holds since the distributions of pV1, V2q and pV2, V1q
coincide. From the assumptions, we conclude
X
pu1q
J ¤wlr Xpu2qJ and Xpu1qi ¤st Xpu2qi
for all u1, u2 with u1   u2 (or u2   u1). Thus, we have
f
pu1q
J py2qf pu2qJ py1q ¤ f pu1qJ py1qf pu2qJ py2q and F¯ pu1qi pzq ¤ F¯ pu2qi pzq
for all u1   u2 (or all u2   u1) and
F¯
pu1q
i pzq  F¯ pu2qi pzq
 
f
pu1q
J py2qf pu2qJ py1q  f pu1qJ py1qf pu2qJ py2q

¥ 0
for u1   u2. Consequently, the inequality»
tV1 V2u

F¯
pV1q
i pzq  F¯ pV2qi pzq
 
f
pV1q
J py2qf pV2qJ py1q  f pV1qJ py1qf pV2qJ py2q

dP ¥ 0
holds and so does (5.12).
Remark 5.19 In the mixture model with conditional independence the con-
ditions that Xpuq is increasing in u P R with respect to ¤lr resp. Xpuqi is
increasing in u P R with respect to ¤lr for all i P t1, . . . , nu are equivalent.
Clearly, these conditions imply that pXpuq1 , . . . , Xpuqk q, k ¤ n, is increasing in
u P R with respect to ¤wlr and that Xpuqi is stochastically increasing in u P R
for all i P t1, . . . , nu. But, in general, the converse implication does not hold
as the following example shows. Let n  2, u1, u2 P R with u1 ¤ u2 and
X
pu1q
1 pωq  1 Xpu2q1 pωq  2 , ω P Ω .
Then, we obtain for px1, x2q, py1, y2q P R2 with px1, x2q ¤ py1, y2q
f
pu1q
1 py1qf pu2q1 px1q  0 ¤ f pu1q1 px1qf pu2q1 py1q and
f pu1qpy1, y2qf pu2qpx1, x2q  f pu1q1 py1qf pu1q2 py2qf pu2q1 px1qf pu2q2 px2q
 0
¤ f pu1qpx1, x2qf pu2qpy1, y2q .
(Notice that f pujqi pzq  P pXpujqi  zq.)
Thus, we get for all choices of Xpu1q2 and X
pu2q
2
X
pu1q
1 ¤lr Xpu2q1 and Xpu1q ¤wlr Xpu2q .
In particular, we may choose Xpu1q2 and X
pu2q
2 such that
X
pu1q
2 ¤st Xpu2q2 but Xpu1q2 ¦lr Xpu2q2 .
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5.2.4 An extension of the proportional hazards regres-
sion model
The proportional hazards regression model serves as a model for independent
random life times of n individuals or units. It is assumed that there is a
baseline hazard rate hˆ such that the hazard rates hˆj , 1 ¤ j ¤ n, of the life
times can be written as
hˆjptq  hˆptq  cpβtrZjq , t ¡ 0, (5.13)
where c is a non-negative function (e.g. c  exp), βtr the vector of regression
coefficients and Zj the vector of covariates (explanatory variables) for the j-th
individual.
In addition, we assume now that the individuals share a common environment,
whose influence on the life times is encoded in a (p0,8q–valued) random vari-
able U modeled as additional factor u ¡ 0 in the hazard rates
hˆ
puq
j ptq  uhˆptq  cpβtrZjq  uhˆjptq , u, t ¡ 0.
This leads to a mixture model with conditional independence (cf. Section
5.2.3). In more detail, if X1, . . . , Xn are the life times in question and
X
puq
1 , . . . , X
puq
1 , u ¡ 0, are independent random variables with hazard rates
hˆ
puq
1 , . . . , hˆ
puq
n , then
P ppX1, . . . , Xnq ¡ xq 
»
p0,8q
n¹
i1
P pXpuqi ¡ xiqdPU puq
for x  px1, . . . , xnq P Rn .
Let F¯ puqj and f
puq
j , 1 ¤ j ¤ n, u ¡ 0, be the survival functions and Lebesgue
densities of Xpuqj and let
G¯j : F¯ p1qj and gj : f p1qj .
Notice that for u ¡ 1 (u   1) the individuals tend to fail faster (slower) than
for u  1. It turns out that
F¯
puq
j ptq  rG¯jptqsu , (5.14)
f
puq
j ptq  urG¯jptqsu1gjptq , (5.15)
h
puq
j ptq 
urG¯jptqsu1gjptq
rG¯jptqsu . (5.16)
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The model described above is called shared frailty model extension of the pro-
portional hazards regression model. (For further details, we refer to Klein and
Moeschberger [1997].)
In the following, the dependence structure of X  pX1, . . . , Xnq is examined.
We remark that the following results remain valid if we drop condition (5.13)
and assume that G¯1, . . . , G¯n are arbitrary survival functions with G¯jp0q  1
and Lebesgue densities gj , 1 ¤ j ¤ n, such that (5.14) holds.
Proposition 5.20 Xpuqj is for j P t1, . . . , nu decreasing in u ¡ 0 with respect
to the likelihood ratio order ¤lr.
Proof
Let j P t1, . . . , nu. For s, t P R with s ¤ t, gjpsqgjptq ¡ 0 and 0   u1   u2 the
following equivalent inequalities hold. Notice that G¯j is a decreasing function.
G¯jptqu2u1 ¤ G¯jpsqu2u1
ô G¯jptqu2u1
 
G¯jptqG¯jpsq
u11 ¤ G¯jpsqu2u1  G¯jptqG¯jpsqu11
ô G¯jptqu21G¯jpsqu11 ¤ G¯jpsqu21G¯jptqu11
ô u1u2G¯jptqu21G¯jpsqu11gjptqgjpsq
¤ u1u2G¯jpsqu21G¯jptqu11gjptqgjpsq
ô f pu2qj ptqf pu1qj psq ¤ f pu2qj psqf pu1qj ptq ,
where the last equivalence follows from (5.15).
According to Definition 2.3, this implies
X
pu2q
j ¤lr Xpu1qj .
Theorem 5.21 X P MTP2.
Proof
The statement follows from Corollary 5.17 (c) and Proposition 5.20.
Remark 5.22 Clearly, X accomplishes all the dependence notions implied by
the MTP2 notion (cf. Theorem 2.42).
5.3. DEPENDENCE OF ORDER STATISTICS AND RECORD
VALUES FROM EXCHANGEABLE SEQUENCES
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5.3 Dependence of order statistics and record
values from exchangeable sequences
Let X  tX1, X2, . . . u be an infinite sequence of exchangeable random vari-
ables such that
Xi  f˜pYi, Uq and X  fpY, Uq
for a random sequence Y  tY1, Y2, . . . u with iid components, a real valued
random variable U , independent of Y and measurable functions f˜ , f . Further,
let Z  pZ1, . . . , Zmq, m P N, be a m-dimensional random vector of order
statistics or record values based on X. We assume P pZi  8q  0. In Section
3.3, we have seen that Z has the mixture distribution
P pZ P Aq 
»
R
P pZpuq P AqdPU puq for A P BpRmq ,
where Zpuq is the (corresponding) vector of order statistics or record values
based on the iid sequence
Xpuq  tf˜pY1, uq, f˜pY2, uq, . . . u .
Now, we apply the results of the previous section to analyze the dependence
structure of Z. The next proposition follows directly from Theorems 3.1 and
3.6 in Belzunce et al. [2005]. It helps us proving Theorems 5.24 and 5.25. We
recall from Section 3.1 that ordinary order statistics and record values from
iid sequences are particular generalized order statistics.
Proposition 5.23 Let H and G be distribution functions. Further, let
r1, r2, . . . P N with 1 ¤ r1   r2   . . . and let Xpnq  pXpr1q , . . . , Xprnq q (n P N)
resp. Y pnq  pY pr1q , . . . , Y prnq q be vectors of generalized order statistics based
on parameters γ1, . . . , γrn ¡ 0 and H resp. G.
(a) If H ¤st G, then Xpnq ¤st Y pnq.
(b) Let H and G be absolutely continuous with respect to the Lebesgue mea-
sure. If Xpnq, Y pnq are vectors of ordinary order statistics and H ¤lr G,
then Xpnq ¤lr Y pnq.
(c) Let H and G be absolutely continuous with respect to the Lebesgue measure
and let r and s be the hazard rates of H and G. If Xpnq, Y pnq are vectors
of record values, H ¤hr G and sr is increasing, then Xpnq ¤lr Y pnq.
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Theorem 5.24 Let the distribution function F puq of Xpuqi (i P N, u P R) be
continuous. If Xpuqi is stochastically increasing in u for i P N, (or stochastically
decreasing in u for i P N), then Z is associated.
Proof
From Theorem 5.1, we know that Zpuq is MTP2 and thus associated. Fur-
thermore, Proposition 5.23 (a) yields that Zpuq is stochastically increasing
(decreasing) in u. Hence, Z is associated according to Theorem 5.7.
Theorem 5.25 Let Xpuqi (i P N, u P R) with distribution function F puq be
absolutely continuous with respect to the Lebesgue measure such that px, uq ÞÑ
F puqpxq (x, u P R) is measurable.
(a) If Z is a vector of ordinary order statistics and Xpuqi is increasing (de-
creasing) in u for i P N with respect to ¤lr, then Z is MTP2.
(b) Let hpuq denote the hazard rate of Xpuqi . If Z is a vector of record values,
X
puq
i is increasing (decreasing) in u for i P N with respect to ¤hr and h
pu2q
hpu1q
is increasing (decreasing) for u1 ¤ u2, then Z is MTP2.
Proof
The conditions on F puq ensure that Zpuq has a bnj1PF puq density gpuq such
that px, uq ÞÑ gpuqpxq (x, u P R) is measurable (Cramer [2006]). Furthermore,
Proposition 5.23 implies that Zpuq is increasing (decreasing) in u with respect
to ¤lr. Thus, Z P MTP2 follows from Theorem 5.14.
Remark 5.26 The assumptions in Theorems 5.24 and 5.25 are quite strong.
The isotony of Xpuqi in u with respect to ¤lr implies for example that
pX1, . . . , Xnq (n P N) is MTP2 (according to Corollary 5.17).
The next theorem is taken from Khaledi and Kochar [2000]. It deals with the
dependence structure of spacings.
Let Xi:n (i, n P N, i ¤ n) be the i-th (ordinary) order statistic of X1, . . . , Xn
and
Si:n : Xi:n Xi1:n
the associated i-th spacing (X0:n : 0).
Theorem 5.27 Let pX1, . . . , Xnq (n P N) be absolutely continuous with
Lebesgue density fn, which is positive on
±n
i1 Ωi, Ωi  R for i P t1, . . . , nu.
Let fn satisfy the following conditions:
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(i) fn is TP2 in pairs,
(ii) fn is logconvex in each argument when the remaining arguments are
fixed,
(iii) the first partial derivative of fnpx1, . . . , xnq with respect to xi exists for
i P t1, . . . , nu.
Then, pS1:n, . . . , Sn:nq is MTP2.
Remark 5.28 Besides the dependence of spacings from exchangeable random
variables, dependence properties of spacings from independent but noniden-
tically distributed exponential random variables are studied in Khaledi and
Kochar [2000].
5.4 Dependence of progressively censored or-
der statistics
Now, the model presented in Section 3.4 is analyzed with respect to certain
dependence properties. Let m,n P N with n ¥ m, n ¥ 2, X  pX1, . . . , Xnq
be a random vector with real valued INID (independent and non-identically
distributed) components (defined on a probability space pΩ,F , P q), and let
pXR1:m:n, . . . , XRm:m:nq be the vector of progressively Type II censored order
statistics from pX1, . . . , Xnq for a given censoring scheme R  pR1, . . . , Rmq P
Nm0 with n  m  
°m
i1Ri. Further, let K  pK1, . . . ,Kmq be defined as in
Section 3.4, i.e.,
XRi:m:n  XKi:n p1 ¤ i ¤ mq .
According to Section 3.4, we may assume that K is independent of X 
pX1, . . . , Xnq, that
XR : pXR1:m:n, . . . , XRm:m:nq  fpX,Kq
for a suitable measurable function f and that
P pXR ¤ xq 
»
Ω
P pXK1pωq:n ¤ x1, . . . , XKmpωq:n ¤ xmqdP pωq (5.17)
for x  px1, . . . , xmq P Rm.
In the following, we state some known facts concerning dependence properties
of (ordinary) order statistics pX1:n, . . . , Xn:nq. From these facts, we deduce
similar properties for XR, applying the mixture representation (5.17).
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Theorem 5.29 Let pX1:n, . . . , Xn:nq be the vector of order statistics from
INID random variables X1, . . . , Xn.
(i) pX1:n, . . . , Xn:nq is associated.
(ii) For i, j P t1, . . . , nu with i   j: pXi:n, Xj:nq P RTIS.
(iii) Let X1, . . . , Xn have differentiable densities (with respect to the Lebesgue
measure) and proportional hazard functions on an interval I such that
I is the support of Xj for each j P t1, . . . , nu. Then, pX1:n, Xj:nq P CIS
for all j P t2, . . . , nu.
(iv) In general, pX1:n, . . . , Xn:nq does not belong to the RCSI class and con-
sequently not to the MTP2 class (even if X1, . . . , Xn have differentiable
(Lebesgue) densities with a common interval support).
(i) is a well known result (cf. Boland et al. [1996]), that can be deduced from
the following three facts:
• X is associated since it has independent components (cf. Mu¨ller and
Stoyan [2002]).
• pX1:n, . . . , Xn:nq  gpXq for an increasing measurable function g.
• The composition of two increasing functions is increasing.
(ii) and (iii) are shown in Boland et al. [1996].
The following example is taken from Boland et al. [1996]: Let n  2 and
X1, X2 be exponentially distributed with means 1 and 0,5. It is shown there
that (in this case) pX1:2, X2:2q RRCSI, which proves (iv).
Remark 5.30 Let pX1:n, . . . , Xn:nq be the vector of order statistics from INID
random variables X1, . . . , Xn. The statements (1) and (2) can be found in
Boland et al. [1998].
(1) For i, j P t1, . . . , nu with i   j: Xi:n ¤hr Xj:n.
(2) Let X1, . . . , Xn have differentiable densities with a common interval sup-
port. If X1 ¤lr X2 ¤lr    ¤lr Xn, then X1:n ¤lr X2:n ¤lr    ¤lr Xn:n.
But in contrast to this, in general, it does not hold that
pXk1:n, . . . , Xkm:nq ¤hr pXk¯1:n, . . . , Xk¯m:nq orpXk1:n, . . . , Xkm:nq ¤lr pXk¯1:n, . . . , Xk¯m:nq
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for pk1, . . . , kmq ¤ pk¯1, . . . , k¯mq, 1 ¤ k1        km ¤ n, 1 ¤ k¯1        k¯m ¤
n, even if the conditions in (2) are fulfilled. This can be seen by regarding the
example in the proof above, taking into account that for an arbitrary random
vector Y
Y ¤lr Y ô Y P MTP2 and
Y ¤hr Y ñ Y P RCSI .
(The equivalence resp. implication follow easily from the definitions of ¤lr,
¤hr, MTP2 and RCSI.)
Now, we turn to the dependence structure of XR : pXR1:m:n, . . . , XRm:m:nq.
Since (ordinary) order statistics are certain progressively Type II censored
order statistics, Theorem 5.29 (iv) directly implies:
Proposition 5.31 In general, XR is not RCSI or MTP2 (even if X1, . . . , Xn
have differentiable (Lebesgue) densities with a common interval support).
Remark 5.32 Let X1, . . . , Xn be iid. Then, progressively Type II censored
order statistics are particular generalized order statistics (Section 3.1). Hence,
XR P MTP2, if the distribution function of Xi (1 ¤ i ¤ n) is continuous
(Theorem 5.1).
Dropping the iid-assumption, we show that XR still fulfills the weaker depen-
dence concept of association. As a preparation for the proof, the dependence
structure of K  pK1, . . . ,Kmq is considered.
Proposition 5.33 Let j P N with j   m, pk1, . . . , kjq, pk¯1, . . . , k¯jq P
t1, . . . , nuj with kj ¤ k¯j and P pK1  k1, . . . ,Kj  kjq ¡ 0, P pK1 
k¯1, . . . ,Kj  k¯jq ¡ 0. Then,
rKj 1 | K1  k1, . . . ,Kj  kjs ¤st rKj 1 | K1  k¯1, . . . ,Kj  k¯js .
Proof
In the following, we use the notations and constructions introduced in Section
3.4. In particular, we assume that pR1, . . . ,Rmq and pK1, . . . ,Kmq are con-
structed from independent random variables pZ1, . . . , Zmq as described there.
Additionally, we define
R¯k 
k¸
i1
Ri for k P t1, . . . ,mu.
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Let x P R an P1, P2 be probability measures on pΩ,Fq such that
P1p.q  P p. |K1  k1, . . . ,Kj  kjq and
P2p.q  P p. |K1  k¯1, . . . ,Kj  k¯jq .
We have to show
P1pKj 1 ¡ xq ¤ P2pKj 1 ¡ xq , (5.18)
where
Kj 1  min

t1, . . . , nuz

tK1, . . . ,Kju Y
j¤
i1
Ri
ff
.
Notice that
Nj  t1, . . . , nuz

tK1, . . . ,Kju Y
j1¤
i1
Ri
ff
 tKj   1, . . . , nu
is the set of (indices of) units that did not fail and are not censored until time
XRj:m:n  XKj :n, i.e., the set from which Rj is chosen. Hence,
C  tKj   1, . . . , nuzNj  tKj   1, . . . , nu X
j1¤
i1
Ri
with |C|  R¯j1 Kj   j is the subset of indices from tKj   1, . . . , nu that
are censored until XRj:m:n. Let
M1  tC1  tkj   1, . . . , nu | |C1|  R¯j1  kj   ju and
M2  tC2  tk¯j   1, . . . , nu | |C2|  R¯j1  k¯   ju .
Later in the proof, we use that
P1pC  C1q  1|M1| for C1 PM1 and (5.19)
P2pC  C2q  1|M2| for C2 PM2 . (5.20)
This follows from the fact that Rpj1q  pR1, . . . ,Rj1q is uniformly dis-
tributed on Aj1 (Section 3.4). Let C1 P M1 and let SrC1s be the subset of
Aj1, that ensures
tK1  k1, . . . ,Kj  kj , C  C1u  tRpj1q P SrC1su .
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We deduce
P1pC  C1q  P1pRpj1q P SrC1sq
 1
P pK1  k1, . . . ,Kj  kjq
¸
SPSrC1s
P pRpj1q  Sq
 |SrC1s|
P pK1  k1, . . . ,Kj  kjq  |Aj1| .
Since |SrC1s| does not depend on the choice of C1, the same is true for
P1pC  C1q. (5.20) can be obtained by similar arguments.
Observe that if K1  k1, . . . ,Kj  kj and C  C1 (C1 PM1), then Nj is not
a random set, i.e.,
Nj  rNj |kj , C1s  tkj   1, . . . , nuzC1 .
Hence, the randomness in Rj is induced by Zj alone and thus Rj 
rRj |kj , C1s  hpZj |kj , C1q  hpZj |Njq for a suitable measurable function
hp.|Njq. Consequently, Kj 1 can be written as
Kj 1  rKj 1|kj , C1s
 min rNjzhpZj |Njqs
 min ptkj   1, . . . , nuzrC1 Y hpZj |kj , C1qsq
 ψpZj |kj , C1q
for a suitable measurable function ψp.|kj , C1q. The construction of pR1, . . . ,Rmq
and pK1 . . .Kmq in Section 3.4 yields an explicit construction of ψp.|kj , C1q.
If
k  minti P t1, . . . , γj  1u|i R Zju pγj  n j   1
j1¸
l1
Rlq ,
then ψpZj |kj , C1q is the k-th smallest element of rNj |kj , C1s. This implies
ψpZj |kj , C1q ¤ ψpZj |k¯j , C2q (5.21)
for C1 PM1, C2 PM2 with C2  C1. (Notice that kj ¤ k¯j .)
Taking into account that pK1, . . . ,Kjq and C are measurable functions of
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pZ1, . . . , Zj1q and therefore independent of Zj , we obtain
P1pKj 1 ¡ xq

¸
C1PM1
P1pC  C1qP1pKj 1 ¡ x|C  C1q
p5.19q 1|M1|
¸
C1PM1
P1pψpZj |kj , C1q ¡ x|C  C1q
 1|M1|
¸
C1PM1
P pψpZj |kj , C1q ¡ xq
and
P2pKj 1 ¡ xq  1|M2|
¸
C2PM2
P pψpZj |k¯j , C2q ¡ xq . (5.22)
If kj  k¯j , then M1 M2 and (5.18) follows immediately.
Now, we consider the case kj   k¯j . We assume (without restriction) that
k¯j  kj   1 .
From the definitions ofM1 andM2, it arises that each C1 PM1 with kj 1 R C1
can be written as
C1  C2 Y tlu
for suitable C2 PM2 and l P tkj 2, . . . , nu. In fact, there are R¯j1kj  j 
|C1|  |C2|   1 different representations of this kind. Furthermore, we state
|M1| 

n kj  1
R¯j1  kj   j


and
|M2| 

n kj  2
R¯j1  kj  1  j


 |M1|

R¯j1  kj   j
n kj  1

. (5.23)
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This leads to
P1pKj 1 ¡ xq
 1|M1|
¸
C2PM2

P pψpZj |kj , C2 Y tkj   1uq ¡ xq
  1|C2|   1
¸
lPtkj 2,...,nuzC2
P pψpZj |kj , C2 Y tlus ¡ xq

p5.21q
¤ 1|M1|
¸
C2PM2

P pψpZj |k¯j , C2q ¡ xq
  1|C2|   1
¸
lPtkj 2,...,nuzC2
P pψpZj |k¯j , C2q ¡ xq

 1|M1|
¸
C2PM2

1  n kj  2 |C2||C2|   1

P pψpZj |k¯j , C2q ¡ xq
 1|M1|
¸
C2PM2

n kj  1
|C2|   1

P pψpZj |k¯j , C2q ¡ xq
 1|M1|

n kj  1
R¯j1  kj   j
 ¸
C2PM2
P pψpZj |k¯j , C2q ¡ xq
p5.23q 1|M2|
¸
C2PM2
P pψpZj |k¯j , C2q ¡ xq
p5.22q P2pKj 1 ¡ xq .
Corollary 5.34 K P CIS.
Consequently, K is associated (cf. Theorem 2.42). We use this fact to prove
the next theorem.
Theorem 5.35 XR : pXR1:m:n, . . . , XRm:m:nq is associated.
Proof
Since K, pX1:n, . . . , Xn:nq and hence pXk1:n, . . . , Xkm:nq (pk1, . . . , kmq P
t1, . . . , num, k1        km) are associated (cf. Theorem 5.29) and
pXk1:n, . . . , Xkm:nq is stochastically increasing in pk1, . . . , kmq P t1, . . . , num
(k1        km), the statement follows from Theorem 5.7, regarding the
mixture representation (5.17).
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Remark 5.36 It is also possible to deduce the previous theorem from two
properties of association, given in Mu¨ller and Stoyan [2002]:
(1) If V1 and V2 are associated and independent random vectors, then pV1, V2q
is associated.
(2) If the n-dimensional random vector V is associated and g1, . . . , gm : Rn Ñ
R are increasing measurable functions, then pg1pV q, . . . , gmpV qq is associ-
ated.
Since pX1:n, . . . , Xn:nq and K  pK1, . . . ,Kmq are associated (and indepen-
dent), so is pX1:n, . . . , Xn:n,K1, . . . ,Kmq. Furthermore,
XRj:m:n  XKj :n  gjpX1:n, . . . , Xn:n,K1, . . . ,Kmq
for an increasing function gj (1 ¤ j ¤ m). Hence, XR : pXR1:m:n, . . . , XRm:m:nq
is associated.
Finally, we present a result concerning bivariate dependence of progressively
censored order statistics.
Theorem 5.37 Let j P t2, . . . ,mu.
(i) Then, pXR1:m:n, XRj:m:nq P RTIS.
(ii) Let X1, . . . , Xn have differentiable densities (with respect to the Lebesgue
measure) and proportional hazard functions on an interval I such that
I is the support of Xi for each i P t1, . . . , nu. Then, pXR1:m:n, XRj:m:nq P
CIS.
Proof
(i) Let x, s, t P R with s ¤ t. It has to be shown that
P pXRj:m:n ¡ x|XR1:m:n ¡ sq ¤ P pXRj:m:n ¡ x|XR1:m:n ¡ tq . (5.24)
Applying the mixture representation (5.17) and taking into account thatK1 
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1 and hence XR1:m:n  X1:n, (5.24) can be equivalently written as
P pXR1:m:n ¡ tqP pXR1:m:n ¡ s,XRj:m:n ¡ xq
¤ P pXR1:m:n ¡ sqP pXR1:m:n ¡ t,XRj:m:n ¡ xq
ô P pX1:n ¡ tq
»
Ω
P pXK1pωq:n ¡ s,XKjpωq:n ¡ xqdP pωq
¤ P pX1:n ¡ sq
»
Ω
P pXK1pωq:n ¡ t,XKjpωq:n ¡ xqdP pωq
ô
»
Ω
P pX1:n ¡ sqP pX1:n ¡ t,XKjpωq:n ¡ xq
P pX1:n ¡ tqP pX1:n ¡ s,XKjpωq:n ¡ xqdP pωq ¥ 0 .
According to Theorem 5.29, pX1:n, Xkj :nq P RTIS for kj ¥ 2, i.e.,
P pXkj :n ¡ x|X1:n ¡ sq ¤ P pXkj :n ¡ x|X1:n ¡ tq
or equivalently,
P pX1:n ¡ sqP pX1:n ¡ t,Xkj :n ¡ xq
 P pX1:n ¡ tqP pX1:n ¡ s,Xkj :n ¡ xq ¥ 0 .
Hence,»
Ω
P pX1:n ¡ sqP pX1:n ¡ t,XKjpωq:n ¡ xq
 P pX1:n ¡ tqP pX1:n ¡ s,XKjpωq:n ¡ xqdP pωq ¥ 0
and (5.24) is valid.
(ii) Let z, s, t P R with s ¤ t. It has to be shown that
P pXRj:m:n ¡ z|XR1:m:n  sq ¤ P pXRj:m:n ¡ z|XR1:m:n  tq . (5.25)
According to Vaughan and Venables [1972], pX1:n, Xk:nq has a joint (Lebesgue)
density fk for all k ¥ 2. Hence, the density fRj of pXR1:m:n, XRj:m:nq is given by
fRj pxq 
»
Ω
fKj pxqdP px P R2q .
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Further, for (PXR1:m:n– almost all) v P R
P pXRj:m:n ¡ z|XR1:m:n  vq 
»
pz,8q
fRj pv, xq
fX1:npvq
dλ1pxq

»
Ω
»
pz,8q
fKj pv, xq
fX1:npvq
dλ1pxqdP

»
Ω
P pXKjpωq:n ¡ z|X1:n  vqdP pωq .
Consequently, (5.25) can be equivalently written as»
Ω
P pXKjpωq:n ¡ z|X1:n  tq  P pXKjpωq:n ¡ z|X1:n  sqdP pωq ¥ 0 .
But this equality is valid since pX1:n, Xk:nq P CIS for k ¥ 2 (Theorem 5.29),
i.e.,
P pXk:n ¡ z|X1:n  sq ¤ P pXk:n ¡ z|X1:n  tq .
Remark 5.38 As an extenion of the model analyzed above, it is possible to as-
sume that the censoring scheme R  pR1, . . . , Rmq is a random vector with n 
m °mi1Ripωq, ω P Ω, independent of pX1, . . . , Xnq. Given R  pr1, . . . , rmq,pr1, . . . , rmq P supp R, the choice of W  pK1,R1, . . . ,Km,Rmq is modeled
via an uniform distribution on
Ar1,...,rm 
#
pk1, S1, . . . , km, Smq | Si  t1, . . . , nuz

i1¤
j1
Sj Y
i¤
j1
tkju
ff
,
|Si|  ri, ki  min

t1, . . . , nuz
i1¤
j1
rSj Y tkjus

, 1 ¤ i ¤ m
+
.
Then, the vector W  pK1,R1, . . . ,Km,Rmq has a mixture distribution with
mixing variable R. The distributions that are mixed are these of the vectors
pKr1 ,Rr1, . . . ,Krm,Rrmq for fixed random scheme r P supp R.
For this more general model, the mixture representation (5.17) and Theorem
5.37 (including its proof) still hold but pK1, . . . ,Kmq and pXR1:m:n, . . . , XRm:m:nq
are not necessarily PUOD and hence not necessarily associated or CIS. To see
this, we consider the following counter example. Let n  5, m  3 and
P pR  p0, 2, 0qq  P pR  p1, 0, 1qq  1
2
.
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Then,
tK2 ¡ 2u  tR  p1, 0, 1q,R1  t2uu ,
tK3 ¡ 4u  tR  p0, 2, 0q,R2  t3, 4uu
and consequently,
P pK1 ¡ 0,K2 ¡ 2,K3 ¡ 4q  0
  1  1
8
 1
6
 P pK1 ¡ 0qP pK2 ¡ 2qP pK3 ¡ 4q ,
which shows that pK1, . . . ,Kmq is not PUOD. Now, let
Xipωq  i for ω P Ω and i P t1, . . . , 5u .
Then,
Xi:5  Xi  i and XRi:3:5  XKi:5  Ki
for i P t1, . . . , 5u. Thus, pXR1:3:5, XR2:3:5, XR3:3:5q is not PUOD.
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Appendix A
Conditional distributions
The proofs of the following statements are contained in Kallenberg [1997] and
Bauer [2002].
Definition A.1 Let pΩ,F , P q be a probability space, pE, Eq a Borel space
and pT, T q a measurable space. Further, let X : pΩ,F , P q Ñ pE, Eq and
Y : pΩ,F , P q Ñ pT, T q be random variables. Then, a probability kernel Q
from pT, T q to pE, Eq is called regular conditional distribution of X given Y
if for all A P E
QpY pωq, Aq  P pX P A|Y qpωq for P -a.a. ω P Ω. (A.1)
Theorem A.2 The regular conditional distribution of X given Y (as defined
in Definition A.1) exists and is PY -almost surely unique, i.e., any two regular
conditional distributions Q1, Q2 of X given Y satisfy
Q1pt, .q  Q2pt, .q for PY -a.a. t P T . (A.2)
(Kallenberg [1997])
Remark A.3 Let X,Y be as in Definition A.1 and Q a regular conditional
distribution of X given Y .
(a) For t P T , Qpt, .q is called conditional distribution of X given Y  t.
Further, rX|Y  ts denotes a random variable with distribution Qpt, .q.
The latter is, according to Theorem A.1, for PY -almost all t P T uniquely
determined.
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(b) According to Bauer [2002] (p. 128), (A.1) implies that Qp., Aq is (for fixed
A P E) PY -integrable and for B P T
»
B
Qpt, AqdPY ptq 
»
B
PrX|YtspAqdPY ptq  P pX P A, Y P Bq .
Choosing B  T leads to
»
T
Qpt, AqdPY ptq 
»
T
PrX|YtspAqdPY ptq  P pX P Aq .
(c) Now, we assume pE, Eq  pRk,BpRkqq and pT, T q  pRl,BpRlqq. Let X
and Y have a joint Lebesgue density f and marginal Lebesgue densities
fX and fY . Then, rX|Y  ys has for PY -almost all y P Rl the Lebesgue
density
x ÞÑ fpx, yq
fY pyq px P R
kq.
(Bauer [2002])
Now, we give a proof of equation (3.4) (p. 38) using the notations introduced
in Section 3.2.
Proof of equation (3.4), p. 38
Let
Qpu,Aq : P pXpuq P Aq 
»
Ω
1tfpY,uqPAudP
for u P Rk and A P BpRnq. According to the Theorem of Fubini (see Bauer
[1992]), the function u ÞÑ Qpu,Aq is measurable for fixed A. Hence, Q is a
probability kernel from pRk,BpRkqq to pRn,BpRnqq. Moreover, Q is a regular
conditional distribution of X given U , i.e., for all A P BpRnq
QpUpωq, Aq  P pX P A|Uqpωq for P -a.a. ω P Ω. (A.3)
Together with Remark A.3, this implies (3.4).
It remains to verify (A.3). Therefore, let A P BpRnq be fixed. Clearly,
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QpUp.q, Aq is σpUq-measurable. For B P BpRkq»
tUPBu
QpUpωq, AqdP pωq

»
tUPBu
P pfpY, Upωqq P AqdP pωq

»
Ω
»
Ω
1tpω1,ω2q|Upω2qPB, fpY pω1q,Upω2qqPAupω1, ω2qdP pω1qdP pω2q

»
ΩΩ
1tpω1,ω2q|Upω2qPB, fpY pω1q,Upω2qqPAupω1, ω2qdP b P pω1, ω2q

»
Ω
1tUPB, fpY,UqPAupωqdP pωq

»
tUPBu
1tXPAupωqdP pωq .
This proves (A.3). (The fourth equality is valid due to the independence of U
and Y which yields pP b P qpY,Uq  PpY,Uq.)
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