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ABSTRACT
We outline issues examined and progress made by the Light
Higgs Snowmass 1996 working group regarding discovering
Higgs bosons and measuring their detailed properties. We fo-
cused primarily on what could be learned at LEP2, the Teva-
tron (after upgrade), the LHC, a next linear e+e− collider and a
µ+µ− collider.
I. Introduction
The three accelerators that exist or are certain of being con-
structed are:
• LEP2, for which we assume √s = 192GeV, and total
integrated luminosity during the time before LEP2 is shut
down for LHC construction of L = 250 pb−1 at each of
the four detectors for a total of L = 1000 pb−1, assuming
that data from the four detectors can be combined;
• the Main Injector at the Tevatron, with √s = 2TeV and
L = 2 fb−1 per year for CDF and D0, each, for a total of
L = 4 fb−1 per year or L = 12 fb−1 for three years; and
∗To appear in Proceedings of the 1996 DPF/DPB Summer Study on “New
Directions in High Energy Physics” (Snowmass, 96), June 25 - July 12, 1996,
Snowmass, Colorado.
• the LHC, with √s = 14TeV and L = 100 fb−1 for each
detector (ATLAS and CMS), for a total of L = 200 fb−1
per year, or L = 600 fb−1 for three years of operation.
Possible upgrades and future machines include:
• an upgrade of the Main Injector so as to enable 30 fb−1
each to be accumulated by CDF and D0;
• a Next Linear e+e− Collider (NLC) with √s = 500GeV
and four-year integrated luminosity of about 200 fb−1;
• a First Muon Collider (FMC) with four-year integrated lu-
minosity of L = 200 fb−1 which could be spread out be-
tween operation at
√
s = 500GeV and running at
√
s in
the vicinity of the mass of an already detected Higgs boson
or in a range designed to scan for an undiscovered Higgs
boson.
Notational Convention: In the following discussions, we use
the notation NLC for results that could be achieved in either
e+e− or µ+µ− collisions1 at
√
s = 500GeV. The notation
FMC will be reserved for s-channel Higgs production results.
During the Snowmass workshop, we were able to pursue only
a limited set of projects. The results obtained by various mem-
bers of the group will be summarized and their overall impact
1At
√
s = 500GeV, µ+µ− collision results will be similar to e+e− col-
lision results if new detector backgrounds are not an issue.
on the study and discovery of Higgs bosons will be noted. We
shall also outline an ongoing program for delineating the role
that the various machines mentioned above will play in pinning
down the properties of a Higgs boson with Standard Model-like
properties. Our discussion will be confined to five models:
• the Standard Model (SM), with a single Higgs boson, hSM.
• the minimal supersymmetric standard model (MSSM) with
exactly two Higgs doublets resulting in five Higgs eigen-
states: two CP-even bosons, h0 and H0 with mh0 ≤ mH0 ;
one CP-odd Higgs, A0; and a charged Higgs pair, H±.
• the non-minimal supersymmetric standard model
(NMSSM) with a single Higgs singlet field added to
the two Higgs doublet fields — if CP is conserved, this
adds a third CP-even eigenstate and a second CP-odd
eigenstate to the spectrum.
• a general two-Higgs-doublet model (2HDM) of type-II
(see Ref. [1]). In such a model, the masses and couplings
of the three neutral Higgs bosons are free parameters; the
neutral Higgs bosons can be CP-mixed states.
• a Higgs sector containing a doubly-charged Higgs boson
(∆−−).
This report is not intended as a general review of Higgs boson
physics. It is designed to be read in conjunction with the recent
review of Ref. [1], the NLC Physics report Ref. [2], and the
muon-collider Higgs physics study of Ref. [3].
II. The SM or a SM-like Higgs boson
Although there has been extensive study of the hSM, we found
a remarkably large number of new projects to pursue. In partic-
ular, we found that a detailed delineation of the extent to which
the fundamental properties of the hSM could be determined at
a given accelerator or combination of accelerators was lacking.
In what follows we present results obtained during the course
of the workshop and summaries of earlier work in the following
areas:
A) the discovery reach of TeV33;
B) strategies for verifying the fundamental properties of the
hSM using a combination of LEP2, TeV33, and LHC data,
including some first estimates of errors;
C) optimizing the measurements of σBR(hSM → bb),
σBR(hSM → cc) and σBR(hSM → WW ⋆) at the NLC
for various production modes and determining ratios of
branching ratios.
D) determining σBR(hSM → γγ) at the NLC;
E) determining the ZZhSM coupling at the NLC;
F) determining the branching ratios and WWhSM coupling at
the NLC;
G) determining the total width (and thereby the partial widths)
of the hSM, including relevance and current status of mea-
suring a) the total width by s-channel scanning at the
FMC and b) Γ(hSM → γγ) at the γγ collider facility
at the NLC — this section ends with a summary of the
errors/precisions with which fundamental hSM properties
can be determined using NLC data alone, s-channel FMC
data alone and a combination of NLC and s-channel FMC
data;
H) determining the mass of the hSM at TeV33, the LHC, the
NLC and the FMC;
I) verifying the spin, parity and CP of the hSM.
Many new results are contained in these summaries.
Throughout our discussions, the branching ratios of the hSM
will play a major role, especially those for the bb, WW ⋆ and
ZZ⋆ channels. These three branching ratios are tabulated for
mhSM ≤ 170GeV in Table I for later reference. (For a full
figure, see Ref. [1].) Note, in particular, that the WW ⋆ mode
only really begins to be competitive with the bb mode when
mhSM >∼ 130GeV, and that it causes a precipitous decline
in the bb branching ratio by mhSM >∼ 150GeV. In some of
the error estimates to be presented, we have extrapolated sim-
ulations performed at only a few masses to a larger range of
masses using the mass dependence of the bb and WW ⋆ branch-
ing ratios. Another important point is also immediately appar-
ent. For mhSM ≤ 170GeV, BR(hSM → ZZ⋆) is always
much smaller than BR(hSM → WW ⋆). At the NLC, where
backgrounds in the WW ⋆ channel are not a particular problem
(since a Higgs mass peak can be reconstructed in the four-jet
WW ⋆ final state), this has meant that detection of the hSM in
its ZZ⋆ decay mode has received little attention. However, at
the LHC the ZZ⋆ channel has been the preferred channel due
to the inability to detect WW ⋆ in its four-jet mode (because
of the large jet backgrounds in pp collisions) and the lack of
a clear mass peak in the purely-leptonic or mixed modes. The
much larger WW ⋆ branching ratio has led us to pay increased
attention to the WW ⋆ mode at the LHC in this report.
Table I: bb, WW ⋆ and ZZ⋆ branching ratios for the hSM in the
mhSM < 2mZ mass region.
Mass (GeV) 110 120 130 140 150 170
BR(bb) 0.78 0.69 0.53 0.34 0.17 0.008
BR(WW ⋆) 0.04 0.13 0.29 0.50 0.70 0.97
BR(ZZ⋆) 0.002 0.01 0.03 0.06 0.08 0.02
Also of considerable importance is the expected width of a
SM-like Higgs boson. The predicted width, ΓtothSM , is plotted in
Fig. 1 as a function of mhSM . The main features to take note of
are:
• ΓtothSM is very small for mhSM <∼ 2mW . Indeed, for
mhSM <∼ 140GeV, ΓtothSM < 10MeV.
• ΓtothSM grows rapidly for mhSM > 2mW due to the turn-on
of hSM → W+W−, ZZ decays.
Figure 1: Total width versus mass of the SM and MSSM Higgs
bosons for mt = 175GeV. In the case of the MSSM, we have
plotted results for tanβ = 2 and 20, taking m
t˜
= 1TeV and
including two-loop/RGE-improved Higgs mass corrections and
neglecting squark mixing; SUSY decay channels are assumed
to be absent.
A. Discovery of hSM in the WhSM and ZhSM
modes at TeV33
A thorough assessment of the WhSM → ℓνbb [4] and
ZhSM → (νν, ℓ+ℓ−)bb [5] channels at TeV33 was made. In
addition, a first exploration of ZhSM detection in the 4b final
state was initiated [6].
Earlier results for the WhSM mode were improved upon by:
• using the CDF soft lepton b-tagging and loose secondary
vertex b-tagging in addition to the CDF secondary vertex
b-tagging;
• requiring that | cos(θ)| < 0.8, where θ is the scattering
angle of the Higgs in the W -Higgs c.m. system.
With these additional cuts, it is found that the SM Higgs with
mhSM = 60, 80, 100, 120GeV could be discovered at the
√
s =
2TeV TeV33 with integrated luminosity of L = 3.5, 5.5, 11
and 24.5 fb−1, respectively — 30 fb−1 would probably probe
up to mhSM = 125GeV. If results from both CDF and D0
could be combined, one might even reach mhSM = 130GeV.
The ZhSM study showed that this channel can provide support
for theWhSM discovery. ForL = 30 fb−1, the statistical signif-
icances achieved in the ZhSM channel by employing b-tagging
and a series of cuts were S/
√
B = 4.3, 3.8, 3.5, and 2.5 for
mhSM = 90, 100, 110 and 120GeV, respectively. In both the
WhSM and ZhSM channels, the above results require recon-
structing the mass of the two tagged b-jets. Accepted bb mass
intervals were in the range from 24GeV (at mhSM ∼ 60GeV)
to 39GeV (at mhSM ∼ 120GeV).
The above results assume increased importance in the context
of the MSSM, in which the upper bound on the probably SM-
like h0 is of order 130GeV. Indeed, values of mh0 in the 80−
120GeV range are most typical in grand-unified (GUT) models
with GUT-scale boundary conditions that yield automatic elec-
troweak symmetry breaking (EWSB) via the renormalization
group equations (RGE’s), provided the squark masses are small
enough to avoid naturalness problems. It seems that TeV33 has
a good chance of discovering the h0 of the MSSM. However, in
the NMSSM the lightest Higgs need not have full coupling to
WW and ZZ . Even if its mass lies in the <∼ 125GeV range,
the other parameters of the model can easily be chosen so that
it would not be detectable at TeV33.
If a SM-like Higgs boson is sufficiently light to be discov-
ered at TeV33 (more generally if a SM-like Higgs has mass
below 2mW ) both the NLC and the FMC would be highly de-
sirable machines capable of measuring crucial properties of a
SM-like Higgs boson. In particular, for mhSM <∼ 2mW , a FMC
optimized for
√
s = mhSM running would be a Higgs factory
[3] capable of directly measuring (by scanning) the total Higgs
width and coupling ratios with great accuracy. Indeed, our final
summary tables for the hSM show that if mhSM <∼ 150GeV
then it would be extremely desirable to have both the NLC
(or FMC running at √s = 500GeV) and a FMC devoted to√
s = mhSM measurements in the s-channel. However, ob-
servation of a Higgs boson at TeV33 is unlikely to come soon
enough to guide us should a decision between the FMC and the
NLC (or a second NLC) become necessary.
Finally, a few brief remarks regarding the ZhSM → 4b final
state detection mode. Final results have not yet been obtained,
but progress has been made [6]. First, it is found that it will
be possible to trigger with about 60% efficiency on the 4b final
states using a “standard” (i.e. as employed in top quark stud-
ies) lepton plus jets trigger, where the lepton comes from semi-
leptonic decay of one of the b’s. Somewhat higher efficiency
can probably be achieved with increased electron triggering ac-
ceptance and by employing secondary vertex triggers. Using
the various codes for the 4b final state backgrounds [7] (which
are in good agreement) a reasonable signal over background is
found if two pairs of b’s are required to have high mass.2 On
the other hand, gg → hSMbb looks hard since the associated bb
does not generally have a high pair mass; in particular, it would
probably be necessary to veto charm at the 1% level.3
2This means that signal to background will possibly also be acceptable for
supersymmetric model h0A0 Higgs pair production.
3Of course, for high tanβ in the MSSM, the gg → A0bb and either gg →
H0bb (for mA0 >∼ 130GeV) or gg → h0bb (for mA0 <∼ 130GeV) rates are
greatly enhanced relative to gg → hSMbb and detection above some minimum
value of tanβ would become possible.
B. Strategies for verifying the properties of the
hSM using LEP2, TeV33 and LHC data only [8]
In this continuing project, the goal is to fully enumerate the
important strategies and measurements at LEP2, the Tevatron
and the LHC that will be required to maximize information re-
garding the couplings of a Standard-Model-like Higgs boson
and, thereby, our ability to verify its SM-like nature. Ultimately,
as we shall discuss in later subsections, experimental data from
the NLC and/or FMC will also be available that will vastly ex-
pand our ability to verify the properties of a SM-like Higgs bo-
son. However, in the next decade or so, the challenge will be
to extract maximal information from the former three operating
accelerators. Ideally, one would wish to determine, in a model-
independent fashion, all of the tree-level and one-loop couplings
of the hSM, its spin, parity, and CP nature, and its total width.
Here we outline the extent to which this will be possible using
data from the three machines.
2. Enumeration of mass regions and reactions
The discussion divides naturally into five different mass re-
gions:
M1: mhSM <∼ 95GeV − 100GeV. Detection of the hSM
should be possible at all three machines: LEP2, the Teva-
tron, and the LHC.
M2: 95 − 100GeV <∼ mhSM <∼ 130GeV. Detection should
be possible at the Tevatron and the LHC, but not at LEP2.
Note that we are adopting the optimistic conclusions dis-
cussed above that the mass range for which detection at
TeV33 will be viable in the WhSM, hSM → bb mode
includes the region between 120 and 130 GeV, and that
up to 130 GeV some information can also be extracted
at TeV33 from the ZhSM mode. At the LHC, modes in-
volving hSM → bb are currently regarded as being quite
problematic above 120 GeV. Nonetheless, we will consider
them. Of course, hSM → ZZ⋆ and WW ⋆ decay modes
will not yet be significant, and the Higgs remains very nar-
row.
M3: 130GeV <∼ mhSM <∼ 150− 155GeV. Detection is only
possible at the LHC, ZZ⋆ and WW ⋆ decay modes emerge
and become highly viable, the Higgs remains narrow.
M4: 155 <∼ mhSM <∼ 2mZ . The real WW mode turns on,
ZZ⋆ reaches a minimum at mhSM ∼ 170GeV. The inclu-
sive γγ mode is definitely out of the picture. The Higgs
starts to get broad, but ΓtothSM <∼ 1GeV.
M5: mhSM >∼ 2mZ . Detection will only be possible at
the LHC, ZZ and WW modes are dominant, and the
Higgs becomes broad enough that a direct determination
of its width becomes conceivable by reconstructing the
ZZ → 4ℓ final state mass (probable resolution being of
order 1%×mhSM at CMS and 1.5%×mhSM at ATLAS).
The possible modes of potential use for determining the prop-
erties of the hSM at each of the three machines are listed below.
Even very marginal modes are included when potentially cru-
cial to measuring an otherwise inaccessible Higgs property.
LEP2
LP1: e+e− → Z⋆ → ZhSM → Zbb
LP2: e+e− → Z⋆ → ZhSM → Zτ+τ−
LP3: e+e− → Z⋆ → ZhSM → ZX
Tevatron/TeV33
T1: W ⋆ →WhSM →Wbb
T2: W ⋆ →WhSM →Wτ+τ−
T3: Z⋆ → ZhSM → Zbb
T4: Z⋆ → ZhSM → Zτ+τ−
LHC: mhSM <∼ 2mW , 2mZ
L1: gg → hSM → γγ
L2: gg → hSM → ZZ⋆
L3: gg → hSM →WW ⋆
L4: WW → hSM → γγ
L5: WW → hSM → ZZ⋆
L6: WW → hSM →WW ⋆
L7: W ⋆ →WhSM →Wγγ
L8: W ⋆ →WhSM →Wbb
L9: W ⋆ →WhSM →Wτ+τ−
L10: W ⋆ →WhSM →WZZ⋆
L11: W ⋆ →WhSM →WWW ⋆
L12: tthSM → ttγγ
L13: tthSM → ttbb
L14: tthSM → ttτ+τ−
L15: tthSM → ttZZ⋆
L16: tthSM → ttWW ⋆
LHC: mhSM >∼ 2mW , 2mZ
H1: gg → hSM → ZZ
H2: gg → hSM →WW
H3: WW → hSM → ZZ
H4: WW → hSM →WW
H5: W ⋆ →WhSM →WWW
H6: W ⋆ →WhSM →WZZ
For mhSM >∼ 2mW , 2mZ , we ignore bb decays of the hSM as
having much too small a branching ratio, and tt decays are not
relevant for mhSM <∼ 2mt.
We now tabulate the reactions of potential use in the five dif-
ferent mass regions, M1, M2, M3, M4 and M5.
M1: LP1, LP2, LP3, T1, T2, T3, T4, L1, L4, L7, L8, L9, L12,
L13, L14.
M2: T1, T2, T3, T4, L1, L4, L7, L8, L9, L12, L13, L14.
M3: L1, L2, L3, L4?, L5, L6, L7, L10, L11, L12?, L15, L16.
M4: L2, L3, L5, L6, L10, L11, L15, L16.
M5: H1, H2, H3, H4, H5, H6.
2. Using Observed Rates to Extract Higgs Couplings
Again, we divide our discussion according to the five different
mass regions listed above.
M1
Rates for reactions LP1, LP3, T1, T3, L1, L7, L8, L12, L13
will be well measured. Our ability to observe reactions LP2, T2,
T4, L4, L9, L14 and determine with some reasonable accuracy
the ratio of the rates for these reactions to the better measured
reactions and to each other is less certain. Considering only the
well-measured rates to begin with we find that we should be
able to determine the following quantities.
• Measurement of the rate for LP3 (i.e. ZhSM → ZX
with Z → e+e−, µ+µ−) determines the ZZhSM coupling
(squared). For mhSM ∼ 90 − 100GeV, σ(ZhSM) ∼
0.5 pb (√s = 192GeV), implying for L = 1000 pb−1
an event rate of about 0.06× 500 = 30. Taking S/B ∼ 14
for mhSM ∼ mZ (we cannot use b-tagging for this in-
clusive mode) gives a 1σ error, ±√S +B/S, of ±26%
on σ(ZhSM), corresponding to a ∼ ±12% error on the
ZZhSM coupling. For mhSM significantly below mZ ,
B/S will be smaller, and S larger, implying smaller errors.
• LP1/LP3 gives BR(hSM → bb), which can be checked
against the SM prediction, but on its own does not allow
a model-independent determination of the hSM → bb cou-
pling. For mhSM ∼ mZ , using BR(hSM → bb) ∼ 0.89
and a b-tagging efficiency of 50% per b, we get S =
500 × 0.89 × (1 − [0.5]2) ∼ 334 in the Zbb channel.
The net efficiency associated with the use of the various
Z decay modes is probably not more than 70%, imply-
ing a usable S = 233. Taking S/B = 1 (b-tagging in-
cluded) we get √S +B/S ∼ 0.1 for the 1σ error on
σ(ZhSM)BR(hSM → bb). The error on BR(hSM → bb)
will then be dominated by the σ(ZhSM) error of∼ ±26%.
• The ratio T1/LP1 yields the (WWhSM)2/(ZZhSM)2
coupling-squared ratio, and multiplying by the LP3 deter-
mination of (ZZhSM)2 we get an absolute magnitude for
(WWhSM)
2
. The statistical error for T1 can be estimated
4Here, and in what follows, we denote the signal event rate by S and the
background event rate by B.
from the results presented in Ref. [4]. For mhSM ∼ mZ ,
we average the S and B values presented in Table I of
Ref. [4] for mhSM = 80GeV and mhSM = 100GeV, ob-
taining S ∼ 75 and B ∼ 324, implying √S + B/S ∼
0.26, for L = 10 fb−1. Going to 60 fb−1 (L = 30 fb−1
for each of the two detectors) would reduce the fractional
error to ∼ 0.11. Combining with the ∼ 0.1 error on LP1
implies an error for T1/LP1 of order∼ ±15%. Systematic
uncertainty would probably also be present in relating the
σ(WhSM) factor in the T1 rate to the WWhSM coupling,
and in the exact efficiencies for isolating the T 1 reaction.
It is hard to imagine that (WWhSM)2/(ZZhSM)2 could
be determined to better than ∼ ±20%.
• The ratio T1/T3 gives an independent determination of
(WWhSM)
2/(ZZhSM)
2
. The T3 error can be estimated
from the results presented in Ref. [5], Table I. For L =
60 fb−1, at mhSM = 90GeV we find S ∼ 216 and
B ∼ 1066, implying √S +B/S ∼ 0.16. combin-
ing this with the T1 error quoted above and including
systematics, which might not be so large for this type
of ratio, we might achieve a ∼ ±20% determination of
(WWhSM)
2/(ZZhSM)
2
. If this and the previous deter-
mination can be combined, then a net error of order±14%
would appear to be possible. Given the ∼ ±26% error in
the determination of (ZZhSM)2 from σ(ZhSM), we obtain
an error of ∼ ±30% for (WWhSM)2.
• The ratio T1/BR(bb) gives (WWhSM)2 and T3/BR(bb)
gives (ZZhSM)2. Given the ∼ ±26% error on BR(bb)
from LP1/LP3 and the ∼ ±15% and ∼ ±19% errors on
T1 and T3 (treated individually, implying that systematic
errors — we take 10% — should be included), we obtain
about ±30% and ±32% error on the absolute magnitudes
of the individual (WWhSM)2 and (ZZhSM)2 couplings-
squared, respectively. Combining with the previously dis-
cussed determinations we see that errors on (WWhSM)2
and (ZZhSM)2 of order ∼ ±20% and ∼ ±22% are to be
expected, respectively.
• The ratios L7/L8 and L12/L13 yield two independent
determinations of BR(γγ)/BR(bb). Alternatively, if
it is difficult to separate L7 from L12 and/or L8 from
L13 (i.e. WhSM from tthSM production), we can take
(L7+L12)/(L8+L13) to get a single determination. Mul-
tiplying by BR(bb), we get BR(γγ).
– A first estimate of the errors for L7 and L12, per-
formed in Ref. [1], gave errors of ∼ ±13%, assum-
ing no inefficiencies associated with separating L7
from L12. The individual errors on L7 and L12 were
re-examined for this report, the new estimates being
∼ ±15%. If we combine L7+L12, the net error on
the sum would then be of order∼ ±10%.
– Remarkably, the errors associated with separating L7
from L12 are small. For example, misidentification
of tthSM as WhSM would mean that (a) both b-jets
are missed and (b) in addition to one W from one of
the t’s observed in the leptonic decay mode the sec-
ond W must decay to two jets with mass different
from mW or to ℓν where the ℓ is mis-identified.5 The
net probability for tthSM misidentification would
then be of order 2.5%.
– Modes L8 and L13 (Wbb and ttbb) are still under
study by CMS. The ATLAS study [9] states that iso-
lation of L8 may be impossible at high luminosity
because of the difficulty of vetoing extra jets. The er-
ror on the L13 mode event rate can be estimated for
mhSM ∼ mZ using Table 11.8 from Ref. [9]. Aver-
aging 80GeV and 100GeV results yields S ∼ 1355
andB ∼ 37850 forL = 100 fb−1. AtL = 600 fb−1,
S/
√
B ∼ 17 and √S +B/S ∼ 0.06. In the next
item, we assume that the amount of contamination
from L8 is small.
– Thus, so long as the (large) backgrounds in the
bb channels are well-understood, extraction of
BR(γγ)/BR(bb) in the form L12/L13 would be
possible. Using the above estimates of±15% for L12
and ±6% for L13, a statistical error of ±17% would
be found for BR(γγ)/BR(bb). Combining with the
±26% error on BR(bb) from LEP2 implies error on
BR(γγ) of ∼ ±31%.
Table II: We tabulate the approximate error in the determina-
tion of σ(gg → hSM)BR(hSM → γγ) as a function of mhSM
(in GeV) assuming L = 300 fb−1 for the CMS and ATLAS
detectors at the LHC.
Mass 90 110 130 150
CMS Error ±9% ±6% ±5% ±8%
ATLAS Error ±23% ±7% ±7% ±10%
Combined Error ±8.5% ±4.5% ±4.0% ±6.2%
• L1/BR(γγ) yields the magnitude of the (gghSM)2
coupling-squared, which is primarily sensitive to the
tthSM coupling. The error on the L1 rate is quite different
for ATLAS and CMS. At mhSM ∼ mZ , for L = 300 fb−1
ATLAS [9] expects S ∼ 1650 and B ∼ 142800 yielding
an error of ∼ ±23%; CMS (see Fig. 12.3 and associated
tables in Ref. [10]) expects S ∼ 3825 and B ∼ 115429
yielding
√
S +B/S ∼ 0.09. (For later reference, we give
the errors on the L1 event rate for CMS and ATLAS with
L = 300 fb−1 in Table II.) The much better CMS result
derives from: i) CMS includes a QCD correction factor of
K = 1.5 in the L1 rate, whereas ATLAS does not; ii) for
mhSM ∼ mZ , ATLAS reduces the γ efficiency from 80%
to 72% (needed to reject the Z continuum). As a compro-
mise, we adopt the approach of computing the net L1 error
by combining CMS and ATLAS as stated, thereby obtain-
ing an error on the L1 rate of ∼ ±8%. In any case, it will
5Thus, misidentification has a probability of (1 − ǫb−tag)2[BR(W →
2j)Prob(m2j ∼/ mW )+BR(W → ℓν)ǫℓ−misid] estimated at (0.5)2[0.8 ·
0.1 + 0.2 · 0.1] ∼ 0.025.
be much smaller than the error of ∼ ±31% on BR(γγ),
which will therefore dominate the error on (gghSM)2.
• L12/L7 and L13/L8 yield independent determinations of
the tthSM/WWhSM event rate ratio. By multiplying by
the previously determined value of (WWhSM)2 we get
an absolute magnitude for the (tthSM)2 coupling-squared
which can be checked against the gghSM result. As noted
earlier, L12 can be efficiently separated from L7, whereas
isolation of L8 is very uncertain at high luminosity. Since
the L7 and L12 rates have errors of ∼ ±15% (see above),
we predict an error on L12/L7 of about±21%, not includ-
ing any systematic uncertainty. Given the ∼ ±20% error
in (WWhSM)2, an error of∼ ±30% for (tthSM)2 is antic-
ipated, i.e. comparable to that coming from the (gghSM)2
coupling-squared determination.
What is missing from the above list is any determination of
the (bbhSM), (τ+τ−hSM) and (γγhSM) couplings, any check
that fermion couplings are proportional to the fermion mass
(other than the (tthSM) coupling magnitude), and the Higgs
total width. Given the (WWhSM) and (tthSM) couplings
we could compute the expected value for the (γγhSM) cou-
pling, and combine this with BR(γγ) to get a value for ΓtothSM .
BR(bb)ΓtothSM then yields bbhSM and we would have a somewhat
indirect check that bbhSM/tthSM = mb/mt. Some systematic
uncertainty in the correct values of mb and mt would enter into
this check, but the propagation of the already rather significant
statistical errors would be the dominant uncertainty.
In the above, a very critical ingredient was the small proba-
bility of mis-identifying a tthSM event as a WhSM event, and
vice versa. Further careful studies of this issue by the detector
groups would be useful.
Let us now ask what we would gain by adding reactions
LP2, T2, T4, L4, L9, and L14. LP2/LP1, T2/T1, T4/T3
L9/L8 and L14/L13 would all allow different determinations
of τ+τ−hSM/bbhSM. This would certainly be of significant
value, but with what accuracy could these ratios be measured?
After including efficiencies for τ identification, the rate for
ZhSM → 2j + 2τ at LEP2 is about 8 events over a background
of 5 for L = 1 fb−1, for mhSM ≃ mZ . This makes use of
the estimated mass resolution σm ∼ 2 − 3GeV for a 2τ pair.
The known Z branching fractions could then be used to extract
the hSM → τ+τ− portion of the net rate. At best, LP2/LP1
could be extracted with∼ ±50% accuracy implying (taking the
square root) that the (τ+τ−hSM)/(bbhSM) coupling ratio could
be extracted with an error of order∼ ±30%.
What aboutWhSM and tthSM production with hSM → τ+τ−
at TeV33 (T2 and T4) and the LHC (L9 and L14)? At the time
that this report is being prepared, the status of T2 and T4 at
TeV33 is still being debated. We will not attempt any estimates.
At the LHC, L9 and L14 are not deemed observable at mhSM <∼
100GeV because of the very large backgrounds associated with
Z → τ+τ−.
Finally, the unstudied mode L4 does not provide any crucial
new information given that the WWhSM coupling cannot be
very well determined, and given that it would probably be dif-
ficult to separate WW → hSM fusion from gg → hSM fusion
for the low values of mhSM appropriate to mass region M1.
We end by summarizing in Table III the errors on fundamen-
tal branching ratios, couplings-squared, and ratios thereof as ob-
tained above at mhSM ∼ mZ by combining LEP2, TeV33 and
LHC data.
Table III: Summary of approximate errors for branching ratios
and couplings-squared at mhSM ∼ mZ in the M1 mass re-
gion. Where appropriate, estimated systematic errors are in-
cluded. Quantities not listed cannot be determined in a model-
independent manner. As discussed in the text, directly measured
products of couplings-squared times branching ratios can often
be determined with better accuracy.
Quantity Error
BR(bb) ±26%
(WWhSM)
2/(ZZhSM)
2 ±14%
(WWhSM)
2 ±20%
(ZZhSM)
2 ±22%
(γγhSM)
2/(bbhSM)
2 ±17%
BR(γγ) ±31%
(gghSM)
2 ±31%
(tthSM)
2/(WWhSM)
2 ±21%
(tthSM)
2 ±30%
M2
Rates for reactions T1, T3, L1, L7, L8, L12, L13 will be well
measured. Reactions T2, T4, L4, L9, L14 are less robust. Rel-
ative to mass region M1, we suffer the crucial loss of a mea-
surement of the magnitude of the (ZZhSM) coupling-constant-
squared. Considering first the well-measured rates, we should
be able to determine the following quantities.
• The ratio T1/T3 gives a determination of
(WWhSM)
2/(ZZhSM)
2
. Following a similar pro-
cedure as at mhSM ∼ mZ , the statistical error for
T1 can be estimated from the results presented in
Ref. [4]. For mhSM ∼ 100, 120GeV, Table I of
Ref. [4] shows S ∼ 52, 27 and B ∼ 257, 137, implying√
S +B/S ∼ 0.34, 0.47, for L = 10 fb−1. Going to
60 fb−1 would reduce the fractional error to ∼ 0.14, 0.19.
Table I of Ref. [5] for reaction T3 implies S ∼ 184, 102
and B ∼ 990, 756 for L = 60 fb−1, implying fractional
error of ∼ 0.19, 0.29 at mhSM = 100, 120GeV. The
resulting error on the ratio of the couplings-squared,
(WWhSM)
2/(ZZhSM)
2
, would then be ∼ ±23%,±34%
at these two masses.
• The errors for L7 and L12 are predicted to be similar in the
M2 mass range to those found in the M1 mass range, i.e.
of order ±15%.
• The utility of the bb final states at the LHC, modes L8 and
L13, is still being debated. No explicit CMS results are
available at the time of writing. ATLAS states [9] that
only the tthSM process can be extracted at high luminos-
ity when hSM → bb. Here, we note that even if L8 and
L13 are not viable discovery channels, it may still be pos-
sible to get a semi-accurate measurement of important ra-
tios of branching ratios once the Higgs has been discov-
ered. A rough estimate of the accuracy with which L13
can be measured is possible from Table 11.8 in Ref. [9].
For L = 100 fb−1, ATLAS expects S = 870, 420, 283 and
B = 35100, 28300, 20000 at mhSM = 100, 120, 130GeV
(where the 130GeV numbers are obtained by extrapola-
tion). Assuming that CMS studies will ultimately yield
similar results we upgrade these numbers toL = 600 fb−1,
and find accuracies for the L13 rate of±9%,±16%,±21%
at the above respective masses.
• The ratios L7/L8 and L12/L13 yield two independent de-
terminations of BR(γγ)/BR(bb). At the moment we
can only estimate the accuracy of the L12/L13 determi-
nation of BR(γγ)/BR(bb): using ±15% for the error in
L12 and the above estimates for the L13 errors we obtain
errors for L12/L13 of ±17%,±22%,±25% at mhSM =
100, 120, 130GeV.
• L12/L7 and L13/L8 yield independent determinations of
(tthSM)
2/(WWhSM)
2
. Since L8 is dubious, we focus on
L12/L7. Since the numerator and denominator errors are
both of order ±15% in the M2 mass region, the error on
this ratio is of order ±21%, substantially better than the
TeV33 expectation of ∼ ±34%.
Thus, we will have ways of determining the (WWhSM) :
(ZZhSM) : (tthSM) coupling ratios, but no absolute cou-
pling magnitudes are directly determined, and there is no test
of the fermion-Higgs coupling being proportional to fermion
mass. Once again, an important ingredient in determining the
(WWhSM)
2/(tthSM)
2 ratio is the ability to separate WhSM
from tthSM final states in the γγ decay mode of the hSM.
To proceed further, requires more model input. Given that we
know (in the SM) how to compute BR(γγ) from the WWhSM
and tthSM couplings, and given that we know the ratio of the
latter, BR(γγ)/BR(bb) would yield a result for tthSM/bbhSM
which could then be checked against the predicted mt/mb.
Let us now ask what we would gain by adding reactions T2,
T4, L4, L9, and L14. T2/T1, T4/T3, L9/L8 and L14/L13 would
all allow different determinations of (τ+τ−hSM)2/(bbhSM)2.
This would allow a model independent check of the predicted
m2τ/[3m
2
b(mhSM)] result. A first look at the LHC L9 and L14
rates is described below; recall that mhSM >∼ 100GeV, i.e. in
the M2 mass region, is required in order that the Z → τ+τ−
backgrounds to L9 and L14 be manageable. (We continue to
leave aside the τ+τ− modes T2 and T4 at TeV33 as being too
uncertain.) Reaction L4 does not provide new information, and
will not be considered.
We have estimated rates for L9 at the LHC. At mhSM =
110GeV, σBR(WhSM → lντ+τ−) ∼ 19 fb. The ∆mτ+τ−
would be about 11GeV (21GeV) at low (high) luminosity.
The acceptance factor (which takes into account the kinemat-
ical cuts, mass bin acceptance, the τ identification efficiency
and the efficiency of reconstructing the escaping neutrinos) is
only about 0.15% (0.07%), at low (high) L. At high L with
600 fb−1 (3 years running), this would leave us with N =
600 fb−1 × 19 fb × 0.0007 = 8 events. This is clearly a very
marginal rate.
An alternative approach to identifying the τ+τ− final state is
to use τ+τ− → ℓ+hadron+X , which has an effectiveBR ∼
50%, implying about 25 events per detector at low luminosity
(L = 30 fb−1). For L = 600 fb−1 one would have 500 events.
But substantial cuts would be need to eliminate backgrounds
from Wτ+τ−, tt and WW → ℓνℓν.
The final mode is τ+τ− → ℓνℓν with BR ∼ 0.12, implying
about 12 events for a detector-summed L = 60 fb−1 (low lumi-
nosity) or 120 events for total L = 600 fb−1. However, this is
before any cuts required to eliminate backgrounds.
We are not optimistic that L9 can be measured at a useful
level of accuracy at the LHC. It appears that any determination
of the (τ+τ−hSM)2/(bbhSM)2 coupling-squared ratio will be
extremely rough.
Finally, if signal L4 proves viable, L1/L4 would give
(gghSM)
2/(WWhSM)
2
, which in the SM would yield a de-
termination of (tthSM)2/(WWhSM)2 that could be checked
against the L12/L7 determination. The key question is whether
the WW fusion reaction can be separated from the gg fusion
reaction in order to get at L1/L4. Some work by the ATLAS col-
laboration [11] showed that this may be very difficult at Higgs
masses in the 100GeV range.
We summarize as a function of mhSM in Table IV the errors
for the few coupling-squared ratios that can be determined in
the M2 mass region.
Table IV: Summary of approximate errors for coupling-squared
ratios at mhSM = 100, 110, 120, 130GeV in the M2 mass re-
gion. As discussed in the text, directly measured products of
couplings-squared times branching ratios can often be deter-
mined with better accuracy.
Quantity Errors
Mass (GeV) 100 110 120 130
(WWhSM)
2/(ZZhSM)
2 ±23% ±26% ±34% −
(γγhSM)
2/(bbhSM)
2 ±17% ±19% ±22% ±25%
(tthSM)
2/(WWhSM)
2 ±21% ±21% ±21% ±21%
M3
Of the potential channels listed under M3, only L1 and L2
are thoroughly studied and certain to be measurable over this
mass interval. L1 should be viable for mhSM <∼ 150GeV.
L2 (the gg → hSM → ZZ⋆ reaction) should be good for
mhSM >∼ 130GeV. With these two modes alone, we discover
the Higgs, and for 130 <∼ mhSM <∼ 150GeV we can deter-
mine BR(γγ)/BR(ZZ⋆). The errors for the measurement of
L2 have been estimated from the high luminosity results pre-
sented in Table 29 of Ref. [12]. For L = 600 fb−1 we find
the errors listed in Table V. As expected, quite decent results
are obtained for mhSM >∼ 130GeV. The errors in the γγ mode
L1 rate obtained by combining ATLAS and CMS results would
be ±4%− ±5% for mhSM in the 110− 130GeV range, rising
to ∼ ±6% at mhSM = 150GeV; see Table II. The errors for
(γγhSM)
2/(ZZhSM)
2 deriving from the L1/L2 ratio are tabu-
lated in Table VII. This ratio is interesting, but cannot be unam-
biguously interpreted.
Table V: We tabulate the error in the determination of σ(gg →
hSM)BR(hSM → 4ℓ) as a function ofmhSM (in GeV) assuming
L = 600 fb−1 at the LHC.
Mass 120 130 150 170 180
Error ±25% ±9.5% ±5.3% ±11% ±6.1%
Mass 200 220 240 260 280
Error ±7.8% ±6.9% ±6.2% ±6.2% ±6.2%
Mass 300 320 340 360 380
Error ±6.2% ±6.2% ±6.1% ±6.0% ±6.4%
Mass 400 500 600 700 800
Error ±6.7% ±9.4% ±14% ±20% ±28%
The L3 mode was first examined in detail in Refs. [13, 14].
It was found that with some cuts it might be possible to dig
out a signal in the ℓνℓν decay mode of the WW ⋆ final state.
A more recent study [15] focusing on the mhSM >∼ 155GeV
mass region finds that additional cuts are necessary in the con-
text of a more complete simulation, but that very promising
S/
√
B can be obtained. Here we give a rough extrapolation
into the 130 − 150GeV mass region of their results by sim-
ply using the mass dependence of BR(hSM → WW ⋆). We
do not include the rise in the cross section as mhSM decreases
since it is likely that there will be a compensating decrease in
the efficiency with which the cuts of Ref. [15] accept events.
We begin with the mhSM = 155GeV, L = 5 fb−1 result
from their Table 2 of S = 49 and B = 92. We upgrade to
L = 600 fb−1 and correct for BR(hSM → WW ⋆) to ob-
tain the statistical errors for σ(gg → hSM → WW ⋆) listed
in Table VI; this table also includes the mhSM ≥ 155GeV re-
sults. Presumably, one must also allow for a ∼ ±10% system-
atic uncertainty in absolute normalization. This would then be
the dominant error! However, we do not include this system-
atic error in the errors quoted for the (WWhSM)2/(ZZhSM)2
coupling-squared ratio as computed from L3/L2. The amount
of systematic error that should be incorporated in estimating
the error for such a ratio requires further study. The resulting
statistical (WWhSM)2/(ZZhSM)2 errors are tabulated in Ta-
ble VII. Apparently L3/L2 will provide a decent measurement
of the (WWhSM)2/(ZZhSM)2 coupling-squared ratio, thereby
allowing a check that custodial SU(2) is operating, so long as
the systematic error is <∼ 10%.
The L4 mode could become of critical importance, since
L4/L1 yields a determination of (WWhSM)2/(gghSM)2 which
(assuming only SM particles in the loops) yields a value of
(WWhSM)
2/(tthSM)
2
. But, at best the L4 mode might survive
for mhSM <∼ 140GeV. Further, the ability to separate WW fu-
sion from gg fusion production has not been studied at mhSM
values this low. The WW fusion rate is ∼ 1/5 of the gg fusion
rate; see Fig. 15, Ref. [1].
Let us now turn to other modes. Consider L10, L11, L15, and
Table VI: We tabulate the statistical error in the determination
of σ(gg → hSM → WW ⋆) as a function of mhSM (in GeV)
assuming L = 600 fb−1 at the LHC. For mhSM ≤ 150GeV,
the errors are based on extrapolation from mhSM ≥ 155GeV
results. See text.
Mass 120 130 140 150 155− 180
Error ±12% ±6% ±3% ±3% ±2%
Table VII: We tabulate the statistical errors at
mhSM = 120, 130, 150GeV in the determinations of
(γγhSM)
2/(ZZhSM)
2 and (WWhSM)2/(ZZhSM)2, as-
suming L = 600 fb−1 at the LHC.
Quantity Errors
Mass (GeV) 120 130 150
(γγhSM)
2/(ZZhSM)
2 ±25% ±11% ±10%
(WWhSM)
2/(ZZhSM)
2 ±27% ±11% ±6%
L16. To begin, we relate L15 to L2. The maximum rate for
gg → hSM → ZZ⋆ → 4ℓ is 69 events at mhSM = 150GeV
for L = 100 fb−1, implying about 410 events at combined
L = 600 fb−1. The L15 tthSM → tt4ℓ rate is about a fac-
tor of 50 smaller at this mass implying 8 events. This seems
too marginal to warrant further consideration. L10 would be
still worse. The L11 and L16 (Wℓνℓν and ttℓνℓν final state
channels) each have σBR(hSM → ℓνℓν) ∼ 1.3 fb. (No t or
W branchings ratios are included; tagging with the two leptons
from the hSM decay is sufficient.) TheL = 600 fb−1 event rates
for each channel would thus be of order 800, i.e. larger than the
L10 and L15 4ℓ event rates. But the inability to reconstruct the
resonance mass in this channel would make extraction of a sig-
nal difficult. Separation of WhSM from tthSM events could be
performed as sketched earlier, but the input event rates would
be lower due to the necessity of focusing on particular W and
t decay final states. Still, further work on these ℓνℓν channels
is clearly warranted, especially in light of the good results ob-
tained in the inclusive ℓνℓν final state. Could the ℓν2j Higgs
decay channel be used in WhSM and tthSM associated produc-
tion? For the moment, we adopt a pessimistic attitude. Clearly,
given the importance of L11/L16 as a means of determining the
(WWhSM)
2/(tthSM)
2 coupling-squared ratio, much more ef-
fort should be devoted in both the ℓνℓν and ℓν2j channels to
determining if it will be possible to separately measure L11 and
L16.
How about L5 and L6? Using a ratio of 1/5 for the WW/gg
fusion production cross section ratio, we are left with about
80 events in the (L5) WW → hSM → ZZ⋆ → 4ℓ mode
at mhSM = 150GeV; spectator jet tagging might allow a
small background. If we assume 20% efficiency for double
tagging adequate to effectively remove the gg fusion process
(L2), we would be left with 16 events. While far from won-
derful, this would allow in principle a <∼ ±25% determination
of the L5/L2 ratio implying an implicit determination of the
(tthSM)/(WWhSM) ratio to ∼ ±13%. The L6 mode perhaps
deserves a look, since it might turn out that double spectator
tagging could keep the gg-fusion and other backgrounds small.
L6/L5 would then yield (WWhSM)2/(ZZhSM)2, which could
be combined with the L5/L2 result to give the very important set
of relative weights: (WWhSM) : (ZZhSM) : (tthSM). If these
relative weights agree with expectations for the hSM, it would
be hard to imagine that the observed Higgs boson is not a SM-
like Higgs. As noted, the ability to separate WW fusion events
from gg fusion events with decent efficiency down at this low
mass, using spectator jet tagging, will be critical for the above
procedure.
M4
Let us now turn to the 155 <∼ mhSM <∼ 2mZ mass region.
The most significant variation in this region arises due to the
fact that as hSM → WW becomes kinematically allowed at
mhSM ∼ 160GeV, the hSM → ZZ⋆ branching ratio dips, the
dip being almost a factor of 4 at mhSM = 170GeV; see Table I.
As a consequence, at mhSM = 170GeV S/B (using ATLAS
numbers) drops to 20/9.5 for L = 100 fb−1 compared to 69/10
at mhSM = 150GeV. Nonetheless, these S and B rates show
that L2 can still be regarded as iron-clad throughout this region
provided adequate L is accumulated. For L = 600 fb−1, an ac-
curate measurement of (gghSM)2BR(hSM → ZZ⋆) is clearly
possible; results were already tabulated in Table V.
L3 is now an on-shell WW final state, and, according
to the results summarized in Table VI, can be measured
with good statistical accuracy in the ℓνℓν final state of the
hSM → WW Higgs decay. The statistical accuracy for
(WWhSM)
2/(ZZhSM)
2 deriving from L3/L2 is tabulated in
Table VIII.
The fact that L3 provides a good signal can be traced to
the large associated rates. The cross section for L3 is about
16 pb. Neglecting theWW fusion inclusive contribution would
mean that we could just collect events inclusively. Taking
BR(hSM → WW ) ∼ 1, BR(W → ℓν) ∼ 2/9, BR(W →
2j) ∼ 2/3 and L = 600 fb−1, we get ∼ 5 × 105 events in the
ℓνℓν channel and ∼ 3 × 106 events in the ℓν2j channel. Al-
though the continuum WW and the tt backgrounds are large,
there is lots of room for making cuts of the type considered in
[15], which achieve S/B = 1 and S/
√
B = 5 − 10 in the M4
mass region for only L = 5 fb−1. Thus, the error on the L3/L2
determination of (WWhSM)2/(ZZhSM)2 in the M4 mass re-
gion is dominated by that for the 4ℓ channel (tabulated in Ta-
ble V).
Rates associated with measuring L5 are expected to be low
given the small BR(hSM → ZZ⋆) in this mass region and
the probably low efficiency for the double spectator tagging
required to isolate the WW fusion process. We have made a
rough estimate of what might be expected as follows. We take
1/5 as the ratio for the WW fusion production rate as compared
to the gg fusion rate. We then assume a tagging efficiency (asso-
ciated with eliminating the gg fusion signal) for both signal and
background of order 20%. The result is that L5 errors would be
about a factor of 5 larger than the L2 errors listed in Table V, im-
plying at least ±25% statistical error for measuring the L5 rate.
This in turn implies at least ±25% statistical error for measur-
ing (WWhSM)2/(gghSM)2 via L5/L2. While not particularly
wonderful, this level of error would at least be useful. A more
detailed study should be performed to see if one could do better.
L6 would now be an on-shell final state, and might be mea-
surable. The cross section for WW fusion is about 3 pb in
this mass region. Assuming 20% efficiency for double spec-
tator tagging, BR(hSM → WW ) ∼ 1, BR(W → ℓν) ∼
2/9, BR(W → 2j) ∼ 2/3 and L = 600 fb−1, we get
∼ 2 × 104 events in the ℓνℓν channel and ∼ 1.2 × 105
events in the ℓν2j channel. It should be possible to get a
decent measurement of L6 given the background reduction
that would be obtained as part of the double-tagging proce-
dure used to make gg fusion small. L6/L3 would determine
(WWhSM)
2/(gghSM)
2 and, thence, yield and implicit deter-
mination of (WWhSM)/(tthSM).
We discard out-of-hand the L10 and L15 reactions given
that BR(hSM → ZZ⋆) is in the dip region. The L11
and L16 reactions become on-shell decays, and probably de-
serve a close look, given that their ratio would yield the vital
WWhSM/tthSM ratio. We have not performed a study for this
report. However, event rates are again encouraging. L11 has
a cross section of about 0.3 pb and L16 is about 0.2 pb. As-
suming 10% efficiency for tagging and isolating these processes
from one another,BR(hSM →WW ) ∼ 1, and the standard W
decay branching ratios, we get∼ 9× 102 and ∼ 5× 103 events
in the ℓνℓν and ℓν2j channels, respectively (forL = 600 fb−1).
Given that backgrounds associated with these final states could
be small because of our ability to tag these channels, the above
event numbers might be sufficient to yield a reasonable de-
termination of the L16/L11 ratio that would give a value for
(tthSM)
2/(WWhSM)
2
.
Table VIII: We tabulate the statistical errors at
mhSM = 155, 170, 180GeV in the determination of
(WWhSM)
2/(ZZhSM)
2 from L3/L2, assuming L = 600 fb−1
at the LHC.
Quantity Errors
Mass (GeV) 155 170 180
(WWhSM)
2/(ZZhSM)
2 ±6% ±11% ±7%
M5
Finally we consider mhSM >∼ 2mZ . The first important
remark is that ΓtothSM becomes measurable in the 4ℓ channel
once ΓtothSM
>∼ (1% − 1.5%) × mhSM , which occurs starting
at mhSM ∼ 200GeV where ΓtothSM ∼ 2GeV. Quantitative es-
timates for the precision of the ΓtothSM measurement will be dis-
cussed in Section G. At mhSM = 210, 250, 300, and 400GeV,
rough percentage error expectations (assuming L = 600 fb−1
for ATLAS+CMS) for ΓtothSM are ±21%, ±7%, ±4% and ±3%,
respectively.
Among the H1 to H6 modes, only H1 is gold-plated, and of
course it alone provides very limited information about the ac-
tual Higgs properties. As described for the M4 mass region, the
mode H2 has been studied for masses close to 2mZ in the ℓνℓν
final state in [13, 14] and in the M4 mass region in [15]. These
results indicate that reasonable to good accuracy for the H2/H1
ratio, implying a reasonably accurate implicit determination of
(WWhSM)
2/(ZZhSM)
2
, might be possible for Higgs masses
not too far above 2mZ . One could also ask if it would be possi-
ble to separate out theWW final state in the ℓνjj mode where a
mass peak could be reconstructed (subject to the usual two-fold
ambiguity procedures). Event rates would be quite significant,
and a Monte Carlo study should be performed.
Processes H3 and H4 would have to be separated from H1
and H2 using spectator jet tagging to isolate the former WW
fusion reactions. If this were possible, then H3/H1 and H4/H2
would both yield a determination of (tthSM)2/(WWhSM)2 un-
der the assumption that the t-loop dominates the (gghSM) cou-
pling. However, the mass range for which separation of H3 and
H4 would be possible is far from certain.6
Isolation of H4 is of particular importance given that ΓtothSM
becomes directly measurable in the 4ℓ final state once mhSM >∼
2mZ . This is because the rate for H4 is proportional to
(WWhSM)
2BR(hSM → WW ). Multiplying by ΓtothSM yields
(WWhSM)
4
, which implies a very accurate determination of
the WWhSM coupling for even modest accuracy of the experi-
mental inputs. Thus, further study of H4 for all values of mhSM
above 2mZ is a priority. If the (WWhSM)2 : (ZZhSM)2 :
(tthSM)
2 ratios could also be determined (using H1-H4 as out-
lined above), then the (WWhSM)2 magnitude would yield ab-
solute values for (ZZhSM)2 and (tthSM)2 and, thence, a de-
tailed test of the SM predictions.
We have not pursued the processes H5 and H6, as they will
have lower rates. On the other hand, the backgrounds will be
different, and one could imagine using them to confirm some of
the results obtained from H1 through H4.
C. Measuring σBR(hSM → cc, bb,WW ⋆) using
NLC and s-channel FMC data
We divide the discussion into:
• measurements that would be performed by running at√
s = 500GeV at the NLC (or in NLC-like running at the
FMC) — the production modes of interest are e+e− →
ZhSM, e
+e− → e+e−hSM (ZZ-fusion) and e+e− →
ννhSM (WW -fusion);7
• measurements performed in s-channel production at the
FMC — the production mode being µ+µ− → hSM.
In the first case, we presume that L = 200 fb−1 is available
for the measurements at
√
s = 500GeV. (Such operation at a
6A recent study [16] has shown that forward jet tagging allows isolation of
H4 in the ℓνjj final state for mhSM >∼ 600GeV (i.e. beyond the mass range
being explicitly considered here), but suggests that the W+jets background is
difficult to surmount for lower masses. However, strategies in the mass range
down near 2mZ could be quite different given the much larger signal rates.
7In the following, we will consistently use the notation e+e−hSM and
ννhSM for the ZZ fusion and WW fusion contributions to these final state
channels only. The contributions to these same final states from ZhSM with
Z → e+e− and Z → νν, respectively, and interference at the amplitude level
with the ZZ and WW fusion graphs is presumed excluded by appropriate cuts
requiring that the e+e− or νν reconstructed mass not be near mZ .
FMC, would only be appropriate if the NLC has not been con-
structed or is not operating at expected instantaneous luminos-
ity.) In the second case, we implicitly presume that the NLC
is already in operation, so that a repetition of
√
s = 500GeV
data collection would not be useful and devoting all the FMC
luminosity to s-channel Higgs production would be entirely ap-
propriate. The errors we quote in this second case will be those
for only L = 50 fb−1 at
√
s = mhSM (exactly). This is because
the crucial measurement of ΓtothSM by scanning the Higgs peak
in the s-channel requires devoting significant luminosity to the
wings of the peak (see later discussion).
3. Measurements at
√
s = 500GeV
The accuracy with which cross section times branching ra-
tio can be measured in various channels will prove to be vitally
important in determining the branching ratios themselves and,
ultimately, the total width and partial widths of the Higgs bo-
son, which are its most fundamental properties. In addition, the
ratios
σBR(hSM → cc)
σBR(hSM → bb)
,
σBR(hSM →WW ⋆)
σBR(hSM → bb)
(1)
will themselves be a sensitive probe of deviations from SM pre-
dictions to the extent that SM values for these branching ratios
can be reliably computed (see later discussion). It should be
noted that the cc and WW ⋆ modes are complementary in that
for mhSM <∼ 130GeV only the cc mode will have good mea-
surement accuracy, while for mhSM >∼ 130GeV accuracy in the
WW ⋆ mode will be best.
The h0 of the MSSM provides a particularly useful testing
ground for the accuracy with which the above ratios must be de-
termined in order that such deviations be detectable. AsmA0 in-
creases, the h0 becomes increasingly SM-like. In typical GUT-
unified versions of the MSSM, mA0 values above 200GeV are
the norm and deviations of the h0’s couplings and branching ra-
tios from those of the hSM will only be detectable if the branch-
ing ratios can be determined with good accuracy. The survey
of Ref. [1] and further work performed for this workshop [17]
shows that the cc, bb and WW ⋆ partial widths and ratios of
branching ratios provide sensitivity to h0 vs. hSM deviations
out to higher values of mA0 than any others. In particular, the
cc/bb and WW ⋆/bb ratio deviations essentially depend only
upon mA0 and are quite insensitive to details of squark mix-
ing and so forth. To illustrate, we present in Fig. 2 the ratio of
the MSSM prediction to the SM prediction for these two ratios
taking mh0 = 110GeV (held fixed, implying variation of stop
masses as mA0 and tanβ are changed) and assuming “max-
imal mixing” in the stop sector (as defined in Ref. [1]). Re-
sults are presented using contours in the (mA0 , tanβ) parame-
ter space. Aside from an enlargement of the allowed parameter
space region, the “no mixing” scenario contours are essentially
the same. Results for larger mh0 are very similar in the allowed
portion of parameter space. We observe that it is necessary to
detect deviations in the ratios at the level of 20% in order to have
sensitivity up to mA0 ∼ 400GeV. Of course, for a Higgs mass
as small as mh0 = 110GeV, only the cc branching ratio has
a chance of being measured with reasonable accuracy. Indeed,
the WW ⋆ branching ratio will inevitably be poorly measured
for the h0 of the MSSM if stop squark masses are <∼ 1TeV im-
plying mh0 <∼ 130GeV. In non-minimal supersymmetric mod-
els the lightest Higgs can, however, be heavier and the WW ⋆
branching ratio would then prove useful.
2
4
6
8
10
12
14
16
18
20
0 100 200 300 400 500 600
2
4
6
8
10
12
14
16
18
20
0 100 200 300 400 500 600
Figure 2: Constant value contours in (mA0 , tanβ) param-
eter space for the ratios [WW ⋆/bb]h0/[WW ⋆/bb]hSM and
[cc/bb]h0/[cc/bb]hSM . We assume “maximal-mixing” in the
squark sector and present results for the case of fixed mh0 =
110GeV. The band extending out to large mA0 at tanβ ∼ 2 is
wheremh0 = 110GeV is theoretically disallowed in the case of
maximal mixing. For no mixing, see Ref. [1], the vertical con-
tours are essentially identical — only the size of the disallowed
band changes.
There are both experimental and theoretical sources of un-
certainty for the branching ratio ratios of Eq. (1). We discuss
first the systematic uncertainties that are present in the theoret-
ical computations. The primary uncertainty is that associated
with knowing the running b and c quark masses at the Higgs
mass scale. These were recently reviewed [18] with rather opti-
mistic conclusions. The values obtained in Ref. [19] from QCD
sum rule calculations are mc(mc) = 1.23+0.02−0.04 ± 0.06GeV
and mb(mb) = 4.23+0.03−0.04 ± 0.04GeV, where the first error
is that from αs(mZ) = 0.118 ± 0.006 and the second error
is twice that claimed in [19]. With these inputs, one finds for
mhSM ∼ 100GeV the result mc(mhSM) = 0.62 ± 0.05 ±
0.02GeV, the first error being that from αs uncertainties, in-
cluding those deriving from the running. The uncertainty in
BR(hSM → cc) ∝ m2c(mhSM) is then ±15%. Analogously,
the error for BR(hSM → bb) is about±4%. In the 10 years be-
tween now and operation of the NLC, it is reasonable to suppose
that the αs errors will be reduced to less than half the current
value. The NLC itself will allow further improvement in the αs
determination [20]. Further improvement in the sum rule errors
should also be possible, and fully competitive lattice calcula-
tion errors should be commonplace by the end of the century.
Further, some of the uncertainties in the running αs and other
components of the theoretical calculations are common to the b
and c channels, and will cancel out in the cc/bb ratio of interest.
In all, we find it not unreasonable to suppose that an accuracy
of <∼ ±10% can be achieved for the theoretical computations of
the ratios of Eq. (1).
Early studies of the experimental accuracy with which the
separate event rates for ZhSM production with hSM decaying to
bb, cc andWW ⋆ could be measured are summarized in Ref. [1];
accuracies for the latter two were not encouraging. This was re-
examined during the workshop [21].
We consider first hSM → bb and hSM → cc. It is found that
the separate bb and, especially, cc channel event rates can be
measured in ZhSM production with greater accuracy than pre-
viously estimated, provided one uses topological tagging tech-
niques (as opposed to simple impact parameter tagging). Most
importantly, the topological tagging allows a clean separation
of the cc Higgs decay mode from the gg mode.8 The purity of
b and c topological single jet tagging as a function of the effi-
ciency required is illustrated in Fig. 3, where the present per-
formance of the SLD VXD3 upgrade pixel vertex detector is
shown along with that predicted for a proposed pixel detector
(NLC VTX) [24] in a typical NLC detector. This method al-
lows for the reconstruction of a primary, secondary, and tertiary
vertex to identify the presence of a b quark, only a primary and a
secondary for a c quark, and tracks only coming from a primary
in the case of a jet originating from a gluon.
The resulting ability to separate bb, cc and gg, qq decays of the
hSM inZhSM events at
√
s = 500GeVwas studied using simu-
lations performed assuming the performance of the NLC detec-
tor [25] at the smeared four-vector level, signals with mhSM =
120GeV and 130GeV, and considering the known Standard
Model backgrounds. For determining σ(ZhSM)BR(hSM →
8The gg mode was simulated using the HAZA Monte Carlo generator [22]
followed by default JETSET fragmentation [23].
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Figure 3: Purity vs. efficiency for b and c single jet tagging
using the topological tagging techniques of Ref. [21].
C) (C = bb or cc), both Z → e+e−, µ+µ− and Z → jj de-
cays (with full kinematically constrained fitting for both) are
retained. The topological tagging works so well that bb events
can be identified with sufficient purity9 by tagging just one (or
9Here, and in the numbers quoted below, we refer to event, or decay-
channel, purity (as opposed to single jet tagging purity as plotted in Fig. 3).
Event/channel purity is defined as the number of events selected by the tagging
procedure for a particular channel C that are truly from hSM → C decays di-
vided by the total number so selected, including all hSM decays with relative
branching ratios as predicted in the SM.
both) of the b-jets. To isolate cc events with adequate purity,
we require that both the c and the c be tagged. For tagging
hSM → bb events at mhSM = 120GeV (for example), a sample
operating point was chosen to give 60% efficiency for tagging
one or both b-quarks with a purity of 95.4% (and efficiency for
tagging c-quark decay events of 2.6%). For tagging c quark de-
cay events, the operating point chosen resulted in an efficiency
of 40% for tagging both the c and c quarks and a cc channel pu-
rity of 77.5% (and efficiencies of 11% for events where the hSM
decays to b-quarks and 0.2% for events where the hSM decays
to light quarks or gluons10).
These results represent a very substantial improvement over
earlier expectations using impact parameter only. For Higgs
masses below about 130GeV, it will be possible [21] to mea-
sure σ(ZhSM)BR(hSM → bb) with an error of ∼ ±2.5% −
±3.5% and σ(ZhSM)BR(hSM → cc) to about ±10%, for
L = 200 fb−1. This implies ∼ ±11% error for BR(hSM →
cc)/BR(hSM → bb).
Although not specifically studied for this report, a crude
estimate [26] suggests that the analogous procedure in the
e+e−hSM final state mode would yield a similar level of er-
ror for this ratio. (See the later BR(hSM → bb) discussion for
comparativeZhSM and e+e−hSM errors in the bb decay mode.)
The ratio could again be measured in the WW -fusion ννhSM
final state. There, the error on σ(ννhSM)BR(hSM → bb) is ex-
pected to be in the±2.5%−±3.5% range formhSM <∼ 140GeV
as estimated in [1] and reconfirmed at this workshop. The cc
final state has not been studied yet, but it would seem that ac-
curacies in the ±10% vicinity for σ(ννhSM)BR(hSM → cc)
are not out of the question. Combining [27] just the ZhSM and
e+e−hSM modes, we could probably achieve ∼ ±7% − ±8%
error for cc/bb. Including the ννhSM final state might allow us
to reach <∼ ±7%. If we combine this error in quadrature with
the earlier estimate of <∼ ±10% for systematic error in the the-
oretical calculation of the cc/bb ratio, we arrive at a net error of
<∼ 12%. Fig. 2 shows that this would allow differentiation of the
h0 from the hSM at the 2σ level out to mA0 ∼ 450GeV. This is
a very encouraging result. The dominance of the theoretical er-
ror in the above estimates indicates the high priority of obtaining
theoretical predictions for cc/bb that are as precise as possible.
Overall, precision h0 measurements at
√
s = 500GeV with
L = 200 fb−1 appear to have a good chance of probing the
heavier Higgs mass scale (which is related to important SUSY-
breaking parameters) even when the heavier Higgs bosons can
not be (pair) produced without going to higher energy.
We now consider the WW ⋆ mode, which would be relevant
for a SM-like Higgs with mass above 130GeV. Both hSM pro-
duction via WW fusion, e+e− → ννhSM, and ZhSM pro-
duction followed by hSM decay into WW ⋆ for heavier Higgs
masses were simulated [28]. For mhSM = 150GeV, the cross-
sections for these two production modes are roughly equal and it
is advantageous to use both for more statistics. We shall see [27]
that the measurement of σ(WW → hSM)BR(hSM → WW ⋆)
allows a direct probe of the (WWhSM)2 coupling and a deter-
10Gluon splitting to heavy quarks is included in the Monte Carlo; at LEP
energies the probabilities for g → cc and g → bb are of order 2.5% and 0.5%,
respectively.
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Figure 4: Signal and background rates forL = 50 fb−1 at
√
s =
500GeV for e+e− → ννWW ⋆ as a function of WW ⋆ mass,
taking mhSM = 150GeV.
mination of the total hSM width. For the 2nd ratio of Eq. (1),
it will also be important to compare rates for the ννbb and
ννWW ⋆ final states and rates for the Zbb and ZWW ⋆ final
states.
For the case of ZhSM production followed by hSM decay into
WW ⋆, two topologies were examined: the first is the final state
containing six jets — two from hadronic decay of the Z and two
jets from each of the W bosons; the second final state consid-
ered is that with two leptons from the Z and four jets from the
WW ⋆. Simulations were performed at
√
s = 500GeV assum-
ing the performance of the NLC detector [25] at the smeared
four-vector level, a signal with mhSM = 130 − 170GeV, and
considering the known Standard Model backgrounds. After cuts
demanding large visible energy, and that the event be well con-
tained, a kinematic constrained fit was performed taking into
account Ecm, mZ , and one on-shell mW after assigning the
Z mass to the quark or lepton pair with invariant mass clos-
est to and within 8 GeV of mZ . Requiring the fit probability
to be greater than 10% greatly reduced the background from
WW , tt¯ and light quarks. The purity is then enhanced fur-
ther by employing the previously described topological quark
tags as anti-tags on the jets assigned to the W bosons, i.e. re-
quiring the jets fail the b and c topological tags. As an ex-
ample, in L = 50 fb−1 of data with mhSM = 150GeV, 65
signal events survive on a background of 21 events, of which
only 4.2 are from Higgs decays into heavy quarks and glu-
ons. Extrapolating to L = 200 fb−1, S = 260 with B = 84
implies
√
S +B/S = 0.07 for the indicated mass. The sit-
uation deteriorates considerably for mhSM = 130GeV with
S/B ≈ 1.0. For L = 200 fb−1 the statistical accuracy with
which σ(ZhSM)BR(hSM → WW ⋆) can be measured is about
±22% and ±10% for mhSM = 130 and 140GeV, respectively.
For mhSM above 150GeV, the accuracy of the measurement
improves over the mhSM = 150GeV result, falling to a low of
about±6% at mhSM = 170GeV.
Of course, as the WW ⋆ mode gets stronger, the bb mode
weakens, see Table I. Thus, the ZhSM → Zbb rate is mea-
sured with progressively poorer accuracy as mhSM increases.
At mhSM ∼ 150GeV, for example, we [27] estimate that the
earlier mhSM ∼ 110GeV errors for σ(ZhSM)BR(hSM → bb)
will have increased by about a factor of two to ∼ ±6%, ris-
ing rapidly to ∼ ±28% at mhSM = 170GeV. Combining [27]
the WW ⋆ and bb mode errors in the ZhSM production mode,
we find errors for BR(hSM → WW ⋆)/BR(hSM → bb) of
roughly ±22%, ±11%, ±9% and ∼ ±28% at mhSM = 130,
140, 150 and 170GeV, respectively.
For the case of hSM production via WW fusion followed
by the Higgs decaying into WW ⋆, the final state is ννWW ⋆.
Cuts are made demanding visible energy less than 0.5Ecm,
large missing mass, no isolated leptons, large missing trans-
verse momentum, a large acoplanarity angle between the recon-
structed W axes, and that the missing momentum vector does
not point in the forward direction. These cuts reduce the dan-
gerous eeWW , νν¯WW , and eνWZ backgrounds. The event
is forced to be reconstructed into four jets, with two required
to have invariant mass close to the W mass and the remaining
two jets to have invariant mass well below the W mass (from
the W ⋆). The heavy quark topological tag is then again used
as an anti-tag to increase the purity in the W sample. The visi-
ble mass of the entire event is then examined for peaking at the
Higgs mass. A huge peak results at lower masses due to eνW
and Zνν¯.
A typical result is that of Fig. 4 for mhSM = 150GeV,
where L = 50 fb−1 is assumed. In general, the statistical
accuracy with which σ(ννhSM)BR(hSM → WW ⋆) can be
measured is estimated [27] to be very similar to that found
for σ(ZhSM)BR(hSM → WW ⋆) above: for L = 200 fb−1
the rough errors for the former are ±22%, ±10%, ±8% and
±7% for mhSM = 130, 140, 150 and 170GeV, respec-
tively. At these same masses, the corresponding accuracy for
σ(ννhSM)BR(hSM → bb) is ∼ ±3%, ∼ ±4%, ∼ ±7% and
>∼ ±33%, respectively. At mhSM = 150GeV, the WW ⋆
branching ratio is still more difficult to measure than bb because
of the larger background and lower efficiency for isolating the
final state. However, by mhSM = 170GeV the bb branching
ratio has become so small that errors in this channel rapidly
increase. The above errors imply ννhSM channel errors for
BR(hSM → WW ⋆)/BR(hSM → bb) of ∼ ±22%, ∼ ±11%,
∼ ±10% or >∼ ±33% at mhSM = 130, 140, 150 or 170GeV,
respectively.
Combining [27] the ZhSM and ννhSM channel results, we
obtain accuracies for BR(WW ⋆)/BR(bb) of roughly ±16%,
±8% and ±7% for WW ⋆/bb for mhSM = 130, 140 and
150GeV. At mhSM = 120GeV and 170GeV, we [27] es-
timate the errors to be ∼ ±23% and ∼ ±21%, respectively.
(We have not pursued the degree to which these errors would
be further reduced by including the e+e−hSM channel deter-
mination of this ratio.) Fig. 2 (which is fairly independent of
the actual mh0 value aside from the extent of the allowed pa-
rameter region) implies that a <∼ 10% error, as achieved for
mhSM in the 140− 150GeV mass range, would be a very use-
ful level of accuracy in the MSSM should stop quark masses
(contrary to expectations based on naturalness) be sufficiently
above 1 TeV to make mh0 = 140 − 150GeV possible. In the
NMSSM, where the lightest higgs (denoted h1) can have mass
mh1 ∼ 140 − 150GeV and the second lightest (h2) often has
mass in the mh2 ∼ 150 − 190GeV range, even if stop masses
are substantially below 1 TeV, deviations from SM expecta-
tions are typically even larger. This exemplifies the fact that the
WW ⋆/bb ratio will provide an extremely important probe of a
non-minimal Higgs sector when both the WW ⋆ and bb decays
have significant branching ratio.
The NLC errors for the (cchSM)2/(bbhSM)2 and
(WW ⋆hSM)
2/(bbhSM)
2 coupling-squared ratios outlined
above for L = 200 fb−1 at
√
s = 500GeV are repeated in the
NLC summary table, Table X.
3. Measuring
σ(µ+µ− → hSM)BR(hSM → bb,WW ⋆, ZZ⋆) in
s-channel FMC production
Table IX: Summary of approximate errors for σ(µ+µ− →
hSM)BR(hSM → bb,WW ⋆, ZZ⋆), assuming L = 50 fb−1
devoted to
√
s = mhSM and beam energy resolution of R =
0.01%.
Channel Errors
mhSM
(GeV) 80 90 100 110 120
bb ±0.2% ±1.6% ±0.4% ±0.3% ±0.3%
WW ⋆ − − ±3.5% ±1.5% ±0.9%
ZZ⋆ − − − ±34% ±6.2%
mhSM
(GeV) 130 140 150 160 170
bb ±0.3% ±0.5% ±1.1% ±59% −
WW ⋆ ±0.7% ±0.5% ±0.5% ±1.1% ±9.4%
ZZ⋆ ±2.8% ±2.0% ±2.1% ±22% ±34%
mhSM
(GeV) 180 190 200 210 220
WW ⋆ ±18% ±38% ±58% ±79% −
ZZ⋆ ±25% ±27% ±35% ±45% ±56%
The accuracies expected for these measurements were deter-
mined in Ref. [3] under the assumption that the relevant detec-
tor challenges associated with detecting and tagging final states
in the potentially harsh FMC environment can be met. As ex-
plained in the introduction to this section, if L = 200 fb−1 is
used so as to optimize the Higgs peak scan determination of
ΓtothSM , then the equivalent
√
s = mhSM Higgs peak luminos-
ity accumulated for measuring σ(µ+µ− → hSM)BR(hSM →
X) in various channels is of order L = 50 fb−1. The as-
sociated errors expected for σ(µ+µ− → hSM)BR(hSM →
bb,WW ⋆, ZZ⋆) are summarized as a function of mhSM in Ta-
ble IX. As is apparent from the table, the errors are remarkably
small for mhSM <∼ 150GeV. As already stated, detector per-
formance in the FMC environment will be critical to whether
or not such small errors can be achieved in practice. As an ex-
ample, to achieve the good b-tagging efficiencies and purities
employed in obtaining the NLC detector errors given in this re-
port, a relatively clean environment is required and it must be
possible to get as close as 1.5 cm to the beam. FMC detectors
discussed to date do not allow for instrumentation this close to
the beam. More generally, in all the channels it is quite possible
that the FMC errors will in practice be at least in the few per
cent range. This, however, would still constitute an extremely
valuable level of precision.
For later purposes, it is important to understand the relation
between σ(µ+µ− → hSM) and the Γ(hSM → µ+µ−) par-
tial width (which is directly proportional to the (µ+µ−hSM)2
coupling-squared). Very generally, the average cross section
for production of any Higgs boson in the s-channel, σh, is ob-
tained by convoluting the standard Breit-Wigner shape for the
Higgs resonance with a Gaussian distribution in
√
s of width
σ√
s
. For a distribution centered at
√
s = mh, σh is given
by σh ∼ 4πm−2h BR(h → µ+µ−) if σ√s ≪ Γh and by
σh ∼ 2π2m−2h Γ(h → µ+µ−)/(
√
2πσ√
s
) if σ√
s
≫ Γh. To
get near maximal σh and to have sensitivity to Γh via scanning
in
√
s (see later subsection) it is important that σ√
s
be no larger
than 2− 3×Γh. Fig. 1 shows that Γh < 1− 10MeV is typical
of the hSM for mhSM <∼ 140GeV. Using the parameteriza-
tion σ√
s
≃ 7MeV ( R0.01%) ( √s100GeV) for σ√s in terms of the
beam energy resolution, R, we see that very excellent resolu-
tion R ∼ 0.01% typically yields σ√
s
∼ 2 − 3 × ΓtothSM when
mhSM <∼ 140GeV. In this mass region, σhSM is then roughly
proportional to Γ(hSM → µ+µ−)/σ√s with small corrections
sensitive to Γh. Thus, a measurement of σhSMBR(hsm→ X)
in the mhSM <∼ 140GeV mass region can be readily converted
to a determination of Γ(hSM → µ+µ−)BR(hSM → X) pro-
vided thatΓtothSM is measured with good accuracy (given that σ√s
will be accurately known). As reviewed in a later subsection,
one finds that (with R = 0.01%) very good precision for ΓtothSM
is possible in µ+µ− → hSM collisions by employing a simple
scan of the Higgs resonance peak.
D. Measuring σBR(hSM → γγ) at the NLC [29]
We will later review why a determination of BR(hSM → γγ)
is the only means for extracting ΓtothSM in the mhSM <∼ 130GeV
mass range. Of course, BR(hSM → γγ) and especially
Γ(hSM → γγ) are of special interest themselves in that the
γγhSM coupling is sensitive to one-loop graphs involving ar-
bitrarily heavy states (that get their mass from the hSM sector
vev — to be contrasted with, for example, heavy SUSY partner
states which decouple since they get mass from explicit SUSY
breaking).
At the NLC, the only means of getting at BR(hSM → γγ)
is to first measure σBR(hSM → γγ) in all accessible produc-
tion modes, and then divide out by the σ’s as computed using
other data. One finds that the errors in the σ’s are small so that
the net error for BR(hSM → γγ) is essentially that obtained
by combining the statistical errors for the available σBR mea-
surements. The σBR(hSM → γγ) errors have been studied
for the ZhSM and ννhSM (WW -fusion) production modes in
Ref. [29]. The error for σ(ZhSM)BR(hSM → γγ) is mini-
mized for a given total luminosity L by running at a
√
s value
that is near the maximum of the ZhSM cross section, roughly√
s ∼ mhSM +mZ+ a few GeV; precise optimal
√
sopt values
are given in Ref. [29]. The error for σ(ννhSM)BR(hSM → γγ)
at given L is minimized by operating at the highest available√
s; this maximizes the WW -fusion cross section. The er-
rors in σ(ZhSM)BR(hSM → γγ) for L = 200 fb−1 accu-
mulated at
√
s =
√
sopt and in σ(ννhSM)BR(hSM → γγ)
for L = 200 fb−1 accumulated at
√
s = 500GeV are plot-
ted as a function of mhSM in the first two windows of Fig. 5.
The effective σBR(hSM → γγ) error obtained by combining
the statistics for the ZhSM and WW -fusion modes assuming
L = 200 fb−1 is accumulated at
√
s = 500GeV is plotted in
the third window of Fig. 5. The effective σBR(hSM → γγ)
error for L = 200 fb−1 at
√
s =
√
sopt is essentially the same
as for the ZhSM mode alone, the WW -fusion contribution to
the statistics being unimportant at these low
√
s values.
Results are presented for four different electromagnetic
calorimeter resolutions: I corresponds to the very excellent res-
olution of the CMS calorimeter [10]. II and III are somewhat
optimistic limits of the resolutions currently planned for the
NLC detectors [25]; and IV is the resolution planned for the
JLC detector [30]. (For details and references, see Ref. [29].)
It is important to compare the σBR(hSM → γγ) error
found using the ZhSM mode statistics for L = 200 fb−1 at√
s =
√
sopt to the error found by combining WW -fusion and
ZhSM statistics for L = 200 fb−1 at
√
s = 500GeV (window
1 vs. window 3 of Fig. 5). We find that in resolution cases II-
IV (I) the ZhSM,
√
s =
√
sopt measurement yields smaller er-
rors for 70 <∼ mhSM <∼ 100GeV (70 <∼ mhSM <∼ 120GeV).
The ZhSM mode at
√
s =
√
sopt is most superior to the
combined WW -fusion plus ZhSM,
√
s = 500GeV error if
mhSM = 70GeV: for excellent calorimeter resolution case
I (‘standard’ resolution cases II/III), ZhSM at
√
s =
√
sopt
yields an error of ±27% (±40%) vs. combined WW -fusion
plus ZhSM,
√
s = 500GeV error of ±40% (±53%). However,
the above ZhSM|√s=√sopt advantage would be lost if the in-
stantaneous luminosity (L) at √sopt ∼ 165GeV is more than
a factor of 2.2 (1.8) below that at √s = 500GeV in resolu-
tion case I (cases II/III). If the interaction region is designed for
maximal L at √s = 500GeV, L at √s = √sopt would de-
crease by an even larger factor since L ∝ (√s/500GeV)2 [31]
as the energy is lowered; for anymhSM the best results would be
obtained by running at
√
s = 500GeV. Although it would not
be all that expensive to build new quads etc. suited to a lower√
s [31], any significant associated loss in running time would
quickly offset the potential benefits. Further, lower energy op-
eration might decrease sensitivity to other types of new physics.
If mhSM is known ahead of time (from LEP2 or LHC) to be
below 100GeV (120GeV) or so, for which focusing on ZhSM
production at
√
s =
√
sopt would be appropriate in resolution
Figure 5: The fractional error in the measurement of
σ(νeν¯ehSM)BR(hSM → γγ) [σ(ZhSM)BR(hSM → γγ)] as
a function of mhSM assuming L = 200 fb
−1 is accumulated
at
√
s = 500GeV [√s = √sopt]. Also shown is the frac-
tional σBR(hSM → γγ) error obtained by combining ZhSM
and νeνehSM channels for L = 200 fb−1 at
√
s = 500GeV.
Results for the four electromagnetic calorimeter resolutions de-
scribed in the text are given.
cases II-IV (I), then an interaction region with maximal L at√
s =
√
sopt could be included in the design from the begin-
ning.
Clearly, the most likely situation is that L = 200 fb−1 is
accumulated at
√
s = 500GeV and that the calorimeter is at
the optimistic end of current plans for the NLC detector (cases II
and III). After combining the statistics for the WW -fusion and
ZhSM modes, the errors in σBR(hSM → γγ) range from ∼
±22% at mhSM = 120GeV to ∼ ±35% (∼ ±53%) at mhSM =
150GeV (70GeV). In the 100 <∼ mhSM <∼ 140GeV mass
region, the errors are smallest and lie in the ±22% − ±27%
range.
We note that it is also possible to consider measuring
σBR(hSM → γγ) in the e+e− → e+e−hSM (ZZ-fusion) pro-
duction mode. A study of this case [32] shows, however, that
the errors will be much worse than found for either ZhSM pro-
duction or WW -fusion production. For instance, compared to
theZhSM channel, where all Z decay modes can be included, 11
the e+e−hSM rate with Me+e− 6∼ mZ is substantially smaller.
Let us now turn to the errors that can be expected for the
coupling-squared ratio (γγhSM)2/(bbhSM)2. We have already
tabulated in Tables III and IV the errors expected from LHC
data for mhSM ≤ 130GeV; the LHC error varies from ±17%
to ±25% as mhSM goes from 90GeV to 130GeV. Above
mhSM = 130GeV, the LHC error for the ratio is expected to be
quite large. At the NLC, (γγhSM)2/(bbhSM)2 can be computed
in the ZhSM and WW -fusion production modes (treated sepa-
rately) as σBR(hSM → γγ)/σBR(hSM → bb); the numera-
tor and denominator in this latter ratio can be obtained (assum-
ing reasonable knowledge of efficiencies) from measured event
rates. We will presume that all NLC measurements are per-
formed by accumulating L = 200 fb−1 at
√
s = 500GeV. The
L = 200 fb−1,
√
s = 500GeV errors for the denominator in
the ZhSM and WW -fusion production modes have been given
in the previous section. The WW -fusion numerator errors are
those given in the 2nd window of Fig. 5. The ZhSM numerator
errors have not been separately plotted, but are those implicit
in the 3rd window of Fig. 5. The ZhSM and WW -fusion de-
terminations of (γγhSM)2/(bbhSM)2 are statistically indepen-
dent and can be combined to get a net error. The resulting net
NLC-only error is not terribly good; at mhSM = 80, 100, 110,
120, 130, 140, 150GeV the errors for (γγhSM)2/(bbhSM)2
are ±42%, ±27%, ±24%, ±22%, ±23%, ±26%, ±35%, re-
spectively. For the lower mhSM values the LHC does better.
If we combine the LHC and NLC measurements, the errors
for (γγhSM)2/(bbhSM)2 at the above mhSM values are ±16%,
±14%,±15%,±16%,±17%,±26%,±35%, respectively. The
NLC-only errors are repeated later in the NLC summary table,
Table X.
Finally, we note that in later discussions we show that the
large errors for the γγ final state will dominate in computing
some important quantities that potentially allow discrimination
between the SM Higgs boson and a SM-like Higgs boson of an
extended model.
E. Determining the ZZhSM coupling at the NLC
Determination of the (ZZhSM)2 coupling-squared is possible
in two modes. These are (using e+e− collision notation):
• e+e− → ZhSM, where Z → ℓ+ℓ− (ℓ = e, µ);
11This is possible since we can constrain the recoil mass, constructed from√
s and the momenta of the two photons from hSM → γγ decay, to be close to
mZ .
• e+e− → e+e−hSM (via ZZ-fusion) [26].
Results presented here for the ZZ-fusion channel are prelimi-
nary. It is convenient to separate ZhSM and ZZ-fusion for the
purposes of discussion even though in the e+e−hSM final state
there is some interference between theZZ-fusion andZhSM di-
agrams. Experimentally this separation is easily accomplished
by an appropriate cut on the e+e− pair mass.12
In both cases, the hSM is inclusively isolated by examining
the recoil mass spectrum computed using the incoming e+e−
momentum and the momenta of the outgoing leptons. In the
ZhSM case, only ℓ = e, µ in theZ decay are considered (τ ’s and
jets are excluded) since it is essential that the recoil mass peak
be as narrow as possible in order that only a small mass window
need be kept, thereby making backgrounds very small. Clearly,
excellent momentum resolution for electrons and muons will be
essential, especially for Higgs masses in the vicinity of mZ .13
Exactly how good the momentum resolution should be in or-
der to eliminate backgrounds is an important question; it is cur-
rently being pursued. The study of Ref. [33] obtains good re-
sults in the ZhSM case only if the “super” performance of the
JLC-I detector [30] is assumed. Current generic NLC detector
designs will not be quite so good, but appear to be adequate. As
an example, using four-vectors smeared according to the perfor-
mance of a typical NLC detector [25], the recoil mass resolution
using electrons and muons has been found [34] to be approxi-
mately 3.5 GeV as shown in Fig. 6(a) where a reasonable mass
window results in about 20% background formhSM = 130GeV
and obviously degrading for smaller masses and improving for
higher masses. (As described later, running at √s ∼ 300GeV,
i.e. well below
√
s = 500GeV, is critical for such good recoil
mass resolution.) It is interesting to note that the current perfor-
mance goals of this detector give a similar mass resolution of
3.9 GeV from the invariant jet-jet mass of tagged b-quark jets
following kinematically-constrained fitting – indicating a good
match of momentum and energy resolution. Our error estimates
below will assume momentum resolution such that the recoil
mass peak is sufficiently narrow that backgrounds are small and
can be neglected in the limit of large luminosity. Preliminary re-
sults for the backgrounds are at the B ∼ 0.2S level, for which
the errors computed below with B = 0 would be only slightly
increased. Since, as we shall see, the recoil mass peak cross sec-
tion errors sometimes dominate the errors in extracting branch-
ing ratios, it is quite crucial that the final detector design be
adequate to achieve a small background under the recoil mass
peak.
The relative value of the two production modes depends upon
many factors, but in particular it depends on how the available
instantaneous luminosity varies with
√
s. For an interaction re-
12Whenever ZZ-fusion dominates the Z⋆ diagrams, such a cut requiring
Me+e− ∼/ mZ usually improves S/
√
B and reduces the
√
S + B/S error.
13In order to inclusively sum over all hSM decays, it is important to avoid
making any use of hSM decay products in reconstructing the Higgs mass peak.
Thus, a 4-C fit using the energies and angles of the jets from Higgs decay and
leptons from Z decay should not be employed; kinematic fits (involving fewer
than 4 constraints) considering the leptons from Z decay and the knowledge of
Ecm could however still be employed. In any case, such fits yield a jet-jet mass
resolution that is no better than (worse than) that for the recoil mass for NLC
(super-JLC) momentum resolution.
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Figure 6: Higgs mass resolution determined using a typical
NLC detector [25] using (a) the recoil mass against a pair of
electrons or muons from Z decay and (b) from the jet-jet invari-
ant mass of tagged b-quark jets after kinematically-constrained
fitting.
gion configuration/design optimized for maximal luminosity at√
s0, L falls as [
√
s/
√
s0]
2 [31] as one moves to energies lower
than √s0. This is an issue since σ(ZhSM) is maximal at
√
s ∼
mZ +mhSM + 10 or 20GeV, whereas σ(e+e−hSM) increases
monotonically with energy. For the moment, let us assume that
the final focus is designed to maximize L at√s = 500GeV. In
Fig. 7, we plot σ(ZhSM)BR(Z → ℓ−ℓ+) (ℓ = e, µ, no cuts)
and σ(e+e−hSM) (with a θ > 10◦ cut14 on the angles of the fi-
nal state e+ and e−) as a function of mhSM for
√
s = 500GeV.
We observe a cross-over such that, for mhSM <∼ 200GeV, a
higher raw event rate for the recoil spectrum is obtained using
ZZ fusion.
For an integrated luminosity of L = 200 fb−1 and an over-
all efficiency of 30% for the cuts required to make the back-
ground small, the error 1/
√
S in the σ(ZhSM)BR(Z → ℓ−ℓ+)
(ℓ = e, µ) measurement would range from 6.5% to 8% as
mhSM ranges from 60 to 200GeV, growing to 11% by mhSM =
300GeV. Errors in this measurement of similar magnitude
can also be achieved for L ∼ 30 − 50 fb−1 if √s is ad-
justed to be near the value for which σ(ZhSM) is maximal [33].
However, depending upon mhSM , accumulating this much L
at lower energy often takes more than the ∼ 4 years required
for L = 200 fb−1 at
√
s = 500GeV unless the final focus
is optimized for the lower
√
s value. For the σ(e+e−hSM)
measurement, assuming cut efficiency of 40% relative to the
cross section plotted in Fig. 7 (we have already included the
θ > 10◦ calorimetry cut) and L = 200 fb−1, we find errors
that range from 4% to 8% to 14% as mhSM goes from 60 to
200 to 300GeV. Combining [27, 26] the √s = 500GeV er-
rors for the two processes gives an error on the (ZZhSM)2
coupling-squared that ranges from ∼ 3% to ∼ 6% to ∼ 9%
for mhSM = 60, 200, and 300GeV, respectively. These errors
14Assuming coverage down to such angles is optimistic, but not unrealistic.
In particular, it may be possible to employ a pixel vertexing device with a first
layer at radius of ∼ 1.5 cm followed by next-generation tracking devices to
avoid the superconducting quads inside the detector.
Figure 7: σ(ZhSM)BR(Z → ℓ−ℓ+) (ℓ = e, µ, no cuts) and
σ(e+e−hSM) (with a cut of θ > 10◦ on the e+ and e− in the
final state) as a function of mhSM for
√
s = 500GeV. From
Ref. [26].
are at least as good as those found for L = 200 fb−1 using the
ZhSM mode alone at the optimal
√
s. Thus, for determining
the (ZZhSM)2 coupling-squared via the recoil mass procedure
there does not appear to be any advantage to lowering the ma-
chine energy even if the final focus etc. is reconfigured so as to
maintain the same instantaneous luminosity.
F. Determining hSM branching ratios and the
WWhSM coupling at the NLC
A determination of BR(hSM → X) requires measuring
σ(hSM)BR(hSM → X) and σ(hSM) for some particular pro-
duction mode, and then computing
BR(hSM → X) = σ(hSM)BR(hSM → X)
σ(hSM)
. (2)
In e+e− collisions, the e+e− → ZhSM and e+e− → e+e−hSM
(ZZ-fusion) modes just discussed are the only ones for which
the absolute magnitude of σ(hSM) can be measured, inclusively
summing over all final states X . The WW -fusion e+e− →
ννhSM cross section must be determined by the procedure of
first measuring σBR(hSM → X) in some mode X and then
dividing by BR(hSM → X) as determined from the ZZ-fusion
or ZhSM channels.
6. BR(hSM → bb) and BR(hSM → cc)
By running at
√
s = 500GeV and accumulating
L = 200 fb−1, we found earlier that by using topolog-
ical tagging a roughly ±2.5% − ±3.5% determination of
σ(ZhSM)BR(hSM → bb) is possible for mhSM <∼ 140GeV
rising to ±5%−±7% in the mhSM ∼ 150GeV region. The er-
ror on σ(ZhSM) (just discussed) is in the ±6.5% − ±7% in
the mhSM <∼ 140GeV mass region, rising to ∼ ±7.5% for
mhSM ∼ 150GeV. From Eq. (2) the error in BR(hSM → bb)
will then be in the ±7% − ±8% range for mhSM <∼ 140GeV,
rising to ∼ ±10% at mhSM ∼ 150GeV.
The error for the σ(e+e−hSM)BR(hSM → bb) measurement
has not been studied in detail, but can be estimated as fol-
lows. We assume that an event identification efficiency (which
should include the efficiency for b-tagging) of 40% is ade-
quate to make backgrounds small. The number of events (S)
is then computed by multiplying σ(e+e−hSM) in Fig. 7 by
0.4BR(hSM → bb)L using BR(hSM → bb) as tabulated in
Table I and L = 200 fb−1. The measurement fractional er-
ror is then estimated as 1/
√
S. This yields [26] an error in
σ(e+e−hSM)BR(hSM → bb) ranging from ±4.5% to ±14%
as mhSM varies from <∼ 110GeV to ∼ 150GeV; for higher
mhSM values the error deteriorates rapidly. 15 Recalling the pre-
viously estimated error in the σ(e+e−hSM) rate, which ranges
from ±4% to ±6% in the mhSM = 110 to 150GeV mass
region, the resulting error [26] on BR(hSM → bb) as com-
puted from Eq. (2) in the e+e−hSM final state is then in the
±6% − ±8% range for mhSM <∼ 140GeV, rising to ∼ ±15%
for mhSM ∼ 150GeV.
By combining [27, 26] the ZhSM and e+e−hSM determina-
tions, we find that BR(hSM → bb) can be measured with an
accuracy of about±5%−±6% in the mhSM <∼ 140GeV range,
rising to ∼ ±9% for mhSM ∼ 150GeV.
For BR(hSM → cc), we recall that by using topological tag-
ging it is estimated that the error for σ(ZhSM)BR(hSM → cc)
will be of order ±10% in the mhSM ≤ 130GeV mass region.
Using ±7% for the σ(ZhSM) error in this mass region implies
an error for BR(hSM → cc) of order ±12%. Above, we found
that in the bb channel the e+e−hSM production mode might
yield errors that are comparable to the ZhSM mode. A simi-
lar result is expected to apply to the cc mode [26], implying that
the BR(hSM → cc) error would be brought down to ∼ ±9%.
This same level of error would be achieved if we computed
BR(hSM → cc) = [(cchSM)2/(bbhSM)2]BR(hSM → bb) and
used the (cchSM)2/(bbhSM)2 errors given in Table X. Aside
from the ννhSM component in determining the cc to bb ratio,
these two techniques are not statistically independent. It is not
clear which would have smaller systematic error. Presumably,
one would pursue both techniques to cross-check and possibly
combine the techniques taking into account the statistical corre-
lations.
6. BR(hSM →WW ⋆)
The possible procedures are [27]:
• Measure σ(ZhSM)BR(hSM → WW ⋆) and σ(ZhSM)
and compute BR(hSM → WW ⋆) by dividing. As dis-
cussed earlier, errors in σ(ZhSM)BR(hSM → WW ⋆) are
15These errors must be confirmed by a more complete simulation to verify
the level of efficiency, including b-tagging, that could be retained and still have
small backgrounds for this channel.
roughly ±22%, ±10% and ±7% for mhSM = 130, 140
and 150GeV. The error for σ(ZhSM) (using recoil mass
detection) ranges (see earlier) from ∼ ±4% to ∼ ±6% in
this mass range. The resulting BR(hSM → WW ⋆) error
would be roughly ±22%, ±11%, ±9% for mhSM = 130,
140 and 150GeV, respectively. AtmhSM = 200, 300GeV
accuracies for BR(hSM → WW ⋆) of ∼ ±12% and
∼ ±17% are predicted by extrapolation based on event
rate and branching ratio changes.16
• Measure σ(e+e−hSM)BR(hSM → WW ⋆) and
σ(e+e−hSM) (the ZZ-fusion processes) and again
compute BR(hSM → WW ⋆) by dividing [26]. In
the 130 − 200GeV mass region, we have already
seen that the σ(e+e−hSM) measurement will be com-
parable (perhaps slightly superior) in accuracy to the
σ(ZhSM) measurement. A first estimate indicates that
the accuracy of the σ(e+e−hSM)BR(hSM → WW ⋆)
measurement will also be comparable to that for
σ(ZhSM)BR(hSM → WW ⋆). For example, at
mhSM = 150GeV Fig. 7 gives σ(e+e−hSM) ∼ 4 fb and
from Table I we find BR(hSM → W+W−) ∼ 0.7. If the
efficiency for tagging the WW ⋆ final state and requiring
the recoil mass to be close to the known value of mhSM is,
say, 40%, then we would have S = 224 signal events with
relatively small background (due to our ability to always
require recoil mass ∼ mhSM17 in this production mode).
The resulting error for σ(ZhSM)BR(hSM → WW ⋆)
is ∼ ±7%. Thus, errors on BR(hSM → WW ⋆) in the
e+e−hSM production channel will be close to those in
the ZhSM channel for mhSM in the 130 − 200GeV mass
range.
At mhSM = 300GeV, σ(e+e−hSM) is smaller than
σ(ZhSM) (see Fig. 7). After including efficiency we found
in the previous subsection that the error on σ(e+e−hSM)
will be about ±14% (vs. ±11% for σ(ZhSM)). Simi-
larly, the error on σ(e+e−hSM)BR(hSM → WW ⋆) will
be larger than for σ(ZhSM)BR(hSM → WW ⋆). At
mhSM = 300GeV, we find (by extrapolation, subject to
footnote caveats) error on the former of about ±18% (vs.
∼ ±12% for the latter); combining with the ±14% error
on σ(e+e−hSM) yields error for BR(hSM → WW ⋆) of
order ±23% at this mass for the e+e−hSM channel.
If we combine [27, 26] the above two determinations, the over-
all BR(hSM → WW ⋆) error would be reduced to the roughly
±16%, ±8%, ±6% level for mhSM = 130, 140 and 150GeV,
and even somewhat smaller at mhSM = 170GeV. Above
170GeV, the accuracy of the determination slowly declines
to about ±8% at mhSM = 200GeV and ±14% at mhSM =
300GeV.
16We have assumed that the background scales with the signal rate. A full
simulation would be required to verify the extrapolation assumptions.
17Typically, the recoil mass resolution is better in the ZhSM (Z →
e+e−, µ+µ−) channel than in the e+e−hSM channel once the Z mass is used
in a kinematically constrained fit. However, all that is needed for the statistical
estimates given here to apply is that the recoil mass resolution in e+e−hSM
events be sufficient that the background in the peak region be small; this should
be the case given that the e+e− momenta would be quite well-measured.
6. WWhSM coupling and testing custodial SU(2)
The goal will be to determine σ(ννhSM) which is propor-
tional to the the (WWhSM)2 coupling-squared. The best pro-
cedure [27] depends upon mhSM :
• If mhSM <∼ 140GeV, then good accuracy is attained
by measuring σ(ννhSM)BR(hSM → bb) and then di-
viding by BR(hSM → bb). For L = 200 fb−1 and
mhSM <∼ 140GeV, the measurement error for the former
is ∼ ±2.5% − ±3.5% (as stated earlier), and that for the
latter bb branching ratio is ±5%−±6% (as stated above).
The net error in (WWhSM)2 obtained in this way is of or-
der ±6% for mhSM <∼ 140GeV. By mhSM = 150GeV,
the accuracy of the bb mode determination of (WWhSM)2
has worsened to about ±11%, coming from ∼ ±6% for
σ(ννhSM)BR(hSM → bb) and ∼ ±9% for BR(hSM →
bb); see earlier subsections.
• If mhSM >∼ 150GeV, then good accuracy is achieved
by measuring σ(ννhSM)BR(hSM → WW ⋆) (in WW -
fusion) and dividing by BR(hSM → WW ⋆) (see ear-
lier subsection) to get σ(ννhSM). Explicitly, we esti-
mated above that an error on BR(hSM → WW ⋆) at
the ∼ ±8%,±6%,±8%,±14% level could eventually
be achieved for mhSM ∼ 140, 150, 200, 300GeV. Ear-
lier, we saw that the error in σ(ννhSM)BR(hSM →
WW ⋆) is estimated to be ±10%,±8%,± at mhSM =
140, 150GeV. Extrapolating to 200, 300GeV,18 we esti-
mate errors of±10%,±20%, respectively. Combining, we
find that the error on the (WWhSM)2 coupling-squared
from the WW ⋆ final state determination would be about
±13%, ±10%, ±13%, ±24% at mhSM ∼ 140, 150, 200,
300GeV, respectively. The error at mhSM = 170GeV
would be slightly smaller than that at mhSM = 150GeV.
The mhSM = 140GeV result is poorer than that ob-
tained in the bb mode, but by mhSM = 150GeV the
WW ⋆ mode determination has become comparable, and
for higher masses is distinctly superior.
If we combine the bb and WW ⋆ mode determinations, we get
an error for (WWhSM)2 of order ±5% for mhSM <∼ 140GeV,
worsening to about ±8% for mhSM >∼ 150GeV. For 170GeV
and above the error is simply that found in the WW ⋆ mode, e.g.
±13%,±24% at mhSM = 200, 300GeV, respectively.
It is, of course, of great interest to test the custodial
SU(2) symmetry prediction for the coupling-squared ratio
(WWhSM)
2/(ZZhSM)
2
. In an earlier subsection we estimated
the error on (ZZhSM)2 for mhSM <∼ 60 − 200GeV to be
∼ ±4% − ±6%, rising to ∼ ±9% at mhSM = 300GeV.
Combining with the above results for the (WWhSM)2 errors,
we estimate errors for (WWhSM)2/(ZZhSM)2 of order ±7%
for mhSM <∼ 140GeV, ±10% for mhSM ∼ 150GeV, rising
slowly to ∼ ±14% for mhSM = 200GeV, reaching ∼ ±25%
at mhSM = 300GeV.
18We re-emphasize the fact that simulations at 200 and 300GeV are needed
to check our extrapolations.
6. BR(hSM → γγ)
We focus on mhSM <∼ 130GeV. Only two ways to get a han-
dle on BR(hSM → γγ) have been demonstrated to be viable.
• The first involves measuring σ(pp→WhSM)BR(hSM →
γγ) and σ(pp → tthSM)BR(hSM → γγ) at the LHC. As
outlined earlier, each can be determined to about±15% for
mhSM in the range 90− 130GeV. Although not explicitly
simulated in the ATLAS and CMS studies, we assume this
same error applies at 80GeV. These measurements can be
employed in two ways.
– In the first approach one also measures σ(pp →
tthSM)BR(hSM → bb) at the LHC and then com-
putes BR(hSM → γγ) as
BR(hSM → γγ) = BR(hSM → bb)×
[σ(pp→ tthSM)BR(hSM → γγ)]
[σ(pp→ tthSM)BR(hSM → bb)]
(3)
using BR(hSM → bb) determined at the NLC as de-
scribed earlier. Since the error for BR(hSM → bb)
will be of order±4%−±5% (forL = 200 fb−1 at the
NLC), the error in the determination of BR(hSM →
γγ) is dominated by that for the γγ/bb ratio (see Ta-
bles III and IV), and will range from about ±18% to
±26% over the 80− 130GeV mass range.
– In the second approach, one uses only σ(pp →
WhSM)BR(hSM → γγ) from the LHC, and then
divides by the computed σ(pp → WhSM) cross
section. In the mhSM <∼ 130GeV mass re-
gion, the cross section is best computed using the
(WWhSM)
2 coupling-squared determination from
the NLC which, as noted earlier, has an error of or-
der±6% for this mass region. Including systematics,
the error in σ(pp → WhSM) is then likely to be of
order ±10%. Combining with the ∼ ±15% error for
σ(pp → WhSM)BR(hSM → γγ) yields an error of
∼ ±18% in the determination of BR(hSM → γγ) in
the mhSM = 80− 130GeV region.
To the extent that determinations from these two ways
of getting at BR(hSM → γγ) are statistically indepen-
dent, they can be combined to yield statistical accuracy
of <∼ ±16% in the mhSM <∼ 130GeV range. A rough
guess based on simulations performed at lower masses
is that at mhSM = 140GeV this error would deterio-
rate to about ±25%. We also assume very large error for
mhSM ≥ 150GeV.
• The second technique is that explored in Ref. [29], using
the σBR(hSM → γγ)measurements at the NLC discussed
earlier. These lead to two possible techniques for getting
BR(hSM → γγ).
– Measure σ(e+e− → ZhSM)BR(hSM → γγ) and
compute BR(hSM → γγ) as
[σ(ZhSM)BR(hSM → γγ)]
σ(ZhSM)
; (4)
– Measure σ(e+e− → ννhSM)BR(hSM → γγ) and
σ(e+e− → ννhSM)BR(hSM → bb) (both being
WW -fusion processes) and compute BR(hSM →
γγ) as
[σ(ννhSM)BR(hSM → γγ)]BR(hSM → bb)
[σ(ννhSM)BR(hSM → bb)]
. (5)
The e+e−hSM final state from ZZ-fusion is a third alter-
native, but does not yield errors competitive with the above
two techniques [32] because of a smaller signal relative to
background.
At the NLC, the errors in the BR(hSM → γγ) determina-
tions are completely dominated by the σBR(hSM → γγ) er-
rors, which we have discussed earlier; see Fig. 5. Assuming
running at
√
s = 500GeV, we found that the smallest σBR
error was achieved in the WW -fusion mode. However, a useful
level of error was also achieved in the ZhSM mode when run-
ning at this energy. The errors expected for BR(hSM → γγ) by
combining the determinations of Eqs. (4) and (5) are essentially
the same as the combined σBR(hSM → γγ) error plotted in
the 3rd window of Fig. 5. For a calorimeter at the optimistic
end of current plans for the NLC detector, the net error is pre-
dicted to range from∼ ±22% at mhSM = 120GeV to∼ ±35%
(∼ ±53%) at mhSM = 150GeV (70GeV).
Of course, the NLC and LHC determinations can be com-
bined to give sometimes substantially smaller error than
achieved at either machine alone. The errors for BR(hSM →
γγ) obtained by combining LHC and NLC data will be tabu-
lated later in Table X.
Although one of the big motivations for measuring
BR(hSM → γγ) at the NLC is its crucial role in determining
ΓtothSM (to be outlined later), whereas ΓtothSM can be directly mea-
sured at the FMC by scanning (see next subsection), a measure-
ment of BR(hSM → γγ) would ultimately also be of interest
at the FMC, especially if there is no NLC.19 The possibility of
measuring the branching ratio using FMC data at
√
s = mhSM
was examined [32]; for a SM-like Higgs boson, S/B turns out
to be much too small for this to succeed. Thus, at the FMC,
BR(hSM → γγ) would have to be determined following the
same non-s-channel procedures as for the NLC.
G. Determining ΓtothSM and hSM partial widths
The most fundamental properties of the Higgs boson are its
mass, its total width and its partial widths. Discussion of the
mass determination will be left till the next subsection. The to-
tal Higgs width, while certainly important in its own right, be-
comes doubly so since it is required in order to compute many
important partial widths. The partial widths, being directly pro-
portional to the underlying couplings, provide the most direct
means of verifying that the observed Higgs boson is or is not the
hSM. Branching ratios, being the ratio of a partial width to the
total width can not be unambiguously interpreted. In contrast, a
19In particular, since a γγ collider is not possible at the FMC [3], if there
is no NLC then the very interesting partial width Γ(hSM → γγ) can only be
obtained in the form Γtot
hSM
BR(hSM → γγ).
partial width is directly related to the corresponding coupling-
squared which, in turn, is directly determined in the SM or any
extension thereof without reference to mass scales for possi-
bly unexpected (e.g. SUSY) decays. Any deviations of partial
widths from SM predictions can be directly compared to predic-
tions of alternative models such as the MSSM, the NMSSM, or
the general 2HDM. The more accurately the total width and the
various branching ratios can be measured, the greater the sensi-
tivity to such deviations and the greater our ability to recognize
and constrain the alternative model.
For mhSM <∼ 2mW , ΓtothSM is too small to be reconstructed in
the final state; indirect determination of ΓtothSM is necessary. We
note that the mhSM <∼ 2mW mass range is that which would be
relevant for the SM-like Higgs boson of the MSSM. For larger
mhSM , direct final state reconstruction of ΓtothSM starts to become
possible; the mass above which reasonable error on ΓtothSM is ob-
tained depends upon detector and machine characteristics. The
possibilities are reviewed below.
7. Determining ΓtothSM
There are only two basic possibilities for determining ΓtothSM
in the mhSM <∼ 2mW mass range in which ΓtothSM is too small to
be reconstructed in the final state.
• The first is to employ FMC µ+µ− collisions at √s ∼
mhSM and directly measureΓtothSM by scanning. In this case,
the FMC determination of ΓtothSM can be used to compute
the partial width for any channel with a branching ratio
measured at the NLC:
Γ(hSM → X) = ΓtothSMBR(hSM → X) . (6)
• If there is no muon collider, then ΓtothSM must be determined
indirectly using a multiple step process; the best process
depends upon the Higgs mass. ΓtothSM is ultimately com-
puted as:
ΓtothSM =
Γ(hSM → X)
BR(hSM → X) , (7)
where X = γγ (WW ⋆) gives the best error for mhSM <∼
130GeV (>∼ 140GeV). In this case, ΓtothSM can be used to
compute partial widths via Eq. (6) only for channels other
than those used in the determination of ΓtothSM via Eq. (7).
In what follows we outline the errors anticipated in the ultimate
determination of ΓtothSM in the mhSM <∼ 2mW mass region, and
then discuss implications for the errors in partial widths, both
with and without combining NLC and FMC data. We also dis-
cuss the determination of ΓtothSM by final state mass peak recon-
struction in the mass range mhSM >∼ 2mW .
FMC-scan determination of ΓtothSM
Only the µ+µ− collider can have the extremely precise energy
resolution and energy setting capable of measuring ΓtothSM by
scanning [3]. The amount of integrated luminosity required for
a±33% determination of ΓtothSM using a 3-point scan with 0.01%
beam energy resolution is shown in Fig. 8. The most difficult
case is if mhSM ∼ mZ , implying a large Z background to hSM
production in the s-channel. The accuracy of the ΓtothSM determi-
nation scales as 1/
√
L.
Figure 8: Luminosity required for a ∆ΓtothSM/Γ
tot
hSM
= 1/3 mea-
surement in the bb final state using the 3-point technique de-
scribed in [3]. Results for resolutions ofR = 0.01%, 0.02% and
0.04% are shown for d = 0, where d = |√s0 − mhSM |/σ√s.
Here, √s0 is the location of the central energy setting in the
3-point scan and σ√s is the resolution in
√
s for a given value
of R. The result for d = 0.3 and R = 0.01% illustrates how
insensitive the total luminosity required is to the accuracy of the
central setting.
We assume that since the mass of the Higgs boson will be
relatively precisely known from the LHC (see next subsec-
tion) the FMC would be designed to have optimal luminosity
at
√
s ∼ mhSM , so that accumulation of L = 200 fb−1 for
scanning the Higgs peak would be possible. It is important to
note that in the 3-point scan procedure of Ref. [3] most (5/6)
of the luminosity is devoted to the wings of the Higgs peak;
only 1/6 of the total L is accumulated at
√
s = mhSM (exactly).
Very roughly the total number of Higgs events from the wing
measurements is equivalent to ∼ 0.3L on the peak, but S/B
is smaller on the wings. Overall, if luminosity L is devoted to
the scan procedure, the errors that can be achieved for rate mea-
surements in specific channels are roughly equivalent to what
would be achieved if 0.25L was devoted to
√
s = mhSM run-
ning. Since it is not useful to sacrifice accuracy in the ΓtothSM
measurement in order to devote more luminosity to the peak, in
Table IX we quoted measurement errors for specific channels
obtained for L = 50 fb−1 at
√
s = mhSM . These same channel
errors will be used in subsequent calculations.
Fig. 8 implies that integrated luminosity of L = 200 fb−1
would yield a ±2.6%,±32%,±3.6%,±6.5% determination of
ΓtothSM at mhSM = 80GeV, mZ , 120GeV, 150GeV, respec-
tively. A complete listing of errors appears (later) in Table XI.
In the mhSM ∼ mZ worst case, the s-channel FMC accuracy
will turn out to be worse than can be attained at the NLC. How-
ever, for most masses, the s-channel FMC accuracy would be
much superior and would provide an extremely valuable input
to precision tests of the Higgs sector.
Indirect determination of ΓtothSM
If there is no µ+µ− collider, then ΓtothSM must be determined
indirectly. The best procedure for doing so depends upon the
Higgs mass. If mhSM <∼ 130GeV, then one must make use of
γγ Higgs decays. If mhSM >∼ 140GeV, WW ⋆ Higgs decays
will be most useful. In both cases, we ultimately employ Eq. (7)
to obtain ΓtothSM .
Since the Γ(hSM → γγ) partial width plays a crucial role
in the mhSM <∼ 130GeV procedure, it is convenient to dis-
cuss it first. The study of γγ → hSM → bb at the NLC
is performed by tuning the beam energy so that the γγ lumi-
nosity peak at ∼ 0.8√se+e− coincides with mhSM [35, 36].
The statistical accuracy that could be achieved for Γ(hSM →
γγ)BR(hSM → bb) was estimated in Ref. [36]. Systematic er-
rors have now been evaluated and the effects of gluon radiation
and ZZ backgrounds have been included [37]. Suppressing the
dangerous ccg backgrounds reduces the signal by only a factor
of two. The net error on Γ(hSM → γγ)BR(hSM → bb) for
L = 50 fb−1 is illustrated in Fig. 9. For L = 200 fb−1, the
error would be only half as large as shown, but since the lumi-
nosity employed in this measurement would be lost to normal
running to get the branching ratios etc., we consider only the
L = 50 fb−1 errors. Thus, the error in the mhSM <∼ 120GeV
mass region will be in the 8%-10% range, rising to 15% by
mhSM = 140GeV and peaking at 30% at mhSM = 150GeV,
as illustrated in Fig. 9. To get the accuracy in the Γ(hSM → γγ)
partial width itself, we recall that BR(hSM → bb) is measured
with accuracy of ±5%− ±6% for mhSM <∼ 140GeV, rising to
±9% at mhSM ∼ 150GeV. The result is Γ(hSM → γγ) error
of order ±12% for mhSM <∼ 120GeV, rising to ∼ ±17% at
mhSM ∼ 140GeV and ∼ ±31% at mhSM ∼ 150GeV.
We now give the procedures for determining ΓtothSM .
• For mhSM <∼ 130GeV (i.e. in the MSSM mh0 range), the
only known procedure for determining ΓtothSM is that out-
lined in Ref. [1]. NLC data is required.
– As described above, measure Γ(hSM →
γγ)BR(hSM → bb) and then compute
Γ(hSM → γγ) by dividing by the value of
BR(hSM → bb).
– Compute ΓtothSM = Γ(hSM → γγ)/BR(hSM → γγ),
using the BR(hSM → γγ) determination(s) de-
scribed earlier.
The accuracies of the various measurements involved are
a crucial issue. The results obtained in earlier sections ap-
pear in Table X. Using the determination of BR(hSM →
γγ) based on combining NLC and LHC data, we find an
error on ΓtothSM of∼ ±18−19% formhSM = 80−120GeV
and ∼ ±20% for mhSM = 130GeV. At mhSM =
140, 150GeV, errors on BR(hSM → γγ) and Γ(hSM →
γγ) increase and the ΓtothSM error would be ∼ ±25%,∼±46%, respectively.
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Figure 9: Accuracy (including systematic as well as statistical
errors) with which Γ(hSM → γγ)BR(hSM → bb orWW,ZZ)
can be measured at the NLC γγ collider with integrated lumi-
nosity of L = 50 fb−1 [37].
• For mhSM >∼ 130GeV, a second possible procedure based
on hSM → WW ⋆ decays emerges. Use (WWhSM)2 to
compute Γ(hSM → WW ⋆) and then compute ΓtothSM =
Γ(hSM → WW ⋆)/BR(hSM → WW ⋆). 20 The re-
quired errors were obtained in earlier sections and are tab-
ulated in Table X. We find an error for ΓtothSM of about±17% at mhSM = 130GeV, falling to ±10% − ±11%
for mhSM in the 150 − 170GeV range. This latter is cer-
tainly much better than the ∼ ±46% achieved in the γγ
channel at mhSM ∼ 150GeV using NLC γγ collider data
and the (NLC+LHC) determination of BR(hSM → γγ).
For mhSM ∼ 130GeV, the ±17% achieved in the present
WW ⋆ technique is still superior to the ±20% for the γγ
technique. Combining the determinations made via the
two techniques at mhSM = 130GeV, we would get an
error on ΓtothSM of order ±13%. For mhSM <∼ 120GeV,
the γγ technique determination of ΓtothSM is substantially
superior to what can be achieved via the WW ⋆ technique,
primarily because BR(hSM → WW ⋆) is very poorly de-
termined.
In Table X, we tabulate the errors for ΓtothSM obtained by us-
ing both the γγ and the WW ⋆ techniques, and including the
(NLC+LHC) determination of BR(hSM → γγ) in the former.
As apparent from Tables XI and X, for mhSM <∼ 130GeV
(and mhSM 6∼ mZ ) the FMC-scan determination of ΓtothSM is
very much superior to the NLC determination. The superiority
is still significant at mhSM = 140GeV while errors are simi-
lar at mhSM = 150GeV. At mhSM = 150GeV, combining
20Of course, keeping only the WW ⋆ mode, this latter procedure can be
viewed as a computation of Γtot
hSM
∝ σ(ννhSM)/[BR(hSM →WW ⋆)]2.
the FMC-scan and NLC determinations of ΓtothSM would increase
accuracy for ΓtothSM , yielding a combined error of ∼ ±5.4% (vs.±6.5% for the FMC-scan alone). This would be beneficial for
computing partial widths (other than that for the WW ⋆ chan-
nel used in the NLC determination of ΓtothSM at this mass). For
mhSM >∼ 160GeV, FMC s-channel detection of the hSM be-
comes difficult, and only the NLC allows a reasonable determi-
nation of ΓtothSM .
Final-state mass peak determination of ΓtothSM : NLC
Of course, once mhSM >∼ 2mW , ΓtothSM is large enough that
measurement directly from the shape of the mass peak becomes
conceivable. The precise sensitivity depends upon detector
characteristics and other details. We [27] will illustrate results
for ZhSM production in five cases. In the first four cases, we
demand that Z → e+e−, µ+µ− and reconstruct the Higgs peak
via the recoil mass. The momenta of the muons are measured
by the tracking component of the detector. The momenta of the
electrons are measured by both the tracker and the electromag-
netic calorimeter — since these are not statistically independent
of one another, we use the measurement having the smaller er-
ror. The e+e− and µ+µ− final states are treated separately, and
at the end their errors are statistically combined. Four differ-
ent combinations of tracking and calorimetry are considered. In
the fifth case, we allow the Z to decay to either e+e−, µ+µ−
or qq, and reconstruct the Higgs resonance peak using the bb or
W+W− Higgs decay products. The five cases are specified in
detail as follows:
1. We assume super-JLC tracking [30], implying ∆p/p =
5 × 10−5p(GeV) ⊕ 0.001, and slightly better than
‘standard’ NLC detector [25] calorimetry of ∆E/E =
0.12/
√
E(GeV) ⊕ 0.005. In this case, the best elec-
tron momentum measurement is almost always from the
tracking, so that the natural event-by-event resolution (ΓR)
in the e+e− and µ+µ− channels is the same. One finds
that ΓR can be as small as 0.3GeV or so when
√
s =
mZ + mhSM+ ∼ 20GeV and the e’s/µ’s are not terribly
energetic but that ΓR deteriorates considerably if the ma-
chine is run at
√
s = 500GeV because of the much larger
energies of the leptons, implying larger tracking errors. We
assume a systematic error in our knowledge of ΓR in the
e+e− and µ+µ− channels of 10%.
2. The assumptions for this case are exactly the same as for
the first case, except that we allow for a much larger sys-
tematic error of 50%, as could be relevant when ΓR is so
small.
3. We assume the ‘standard’ NLC detector tracking [25], im-
plying ∆p/p = 5 × 10−4p(GeV) ⊕ 0.0015/
√
p(GeV),
and electromagnetic calorimetry unchanged at ∆E/E =
0.12/
√
E(GeV) ⊕ 0.005. In this case, the best electron
momentum measurement is always from the calorimetry,
especially when mhSM is small and one runs at the higher√
s = 500GeV. Thus, the natural resolution ΓR in the
e+e− and µ+µ− channels can be quite different. System-
atic error of 10% for ΓR is assumed.
4. We assume the same ‘standard’ NLC tracking as in the 3rd
case, but adopt a CMS [10] type electromagnetic calorime-
ter, specified by ∆E/E = 0.02/
√
E(GeV) ⊕ 0.005 ⊕
0.2/E(GeV). The electron resolution improves still fur-
ther and the e+e− channel yields much smaller resolution
and errors than the µ+µ− channel. Systematic error of
10% for ΓR is assumed.
5. The resolution ΓR for the Higgs mass peak in the bb and
W+W− final states (we weight according to branching ra-
tio) has been studied systematically as a function of mhSM .
The result for the NLC detector specified in Ref. [25] can
be parameterized as ΓR = 4.86 − 0.019mhSM + 0.964 ·
10−4m2hSM − 0.103 · 10−6m3hSM . Typically ΓR is of order
4GeV, as illustrated in Fig. 6. Systematic error of 10% for
ΓR is assumed.
Sensitivity to Higgs widths becomes possible when ΓtothSM is not
too much smaller than ΓR; some benchmarks are (see Fig. 1)
ΓtothSM ∼ 17MeV, 32MeV, 400MeV, 1GeV, 4GeV, 10GeV
for mhSM ∼ 150, 155, 170, 190, 245, 300GeV, respectively.
Results for recoil mass ΓR’s are potentially sensitive to beam-
strahlung, bremsstrahlung and beam energy smearing. We shall
assume that these effects are small. The JLC studies of Ref. [33]
show that they are clearly so if one has small 0.4% full width
beam energy spread and runs at
√
s ∼ mZ +mhSM + 20GeV.
In order to compute the error in the ΓtothSM measurement given
a value for the event-by-event resolution ΓR, one proceeds as
follows. The convolution of the Higgs gaussian and the res-
olution gaussian yields a gaussian of effective width Γeff =√
[ΓtothSM ]
2 + [ΓR]2. Assuming small background, the statisti-
cal accuracy with which Γeff can be measured is ∆Γstateff =
Γeff/
√
2N where N is the number of events in the Higgs mass
peak. The systematic error in Γeff coming from the systematic
uncertainty ∆ΓsysR in ΓR is ∆Γ
sys
eff = ∆Γ
sys
R ΓR/Γeff . Adding in
quadrature, we have a total ∆Γeff =
√
[∆Γstateff ]
2 + [∆Γsyseff ]
2
.
The relationship between this and the ∆ΓtothSM error in Γ
tot
hSM
is:
∆ΓtothSM = [Γeff/Γ
tot
hSM
]∆Γeff . (For very small ΓtothSM , this error
becomes ill-defined and it is [ΓtothSM ]
2 that is more appropriately
studied; however, for masses such that ΓtothSM is, indeed, resolv-
able, the result obtained by the above procedure is valid.)
The implications of the event-by-event mass resolutions in
the five cases will now be described [27]. We assume inte-
grated luminosity of L = 200 fb−1 at the energies
√
s =
mZ +mhSM + 20GeV and
√
s = 500GeV. An overall detec-
tion and acceptance efficiency of 60% is employed. BR(Z →
e+e−) = BR(Z → µ+µ−) = 0.0336 is employed in cases 1-4
and BR(Z → e+e− + µ+µ− + qq) = 0.7672 is employed in
case 5. The resulting percentage errors in ΓtothSM as a function of
Higgs mass are plotted in Fig. 10.
We see from the figure that a reasonable accuracy of e.g.
±20% for ΓtothSM is achieved in cases 1,2,3,4,5 at mhSM ∼
163, 165, 187, 170, 235GeV assuming
√
s = mZ + mhSM +
20GeV and at mhSM ∼ 178, 189, 218, 192, 235GeV assuming
√
s = 500GeV, respectively. These are the Higgs masses at
which ΓtothSM becomes of order ΓR, as one might naively antic-
ipate. We see immediately the importance of optimizing lumi-
nosity for
√
s = mZ +mhSM + 20GeV and also having either
excellent tracking or excellent calorimetry if the Higgs mass
happens to be in the ∼ 160GeV to ∼ 190GeV range. For
mhSM = 190− 220GeV, running at
√
s = 500GeV would al-
low a 20% measurement of ΓtothSM if we have excellent tracking
or excellent calorimetry. However, if we only have the ‘stan-
dard’ tracking and calorimetry of case 3, then a 20% measure-
ment in the mhSM = 190 − 220GeV range would require op-
timizing luminosity at the lower
√
s = mZ +mhSM + 20GeV
energy. The case 5 results show that the increased statistics from
being able to include qq as well as e+e−, µ+µ− decays of the Z
when using the Higgs decay final state to reconstruct the mass
peak becomes important for mhSM >∼ 270GeV.
Figure 10: Accuracy (including systematic as well as statis-
tical errors) with which ΓtothSM can be directly measured for√
s = mZ + mhSM + 20GeV and
√
s = 500GeV with lu-
minosity times efficiency of L = 120 fb−1 using the ZhSM
production mode at the NLC [27]. Results are given for the five
cases described in the text: 1=solid; 2=regular dashes; 3=dots;
4=dot dashes; 5=short dashes. Bremsstrahlung, beamstrahlung,
and beam energy smearing are assumed unimportant compared
to the contributions of tracking and calorimetry to ΓR. Also
shown in the first window (very long dashes) are estimated er-
rors for ΓtothSM using the ZZ
(∗) → 4ℓ mode with L = 600 fb−1
for ATLAS+CMS at the LHC.
If the errors for the direct measurement of ΓtothSM are com-
pared with those for the indirect determination assuming
√
s =
500GeV, we see that super-JLC tracking resolution of cases 1
or 2 would make the direct measurement errors competitive with
those from the indirect determination for mhSM >∼ 180GeV.
The total error on ΓtothSM would be significantly improved by
combining the direct and indirect determinations for mhSM in
the 180 − 190GeV range: combined error would be of or-
der ±10%,±6%,±4.6% at mhSM = 180, 190, 200GeV, re-
spectively. Below this mass range, the indirect determination
is much the better, while above this mass range the direct de-
termination has by far the smaller error. The mass range of
the cross over would move to lower masses for running at√
s = mZ +mhSM + 20GeV. In either case, we would obtain
a very important improvement over indirect determination er-
rors in a mass region where ΓtothSM cannot be precisely measured
via s-channel scanning at the FMC. The above should be con-
trasted with the situation for the ’standard’ tracking/calorimetry
of case 3, where we are left with a mhSM region in which
neither direct nor indirect errors are good, the direct measure-
ment errors only becoming competitive with indirect errors for
mhSM >∼ 250GeV.
Final-state mass peak determination of ΓtothSM : LHC
Measurement of ΓtothSM in the gg → hSM → ZZ(∗) → 4ℓ
mode at the LHC will also be possible. For our estimates we
have taken a 4ℓ resolution of ΓR = 1.25%mhSM , which approx-
imates the ATLAS resolutions quoted in Table 29 of Ref. [12]
in the mhSM ≤ 180GeV mass region. The L = 100 fb−1
event rates from Table 29 (mhSM ≤ 180GeV) and Table 38
(mhSM ≥ 200GeV) appearing in Ref. [12] have been rescaled
to L = 600 fb−1 (assuming CMS and ATLAS will have similar
resolution) and a systematic error of ±10% for ΓR is incorpo-
rated in quadrature. The background rate given in Tables 29
and (especially) 38 is always small compared to the signal rate
and can be neglected in computing the error in ΓtothSM . Follow-
ing the same error estimation procedures as outlined in the NLC
subsection, we arrive at the results plotted as the long dashes in
the first window of Fig. 10. The expected error for ΓtothSM has
a similar mass dependence to that obtained via hadronic final
state reconstruction at the NLC, but is uniformly smaller for the
assumed integrated luminosity. The excellent 4ℓ mass resolu-
tion expected for ATLAS and CMS is crucial for this favorable
result. If both LHC and NLC results are available, then it will
be useful to combine results to improve the error. Even so, er-
ror for ΓtothSM below 20% using reconstruction of the hSM res-
onance peak in decay final states only becomes possible once
mhSM >∼ 210GeV.
7. Partial widths using ΓtothSM
In this section, we focus on results obtained using NLC data,
FMC data, or a combination thereof. (It is important to recall
our convention that the notation NLC means
√
s = 500GeV
running in e+e− or µ+µ− collisions, while FMC refers explic-
itly to s-channel Higgs production in µ+µ− collisions.) Due
to lack of time, LHC data has generally not been incorporated.
The only exception is that the error on BR(hSM → γγ) is es-
timated after including the (NLC+LHC) determination. This is
particularly crucial in obtaining a reasonable error for the indi-
rect determination of ΓtothSM when mhSM <∼ 130GeV.
We have seen that determinations of the (ZZhSM)2,
(WWhSM)
2 and (γγhSM)2 couplings-squared are possible in√
s = 500GeV NLC running without employing ΓtothSM . How-
ever, determination of (bbhSM)2 is only possible by determining
ΓtothSM and then employing Eq. (6). This procedure can also be
used for (cchSM)2, but it turns out that it is statistically bet-
ter to compute (cchSM)2 using (bbhSM)2 and the experimen-
tal determination of their ratio (described earlier). Finally, by
using the FMC-scan determination of ΓtothSM and Eq. (6), we
can obtain determinations of (WWhSM)2 and (γγhSM)2 from
BR(hSM → WW ⋆) and BR(hSM → γγ) (as measured in√
s = 500GeV running), respectively, which are independent
of the NLC determinations of these same quantities made di-
rectly without use of ΓtothSM .
(bbhSM)
2 and (cchSM)2: NLC only or NLC+FMC data
Given a determination of ΓtothSM , we can employ Eq. (6) and
the determination of BR(hSM → bb) (which has reasonable
accuracy for mhSM <∼ 150GeV) to determine Γ(hSM →
bb) (equivalent to determining the (bbhSM)2 squared cou-
pling). The expected (bbhSM)2 errors using the indirect ΓtothSM -
determination errors are listed in Table X. They are not es-
pecially good, primarily because of the large ΓtothSM errors.
The (cchSM)2 coupling-squared can be computed either from
(bbhSM)
2 and the (cchSM)2/(bbhSM)2 measurement or from
BR(hSM → cc) and Eq. (6). Either way, the errors are ulti-
mately dominated by those for ΓtothSM . Thus, using NLC data
only, the (cchSM)2 errors will be essentially the same as those
for (bbhSM)2.
The (bbhSM)2 errors are greatly improved for mhSM <∼
140GeV by using the FMC-scan determination of ΓtothSM in con-
junction with the √s = 500GeV, L = 200 fb−1 BR(hSM →
bb) errors [38]. Combining the FMC-scan determination of
ΓtothSM with the indirect NLC determination of Γ
tot
hSM
to minimize
the ΓtothSM error and then computing Γ(hSM → bb) yields the
errors (bbhSM)
2|NLC+FMC tabulated in Table XII. The corre-
sponding (cchSM)2 errors as computed from (bbhSM)2 and the
(cchSM)
2/(bbhSM)
2 ratio using the errors for the latter tabu-
lated in Table X are also listed. These are slightly superior to
those obtained if (cchSM)2 is computed via Eq. (6) using the
combined NLC+FMC ΓtothSM determination.
(µ+µ−hSM)2: NLC+FMC data
The very small errors for the FMC s-channel measurements
of σ(µ+µ− → hSM)BR(hSM → bb,WW ⋆,WZ⋆) [3] are
summarized in Table IX.21 As noted in the associated discus-
sion, a measurement of σ(µ+µ− → hSM)BR(hSM → X)
is readily converted to an equally accurate determination of
Γ(hSM → µ+µ−)BR(hSM → X). Given these measurements,
there are four independent ways of combining NLC data with
the s-channel FMC data to determine Γ(hSM → µ+µ−) [38].
21Recall that the FMC s-channel errors quoted are for L = 50 fb−1, the
amount of luminosity exactly on the
√
s = mhSM Higgs peak that is roughly
equivalent to the on-peak and off-peak luminosity accumulated in performing
the scan determination of Γtot
hSM
.
1) compute Γ(hSM → µ+µ−) = [Γ(hSM →
µ+µ−)BR(hSM → bb)]FMC/BR(hSM → bb)NLC;
2) compute Γ(hSM → µ+µ−) = [Γ(hSM →
µ+µ−)BR(hSM → WW ⋆)]FMC/BR(hSM →
WW ⋆)NLC;
3) compute Γ(hSM → µ+µ−) = [Γ(hSM →
µ+µ−)BR(hSM → ZZ⋆)]FMCΓtothSM/Γ(hSM →
ZZ⋆)NLC, where the combined direct FMC plus in-
direct NLC determination of ΓtothSM can be used since
the NLC (ZZ⋆hSM)2 determination was not used in the
indirect NLC determination of ΓtothSM ;
4) compute Γ(hSM → µ+µ−) = [Γ(hSM →
µ+µ−)BR(hSM → WW ⋆)ΓtothSM ]FMC/Γ(hSM →
WW ⋆)NLC, where we can only employ ΓtothSM as deter-
mined at the FMC since (WW ⋆hSM)2 is used in the NLC
indirect determination of ΓtothSM .
The resulting (very small) errors for (µ+µ−hSM)2 obtained by
combining determinations from all four techniques are labelled
(µ+µ−hSM)2|NLC+FMC and tabulated in Table XII.
(WWhSM)
2 and (γγhSM)2: NLC+FMC data
In Table X we summarized the errors for the (WWhSM)2
coupling squared coming from determining the ννhSM cross
section from
√
s = 500GeV running at the NLC. We [38]
can obtain a second independent determination of (WWhSM)2
by taking BR(hSM → WW ⋆) (as determined in ZhSM and
e+e−hSM production at the NLC) and multiplying by ΓtothSM
as determined by s-channel scanning at the FMC — the NLC
ΓtothSM determination employs the WW
⋆ branching ratio in the
relevant mass region and cannot be used as part of a statisti-
cally independent determination. These errors are summarized
in Table XII using the notation (WWhSM)2|FMC. If we com-
bine the two different determinations, then we get the errors
denoted (WWhSM)2|NLC+FMC. (Results are not quoted for
mhSM ≤ 130GeV, for whichBR(hSM →WW ⋆) is too poorly
measured for this procedure to yield any improvement over the
errors of Table X.)
Also given in Table X were the errors for (γγhSM)2 com-
ing from combining NLC γγ collider data with bb and WW ⋆
branching ratios as measured at the NLC. In close analogy to the
WW ⋆ procedure given above, we [38] can obtain a second inde-
pendent determination of (γγhSM)2 by takingBR(hSM → γγ)
(as determined using LHC and ννhSM NLC data) and multiply-
ing by ΓtothSM as determined by s-channel scanning at the FMC
— the NLC ΓtothSM determination employs the γγ branching ra-
tio in the relevant mass region and cannot be used as part of a
statistically independent determination. The resulting errors are
summarized in Table XII using the notation (γγhSM)2|FMC. If
we combine the two different determinations, then we get the
errors denoted (γγhSM)2|NLC+FMC.
One last point concerning Γ(hSM → γγ) is worth not-
ing. At the FMC, a γγ collider is not possible [3], Only the
(γγhSM)
2
FMC determination of this potentially very revealing
coupling would be available.
Table X: Summary of approximate errors for branching ra-
tios, coupling-squared ratios, and couplings-squared as deter-
mined using L = 200 fb−1 of data accumulated in
√
s =
500GeV running at the NLC. For BR(hSM → γγ), but
not (γγhSM)2/(bbhSM)2, we have combined the NLC
√
s =
500GeV results with results obtained using LHC data; the net
accuracy so obtained for BR(hSM → γγ) is also reflected in
the errors quoted for the determination of ΓtothSM following the
indirect procedure. The errors for Γ(hSM → γγ) quoted are
for L = 50 fb−1 accumulated in γγ collisions while running at√
se+e− ∼ mhSM/0.8, and are those employed in the indirect
ΓtothSM determination. A − indicates large error and a ? indicates
either that a reliable simulation or estimate is not yet available
or that the indicated number is a very rough estimate.
Quantity Errors
mhSM
(GeV) 80 100 110 120
(cchSM)
2/(bbhSM)
2 ∼ ±7%
(WWhSM)
2/(bbhSM)
2 − − − ±23%
(γγhSM)
2/(bbhSM)
2 ±42% ±27% ±24% ±22%
(ZZhSM)
2 ±3%−±4%
BR(hSM → bb) ±5%
BR(hSM → cc) ∼ ±9%
BR(hSM → WW ⋆) −
(WWhSM)
2 ±5%
(ZZhSM)
2/(WWhSM)
2 ±6%−±7%
BR(hSM → γγ) ±15% ±14% ±13% ±13%
(γγhSM)
2 ∼ ±12%
Γtot
hSM
(indirect) ±19% ±18% ±18% ±18%
(bbhSM)
2 ±20% ±19% ±18% ±18%
mhSM
(GeV) 130 140 150 170
(cchSM)
2/(bbhSM)
2 ±7% ?
(WWhSM)
2/(bbhSM)
2 ±16% ±8% ±7% ±16%
(γγhSM)
2/(bbhSM)
2 ±23% ±26% ±35% −
(ZZhSM)
2 ±4%
BR(hSM → bb) ±6% ±9% ∼ 20%?
BR(hSM → cc) ∼ ±9% ?
BR(hSM → WW ⋆) ±16% ±8% ±6% ±5%
(WWhSM)
2 ±5% ±5% ±8% ±10%
(ZZhSM)
2/(WWhSM)
2 ±7% ±7% ±9% ±11%
BR(hSM → γγ) ±13% ±18%? ±35% −
(γγhSM)
2 ±15% ±17% ±31% −
Γtot
hSM
(indirect) ±13% ±9% ±10% ±11%
(bbhSM)
2 ±14% ±11% ±13% ±23%
mhSM
(GeV) 180 190 200 300
(ZZhSM)
2 ±4%−±5% ±6% ±9%
(WWhSM)
2 ±11% ±12% ±13% ±24%
(ZZhSM)
2/(WWhSM)
2 ±12% ±13% ±14% ±25%
BR(hSM → WW ) ±6% ±7% ±8% ±14%?
(γγhSM)
2 ±13% ±12% ±12% ±22%
Γtot
hSM
(indirect) ±13% ±14% ±15% ±28%
7. Summary Tables
We present in Tables X, XI, and XII a final summary of the er-
rors that can be achieved for fundamental hSM properties (other
than the mass) in three different situations:
• L = 200 fb−1 devoted to √s = 500GeV running at the
NLC supplemented with L = 50 fb−1 of γγ collider data
collected while running at
√
se+e− ∼ mhSM/0.8 and the
Table XI: Summary of approximate errors for coupling-squared
ratios and ΓtothSM in the case of s-channel Higgs production at the
FMC, assuming L = 200 fb−1 total scan luminosity (which for
rate measurements in specific channels is roughly equivalent to
L = 50 fb−1 at the
√
s = mhSM peak). Beam resolution of
R = 0.01% is assumed. A − indicates large error and a ?
indicates either that a reliable simulation or estimate is not yet
available or that the indicated number is a very rough estimate.
Quantity Errors
mhSM
(GeV) 80 mZ 100 110
(WW ⋆hSM)
2/(bbhSM)
2 − − ±3.5% ±1.6%
(ZZ⋆hSM)
2/(bbhSM)
2 − − − ±34%
(ZZ⋆hSM)
2/(WW ⋆hSM)
2 − − − ±34%
Γtot
hSM
±2.6% ±32% ±8.3% ±4.2%
mhSM
(GeV) 120 130 140 150
(WW ⋆hSM)
2/(bbhSM)
2 ±1% ±0.7% ±0.7% ±1%
(ZZ⋆hSM)
2/(bbhSM)
2 ±6% ±3% ±2% ±2%
(ZZ⋆hSM)
2/(WW ⋆hSM)
2 ±6% ±3% ±2% ±2%
Γtot
hSM
±3.6% ±3.6% ±4.1% ±6.5%
Table XII: Summary of approximate errors for branching ra-
tios, coupling-squared ratios and couplings-squared obtained by
combining the results of Tables X and XI. See text for further
discussion. A − indicates large error and a ? indicates either
that a reliable simulation or estimate is not yet available or that
the indicated number is a very rough estimate.
Quantity Errors
mhSM
(GeV) 80 100 110 120
(bbhSM)
2|NLC+FMC ±6% ±9% ±7% ±6%
(cchSM)
2|NLC+FMC ±9% ±11% ±10% ±9%
(µ+µ−hSM)
2|NLC+FMC ±5% ±5% ±4% ±4%
(γγhSM)
2|FMC ±15% ±16% ±14% ±13%
(γγhSM)
2|NLC+FMC ±9% ±10% ±9% ±9%
mhSM
(GeV) 130 140 150 170
(bbhSM)
2|NLC+FMC ±7% ±7% ±10% ±23%
(cchSM)
2|NLC+FMC ±10% ?
(µ+µ−hSM)
2|NLC+FMC ±3% ±3% ±4% ±10%
(WW ⋆hSM)
2|FMC ±16% ±9% ±9% −
(WW ⋆hSM)
2|NLC+FMC ±5% ±4% ±6% ±10%
(γγhSM)
2|FMC ±14% ±18% ±36% −
(γγhSM)
2|NLC+FMC ±10% ±13% ±23% −
(LHC+NLC) determination of BR(hSM → γγ);
• A total L = 200 fb−1 of luminosity devoted to scanning
the Higgs peak to determine ΓtothSM — as explained ear-
lier, specific channel rate errors are equivalent to those that
would be obtained by devoting L = 50 fb−1 to the Higgs
peak at
√
s = mhSM ;
• combining the above two sets of data.
The results we have obtained depend strongly on detector pa-
rameters and analysis techniques and in some cases (those
marked by a ?) were obtained by extrapolation rather than full
simulation. Nonetheless, these results should serve as an illus-
tration of what might ultimately be achievable on the basis of
NLC
√
s = 500GeV running and/or FMC s-channel data. Re-
sults for FMC s-channel errors assume very excellent 0.01%
beam energy resolution and the ability to measure the beam en-
ergy with precision on the order of 1 part in 106. Due to lack of
time, except for the determination of BR(hSM → γγ) and im-
plications for ΓtothSM , we have not explored the undoubted bene-
fits that would result from combining NLC/FMC data with LHC
data. Such a study is in progress.
Of course, it should not be forgotten that the
√
s = 500GeV
data could also be obtained by running an FMC with a final
ring optimized for this energy. (Confirmation that the FMC
can achieve the same precisions as the NLC when run at
√
s =
500GeV must await a full machine and detector design; it could
be that the FMC backgrounds and detector design will differ sig-
nificantly from those employed in the
√
s = 500GeV studies
reported here.) However, it should be apparent from comparing
Tables X, XI and XII that if there is a SM-like Higgs boson in
the mhSM <∼ 2mW mass region (as expected in supersymmet-
ric models) then it is very advantageous to have L = 200 fb−1
of data from both
√
s = 500GeV running and from an FMC
s-channel scan of the Higgs resonance. Thus, the importance
of obtaining a full complement of Higgs boson data on a rea-
sonable time scale argues for having either an NLC plus a FMC
or two FMC’s. A single FMC with two final rings — one opti-
mized for
√
s = mhSM and one for
√
s = 500GeV — would
suffice, but take twice as long (8 years at Lyear = 50 fb−1) to
accumulate the necessary data.
H. Measuring mhSM at TeV33, LHC and NLC
In our discussion, we will focus on the mhSM ≤ 2mW mass
region, but give some results for higher masses. In the mhSM ≤
2mW region, measurement of the Higgs boson mass at the LHC
and/or NLC will be of great practical importance for the FMC
since it will enable a scan of the Higgs resonance peak with
minimal luminosity wasted on locating the center of the peak.
Ultimately the accuracy of the Higgs mass measurement will
impact precision tests of loop corrections, both in the SM and
in extended models such as the MSSM. For example, in the
minimal supersymmetric standard model, the prediction for the
mass of the light SM-like h0 to one loop is [1]:
m2h0 =
1
2
[
m2A0 +m
2
Z −
{
(m2A0 +m
2
Z)
2
−4m2A0m2Z cos2 2β
}1/2 ]
+∆m2h0 , (8)
where ∆m2h0 = 3g
2m4t ln
(
m2
t˜
/m2t
)
/[8π2m2W ]. Here, mt˜ is
the top-squark mass and we have simplified by neglecting top-
squark mixing and non-degeneracy. From Eq. (8), one can com-
pute dmh0/dmA0 , dmh0/d tanβ, dmh0/dmt, and dmh0/dmt˜
for a given choice of input parameters. These derivatives deter-
mine the sensitivity of these parameters to the error in mh0 . For
example, for mA0 = 200GeV, mt˜ = 260GeV, tanβ = 14
and mt = 175GeV, for which mh0 = 100GeV, we find that
a ±100MeV measurement of mh0 (a precision that should be
easily achieved, as discussed below) would translate into con-
straints (for variations of one variable at a time) on mA0 , tanβ,
mt and mt˜ of about±37GeV, ±0.7,±670MeV and ±1GeV,
respectively. Since mt will be known to much better accuracy
than this and (for such low mA0 ) the A0 would be observed and
its mass measured with reasonable accuracy, the determination
of mh0 would be used as a joint constraint on mt˜ and tanβ.
More generally, squark mixing parameters should be included
in the analysis. The challenge will be to compute higher loop
corrections to mh0 to the ±100MeV level.
Determination of mhSM will proceed by examining a peaked
mass distribution constructed using the measured momenta of
particles appearing in the final state. At TeV33 and the LHC,
these will be the particles into which the Higgs boson decays.
ForZhSM production at the NLC, there are two possibilities; we
may employ the Z → ℓ+ℓ− decay products and reconstruct the
recoil mass peak or we may directly reconstruct the Higgs mass
from its decay products, as outlined in the discussion associated
with determining ΓtothSM . The accuracy of the Higgs boson mass
determination will depend upon the technique/channel, the de-
tector performance and the signal and background statistics.
If the background under the peak is small, then the accu-
racy of the mass measurement is given by ∆mh ∼ ΓR/
√
S,
where ΓR is the natural (Gaussian) mass resolution of the re-
construction and S is the total number of events in the mass
peak.22 The background at the NLC is generally sufficiently
small that this is a good approximation. At the LHC, the
background level is small (after cuts) in the 4ℓ final state of
hSM → ZZ(∗) decay. But, in the inclusive production 2γ fi-
nal state mode the background is much larger than the signal
and in the associated WhSM + tthSM → ℓν2γX modes the
background and signal event rates are approximately equal (af-
ter cuts). If we assume that the background is constant under
the Higgs peak, that the signal peak is Gaussian with width ΓR,
and that we examine the portion of the mass peak lying between
mh − nΓR and mh + nΓR, then one can demonstrate that the
statistical error in mh is
∆mstath =
ΓR√
S
[
c(n) +
n2B
3S
]
, (9)
where c(n) ≡ ∫ +n−n dxx2 exp[−x2/2]/ ∫+n−n dx exp[−x2/2]
and S and B are the total number of signal and background
events contained in the above-specified interval. In our TeV33
and LHC estimates, we will employ n = 2, for which c(n) =
0.774. All signal and background rates from tables given in the
various TeV33 and LHC studies will be scaled (using Gaussian
shape for the signal peak and assuming a flat background) to the
above value of n.
LEP2, TeV33 and LHC
The first measurement of mhSM will probably take place at
LEP2, the Tevatron, or the LHC. At LEP2, the accuracy will
be limited by statistics. For example, at
√
s = 192GeV and
22As always, our notation is that ∆X represents the absolute magnitude of
the 1σ error on the quantity X; that is the 1σ limits on X are X ±∆X .
with L = 150 pb−1 for each of the four experiments and sum-
ming over all channels, the number of signal and background
events will be roughly S,B = 250, 100 atmhSM = 80GeV and
S,B = 180, 150 at mhSM = 91GeV in a n = 2 interval [39].
A conservative expectation for the resolution in all channels is
ΓR ∼ 3GeV [39]. Using Eq. (9), these event numbers lead to
∆mhSM ∼ 250, 400MeV at mhSM = 80, 91GeV, respectively.
At the Tevatron, the primary discovery mode is WhSM with
hSM → bb. We give ∆mhSM estimates for TeV33. A detailed
study of the accuracy with which mhSM can be determined at
Tev33 has not been performed, but we have estimated the er-
ror from the mass plots and statistics of Ref. [4]. Examin-
ing Fig. 1 of Ref. [4] and comparing to the mass bins quoted
in the Table I caption of Ref. [4] one concludes that ΓR ∼
10.0, 12.5, 13.8, 16.3GeV at mhSM = 60, 80, 100, 120GeV,
respectively, and that the accepted bb mass range corresponds
to n ∼ 1.2. Rescaling the L = 10 fb−1 final S and B val-
ues of Table IV [4] to n = 2 and to an ultimate integrated
luminosity of L = 60 fb−1 (3 years for two detectors) im-
plies statistical errors of ∆mstathSM = 0.61, 0.96, 1.5, 2.7GeV
at mhSM = 60, 80, 100, 120GeV, respectively. Allowing for
systematic effects at the level of ∆msysth = 0.01mh, added
in quadrature, already increases these errors to ∆mtothSM =
0.85, 1.3, 1.8, 2.9GeV, respectively. It is clearly crucial that
systematic effects be well controlled.
At the LHC, the excellent γγ mass resolution planned by
both the ATLAS and CMS detectors implies that the best
mass measurement in the mhSM <∼ 150GeV range will come
from detection modes in which hSM → γγ; the produc-
tion modes for which detection in the γγ final state is pos-
sible are gg → hSM inclusive and WhSM, tthSM associ-
ated production. ATLAS Mγγ resolutions from Table 21 of
Ref. [12] are ΓR = 1.07, 1.16, 1.25, 1.30, 1.34, 1.43, 1.52GeV
at mhSM = 60, 90, 100, 110, 120, 130, 150GeV, respectively.
The Mγγ resolution currently claimed by CMS is of order
ΓR =∼ 0.7%mhSM at high luminosity.
ATLAS inclusive signal and background rates for n = 1.4,
L = 100 fb−1 appear in Table 21 of [12]. We have rescaled
these to n = 2 and L = 300 fb−1. CMS inclusive signal rates
have been estimated for L = 100 fb−1 and n = 2 by counting
events in the peaks of Fig. 12.3 of Ref. [10]: the L = 100 fb−1,
n = 2 estimates are S = 1275, 1700, 1840, 650 at mhSM =
90, 110, 130, 150GeV, respectively. The corresponding back-
ground rates have been computed using the S/
√
B values from
Fig. 12.5 of [10] (after appropriate rescalings to account for the
fact that the plotted S/
√
B values are those for n ∼ 1.2, i.e.
for keeping about 75% of the signal peak): the n = 1.2 values
are S/
√
B = 6.5, 10, 13, 8 at mhSM = 90, 110, 130, 150GeV,
respectively. The resulting S and B for L = 100 fb−1 are mul-
tiplied by a factor of 3 to get L = 300 fb−1 rates. The com-
bined WhSM, tthSM event rates in the hSM → γγ final state
for ATLAS at L = 100 fb−1 were taken from Table 11.8 of
Ref. [9], namely S = B = 15 for mhSM = 80, 100, 120GeV.
We assume these rates correspond to a bin of size n = 2.
CMS signal and background rates for the associated produc-
tion modes were obtained from the L = 165 fb−1, n = 2
Table 12.3 of Ref. [10]. The associated production S and B
rates for both ATLAS and CMS are rescaled to L = 300 fb−1.
The statistical error in mhSM is then computed from Eq. (9)
for ATLAS/inclusive ATLAS/associated, CMS/inclusive and
CMS/associated, separately. The net error ∆mhSM for each de-
tector is then computed by combining the associated and inclu-
sive results and then adding in a systematic error (in quadrature)
given by∆msysthSM = 0.001mhSM (the ATLAS estimate). Finally,
the net error is computed by combining the ATLAS and CMS
net errors.
The result is that ∆mhSM ∼ 90 − 110 MeV for mhSM <∼
130GeV with ∆mhSM ∼ 150 MeV for mhSM = 150GeV.
For example, at mhSM = 100GeV, we obtained the following
∆mhSM values:
∆mhSM =

ATLAS/inclusive 204MeV
ATLAS/associated 270MeV
ATLAS/stat+syst 191MeV
CMS/inclusive 65MeV
CMS/associated 85MeV
CMS/stat+syst 111MeV
Total 96MeV
(10)
As one cross check on this computation, we [8] took the S and
B numbers for L = 300 fb−1 at mhSM = 100GeV, for in-
clusive and associated production separately, from ATLAS and
then generated 100 experiments throwing S and B according
to Gaussian/Poisson statistics. The background subtraction was
then made to get the signal peak, and the rms of the peak posi-
tion for the 100 experiments was computed. ∆mstathSM was found
to be 230 MeV for inclusive production and 246 MeV for as-
sociated production. Combining these with a 100 MeV system-
atic error gives ∆mtothSM ∼ 200MeV. All these results are very
similar to the above-quoted ATLAS numbers. CMS statistical
errors are smaller by virtue of the better resolution; in fact, the
assumed 0.1% systematic uncertainty dominates the CMS sta-
tistical plus systematic error.
For mhSM >∼ 130GeV, mhSM can also be determined using
the inclusive hSM → ZZ(∗) → 4ℓ final state. Our inputs from
Ref. [12] are the same as in the discussion of the 4ℓ-mode de-
termination of ΓtothSM . For mhSM ≤ 180GeV, we employ the
L = 100 fb−1 signal and background rates of Table 29 and
the corresponding value of n = 2 (for which c(n) = 0.774) in
Eq. (9). For mhSM ≥ 200GeV, we employ the L = 100 fb−1
signal and background rates of Table 38 which effectively cor-
respond to n = 1.65 23 for which c(n) = 0.626. All rates are
scaled to L = 600 fb−1. Further, we include in quadrature a 1
per mil systematic uncertainty in the overall mass scale. The re-
sulting error for mhSM is in the range ∆mhSM ∼ 60−120MeV
for 140 ≤ mhSM ≤ 400GeV, except at mhSM ∼ 170GeV
where ∆mhSM ∼ 270MeV. For mhSM ≥ 200GeV, it is pos-
sible that smaller error could be obtained for less stringent cuts
(implying larger signal rates, but also larger background) than
those employed in Table 38. We have not pursued this possibil-
ity.
The improvement in ∆mhSM obtained by combining the γγ
and 4ℓ mode determinations of mhSM is small since only the
23The table caption states that the accepted mass interval includes 90% of the
events, which for a Gaussian shape would imply n ∼ 1.65.
γγ (4ℓ) mode gives small errors for mhSM <∼ 130GeV (>∼
140GeV).
Figure 11: The error ∆mhSM for measurements at
√
s =
mZ + mhSM + 20GeV and
√
s = 500GeV with luminos-
ity times efficiency of L = 120 fb−1 using the ZhSM pro-
duction mode at the NLC [27]. Results are given for the five
cases described in association with directly measuring ΓtothSM —
see Fig. 10; 1=2=solid; 3=dots; 4=dot dashes; 5=short dashes.
Bremsstrahlung, beamstrahlung, and beam energy smearing are
assumed unimportant compared to the contributions of tracking
and calorimetry to ΓR.
NLC
At the NLC, we [27] consider the same five cases discussed
earlier with regard to directly determining ΓtothSM from the Higgs
mass peak in the ZhSM production mode. The resulting er-
rors for mhSM are plotted in Fig. 11. (Cases 1 and 2 are in-
distinguishable, the systematic error in ΓR not having signif-
icant influence on ∆mhSM .) The results for ∆mhSM in case
5 (in which the Higgs peak is reconstructed from the hSM →
bb,W+W− final states assuming hadronic calorimetry as de-
fined in Ref. [25]) are probably too optimistic when mhSM is
near mZ , given that we have not included backgrounds in the
estimates. Backgrounds should be small in cases 1-4 since we
demand quite precise reconstruction of Z → e+e−, µ+µ− in
the ZhSM final state, implying that the only background would
be from ZZ production where one of the Z’s decays lepton-
ically. (For a sample plot showing the small expected back-
ground level, see Fig. 2 of Ref. [33].) Fig. 11 shows that dis-
tinctly greater accuracy at the NLC is possible than by using
the γγ mode at the LHC, provided NLC systematic errors are
not substantial. In all cases, for mhSM <∼ 300GeV running
at
√
s = 500GeV yields much larger ∆mhSM than running at√
s ∼ mZ +mhSM + 20GeV.
Another technique that is available at the NLC is to employ
a threshold measurement of the ZhSM cross section [40]. The
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Figure 12: The precision ∆mhSM attainable from a 50 fb−1
measurement of the Zbb cross section at
√
s = mZ +mhSM +
0.5GeV as a function of mhSM , including b-tagging and cuts.
Bremsstrahlung, beamstrahlung, and beam energy smearing are
neglected. A precise measurement of the cross section well
above threshold is presumed available. Results from Ref. [40].
procedure makes use of the fact that both mhSM and the
√
s =
500GeV cross section for e+e− → ZhSM (with hSM → bb)
will be well-measured after a number of years of NLC run-
ning. One then re-configures the collider for maximal lumi-
nosity just above the threshold energy √s = mZ + mhSM ,
and expends L = 50 fb−1 at
√
s = mZ + mhSM + 0.5GeV,
i.e. on the steeply rising portion of the threshold curve for the
ZhSM cross section. The ratio of the cross section at
√
s =
mZ + mhSM + 0.5GeV to that at
√
s = 500GeV is insensi-
tive to systematic effects and yields a rather precise mhSM de-
termination. The expected precision for the Higgs mass after
including appropriate cuts to reduce backgrounds, but before in-
cluding the effects of bremsstrahlung, beamstrahlung and beam
energy smearing, is given in Fig. 12 for an integrated luminosity
of 50 fb−1. (We deem it unlikely that more than L = 50 fb−1
would be devoted to this special purpose energy.) The preci-
sion degrades as mhSM increases because the signal cross sec-
tion is smaller. The background from the Z-peak reduces the
precision for mhSM ∼ mZ . Bremsstrahlung, beamstrahlung
and beam energy smearing yield a reduction in sensitivity of
15% at a muon collider and 35% at an e+e− collider. Com-
paring to the errors that one would have for L = 50 fb−1 at√
s ∼ mZ + mhSM + 20GeV from Higgs peak reconstruc-
tion in the ZhSM mode (which are a factor of 2 larger than
the L = 200 fb−1 errors plotted in Fig. 11), we see that the
threshold measurement errors would be quite competitive for
mhSM ∼/ mZ unless the detector has either excellent CMS-style
calorimetry (case 4) or super-JLC type tracking (case 1) for the
recoil mass reconstruction.
FMC
Table XIII: Summary of approximate errors, ∆mhSM , for
mhSM ≤ 300GeV. LEP2 errors are for L = 600 pb−1. Tev33
errors are for L = 60 fb−1. LHC errors are for L = 600 fb−1
for ATLAS+CMS. NLC errors are given for a luminosity times
efficiency of Lǫ = 200 fb−1 × 0.6 at both √s = 500GeV and√
sZhSM ≡ mZ+mhSM +20GeV. For recoil mass reconstruc-
tion we consider tracking/calorimetry cases 1 and 3 (i.e. super-
JLC [30] and ‘standard’ NLC [25], respectively); for Higgs
peak reconstruction in the hSM → bb,W+W− final states, case
5, we assume ‘standard’ NLC [25] hadronic calorimetry. Beam-
strahlung, bremsstrahlung and beam energy smearing effects
upon the recoil mass reconstruction are neglected. NLC thresh-
old results are forL = 50 fb−1 at
√
s = mZ+mhSM+0.5GeV,
i.e. just above threshold, and are quoted before including beam-
strahlung, bremsstrahlung and beam energy smearing — at the
NLC (FMC) these effects increase the error by about 35%
(15%). FMC scan errors are for L = 200 fb−1 devoted to the
scan with beam energy resolution of 0.01%. TeV33 and NLC
errors are statistical only. Systematic FMC error is neglected
assuming extremely accurate beam energy determination.
Machine/Technique ∆mhSM (MeV)
mhSM
(GeV) 80 mZ 100 110
LEP2 250 400 − −
TeV33 960 ? 1500 2000
LHC/γγ (stat+syst) 90 90 95 100
NLC/case-3
√
s = 500 813 674 572 494
NLC/case-1
√
s = 500 370 264 196 151
NLC/hadronic
√
s = 500 51 ? 51 51
NLC/case-3
√
s =
√
sZhSM 27 29 31 34
NLC/case-1
√
s =
√
sZhSM 3.6 3.8 4.1 4.4
NLC/hadronic
√
s =
√
sZhSM 15 17 19 22
NLC/threshold 40 70 55 58
FMC/scan 0.025 0.35 0.1 0.08
mhSM
(GeV) 120 130 140 150
TeV33 2700 − − −
LHC/γγ (stat+syst) 105 110 130 150
LHC/4ℓ (stat+syst) − 164 111 90
NLC/case-3
√
s = 500 432 383 343 311
NLC/case-1
√
s = 500 120 97 80 68
NLC/hadronic
√
s = 500 52 52 53 55
NLC/case-3
√
s =
√
sZhSM 37 40 44 48
NLC/case-1
√
s =
√
sZhSM 4.8 5.2 5.6 6.1
NLC/hadronic
√
s =
√
sZhSM 24 27 30 34
NLC/threshold 65 75 85 100
FMC/scan 0.06 0.12 0.20 0.49
mhSM
(GeV) 170 190 200 300
LHC/4ℓ (stat+syst) 274 67 56 90
NLC/case-3
√
s = 500 261 225 211 153
NLC/case-1
√
s = 500 50 39 35 20
NLC/hadronic
√
s = 500 58 62 65 113
NLC/case-3
√
s =
√
sZhSM 56 65 70 133
NLC/case-1
√
s =
√
sZhSM 7.1 8.2 8.8 17
NLC/hadronic
√
s =
√
sZhSM 41 51 56 140
NLC/threshold 120 150 170 ?
The ultimate in mhSM accuracy is that which can be
achieved at a muon collider by scanning the Higgs mass
peak in the s-channel. The scan was described ear-
lier. For L = 200 fb−1 devoted to the scan and a
beam energy resolution of 0.01%, one finds [3] ∆mhSM =
0.007, 0.025, 0.35, 0.10, 0.060, 0.20, 0.49MeV for mhSM =
60, 80, 90, 100, 120, 140, 150GeV, respectively.
Summary
A summary of the accuracies possible formhSM at the various
machines using the techniques described is given for mhSM ≤
300GeV in Table XIII.
I. Verifying the spin, parity and CP of the hSM
Much of the following material is summarized in more detail
and with more referencing in [1]. We present here only a very
rough summary. We often focus on strategies and results for a
relatively light SM-like Higgs boson.
If the hSM is seen in the γγ decay mode (as possible at the
LHC and at the NLC or FMC with sufficient luminosity in mass
regions M1, M2 and M3) or produced at the LHC via gluon fu-
sion (as presumably could be verified for all mass regions) or
produced in γγ collisions at the NLC, then Yang’s theorem im-
plies that it must be a scalar and not a vector, and, of course,
it must have a CP= + component (C and P can no longer be
regarded as separately conserved once the Higgs is allowed to
have fermionic couplings). If the Higgs is observed with sub-
stantial rates in production and/or decay channels that require
it to have ZZ and/or WW couplings, then it is very likely to
have a significant CP-even component given that the ZZ/WW
coupling of a purely CP-odd Higgs boson arises only at one-
loop. Thus, if there is a Higgs boson with anything like SM-like
couplings it will be evident early-on that it has spin-zero and a
large CP= + component. Verifying that it is purely CP-even as
predicted for the hSM will be much more challenging.
As we have discussed in earlier sections, observation of a
Higgs boson in the Zh and/or e+e−h mode at LEP2 or the
NLC via the missing-mass technique yields a direct determi-
nation of the squared coupling (ZZh)2. Other techniques allow
determination of (WWh)2. At LEP2 only Zh production is
useful; for a SM-like Higgs boson its reach will be confined to
mhSM <∼ 95GeV and the accuracy of the (ZZhSM)2 determi-
nation is quite limited (∼ ±26% at mhSM ∼ mZ ). Errors in the
case of L = 200 fb−1 at the NLC for a SM-like Higgs boson
were quoted in Table X — for mhSM <∼ 2mW , (ZZhSM)2 can
be measured to±3%−±4% and (WWhSM)2 to±5%−±8%.
If the measurement yields the SM value to this accuracy, then
the observed Higgs must be essentially purely CP-even unless
there are Higgs representations higher than doublets. This fol-
lows from the sum rule∑
i
(ZZhi)
2 =
∑
i
(WWhi)
2 = 1 (11)
(where the (V V hi)2 – V = W,Z – are defined relative to the
SM-values) that holds when all Higgs bosons are in singlet or
doublet representations. However, even if a single h appears
to saturate the coupling strength sum-rule, the possibility re-
mains that the Higgs sector is exotic and that saturation of the
sum rule by a single h is purely accidental. Further, even if the
ZZh coupling is not full strength the h could still be purely CP-
even. To saturate the sum rule of Eq. (11), one need only have
other Higgs bosons with appropriate CP-even components; such
Higgs bosons are present in the many attractive models (includ-
ing the minimal supersymmetric model) that contain additional
doublet and/or some number of singlet Higgs representations
beyond the single doublet Higgs field of the SM.
When the Zh rate is significant, as particularly true at the
NLC, it will be possible to cross check that there is a large
CP-even component by examining the angular distribution in
θ, the polar angle of the Z relative to the e+e− beam-axis
in the Zh (i.e. e+e−) center of mass. (For summaries, see
Refs. [41, 1].) However, the Zh rate is adequate to measure
the θ distribution only if the h has significant ZZh coupling,
which in most models is only possible if the h has a significant
CP-even component (since only the CP-even component has a
tree-level ZZh coupling). Further, if the CP-even component
dominates the ZZh coupling, it will also dominate the angu-
lar distribution which will then not be sensitive to any CP-odd
component of the h that might be present. Thus, we arrive at
the unfortunate conclusion that whenever the rate is adequate
for the angular distribution measurement, the angular distribu-
tion will appear to be that for a purely CP-even Higgs, namely
dσ/d cos θ ∝ 8m2Z/s+β2 sin2 θ, even if it contains a very sub-
stantial CP-odd component. (This insensitivity is numerically
explicit in, for example, the results of Ref. [42].) Thus, obser-
vation of the above θ distribution only implies that the h has
spin-0 and that it is not primarily CP-odd.
At machines other than the NLC, measurement of the θ distri-
bution for Zh events will be substantially more difficult. Rates
for Zh production will be at most just adequate for detecting
the h at LEP2, TeV33 and the LHC. Further, at TeV33 (in the
h → bb channel) and at the LHC (in the h → γγ channel)
background rates are substantial (generally larger than the sig-
nal). Further, Wh production at TeV33 and the LHC cannot be
employed because of inability to reconstruct the Wh center of
mass (as required to determine θ) in the W → ℓν decay mode.
The τ+τ− decays of the h provide a more democratic probe
of its CP-even vs. CP-odd components [41, 43] than does the
θ angular distribution. Further, the τ+ and τ− decays are self
analyzing. The distribution in the azimuthal angle (φ) between
certain effective ‘spin’ directions that can be defined for these
decays depends upon the CP mixture for the h eigenstate. How-
ever, LEP2 is unlikely to produce the large number of events
required for decent statistical precision for this measurement.
For mh = 90GeV and
√
s = 192GeV, σ(Zh) ∼ 0.5 pb,
implying some 500 total events for L = 1000 pb−1. With
BR(h → τ+τ−) ∼ 0.1, we are left with only 50 events before
taking into account efficiencies and the need for a fully recon-
structable Z decay. Expectations at the NLC [41, 43] or FMC
[43] are much better. Particularly valuable would be a combina-
tion of Zh with h → τ+τ− measurements at √s = 500GeV
at the NLC and µ+µ− → h → τ+τ− measurements in the
s-channel mode at the FMC. Relatively good verification of the
CP-even nature of a light SM-like h is possible. At higher Higgs
masses (and higher machine energies) the self-analyzing nature
of the tt final states of Higgs decay can be exploited in analo-
gous fashion at the two machines.
One should not give up on a direct CP determination at the
LHC. There is one technique that shows real promise. The key
is the ability to observe the Higgs in the tth production channel
with h → γγ or h → bb. We saw earlier that separation of the
tth from the Wh channel at the LHC can be performed with
good efficiency and purity. The procedure for then determining
the CP nature of the h was developed in Ref. [44]. The γγ de-
cay mode shows the greatest promise because of a much smaller
background. It is possible to define certain projection operators
that do not require knowledge of the tth center of mass and yet
are are sensitive to the angular distributions of the t and t rel-
ative to the h. Assuming mh = 100GeV and L = 600 fb−1
for ATLAS+CMS combined, these projection operators distin-
guish between a SM-like (purely CP-even) Higgs boson and a
purely CP-odd Higgs boson at roughly the 6σ to 7σ statistical
level. For mh = 100GeV, discrimination between a SM-like
Higgs boson and a Higgs which is an equal mixture of CP-even
and CP-odd is possible at the 2σ to 3σ level. (These statements
assume that the CP-even coupling squared plus CP-odd cou-
pling squared for tth is equal to the SM coupling-squared.) Of
course, rates are only adequate for relatively light Higgs bosons.
Verification of the efficiencies assumed in this analysis by full
simulation will be important. The projection operator technique
(but not the statistical significance associated with its applica-
tion) is independent of the overall event rate.
There is also a possibility that polarized beams at the LHC
could be used to look for spin asymmetries in the gg → h pro-
duction rate that would be present if the h is a CP-mixed state
[45].
Angular distributions in the tth final state in e+e− collisions
at the NLC or µ+µ− collisions at the FMC are even more re-
vealing than those in the tth final state at the LHC. The analysis
procedures appear in [46, 47] and are summarized in Sec. III.A.
By combining Zh measurements with tth measurements veri-
fication of the tt and ZZ couplings of a SM-like h will be pos-
sible at a remarkable level of accuracy [47]. For instance, for√
s = 1TeV (we must be substantially above tth threshold),
2 1/2 years of running is expected to yield L = 500 fb−1 and
in the case of mhSM = 100GeV we can achieve a determina-
tion of the CP-even tthSM coupling magnitude at the ∼ ±3%
level, the (CP-even)ZZhSM coupling magnitude at the∼ ±2%
level, and a meaningful limitation on the CP-odd tthSM cou-
pling magnitude.
The most elegant determination of the CP nature of Higgs
boson is probably that possible in γγ → h production at the γγ
collider facility of the NLC [48]. Since the CP-even and CP-
odd components of a Higgs boson couple with similar strength
to γγ (via one-loop graphs), there is no masking of the CP-
odd component such as occurs using probes involving ZZh or
WWh couplings. The precise technique depends upon whether
the Higgs is a pure or a mixed CP eigenstate.
• The most direct probe of a CP-mixed state is provided by
comparing the Higgs boson production rate in collisions
of two back-scattered-laser-beam photons of different he-
licities [48]. The difference in rates for photons colliding
with ++ vs. −− helicities is non-zero only if CP viola-
tion is present. A term in the cross section changes sign
when both photon helicities are simultaneously flipped.
Experimentally, this is achieved by simultaneously flipping
the helicities of both of the initiating back-scattered laser
beams. One finds that the asymmetry is typically larger
than 10% and is observable if the CP-even and CP-odd
components of the h are both substantial.
• In the case of a CP-conserving Higgs sector, one must have
colliding photons with substantial transverse polarization.
This is achieved by transversely polarizing the incoming
back-scattered laser beams (while maintaining the ability
to rotate these polarizations relative to one another) and
optimizing the laser beam energy. This optimization has
been discussed in Refs. [49, 41]. By computing the dif-
ference in rates for parallel vs. perpendicular polarizations
divided by the sum, which ratio is +1 (−1) for a CP-even
(CP-odd) Higgs boson, it is found that γγ collisions may
well allow direct verification that a SM-like h is CP-even
vs. CP-odd.
A µ+µ− collider might provide an analogous opportunity
for directly probing the CP properties of any Higgs boson that
can be produced and detected in the s-channel mode [50, 1].
However, it must be possible to transversely polarize the muon
beams. Assume that we can have 100% transverse polarization
and that the µ+ transverse polarization is rotated with respect
to the µ− transverse polarization by an angle φ. The produc-
tion cross section for a h with coupling of a mixed CP nature
exhibits a substantial asymmetry of the form [50]
A1 ≡ σ(π/2)− σ(−π/2)
σ(π/2) + σ(−π/2) . (12)
For a pure CP eigenstate, the asymmetry [1]
A2 ≡ σ(π)− σ(0)
σ(π) + σ(0)
(13)
is +1 or−1 for a CP-even or CP-odd h, respectively. Of course,
background processes in the final states where a Higgs boson
can be most easily observed (e.g. bb for the MSSM Higgs
bosons) will typically dilute these asymmetries substantially.
Whether or not they will prove useful depends even more upon
our very uncertain ability to transversely polarize the muon
beams while maintaining high luminosity.
III. Non-Minimal Higgs Sectors
Five new projects were developed and pursued:
A) determining the accuracy with which the tt CP-even and
CP-odd Yukawa couplings and the ZZ coupling of a gen-
eral neutral Higgs boson (h) could be measured by using
both the e+e− → tth and e+e− → Zh production pro-
cesses (or the µ+µ− analogues);
B) determining the extent to which discovery of at least one
Higgs boson of the NMSSM is guaranteed at the LHC;
C) detecting A0 → γγ at the LHC;
D) determining tanβ in the MSSM using measurements of
gg → H0, A0 and gg → H0bb, A0bb production at the
LHC;
E) evaluating the prospects for discovering and studying the
heavy H0, A0, H± in H0A0 and H+H− pair production
at the NLC or FMC and thereby constraining tanβ and
GUT-scale boundary conditions;
F) implications of LHC and NLC data upon the prospects
for discovering the H0, A0 in s-channel production at the
FMC;
G) determining the discovery reach for doubly-charged Higgs
bosons in the process pp → ∆−−∆++ with ∆−− →
ℓ−ℓ−,∆++ → ℓ+ℓ+ (ℓ = e, µ, τ ) at TeV33.
In what follows we motivate the importance of these projects
and summarize the results obtained.
A. Determining the tt and ZZ couplings of a
neutral Higgs boson [47]
It is very possible (some would say probable) that the SM
is not correct. In this case, and if there is a weakly-coupled
Higgs sector, there will certainly be Higgs bosons that do not
have SM-like couplings. In particular, if one neutral Higgs is
very SM-like (as for example is very probable in the minimal
supersymmetric model), the others must have very small ZZ
coupling and can have all manner of tt couplings. Thus, it will
be crucial to determine if an observed Higgs boson fits into a
given model context, such as the two-Higgs-doublet model, and
to determine the model parameters and associated couplings for
acceptable solutions. By doing this for all the Higgs bosons
we would be able to completely fix the Higgs sector model and
parameters.
The tt and ZZ couplings of a neutral Higgs boson take the
form:
tth : −t(a+ ibγ5)t gmt
2mW
, ZZh : c
gmZ
cos(θW )
gµν , (14)
where g is the usual electroweak coupling constant. For the
SM, a = 1, b = 0, c = 1. However, these couplings become
free parameters in a general Higgs sector model. For example,
in the general two-Higgs doublet model, 2HDM, the couplings
are
a =
R2j
sinβ
, b = R3j cotβ , c = R1j cosβ + R2j sinβ ,
(15)
where j = 1, 2, 3 indicates one of the three Higgs mass eigen-
states, tanβ is the ratio of the vacuum expectation values of the
neutral members of the two Higgs doublets (we assume a type-II
2HDM), andRij is a 3×3 orthogonal matrix which specifies the
transformation between the 2HDM Higgs fields and the Higgs
boson mass eigenstates. The result is that
a = − s1c2
sinβ
, b = s1s2 cotβ , c = c1 cosβ − s1c2 sinβ ,
(16)
where si = sinαi and ci = cosαi and α1,2 are free parameters
in the range 0 ≤ α1,2 < 2π. The h has CP-violating couplings
if either ab 6= 0 or bc 6= 0.
The optimal technique [46] for extracting the couplings from
the tth process is reviewed in [47]. It makes full use of the
distribution dσ/dφ of the t, t and h in the final state as a func-
tion of the final state kinematical variables, φ (rather than just
the total cross section). One of the t’s is required to decay semi-
leptonically and the other hadronically in order to reconstruct all
the useful variables. The Zh cross section is kinematically triv-
ial (neglecting the 1-loopZZ coupling to the CP-odd part of the
h in comparison to the tree-level ZZ coupling to the CP-even
part of h); only the total rate for Zh with Z → e+e− or µ+µ−
(with the Higgs observed as a peak in the recoil mass spectrum)
is employed. In order to demonstrate the power of combining
the tth and Zh processes, we have considered a NLC or FMC
with
√
s = 1TeV (energy substantially above the tth threshold
is needed) and a light Higgs boson with mass mh = 100GeV.
We assume integrated luminosity of L = 500 fb−1 (about
2 1/2 years of running at the presumed design luminosity of
L = 200 fb−1 per year at
√
s = 1TeV). Appropriate efficiency
factors (which include relevant branching ratios) are employed.
For details see [47]. Our procedure is to input a given 2HDM
and determine the accuracy with which the input parameters can
be extracted from the data. Our quantitative measure of accu-
racy is the χ2 associated with choices for a, b, and c that differ
from the values of the input model.24 The total χ2 is computed
by combining the tth and Zh processes:
χ2 = χ2(tth) + χ2(Zh) ; (17)
χ2(tth) is computed using the full correlated error matrix.
We discuss one example in detail. We take a 2HDM model
with tanβ = 0.5, α1 = π/4 and α2 = π/2 as our input
model.25 For the alternative models, we considered tanβ =
0.5, tanβ = 1.0 and tanβ = 1.5, and computed χ2 as a func-
tion of α1 and α2 assuming the 2HDM forms of a, b, c as given
in Eq. (16).26 We first note that, in the case of the particular in-
put model specified above, only tanβ = 0.5 (the input value),
and not tanβ = 1 or 1.5, yields any a, b, c value set (as α1,2
are varied) that leads to χ2 ≤ 9. Thus, an approximate de-
termination of tanβ would be possible. In Fig. 13, we take
tanβ = 0.5 and plot different χ2 regions in the (α1, α2), (a, b)
and (a, c) planes. In each window of the figure, a filled cen-
tral region, an empty band, and a filled band may all be visible.
24Since dσ/dφ(tth) and σT (Zh) are only sensitive to a2, c2, b2, ac and bc,
nothing changes if we simultaneously flip the signs of a, b, c. Thus, there will
inevitably be an overall sign ambiguity.
25We take tan β to be small so that the tth rate is substantial. If tan β is
large, the tth process will have too small an event rate to be terribly useful. If
tan β is large enough, the bbh final state can be employed in analogous fashion;
it would be best to run at smaller
√
s in such a case.
26We considered only 0 ≤ α1,2 < π so as to avoid the above-noted overall
sign ambiguity.
The central region is the χ2 ≤ 1 region, the empty band is the
1 < χ2 ≤ 4 region, and the outer filled band is the 4 < χ2 ≤ 9
region. If no filled central region is visible, the central region
being empty, then this means that χ2 ≤ 1 was not possible. If
only a completely filled region appears, then χ2 ≤ 4 was not
possible. From the χ2 regions of Fig 13 we arrive at the follow-
ing additional results.
• The χ2 ≤ 1 region for tanβ = 0.5 corresponds closely to
the input values of α1 = π/4 and α2 = π/2. An alterna-
tive region with α1 → π − α1 develops for 4 < χ2 ≤ 9.
• The values of a, b, c are well-determined if we demand
χ2 ≤ 1; χ2 ≤ 4 allows only slightly greater flexibil-
ity. However, 4 < χ2 ≤ 9 allows a a solution with the
flipped sign of ac and slightly distorted b values. [In the
(a, b) plane window, the three different χ2 regions associ-
ated with the correct sign of ac are somewhat obscured by
the strange extra blob associated with 4 < χ2 ≤ 9 and the
wrong sign of ac.]
Of course, if the h being studied is the SM hSM or simply
SM-like, the above tth/Zh techniques can be employed to ver-
ify the SM a, b, c couplings, see Ref. [47]. Another interest-
ing extreme is a purely CP-odd Higgs boson, a. (For example,
the A0 of the MSSM.) The a might be light enough and tanβ
small enough that the tta production rate would be large. It was
demonstrated in Ref. [46] that the b coupling of a CP-odd a with
a = c = 0, b = 1 could be measured with substantial accuracy
and significant limits placed on the a, c couplings using tta data
alone.27
We note that systematic uncertainties in the experimental de-
termination of the overall normalization of the tth and Zh to-
tal cross sections could have substantial impact on our ability
to determine couplings if the systematic errors are not small
compared to the statistical errors. Also, at larger Higgs masses,
statistics will deteriorate; higher Ltotal will be required to avoid
significant ambiguity in the coupling determinations. However,
even when ambiguities emerge, they are usually sufficiently
limited that the type of analysis outlined above will make a criti-
cal contribution to gaining a clear understanding of the exact na-
ture of all the Higgs bosons. Certainly, the procedures discussed
will provide a powerful means for distinguishing between sub-
stantially different models.
B. Is discovery of a NMSSM Higgs boson
guaranteed with LEP2 plus LHC? [51]
It is well-established [1] that at least one of the Higgs bosons
of the MSSM can be discovered either at LEP2 or at the LHC
throughout all of the standard (mA0 , tanβ) parameter space.
Ref. [51] reconsiders this issue in the context of the NMSSM, in
which there is greater freedom by virtue of there being three in-
stead of two CP-even Higgs bosons and correspondingly greater
freedom in their couplings. It is found that there are regions of
27Numerical details for the A0 of the MSSM would differ slightly due to the
fact that the other Higgs bosons would also be light, whereas in Ref. [46] it was
assumed that only the a was light.
Figure 13: χ2 ≤ 1, 1 < χ2 ≤ 4 and 4 < χ2 ≤ 9 regions in
the (α1/π, α2/π), (a, b) and (a, c) planes, assuming as input a
2HDM model with tanβ = 0.5, α1 = π/4 and α2 = π/2.
parameter space for which none of the NMSSM Higgs bosons
can be detected at either LEP2 or the LHC. This result is to
be contrasted with the NLC or FMC no-lose theorem [52], ac-
cording to which at least one of the CP-even Higgs bosons (de-
noted generically by h) of the NMSSM will be observable in
Z⋆ → Zh production.
The detection modes considered for the NMSSM are the same
as those employed in establishing the LEP2 plus LHC no-lose
theorem for the MSSM: 1) Z⋆ → Zh at LEP2; 2) Z⋆ → ha at
LEP2; 3) gg → h→ γγ at LHC; 4) gg → h→ ZZ⋆ or ZZ →
4ℓ at LHC; 5) t→ H+b at LHC; 6) gg → bbh, bba→ bbτ+τ−
at LHC; 7) gg → h, a → τ+τ− at LHC. Additional Higgs
decay modes that could be considered at the LHC include: a)
a → Zh; b) h → aa; c) hj → hihi; d) a, h → tt. Be-
cause of the more complicated Higgs self interactions, b) and
c) cannot be reliably computed in the NMSSM without addi-
tional assumptions. The Higgs mass values for which mode a)
is kinematically allowed can be quite different than those rele-
vant to the MSSM and thus there are uncertainties in translating
ATLAS and CMS results for the MSSM into the present more
general context. Finally, mode d) is currently of very uncer-
tain status and might turn out to be either more effective or less
effective than current estimates. Thus, to be conservative, any
choice of NMSSM parameters for which the modes a)-d) might
be relevant is excluded. Even over this restricted region of pa-
rameter space, NMSSM parameter choices can be found such
that there are no observable Higgs signatures at either LEP2 or
the LHC.
The free parameters of the model can be chosen to be tanβ,
mh1 , λ, α1,2,3, and ma. Here, mh1 is the mass of the lightest
CP-even Higgs mass eigenstate. λ appears in the superpotential
in the termW ∋ λHˆ1Hˆ2Nˆ . A crucial ingredient in constraining
the model is that λ <∼ 0.7 is required if λ is to remain perturba-
tive during evolution from scale mZ to the Planck scale. This
limitation on λ implies a tanβ-dependent upper limit on mh1
in the range <∼ 140GeV. The angles α1,2,3 are those parame-
terizing the orthogonal matrix which diagonalizes the CP-even
Higgs mass-squared matrix. ma is the mass of the lighter of the
two CP-odd mass eigenstates — the second CP-odd state can
be assumed to be very massive for the purposes of establishing
the existence of parameter choices for which no Higgs boson
can be found. All couplings and cross sections are determined
once the above parameters are specified. Details regarding the
procedure for scanning the NMSSM parameter space and as-
sessing observability of the various Higgs bosons are given in
Ref. [51]. A choice of parameters such that none of the Higgs
bosons h1,2,3, a or H± are observable at LEP2 or the LHC is
declared to be a “point of unobservability” or a “bad point”.
The results obtained are the following. If tanβ <∼ 1.5 then all
parameter points that are included in the search are observable
for mh1 values up to the maximum allowed (mmaxh1 ∼ 137GeV
for λmax = 0.7, after including radiative corrections). For such
low tanβ, the LHC γγ and 4ℓ modes allow detection if LEP2
does not. For high tanβ >∼ 10, the parameter regions where
points of unobservability are found are also of very limited ex-
tent, disappearing as the bbh1,2,3 and/or bba LHC modes allow
detection where LEP2 does not. However, significant portions
of searched parameter space contain points of unobservability
for moderate tanβ values. That such tanβ values should be
the most ‘dangerous’ can be anticipated from the MSSM re-
sults. It is well-known (see, for example, Ref. [1]) that for stop
masses of order 1TeV and no stop-mixing there is a wedge of
MSSM parameter space at moderate tanβ and with H0 and
A0 masses above about 200GeV for which the only observable
MSSM Higgs boson is the light SM-like h0, and that the h0
can only be seen in the γγ mode(s) at the LHC. (Observation
at LEP2 is impossible in this wedge of parameter space since
mh0 + mZ ,mh0 + mA0 > 192GeV.) By choosing mh1 and
ma in the NMSSM so that mh1 +mZ and mh1 +ma are close
to or above the
√
s of LEP2, then, by analogy, at moderate tanβ
we would need to rely on the h1,2,3 → γγ modes. However, in
the NMSSM, parameter choices are possible for which all the
WWh1,2,3 couplings are reduced relative to SM strength. This
reduction will suppress the γγ couplings coming from the W -
boson loop. All the hi → γγ widths can be sufficiently smaller
than the somewhat enhanced bb widths so that the γγ branching
ratios are all no longer of useful size.
Figure 14: For tanβ = 5 and mh1 = 105GeV, we display in
three dimensional (α1, α2, α3) parameter space the parameter
regions searched (which lie within the surfaces shown), and the
regions therein for which the remaining model parameters can
be chosen so that no Higgs boson is observable (interior to the
surfaces shown).
To illustrate, we shall discuss results for tanβ = 3, tanβ = 5
and tanβ = 10 (for which mmaxh1 ∼ 124GeV, 118GeV and
114GeV, respectively) and mh1 = 105GeV.
• In Fig. 14, we display for tanβ = 5 both the portions
of (α1, α2, α3) parameter space that satisfy our search re-
strictions, and the regions (termed “regions of unobserv-
ability”) within the searched parameter space such that, for
some choice of the remaining parameters (λ and ma), no
Higgs boson will be detected using any of the techniques
discussed earlier.28 Relatively large regions of unobserv-
ability within the searched parameter space are present.
• At tanβ = 3, a similar picture emerges. The search region
that satisfies our criteria is nearly the same; the regions of
unobservability lie mostly within those found for tanβ =
5, and are about 50% smaller.
• For tanβ = 10, the regions of unobservability comprise
only a very small portion of those found for tanβ = 5.
28For a given α1,2,3 value such that there is a choice of λ and ma for which
no Higgs boson is observable, there are generally other choices of λ and ma for
which at least one Higgs boson is observable.
This reduction is due to the increased bb couplings of the
hi and a, which imply increased bbhi, bba production cross
sections. As these cross sections become large, detection
of at least one of the hi and/or the a in the bbτ+τ− final
state becomes increasingly difficult to avoid. For values of
tanβ >∼ 10,29 we find that one or more of the hi, a should
be observable regardless of location in (α1, α2, α3, λ,ma)
parameter space (within the somewhat restricted search re-
gion that we explore).
It is useful to present details on what goes wrong at a typical
point of unobservability. For tanβ = 5 and mh1 = 105GeV,
no Higgs boson can be observed for ma = 103GeV if α1 =
−0.479, α2 = 0.911, α3 = 0.165, and λ = 0.294 (for which
mh2 = 124GeV, mh3 = 206GeV, and mH+ = 201GeV).
For this point, the Higgs boson couplings (relative to the SM
values) are:
(V V h1)
2 = 0.79 (V V h2)
2 = 0.21 (V V h3)
2 = 0.006
(bbh1)
2 = 5.3 (bbh2)
2 = 2.5 (bbh3)
2 = 18
(tth1)
2 = 0.69 (tth2)
2 = 0.29 (tth3)
2 = 0.062
where V = W or Z . Note that h3 has very small couplings to
V V . The manner in which this point escapes discovery is now
apparent. First, the minimum values required for the (bbhi)2
values for hi observability in the τ+τ− mode are: 53 (i = 1);
32 (i = 2); 35 (i = 3). The actual values all lie below these
required values. Observation of the a at ma = 103GeV would
require tanβ = 8. Regarding the other discovery modes, h1
and h2 are both in the mass range for which the γγ mode is
potentially viable and the h3 is potentially detectable in the
ZZ → 4ℓ channel. However, the suppressed tth1,2,3 couplings
imply smallish gg production rates for h1,2,3. Relative to a SM
Higgs of the same mass we have:
(gghi)
2
(gghSM)2
= 0.58 (i = 1); 0.43 (i = 2); 0.15 (i = 3) .
(18)
(Note that these strengths are not simply the (tthi)2 magni-
tudes; the enhanced b-quark loop contributions interfere with
the t-quark loop contributions at amplitude level.) Further, the
enhanced Higgs decay rate to bb¯ and the reduced W -loop con-
tributions to the γγ coupling suppress the γγ branching ratios
of h1 and h2 relative to SM expectations. We find:
BR(hi → γγ)
BR(hSM → γγ) = 0.18 (i = 1) ; 0.097 (i = 2) ; (19)
i.e. suppression sufficient to make h1 and h2 invisible in the
γγ mode. The suppressed ZZh3 coupling and the enhanced
h3 → bb¯ decays are sufficient to suppressBR(h3 → ZZ)much
below SM expectations:
BR(h3 → ZZ)
BR(hSM → ZZ) = 0.11 , (20)
i.e. such that the 4ℓ signal has a significance of only 1.5σ, even
though a SM Higgs of this mass would yield a ∼ 37σ signal.
29The precise value of the critical lower bound on tanβ depends sensitively
on mh1 .
In short, there is enough flexibility due to the addition of the
singlet Higgs field (which has no couplings to SM fermions and
vector bosons!) for all the Higgs bosons to escape detection for
certain choices of model parameters, provided tanβ is moder-
ate in size. Moderate tanβ implies that h → γγ decays for
light Higgs are suppressed, while at the same time bbh produc-
tion is not adequately enhanced for detection of the h→ τ+τ−
mode.
The regions of NMSSM parameter space where no Higgs bo-
son can be detected will expand if full L = 600 fb−1 (L =
1000 pb−1) luminosity is not available at the LHC (LEP2) or
efficiencies are smaller than anticipated. Conversely, these “re-
gions of unobservability” could decrease substantially (perhaps
disappear) with improved efficiency (e.g. due to an expanded
calorimeter) in the ττ final state or higher luminosity. Su-
persymmetric decays of the Higgs bosons are neglected in the
above. If these decays are important, the regions of unobserv-
ability found without using the SUSY final states will increase
in size. However, Higgs masses in the regions of unobservabil-
ity are typically modest in size (100− 200GeV), and as SUSY
mass limits increase with LEP2 running this additional concern
will become less relevant. Of course, if SUSY decays are signif-
icant, detection of the Higgs bosons in the SUSY modes might
be possible, in which case the regions of unobservability might
decrease in size. Assessment of this issue is dependent upon a
specific model for soft SUSY breaking.
Although it is not possible to establish a no-lose theorem for
the NMSSM Higgs bosons by combining data from LEP2 and
the LHC (in contrast to the no-lose theorems applicable to the
NLC Higgs search with
√
s >∼ 300GeV), the regions of com-
plete Higgs boson unobservability appear to constitute a small
fraction of the total model parameter space. It would be interest-
ing to see whether or not these regions of unobservability corre-
spond to unnatural choices for the Planck scale supersymmetry-
breaking parameters.
C. Detecting A0 → γγ at the LHC [53]
In this report, a realistic study was performed of observability
for the CP-odd Higgs boson (A0) in the minimal supersymmet-
ric standard model (MSSM) via its photon decay mode (A0 →
γγ) with the CMS detector performance. It is demonstrated that
it will be possible to discover the CP-odd A0 and reconstruct its
mass (mA0) with high precision for 170 GeV < mA0 < 2mt
at the LHC if the decays of the A0 into SUSY particles are for-
bidden and tanβ is close to one. Thus, the A0 → γγ mode
complements the µ+µ− decay modes (h0, H0, A0 → µµ) that
are promising [10, 54] for observing and precisely reconstruct-
ing masses for the neutral Higgs bosons at large tanβ.
The total cross section for the process pp→ A0 → γγ+X is
given by σ(pp → A0 +X)BR(A0 → γγ); σ(pp → A0 +X)
is evaluated using the parton distribution functions of CTEQ2L
with Λ4 = 0.190 GeV and Q2 = m2A0 .
Gluon fusion (gg → A0), via the top quark and the bottom
quark triangle loop diagrams, is the major source for the CP-
odd Higgs pseudoscalar if tanβ is less than about 4. At higher
tanβ, gg → A0bb dominates since the (bbA0)2 coupling-
squared is proportional to tan2 β. In the computations, both
production mechanisms are included. QCD radiative correc-
tions, which, for example, increase σ(gg → A0) by about 50%
to 80% for tanβ ∼ 1, are not included for either the signal or
the backgrounds.
The bb mode dominates A0 decays for tanβ >∼ 4 and
mA0 ≤ 2mt. For mZ +mh0 < mA0 ≤ 2mt and tanβ < 4,
BR(A0 → Zh) is comparable to BR(A0 → bb¯). If present,
SUSY decay modes would deplete both. In the analysis, pa-
rameters were chosen so that A0 →SUSY decays are kine-
matically forbidden. Then, for tanβ close to 1 and 170 GeV
< mA0 < 2mt BR(A
0 → γγ) ∼ 5 · 10−4 − 2 · 10−3.
Events were simulated at the particle level using PYTHIA 5.7
and JETSET 7.4 generators [23] with the CTEQ2L parton dis-
tribution functions. The PYTHIA/JETSET outputs were pro-
cessed with the CMSJET program [55], which is designed for
fast simulations of “realistic” CMS detector response. Reso-
lution effects were taken into account by using the parameter-
izations obtained from the detailed GEANT [56] simulations.
CMSJET includes also some analysis programs, in particular, a
set of jet reconstruction algorithms.
The irreducible backgrounds considered were: (i) qq¯ → γγ
and (ii) gg → γγ (Box). In addition, reducible backgrounds
with at least 1 γ in the final state were included: (i) qq¯ → gγ,
(ii) qg → qγ, and (iii) gg → gγ (Box).
The ECAL resolution was assumed to be σ(E)/E =
5%/
√
E ⊕ 0.5% (CMS high luminosity regime). Each pho-
ton was required to have transverse momentum (pT ) larger than
40 GeV and |η| < 2.5. Both photons were required to be iso-
lated, i.e., (1) no charged particle with pT > 2 GeV in the cone
R = 0.3; and (2) the total transverse energy ∑EcellT must be
less than 5 GeV in the cone ring 0.1 < R < 0.3. In this prelimi-
nary analysis, no rejection power against π0’s with high pT was
assumed; this means all π0’s surviving the cuts (pT , isolation,
etc.) were considered as γ’s.30 For each mA0 and tanβ, the
mass window around the peak (within the range 2-6 GeV) and
the pT cut (50-100 GeV) were chosen to provide the best value
of S/
√
B. For example, the best values of the mass window and
pT cut for mA0 = 200 GeV (350GeV) are 2 GeV (4GeV) and
60 GeV (100GeV), respectively.
A typical Mγγ distribution is shown in Fig. 15. The L =
100 fb−1 and 300 fb−1 5σ discovery contours are shown
in Fig. 16. Apparently, this channel should provide a good
opportunity to observe and precisely reconstruct the CP-odd
Higgs boson mass (mA0) for 170 GeV < mA0 < 2mt if the
A0 →SUSY decays are forbidden and tanβ is close to one.
The impact of SUSY decays on this discovery channel might be
significant [57] and is under investigation with realistic simula-
tions.
D. Determining tan β in the MSSM from A0 and
H0 production at the LHC [58]
As noted in a previous subsection (see Ref. [1] for a thor-
ough review), detection of single A0 and/or H0 production at
30 This is quite conservative. The background from the π0 is overestimated,
especially in the low mass Mγγ region.
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Figure 15: Number of events vs. Mγγ for the signal and the
background at
√
s = 14 TeV withL = 100 fb−1 and tanβ = 1.
CMS performance is assumed and SUSY parameters are mq˜ =
µ = 1000 GeV.
the LHC will be possible in several regions of (mA0 , tanβ) pa-
rameter space. In particular, gg → H0 and gg → A0 inclu-
sive production can be isolated in the H0, A0 → τ+τ− decay
mode if tanβ is modest in size (<∼ 3) and mA0 ,mH0 are be-
low 2mt. It is mainly the A0 which provides a viable signal in
this region of parameter space. For masses above 2mt, there is
also some hope for detection in the gg → H0, A0 → tt decay
mode, provided the tt background normalization and shape can
be determined at about the 5-10% level. Since mA0 ∼ mH0 at
higher mass, it is the combined gg → H0 + gg → A0 signal
that will be observed. At high tanβ, the H0 and A0 have en-
hanced bb coupling resulting in large rates for the gg → H0bb
and gg → A0bb processes; detection of these production modes
in the H0, A0 → τ+τ−, µ+µ− and, perhaps, bb decay chan-
nels will be possible. (At high tanβ, these are the only im-
portant decay modes since they are the only ones associated
with enhanced coupling, ∝ tanβ at the amplitude level.) In
the (mA0 , tanβ) parameter space, the lowest value of tanβ
for which gg → H0bb, A0bb → τ+τ−bb production can be
observed ranges from tanβ >∼ 3 at mA0 ∼ 200GeV to
tanβ >∼ 15 at mA0 ∼ 500GeV. Still higher tanβ values
would be required at higher mA0 simply due to the fact that
the cross section decreases (at fixed tanβ) as mA0 increases.
A similar range of viability may be possible in the bbbb final
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Figure 16: The 5σ A0 → γγ discovery contours in the
(mA0 , tanβ) plane at
√
s = 14 TeV with L = 100 fb−1 and
L = 300 fb−1. CMS performance is assumed and SUSY pa-
rameters are mq˜ = µ = 1000 GeV. The discovery regions lie
below the contours shown.
state, if b tagging can be performed at the optimistic end of cur-
rent efficiency and purity expectations [59]. Higher tanβ val-
ues are required for viability of the signal in the µ+µ−bb final
state (simply because of the much smaller rates deriving from
the much smaller µ+µ− branching ratios for the H0 and A0).
At high tanβ, the degeneracy between the A0 and H0 is such
that their independent signals would not be separable, except,
possibly, in the µ+µ− mode.
The tanβ dependence of H0 and A0 rates implicit in the
above discussion is quantified in Fig. 17, which displays the
gg → H0, gg → A0, gg → bbH0 and gg → bbA0 cross
sections (and separate t and b loop contributions to the first
two).31 At low tanβ, we see that the gg → H0 and, especially,
gg → A0 cross sections fall rapidly as the t-loop contribution
falls with increasing tanβ. At high tanβ, the rapid rise of the
gg → H0bb and gg → A0bb cross sections is apparent.
31QCD corrections to these cross sections are not included. They have only
been calculated for gg → H0 and gg → A0, for which cases they increase the
cross section by ∼ 50%− 100%.
The strong tanβ dependence of the gg → H0, A0 and
gg → bbH0, bbA0 discovery modes will provide an opportunity
for determining the otherwise somewhat elusive tanβ parame-
ter. The sensitivity to tanβ depends on the accuracy with which
these cross sections can be measured and the rate of their vari-
ation with tanβ. The possibility of determining tanβ in this
manner was noted in Ref. [60] (see remarks above Table 34 of
the referenced paper). However, the specific results quoted there
disagree with those obtained here, and seem to be in error [61].
In what follows it is demonstrated that a fairly simple global
characterization of the tanβ errors turns out to be possible.
Figure 17: The dependence of gg → H0, A0 and gg →
H0bb, A0bb cross sections at the LHC on tanβ for mA0 = 200
and 400GeV. Also shown are the gg → H0, A0 cross sec-
tions obtained by retaining only b- or t-loop contributions to the
one-loop coupling.
We start with the signal and background results of Table 34
of Ref. [60] for tanβ = 10 and A0 → τ+τ− only. There S
and B are given for L = 100 fb−1 as a function of mA0 , along
with the cross section employed before reduction by the effi-
ciency associated with cuts, particle identification and so forth.
By comparing Lσ (for L = 100 fb−1) with the tabulated S, we
get the signal efficiency, ǫS for each mA0 . We then compute
an effective statistical significance for the combinedH0 and A0
signals at L = 600 fb−1 as follows. First we compute the total
H0 rate SH
SH = LǫS[σ(gg → H0)+σ(gg → H0bb)]BR(H0 → τ+τ−) .
(21)
The analogous equation is used for the total A0 rate SA. (The
cross section times branching ratio forA0 is found to be slightly
larger, roughly by 10%, than quoted in Table 34 of Ref. [60].)
BH and BA are computed by scaling up the L = 100 fb−1
results of Table 34 to L = 600 fb−1. The net effective S/
√
B
for the combined H0 and A0 signals is computed according to
the Ref. [60] prescription:[(
S√
B
)2
H
+
(
S√
B
)2
A
− 2ǫHA
(
S√
B
)
H
(
S√
B
)
A
]1/2
,
(22)
where ǫHA is a function of rM ≡ |mH0 − mA0 |/σM , with
σM being the τ+τ− mass resolution. (At high luminosity we
take σM = 21GeV — see earlier SM LHC discussion for mass
region M2.) The value of ǫHA is: 0 (corresponding to no signal
overlap) for rM > 2 ; −0.33 for 0.5 ≤ rM ≤ 2; and −1 (i.e.
total overlap of the signals) for rM < 0.5. The tanβ values
required for net S/
√
B = 5, 10, 15 and 20 as a function of mA0
are shown in Fig. 18. For large tanβ values, S/
√
B > 5 is
always possible. For a limited range of mA0 , S/
√
B > 5 is also
possible at low tanβ.
Figure 18: The tanβ values required for detection of H0, A0
production with H0, A0 → τ+τ− as a function of mA0 for
S/
√
B = 5, 10, 15, 20.
We next compute the error in the cross section determination
as
∆σ
σ
=
[
S +B
S2
+ (0.1)2
]1/2
, (23)
where the 0.1 is the presumed systematic uncertainty, as-
sumed independent of parameter choices. We have com-
puted the values of ∆σ/σ for the tanβ values such that
S/
√
B = 5, 10, 15, 20 at mA0 = 200GeV and 400GeV.
For both mA0 values one finds fractional errors of [∆σ/σ] =
0.22, 0.14, 0.12, 0.11, respectively. ∆tanβ can be approxi-
mately computed as ∆σ[dσ/d tan β]−1 or with greater preci-
sion by searching for those values of tanβ such that σ changes
by ∆σ; the results obtained in these two ways are virtually the
same. Dividing the absolute∆tanβ error by the tanβ value re-
quired for the givenS/
√
B, one discovers that, for S/
√
B ≥ 10,
the corresponding fractional errors in tanβ are roughly inde-
pendent of mA0 : ∆tanβ/ tanβ ∼ 0.075, 0.062, 0.056 for
S/
√
B = 10, 15, 20 at both mA0 = 200 and 400GeV. Thus,
when a ≥ 10σ signal can be detected in the τ+τ−bb final state
channel a ≤ ±8% determination of tanβ will be possible, a
very useful level of accuracy. At tanβ such that S/
√
B = 5,
there is more variation. The full results for the high-tanβ
cases are summarized in Table XIV. At mA0 = 200GeV,
S/
√
B = 5 is achieved at tanβ ∼ 2 as well as at the higher
tanβ = 3.5 value at which we summarized results in Ta-
ble XIV. At tanβ ∼ 2 and mA0 ∼ 200GeV, the percentage
error in the tanβ determination is ∼ ±30%.
Of course, when there are two different tanβ values yield-
ing the same signal rate (and also same S/√B), as at mA0 =
200GeV above, we would be left with an ambiguity using the
totally inclusive procedures considered so far by ATLAS and
CMS. This ambiguity can be resolved by b-tagging. For the
high-tanβ S/
√
B = 5, 10, 15, 20 contours, the signal rate is
essentially entirely due to the gg → H0bb, A0bb production
mechanisms, while on the low-tanβ S/
√
B = 5 and 10 con-
tours, it is the inclusive gg → H0, A0 production mechanism
that dominates. Tagging or anti-tagging b-quarks in the final
state in association with the τ+τ− from H0, A0 decay would
definitively separate these mechanisms from one another and
avoid any ambiguity as to the correct tanβ value.
Table XIV: We tabulate the percentage errors at mA0 =
200GeV and 400GeV for the H0, A0 → τ+τ− signal and
the corresponding errors in the determination of tanβ for the
high-tanβ contours such that S/
√
B = 5, 10, 15, 20, assuming
L = 600 fb−1 accumulated at the LHC.
Quantity Errors
mA0 200 GeV 400 GeV
∆σ/σ ∆tanβ/ tan β ∆σ/σ ∆tan β/ tan β
S/
√
B = 5 ±20% ±22% ±22% ±12%
S/
√
B = 10 ±14% ±7.8% ±14% ±7.4%
S/
√
B = 15 ±12% ±6.2% ±12% ±6.2%
S/
√
B = 20 ±11% ±5.6% ±11% ±5.7%
In the above analysis, we have implicitly assumed that
BR(H0, A0 → τ+τ−) will be either measured or cal-
culable. More generally, conversion of measurements of
σ(H0, A0)BR(H0, A0 → τ+τ−) to determinations of the
cross sections and actual signal rate must include systematic
and/or statistical errors due to uncertainty in the τ+τ− branch-
ing ratios. Direct measurement of BR(H0, A0 → τ+τ−) will
require NLC or FMC data. (See next subsection.) If only LHC
data is available, then the situation is more complicated, as we
now describe.
At high enough tanβ, the enhancement of the H0, A0 cou-
plings to bb and τ+τ− in the MSSM will imply that these are
the only modes of importance and that they will be in the ratio32
3m2b(mA0) : m
2
τ . For such tanβ values, systematic uncertainty
will be small. However, the tanβ values of Fig. 18 required for
S/
√
B = 5 and, to a lesser extent S/
√
B = 10, are not al-
ways large enough to guarantee that other (e.g. SUSY) decays
of the H0, A0 can be neglected. (See next subsection for some
examples.)
Even at high tanβ it would be very helpful to directly mea-
sure the BR(τ+τ−)/BR(bb) ratio(s) as a confirmation of the
theoretical prediction. To measure the ratio requires measur-
ing the rates for the H0bb, A0bb → bbbb final states. This was
considered in Ref. [59]; this semi-theoretical study found that
S/
√
B values comparable to those in the bbτ+τ− final state are
possible if excellent b-tagging efficiency and purity are achieved
at high luminosity. Full detector simulation studies by the AT-
LAS and CMS experimental groups are underway. Accuracy in
the measurement of the H0bb, A0bb → bbbb rates will be lim-
ited if S/B is as small as typically associated with S/
√
B ∼ 5
signals in the study of Ref. [59]. Precise statements must await
the completion of ongoing work.
At lower tanβ values, where gg → H0, A0 → τ+τ− pro-
duction mode(s) are dominant, systematic uncertainties associ-
ated with imperfect knowledge of the τ+τ− branching ratios
will definitely be a major consideration. At low tanβ, other de-
cay channels (most notably H0 → h0h0 and A0 → Zh0, not
to mention SUSY pair channels if kinematically allowed) are
expected to be important in the MSSM, but determining their
magnitude will be very difficult without the NLC. Further, iso-
lation of the inclusive gg → H0, A0 → bb production/decay
mode is almost certainly impossible.
E. Probing tanβ and GUT-scale boundary
conditions using H0A0 and H+H− production
at the NLC or FMC [62]
If supersymmetry is discovered, one of our primary goals will
be to fully test the model and determine the underlying GUT
boundary conditions at the GUT/Planck mass scale. The heavy
Higgs bosons of the model are an important component in this
program. First, detection of the H0, A0 and H± is required
in order to verify the Higgs sector content. This may only be
possible in the pair production modes H0A0 and H+H− at a
e+e− or µ+µ− collider with
√
s >∼ 2mA0 . (Recall that the
MSSM Higgs sector structure requiresmH0 ∼ mA0 ∼ mH± at
higher masses.) In Ref. [62], the influence of SUSY decays on
our ability to detect pair production is assessed and a strategy
for using these and other decays to probe the GUT boundary
conditions is developed. A related study has recently appeared
in Ref. [63].
In Ref. [62], these issues are examined in the context of six
not terribly different GUT-scale boundary condition scenarios in
which there is universality for the soft-SUSY-breaking param-
eters m1/2, m0 and A0 associated with soft gaugino masses,
soft scalar masses and soft Yukawa coefficients, respectively
[64]. After requiring that the electroweak symmetry breaking
32mb(mA0 ) is the running b-quark mass evaluated at scale mA0 ∼ mH0 .
For mA0 in the 150 − 400GeV range, m2b(mA0 ) ∼ 0.5m2b(pole).
generated as a result of parameter evolution yield the correct Z
boson mass, the only other parameters required to fully spec-
ify a model in this universal-boundary-condition class are tanβ
and the sign of the µ parameter (appearing in the superpotential
W ∋ µHˆ1Hˆ2). The six models considered in Ref. [62] are de-
noted D−, D+, NS−, NS+, HS−, HS+, where the superscript
indicates sign(µ). Each is specified by a particular choice for
m0 : m1/2 : A0, thereby leaving only m1/2, in addition to
tanβ, as a free parameter in any given model. Pair production
is then considered in the context of each model as a function of
location in the kinematically and constraint allowed portion of
(m1/2, tanβ) parameter space.
Ref. [62] finds that event rates for anticipated machine lu-
minosities are such H0A0 and H+H− pair production can be
detected in final state modes where H0, H0 → bb or tt and
H+ → tb,H− → bt even when the branching ratios for SUSY
decays are substantial. Further, the mass of the H0 or A0 can
be determined with substantial accuracy using the fully recon-
structable all jet final states associated with these modes. Per-
haps of greatest ultimate importance, in much of the kinemat-
ically and phenomenologically allowed parameter space Higgs
branching ratios for a variety of different decay channels can be
measured by “tagging” one member of the Higgs pair in a fully
reconstructable all jet decay mode and then searching for dif-
ferent types of final states in the decay of the second (recoiling)
Higgs boson.
The power of Higgs pair observations for determining the
GUT boundary conditions is most simply illustrated by an ex-
ample. Let us suppose that the D− model with m1/2 =
201.7GeV and tanβ = 7.5 is nature’s choice. This implies
that mA0 = 349.7GeV and mχ˜±
1
= 149.5GeV. Experimen-
tally, one would measure mA0 as above and mχ˜±
1
(the lightest
chargino) mass in the usual way and then infer the required pa-
rameters for a given model. For the six models the parameters
are given in Table XV. Note that if the correct GUT scenario
can be ascertained experimentally, then tanβ and m1/2 will be
fixed.
Table XV: We tabulate the values of m1/2 (in GeV) and tanβ
required in each of our six scenarios in order that mA0 =
349.7GeV and m
χ˜±
1
= 149.5GeV. Also given are the cor-
responding values of mH0 . Masses are in GeV.
D− D+ NS− NS+ HS− HS+
m1/2 201.7 174.4 210.6 168.2 203.9 180.0
tanβ 7.50 2.94 3.24 2.04 12.06 3.83
mH0 350.3 355.8 353.9 359.0 350.1 353.2
Determination of the GUT scenario proceeds as follows.
Given the parameters required for the observed mA0 and mχ˜±
1
for each model, as tabulated in Table XV, the rates for differ-
ent final states of the recoil (non-tagged) Higgs boson in pair
production can be computed. Those for the input D− model
are used to determine the statistical accuracy with which ratios
of event numbers in different types of final states can be mea-
sured.33 The ratios predicted in the D+, NS−, NS+, HS−, and
HS+models will be different from those predicted for the input
D− model. Thus, the statistical uncertainty predicted for the
various ratios in the input D− model can be used to compute the
χ2 by which the predictions of the other models differ from the
central values of the input D− model. The results for a selection
of final state ratios are given in Table XVI. The final states con-
sidered are: bb and tt for the H0, A0; h0h0 (light Higgs pair,
with h0 → bb) for the H0; h0W+ and τ+ντ for the H+ (or
the charge conjugates for the H−); and SUSY modes (exper-
imentally easily identified by the presence of missing energy)
classified according to the number of charged leptons summed
over any number of jets (including 0). All branching ratios
and reasonable efficiencies are incorporated in the statistical er-
rors employed in constructing this table. The effective lumi-
nosity Leff = 80 fb−1 is equivalent to an overall tagging and
reconstruction efficiency for events of ǫ = 0.4 at a total inte-
grated luminosity of L = 200 fb−1. Results presented are for√
s = 1TeV.
Table XVI: We tabulate ∆χ2i (relative to the D− scenario) for
the indicated branching fraction ratios as a function of scenario,
assuming the measured mA0 and mχ˜±
1
values are 349.7GeV
and 149.5GeV, respectively. The SUSY channels have been
resolved into final states involving a fixed number of leptons.
The error used in calculating each ∆χ2i is the approximate 1σ
error with which the given ratio could be measured for Leff =
80 fb−1 at
√
s = 1TeV assuming that the D− scenario is the
correct one.
Ratio D+ NS− NS+ HS− HS+
〈H0, A0〉
[0ℓ][≥ 0j]/bb, tt 12878 1277 25243 0.77 10331
[1ℓ][≥ 0j]/bb, tt 13081 2.41 5130 3.6 4783
[2ℓ][≥ 0j]/bb, tt 4543 5.12 92395 26.6 116
h0h0/bb 109 1130 1516 10.2 6.2
H+
[0ℓ][≥ 0j]/tb 12.2 36.5 43.2 0.04 0.2
[1ℓ][≥ 0j]/tb 1.5 0.3 0.1 5.6 0.06
h0W/tb 0.8 0.5 3.6 7.3 0.3
τν/tb 43.7 41.5 47.7 13.7 35.5∑
i
∆χ2i 30669 2493 124379 68 15272
From Table XVI it is clear that the five alternative models
can be discriminated against at a high (often very high) level of
confidence. Further subdivision of the SUSY final states into
states containing a certain number of jets yields even more dis-
crimination power [62]. Thus, not only will detection of Higgs
pair production in e+e− or µ+µ− collisions (at planned lumi-
nosities) be possible for most of the kinematically accessible
portion of parameter space in a typical GUT model, but also
the detailed rates for and ratios of different neutral and charged
Higgs decay final states will very strongly constrain the possible
GUT-scale boundary condition scenario and choice of parame-
ters, e.g. tanβ and m1/2, therein.
33We focus on ratios in order to be less sensitive to systematic uncertainties
in efficiencies etc.; however, from Ref. [62] it is clear that absolute rates will
also be useful in some instances.
F. Implications of LHC and NLC data for
s-channel discovery of the H0 and A0 at the
FMC
As we have already noted, colliders other than the FMC offer
various mechanisms to directly search for the A0, H0, but have
significant limitations:
• There are regions in (mA0 , tanβ) parameter space at mod-
erate tanβ, mA0 >∼ 200GeV in which the H0, A0 cannot
be detected at the LHC.
• At the NLC one can use the mode e+e− → Z⋆ → H0A0,
but it is limited to mH0 ∼ mA0 <∼
√
s/2.
• A γγ collider could probe heavy Higgs up to masses of
mH0 ∼ mA0 ∼ 0.8
√
s, but this would quite likely require
L > 100 fb−1, especially if the Higgs bosons are at the
upper end of the γγ collider energy spectrum [35].
In contrast, there is an excellent chance of being able to de-
tect the H0, A0 at a µ+µ− collider provided only that mA0 is
smaller than the maximal
√
s available. This could prove to be
very important given that GUT MSSM models usually predict
mA0 >∼ 200GeV.
A detailed study of s-channel production of the H0, A0 has
been made in Ref. [3], upon which the ensuing discussion is
based. The signals become viable when tanβ > 1 (as favored
by GUT models) since the µ+µ−H0 and µ+µ−A0 couplings
are proportional to tanβ. In particular, even though ΓtotH0 ,Γ
tot
A0
are big (see Fig. 1) at high tanβ, due to large bb decay widths,
BR(H0, A0 → µ+µ−) approaches a constant value that is
large enough to imply substantial cross sections σH0 , σA0 . (We
recall from the earlier SM Higgs FMC discussion that for a gen-
eral h, σh ∝ BR(h→ µ+µ−) when the Gaussian beam spread
σ√
s
is smaller than Γh.) The optimal strategy for H0, A0 de-
tection and study at the FMC depends upon the circumstances.
First, it could be that the H0 and/orA0 will already have been
discovered at the LHC. With L = 300 fb−1 (ATLAS+CMS) of
integrated luminosity, this would be the case if tanβ <∼ 3 or
tanβ is above an mA0-dependent lower bound (e.g. tanβ >∼ 10
for mA0 ∼ 400GeV).34 Even if the H0, A0 have not been de-
tected, strong constraints on mA0 are possible if precision mea-
surements of the properties of the h0 (such as the bb/WW ⋆ and
cc/bb event rate ratios and the (µ+µ−h0)2 coupling-squared)
are made via s-channel production at the FMC or in
√
s =
500GeV running at the NLC, or by combining these two types
of data — see earlier discussions associated with the errors tab-
ulated in Tables X, XI and XII. By limiting the
√
s scan for the
H0 and A0 in the s-channel to the mA0 ∼ mH0 mass region
preferred by h0 measurements, we would greatly reduce the lu-
minosity needed to find the A0 and H0 via an s-channel scan as
compared to that required if mA0 is not constrained.
With such pre-knowledge of mA0 , it will be possible to detect
and perform detailed studies of the H0, A0 for essentially all
34For tanβ <∼ 3, one makes use of modes such as H0 → h0h0 → bbγγ
and H0 → ZZ(∗) → 4ℓ, when mH0 <∼ 2mt, or H0, A0 → tt, when
mH0 ,mA0 >∼ 2mt. At high tan β, the enhanced production rates for
bbH0, bbA0 with H0, A0 → τ+τ− are employed.
tanβ ≥ 1 provided only that mA0 <∼
√
smax.
35 If tanβ <∼ 3,
then excellent resolution, R ∼ 0.01%, will be necessary for
detection since theA0 andH0 become relatively narrow for low
tanβ values (see Fig. 1).. For higher tanβ values, R ∼ 0.1%
is adequate for H0, A0 detection, but R ∼ 0.01% would be
required in order to separate the rather overlapping H0 and A0
peaks (as a function of √s) from one another [3].
Even without pre-knowledge of mA0 , there would be an ex-
cellent chance for discovery of the A0, H0 Higgs bosons in the
s-channel at a µ+µ− collider if they have not already been ob-
served at the LHC. This is because non-observation at the LHC
implies that tanβ >∼ 3 while it is precisely for tanβ >∼ 2.5− 3
that detection of the A0, H0 is possible [3] in the mass range
from 200 to 500 GeV via an s-channel scan in µ+µ− collisions.
(The lower tanβ reach given assumes thatLtotal = 200 fb−1 is
devoted to the scan. The detailed strategy outlined in Ref. [3],
as to how much luminosity to devote to different
√
s scan set-
tings in the 200− 500GeV range, must be employed.) That the
LHC and the FMC are complementary in this respect is a very
crucial point. Together, the LHC and FMC guarantee discovery
of the A0, H0 after 3 to 4 years of high luminosity operation
each, provided mA0 <∼ 500GeV. Once mA0 ,mH0 are known,
very precise measurements of some of the crucial properties of
theH0, A0 (including a scan determination of their total widths)
become possible [3].
In the event that the NLC has not been constructed, it could be
that the first mode of operation of the FMC would be to optimize
for and accumulate luminosity at, say,
√
s = 500GeV. In this
case, there is still a high probability for detecting the H0, A0
if they have not been observed at the LHC. First, if mA0 ∼
mH0 <∼
√
s/2 ∼ 250GeV then µ+µ− → H0A0 (and H+H−)
pair production will be observed. Second, although reduced in
magnitude compared to an electron collider, there is a long low-
energy bremsstrahlung tail at a muon collider that provides a
self-scan over the full range of
√
s values below the nominal
operating energy. Observation ofA0, H0 s-channel peaks in the
bb mass (mbb) distribution created by this bremsstrahlung tail
may be possible [3]. The region of the (mA0 , tanβ) parameter
space plane for which a peak is observable depends strongly
on the mbb resolution. For excellent mbb resolution of order
±5GeV and integrated luminosity of L = 200 fb−1 at √s =
500GeV, the A0, H0 peak(s) are observable for tanβ >∼ 4− 5
if 500GeV ≥ mA0 ≥ 250GeV. 36
Finally, if neither the LHC nor a FMC scan of the≤ 500GeV
region has discovered the H0, A0, but supersymmetric parti-
cles and the h0 have been observed, we would believe that the
H0, A0 must exist but have mA0 ∼ mH0 ≥ 500GeV . Anal-
yses of the SUSY spectrum in the GUT context and precision
h0 studies might have yielded some prejudice for the probable
mA0 , and an extension of the FMC energy up to the appropri-
ate
√
s ∼ mA0 for s-channel discovery of the H0, A0 could be
considered. However, at this point, even if we have developed a
favored range for mA0 , it would probably be most worthwhile
35We assume that a final ring optimized for maximal luminosity at
√
s ∼
mA0 would be constructed.
36Required tanβ values increase dramatically as one moves into the mA0 ∼
mZ zone, but this region is covered by H0A0 pair production.
to consider a machine with much higher
√
s. A popular refer-
ence µ+µ− collider design is one for
√
s = 4TeV. Ref. [62]
shows that such an energy with appropriately matched luminos-
ity would allow discovery of µ+µ− → A0H0 and H+H− pair
production, via the bb or tt decay channels of the H0, A0 and
tb, tb decay channels of the H+, H−, up to masses very close
to mA0 ∼ mH0 ∼ mH± ∼ 2TeV, even if SUSY decays of
the H0, A0, H± are substantial. (This mass range certainly in-
cludes that expected in any supersymmetric model that provides
a solution to the naturalness and hierarchy problems.) Detailed
studies of the H0, A0, H± of the type discussed in the previous
subsection would be possible once they were discovered. An
e+e− collider with
√
s <∼ 1.5 − 2TeV is also probably viable,
and could probemA0 ∼ mH0 ∼ mH± <∼
√
s/2 [62, 63]. In the
absence of a strong prejudice based on GUT boundary condi-
tions, only the 2TeV option could be presumed (purely on the
basis of naturalness) to guarantee H0, A0, H± discovery.
G. Searching for a doubly-charged Higgs boson
[65]
Doubly-charged Higgs bosons (∆−−,∆++) appear in many
extensions of the Standard Model Higgs sector, such as left-
right symmetric models, and can be relatively light, the current
bound being m∆−− > 45GeV from LEP. They have received
less attention than neutral and singly-charged Higgs bosons be-
cause they can lead to phenomenological difficulties. In particu-
lar, ρ ≡ m2W
[cos2 θWm2Z ]
= 1 is not natural unless any neutral Higgs
boson that is part of the same Higgs multiplet has zero vacuum
expectation value.37 Thus, models with zero vev are favored.
In left-right symmetric models, zero vev is natural for the neu-
tral member of the Higgs triplet associated with the left-handed
sector; the right-handed sector neutral Higgs must have substan-
tial vev and the associated ∆−−R phenomenology is very differ-
ent. Of course, representations can be chosen for which there
is no neutral member; e.g. a T = 1/2, Y = −3 representation
contains only a ∆−− and a ∆−. Coupling constant unification
should also be taken into account. It is amusing to note that
coupling constant unification occurs in the non-supersymmetric
Standard Model if a single |Y | = 2 triplet representation is in-
cluded in addition to the standard |Y | = 1 doublet Higgs rep-
resentation. On the other hand, in the minimal supersymmetric
extension of the SM, inclusion of triplet Higgs field(s) destroys
unification. However, this can always be cured by introduc-
ing intermediate scale matter so as to maintain unification, as
done for example in left-right symmetric models. Thus, po-
tential phenomenological difficulties are not all that difficult to
avoid, and we should be on the look-out for signatures of exotic
Higgs representations, the clearest signal being the existence of
a doubly-charged Higgs boson.
An especially important feature of a ∆−− is the fact that for
many representation choices ∆−− → ℓ−ℓ− couplings are al-
lowed. Indeed, in left-right symmetric models the correspond-
ing neutral field couplings give rise to the see-saw mechanism
and thereby naturally small neutrino masses. Detection and
37Even if the model is constructed so that ρ = 1 at tree-level, one loop
corrections are infinite unless the vev is zero.
study of a ∆−− provides important opportunities for determin-
ing whether such couplings exist and how large they are.
We begin our discussion by considering the phenomenolog-
ically natural models in which the vev of any neutral mem-
ber of the multiplet containing the ∆−− is zero. This implies
that the ∆−− → W−W− coupling is also zero. If the ∆−−
also couples to ℓ−ℓ−, then the resulting phenomenology is very
special and easily identified. There are only two production
mechanisms: γ⋆, Z⋆ → ∆−−∆++ and ℓ−ℓ− → ∆−−. For
the class of model being considered, it is also very possible
that BR(∆−− → ℓ−ℓ−) ∼ 1 for ℓ = e, µ, or (most proba-
bly?) τ . The only competing modes that might be present are
∆−− → W−∆− and ∆−− → ∆−∆−, where ∆− is a mem-
ber of the same SU(2)L multiplet as the ∆−−. Generally, m∆−
is not very different from m∆−− , and only the W−∆− mode
has a significant likelihood of being two-body allowed; in many
models both the W−∆− and ∆−∆− modes can only proceed
virtually. Even when the W−∆− channel is two-body allowed,
one finds that ℓ−ℓ− could be the dominant decay channel if the
∆−− → ℓ−ℓ− coupling is not too much lower than the current
bound(s). We note that decay of the ∆−− will occur inside the
detector even if the W−∆− decay mode is highly suppressed,
so long as the ∆−− → ℓ−ℓ− coupling is not extremely small
(smaller than is preferred, for example, for the ∆−−L of a left-
right symmetric model).
The ℓ−ℓ− → ∆−− (ℓ = e or µ) production mechanism was
studied in Ref. [66]. It can lead to detectable signals down to
remarkably small magnitudes of the ∆−− → ℓ−ℓ− coupling
— far below current limits; for couplings near the current lim-
its very high production rates result, implying the possibility of
a ∆−− factory. However, for ℓ−ℓ− → ∆−−, one must have√
s ∼ m∆−− . To avoid wasting time on a scan, it is highly
advantageous if m∆−− is known ahead of time. Thus, prior de-
tection of ∆−−∆++ pair production would be of great value.
Discovery of a ∆−− with decays to ℓ−ℓ− would in and of itself
provide a compelling motivation for building an ℓ−ℓ− collider
designed for use as a ∆−− factory.
Pair production of ∆−−∆++ in e+e− or µ+µ− collisions
requires only sufficient
√
s. Although no specific study was
performed, it seems very likely that discovery up to m∆−− <∼√
s/2 would be possible. However, the NLC and FMC are still
more than a decade away at best.
In [65] discovery of pp → γ⋆, Z⋆,→ ∆−−∆++ with
∆−− → ℓ−ℓ− and ∆++ → ℓ+ℓ+ is investigated. The
γ⋆, Z⋆ → ∆−−∆++ coupling is always present, although
slightly model-dependent; for definiteness a T = 1, T3 =
−1, Y = −2 ∆−− is considered (as found in several popular
models). The Tevatron and LHC cross sections for ∆−−∆++
pair production are plotted as a function of m∆−− in Fig. 19.
Discovery limits for ∆−−∆++ are obtained assuming that a
single ∆−− → ℓ−ℓ− decay channel is dominant with ℓ = e, µ
or τ . A full Monte Carlo simulation is performed at Tevatron
energies. Events are generated in PYTHIA and passed through
the Run I CDF detector simulation. For ℓ = e, µ it is found
that backgrounds are negligible once a like-sign dilepton pair
with high mass is required, and it is purely a matter of having
a handful of very clean events. For ℓ = τ , the need to identify
Figure 19: ∆++∆−− pair production cross section as a function
of ∆−− mass for both the Tevatron and the LHC.
the τ by its decay to an isolated lepton or hadron leads to a sig-
nificant background level, implying a smaller discovery reach.
Assuming BR(∆−− → ℓ−ℓ−) ∼ 1, it is demonstrated that de-
tection of the ∆−− at the Tevatron (operating at √s = 2TeV
with L = 30 fb−1) will be possible for m∆−− up to 300GeV
for ℓ = e or µ and 180GeV for ℓ = τ . These results should
improve slightly if the greater coverage of the TeV33 detector
upgrades is incorporated. The corresponding limits at the LHC
are estimated by requiring the same raw number of events be-
fore cuts and efficiencies as needed at the Tevatron (∼ 10 for
ℓ = e, µ and ∼ 300 for ℓ = τ ) yielding m∆−− discovery
up to roughly 925GeV (1.1TeV) for ℓ = e, µ and 475GeV
(600GeV) for ℓ = τ , assuming total integrated luminosity of
L = 100 fb−1 (L = 300 fb−1). For ℓ = e, µ, the reach of
the LHC detectors will likely be even greater than this, due to
the improved lepton acceptance and resolution anticipated over
the current generation of hadron collider detectors. For ℓ = τ ,
this simple extrapolation may not account for a different signal-
to-background ratio in τ selection at the LHC. A full study is
necessary to evaluate this.
Thus, if a ∆−− with moderate mass and the assumed prop-
erties exists, discovery at TeV33 is not improbable; the LHC
allows discovery up to remarkably large masses. Once found,
the importance of pursuing ℓ−ℓ− → ∆−− collisions is easily
argued [66]. In particular, it is very likely that the magnitude of
the ∆−− → ℓ−ℓ− coupling can only be determined by doing
so. Indeed, observation of ∆−−∆++ pair production in only a
single ∆−− → ℓ−ℓ− channel provides no information on the ℓℓ
coupling magnitude. (Of course, if more than one ℓℓ channel is
seen, ratios of the ℓℓ couplings could be obtained.) Only if the
∆−− → ∆−W− decay channel [for which the partial width
can be computed and compared to the ℓ−ℓ− partial width] is
also seen, can one get an estimate of the ℓℓ coupling magni-
tude(s). In contrast, an e−e− (µ−µ−) collider would provide
a direct measurement of the ee (µµ) coupling. This illustrates
an important complementarity between the NLC or FMC and
hadron colliders. Discovery of a ∆−− prior to the construc-
tion and operation of the e+e−, e−e− collider NLC complex
or the FMC analogue would be very important in determining
the energy range over which good luminosity and good energy
resolution for e−e− or µ−µ− collisions should be a priority.
Of course, the possibility that the ∆−− is part of a multi-
plet whose neutral member has significant vev should not be ig-
nored. The ∆−−R of the left-right symmetric model must fall
into this class. Such a ∆−− will have substantial W−W−
coupling. There has been substantial work on the related phe-
nomenology [67]. An e−e− or µ−µ− collider would be of par-
ticular value in exploring such a ∆−−. In addition to the pos-
sibility of direct s-channel production through the leptonic cou-
pling, the non-zero W−W− → ∆−− coupling will typically
yield a substantial cross section for e−e− or µ−µ− → νν∆−−
production. Further, if m∆−− >∼ 2mW , then ∆−− → W−W−
decays are very likely to be dominant; detection of such a ∆−−
at a hadron collider might not be straightforward. Thus, it could
happen that one would first discover the ∆−− in the W−W−-
fusion mode, at which point it would be important to turn to
the s-channel production probe of its possible e−e− or µ−µ−
couplings by lowering the machine energy.
IV. Conclusions
There have been two primary focuses in this report.
• We performed a first detailed study of the accuracy with
which the branching ratios, couplings, total width and mass
of a SM-like Higgs boson can be measured in a model-
independent way. A number of new strategies and tech-
niques were developed during the course of these stud-
ies. A thorough evaluation of the possibilities and errors
at the LHC is still very much in progress. Still, the results
obtained to date indicate that many important properties
can be measured with substantial accuracy; see Tables II-
VIII, Fig. 10, and Table XIII. The simpler and cleaner
environment at the NLC or FMC allowed us to perform
a reasonably complete study at these machines, with very
encouraging results; see Tables IX-XII, Fig. 10, and Ta-
ble XIII. The errors quoted are those that would mate-
rialize after substantial luminosity has been accumulated:
L = 600 fb−1 at ATLAS+CMS at the LHC;L = 200 fb−1
at the NLC (or FMC) in √s = 500GeV running; and
L = 200 fb−1 in an s-channel scan at the FMC of the
SM Higgs resonance peak.
One significant conclusion is the great desirability of being
able to accumulate L = 200 fb−1 both in
√
s = 500GeV
running and in a FMC s-channel scan if the Higgs mass is
below 2mW . This could be accomplished if both the NLC
and a low-energy FMC were constructed.
• We examined a number of issues and new ideas associated
with extensions of the simple one-doublet SM Higgs sec-
tor. Of particular interest were supersymmetric extensions
of the SM, including the MSSM and NMSSM. Contribu-
tions summarized here included:
1. A demonstration of the substantial accuracy with
which the tth and ZZh couplings could be deter-
mined for a general h of arbitrary CP nature at a√
s = 1TeV NLC.
2. A demonstration that in the next-to-minimal super-
symmetric model (with Higgs sector consisting of
two Higgs doublets and one Higgs singlet), there are
regions of parameter space for which no Higgs boson
can be found at the LHC and/or LEP2, implying that
in some circumstances Higgs discovery would have
to await the NLC or FMC.
3. A demonstration that at low tanβ, the A0 of the
MSSM could be detected at the LHC in the inclusive
A0 → γγ mode.
4. An assessment of the extent to which the observed
rates for H0, A0 → τ+τ− at the LHC could be used
to fix the elusive tanβ parameter.
5. A demonstration that e+e− → H0A0, H+H− pair
production at a
√
s = 1TeV NLC will be observable
(even if SUSY decays of the Higgs bosons are sub-
stantial) and will provide powerful information for
determining the correct boundary conditions at the
unification scale.
6. A discussion of the implications of LHC and NLC
data for s-channel discovery of the H0 and A0 at the
FMC, in particular noting that for (mA0 , tanβ) pa-
rameters such that the H0, A0 cannot be seen at ei-
ther the LHC or the NLC then they can be discovered
up to mA0 ∼
√
s at the FMC.
7. A demonstration that pp → ∆−−∆++ (doubly-
charged Higgs pair production) will yield an ob-
servable signal up to surprisingly substantial ∆−−
masses at the Tevatron and up to very large masses
at the LHC.
Despite the very substantial progress summarized in this report,
much work remains to be done, both with respect to fine-tuning
procedures for a SM-like Higgs boson and with regard to im-
proving old and finding new techniques for discovering and
studying exotic Higgs bosons.
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