Population models with partial migration by Mohapatra, Anushaya et al.
POPULATION MODELS WITH PARTIAL MIGRATION
ANUSHAYA MOHAPATRA, HALEY A. OHMS, DAVID A. LYTLE, AND PATRICK DE LEENHEER
Abstract. Populations exhibiting partial migration consist of two groups of individuals: Those that mi-
grate between habitats, and those that remain fixed in a single habitat. We propose several discrete-time
population models to investigate the coexistence of migrants and residents. The first class of models is linear,
and we distinguish two scenarios. In the first, there is a single egg pool to which both populations contribute.
A fraction of the eggs is destined to become migrants, and the remainder become residents. In a second
model, there are two distinct egg pools to which the two types contribute, one corresponding to residents
and another to migrants. The asymptotic growth or decline in these models can be phrased in terms of the
value of the basic reproduction number being larger or less than one respectively. A second class of models
incorporates density dependence effects. It is assumed that increased densities in the various life history
stages adversely affect the success of transitioning of individuals to subsequent stages. Here too we consider
models with one or two egg pools. Although these are nonlinear models, their asymptotic dynamics can
still be classified in terms of the value of a locally defined basic reproduction number: If it is less than one,
then the entire population goes extinct, whereas it settles at a unique fixed point consisting of a mixture of
residents and migrants, when it is larger than one. Thus, the value of the basic reproduction number can be
used to predict the stable coexistence or collapse of populations exhibiting partial migration.
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1. Introduction
The phenomenon of partial migration, where a population is composed of a mixture of individuals that
migrate between habitats and others that remain resident in a single habitat [16], has received extensive
attention from biologists seeking to understand its origin and maintenance [5]. Examples of partial mi-
gration are diverse and come from nearly every class of organisms. Classic examples include salmonid
fishes (Oncorhynchus, Salmo, and Salvelinus) that breed in streams, but contain some individuals that
migrate to an ocean or lake and others that complete their entire life cycle in the stream [8], house finches
(Haemorhous mexicanus) that share a common breeding site, but some fraction of individuals will migrate
away from this site to overwinter [2], and red-spotted newts (Notophthalmus viridescens) that breed in a
common pond, but a fraction will migrate to the forest to overwinter [9].
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In many cases, migratory and resident individuals can interbreed and produce offspring that can become
either migratory or resident [5]. Given the unlikely scenario that migrant and resident forms have equal
fitness, one type will have a higher fitness than the other and should ”win” the evolutionary competition.
Yet, despite this evolutionary intuition, partial migration is maintained in a surprisingly large number of
organisms under a wide range of environmental circumstances [5].
A number of mathematical models have been developed to explain the evolution, maintenance, and
resulting dynamics of partial migration, and these depend on assumptions such as frequency dependence,
density dependence, and condition dependence ([14, 18, 13, 20, 11, 10]). Frequency dependence occurs when
a vital rate (survivorship, fecundity, egg allocation strategy) depends on the proportion of individuals in
the population adopting a particular strategy. For example, survivorship of migrants might be higher
when migrants are rare relative to residents. Density dependence occurs when a vital rate depends on
the total number of individuals within a stage or class, resulting in a non-linear relationship between
numbers of individuals and population growth. Condition dependence occurs when external factors such as
temperature or food availability influence the decision to migrate or not. In particular, density dependence
has been identified as an important factor for coexistence of migrants and residents, but it has only been
explored in the context of frequency dependence [13, 15]. For example, models that use an evolutionarily
stable strategy approach, such as Kaitala and others ([13]), inherently involve frequency dependence among
strategy types, in addition to other factors of interest, such as density dependence or condition dependence.
Our goal in this paper is to explore the circumstances under which density dependence alone can lead to
the stable coexistence of resident and migratory forms.
We based our general model structure on the life history of the salmonid fish Oncorhynchus mykiss,
which expresses an ocean migratory form (steelhead) as well as a freshwater resident form (rainbow trout).
This is an example of ’non-breeding partial migration’ [5], in which migrants and residents interbreed in a
common habitat. Steelhead and rainbow trout spawn in freshwater streams and their young rear in these
streams from one to three years [3]. After this period some individuals will become steelhead and migrate
to the ocean and others will remain in the stream as rainbow trout. Using a Leslie matrix model framework
based on O. mykiss, we assessed conditions for coexistence that do not rely on frequency dependence, but
instead rely only on stage-specific density-dependence. Although the model is based on O. mykiss, we use
the terminology migrants and residents throughout this paper to highlight the applicability of this model
framework to many partially migratory species. We prove that a locally defined fitness quantity (R0)
determines the global dynamics of the system, and that there exist stable equilibrium points that allow
the coexistence of both resident and migratory forms.
2. Linear population models
We start with a linear stage-structured population model, representing either an isolated population of
only migrants or residents with n stages. This is a single-sex model where we are only modeling females.
Later we will consider various coupled population models of migrants and residents.
Let xi denote the number of (female) individuals in stage i, where i ranges from 1 to n. We let ti be
the expected transition probabilities (so that 0 ≤ ti ≤ 1) for individuals from stage i to stage i + 1 for
i = 0, . . . , n− 1, and let tn denote the survival probability of individuals in the final nth stage. Finally, we
let fi be the fecundities (number of eggs) for i = 2, . . . , n. They represent the expected number of offspring
produced by an individual in the ith stage.
The dynamics of the number of individuals in the various stages is described by the following Leslie
model:
(1) x (t+ 1) = Anx (t),
with An =

0 f2 · · · fn
t1 0 · · · 0
...
. . .
...
...
0 · · · tn−1 tn
 and x =
 x1...
xn
 .
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We assume that the matrix An is irreducible, or equivalently that all ti > 0 for i = 1, . . . , n−1, and that
fn > 0 [4]. The asymptotic behavior of the non-negative solutions of (1) is determined by the eigenvalue λ
of An that has largest modulus. Since An is a matrix whose entries are non-negative, the Perron-Frobenius
theorem implies that λ is in fact real and non-negative. Consequently, when λ < 1, all solutions converge to
zero, and when λ > 1, then all solutions eventually grow at exponential rate λ. Unfortunately, calculating λ
in terms of the entries of the matrix An is generally not possible. However, an associated quantity, known
as the basic reproduction number R0, can be determined explicitly. Letting ρ(M) be the spectral
radius of any square matrix M , the basic reproduction number R0 is defined as [6, 17, 1]:
R0 := ρ
(
Fn(I − Tn)−1
)
,
where the matrices Fn and Tn are obtained from An by setting all ti = 0 and all fi = 0 respectively. A
straightforward calculation shows that
(2) R0 = t1f2 + t1t2f3 + · · ·+ (t1 . . . tn−2)fn−1 + t1 . . . tn−1
1− tn fn,
and reveals the interesting biological interpretation for R0 as the expected total number of offspring con-
tributed to stage 1, generated by a single stage 1 individual over its lifetime. Although this statement is
often taken as the definition of the basic reproduction number in the literature, we remark that this is only
possible because the model has only one stage in which new offspring is generated. When there are several
stages in which offspring are generated (we will later consider models for which this is the case), this clear
biological interpretation for the basic reproduction number is no longer possible.
There is an important connection between λ and R0, see [17]: Exactly one of the 3 following scenarios
occurs:
(3)

0 ≤ R0 ≤ λ < 1, or
λ = R0 = 1, or
1 < λ ≤ R0.
Consequently, the long-term behavior of solutions of (1) can be predicted based on whether R0 is less than,
or larger than 1: If R0 < 1, then all solutions converge to zero, and if R0 > 1, then all solutions eventually
grow exponentially. In other words, it does not matter whether we use the value of λ, or the value of R0
to determine population growth or extinction: the location of either one with respect to the threshold 1, is
sufficient to decide this issue. Of course, the fact that R0 is usually more easily computed than λ, makes
it the natural candidate to address this question, and this probably explains why R0 appears to be a more
popular measure than λ in the mathematical population biology literature.
A final remark concerns the sensitivity of both λ and R0 with respect to the natural demographic model
parameters ti and fi: Both quantities are increasing with respect to increases in any of these parameters.
Indeed, for λ this property is a consequence of the Perron-Frobenius Theorem which says that the spectral
radius of a non-negative, irreducible matrix, increases with any of the matrix entries. For R0, this property
is immediately clear from (2). Thus, from the perspective of a sensitivity analysis, it also does not matter
which of the two quantities, λ or R0, we consider.
Whereas model (1) represents an isolated population of either migrants or residents, in practice these
populations are coupled. In the next few sections we explore how various assumptions about how exactly
these populations are coupled affect the long term dynamics of the coupled populations.
2.1. A coupled model with a single egg stage. Here we consider the case where the population is
composed of migrants and residents that have n and m stages respectively. The potentially different values
n and m reflect the fact that migrants and residents will sometimes reproduce (i.e., spawn) at different
ages. In the case of steelhead and rainbow trout, steelhead will migrate to the ocean and remain there for
extended periods of time to grow before returning as adults, whereas rainbow trout and reach adulthood
more quickly [3].
The key feature of this model is the assumption that there is a single pool of eggs to which both spawning
migrants and residents contribute. This would be the biological case where an event occurs between the
egg and juvenile stage that determines an individual’s life history trajectory (i.e., whether they become
resident or migrant). This could be a threshold growth value [8], a threshold lipid value [19], or a proximiate
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cue such as density [21]. A fraction 0 < φ < 1 of the eggs become migrants, and the remaining fraction
1− φ become residents. As before, the transition probabilities between the migrant stages are denoted by
tsi with i = 1, . . . , n and those between the resident stages by t
r
j with j = 1, . . . ,m. Similarly, the migrant
fecundities are fsi with i = 2, . . . , n, and the resident fecundities are f
r
j with j = 1, . . . ,m. We also continue
to assume that all tsi , and t
r
j , and all f
s
n and f
r
m are positive. The coupled model takes the following form:
(4) X (t+ 1) = A1X (t),
where A1 =

0 fs2 · · · fsn f r2 · · · f rm−1 f rm
φts1 0 · · · 0 0 · · · 0 0
...
. . .
...
...
... · · · ... ...
0 · · · tsn−1 tsn 0 · · · 0 0
(1− φ)tr1 0 · · · 0 0 · · · 0 0
0 0 · · · 0 tr2 · · · 0 0
...
... · · · ... ... . . . ... ...
0 0 · · · 0 0 · · · trm−1 trm

, X =

eggs(x1)
first migrant stage(x2)
...
last migrant stage(xn)
first resident stage(xn+1)
...
last resident stage(xn+m−1)

We can associate the basic reproduction number to the coupled system (4), which is defined in the
familiar way:
Rc10 := ρ
(
F1(I − T1)−1
)
,
where F1 and T1 are obtained from A1 by setting all transition probabilities t
s
i and t
r
j , respectively all
fecundities fsi and f
r
j , equal to zero. Since 0 < φ < 1, the matrix A1 is a non-negative irreducible matrix
having a real, nonnegative eigenvalue λ1 of maximal modulus, and all the remarks about the relationship
between λ1 and R
c1
0 , mentioned for model (1), are also valid here. In particular, (3) holds when replacing
R0 by R
c1
0 and λ by λ1, and therefore population growth or extinction is determined by the location of
either λ1 or R
c1
0 with respect to the threshold 1. Another important feature of R
c1
0 is that it has the
usual biological meaning of the expected total number of eggs, generated by a single egg over its lifetime.
The remarks about the sensitivity of Rc10 with respect to any of the model’s transition probabilities and
fecundities continues to hold as well.
The sensitivity of Rc10 with respect to the allocation parameter φ is not immediately obvious. Indeed,
one of the entries in A1’s first column increases with φ, whereas another decreases. However, it turns out
that there is a particularly elegant formula for Rc10 in terms of the basic reproduction numbers associated
to an isolated n-stage migrants model and an isolated m-stage resident model. To make this precise, we
let Rs0 denote the basic reproduction number of model (1) with A
s
n instead of An, in which we replace the
fi by f
s
i , and the ti by t
s
i . Similarly, we let R
r
0 be the basic reproduction number of model (1) with A
r
m
(i.e. there are m instead of n stages), and replace the fj by f
r
j , and the tj by t
r
j . With this notation, it is
not difficult to show that Rc10 is a convex combination of R
s
0 and R
r
0 with weights φ and 1−φ respectively:
(5) Rc10 (φ) = φR
s
0 + (1− φ)Rr0
Clearly, Rc10 (φ) is linear function of the allocation parameter φ, and consequently, R
c1
0 (φ) is always
between Rs0 and R
r
0. The maximal and minimal values of R
c1
0 (φ) are max(R
s
0, R
r
0) and min(R
s
0, R
r
0) respec-
tively, and each is achieved for a single, extreme value of φ -namely φ = 0 or 1- unless Rs0 = R
r
0, in which
case Rc10 (φ) is independent of φ: R
c1
0 (φ) ≡ Rs0 for all φ in [0, 1].
These observations imply that generically (i.e. when Rs0 6= Rr0), there is no value of the allocation
parameter φ that gives rise to a basic reproduction number Rc10 of the coupled model (4) which is higher
than both basic reproduction numbers Rs0 and R
r
0, associated with the models of the isolated migrants and
isolated residents respectively. In fact, the maximal Rc10 is achieved for an extreme value of the allocation
parameter: when Rs0 > R
r
0, the maximum is R
s
0, and it is achieved when φ = 1, which corresponds to
the scenario in which all eggs become migrants. Similarly, when Rs0 < R
r
0, the maximum is R
r
0, and it is
achieved when φ = 0, which corresponds to the scenario in which all eggs become residents.
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2.2. A coupled model with two distinct egg stages. The key feature of this model is the assumption
that there are two pools of eggs: one pool will become migrants and the other will become residents. This
would be the biological case where life history (i.e., migrant or resident) is determined at birth. Spawning
adult migrants and residents contribute offspring to each pool of eggs. We let 0 < φs < 1 be the expected
fraction of eggs generated by migrants that enter the migrant egg stage. Hence, 1 − φs represents the
fraction of eggs generated by migrants that enter the resident egg stage. Similarly, φr is the expected
fraction of eggs generated by residents that enter the resident stage.
We let Asn and A
r
m be the system matrices of an isolated n-stage migrant and isolated m-stage resident
model, as defined in the previous section, and denote the respective basic reproduction numbers by Rs0 and
Rr0 respectively. The coupled model then takes the form:
(6) X (t+ 1) = A2X (t)
with
A2 =
(
φs ∗Asn (1− φr) ∗Brn×m
(1− φs) ∗Bsm×n φr ∗Arm
)
, X =

eggs that become migrants(x1)
first migrant stage(x2)
...
last migrant stage(xn)
eggs that become residents(xn+1)
...
last resident stage(xn+m)

,
where a∗A is the matrix obtained from A by multiplying all entries of the first row of A by the scalar a,
and not changing the entries of any of the other rows of A. The matrices Brn×m and Bsm×n are rectangular
with n rows and m columns, respectively m rows and n columns. The first row of the matrix Brn×m is the
same as the first row of the matrix Arm, and all other rows of B
r
n×m consist of zeros. The matrix Bsm×n is
constructed in a similar way from the matrix Asn.
Since A2 is an irreducible, non-negative matrix, we can associate the basic reproduction number to
model (6), which is defined as follows:
Rc20 := ρ
(
F2(I − T2)−1
)
,
where F2 and T2 are obtained from A2 by setting all transition probabilities t
s
i and t
r
j , respectively all
fecundities fsi and f
r
j , equal to zero. The matrix A2 has a real, non-negative eigenvalue λ2 of largest
modulus, and the comments in the previous subsection regarding the relationship between λ1 and R
c1
0
carry over to the relationship between λ2 and R
c2
0 . The remarks on the sensitivity of λ2 and R
c2
0 with
respect to the transition probabilities and fecundities carry over as well.
There is one notable difference however, namely that unlike Rc10 , the basic reproduction number R
c2
0 can
not be interpreted biologically as some expected number of eggs generated by a single egg over its lifetime,
because here there are two distinct egg stages.
To exhibit the dependence of Rc20 on the allocation parameters φs and φr, we note that a straightforward
calculation shows that:
Rc20 (φs, φr) = ρ
(
φsR
s
0 (1− φr)Rr0
(1− φs)Rs0 φrRr0
)
=
φsR
s
0 + φrR
r
0 +
√
(φsRs0 + φrR
r
0)
2 − 4Rs0Rr0(φs + φr − 1)
2
,
which is, in general, not a convex function of (φs, φr) in D = {(φs, φr) : 0 ≤ φr ≤ 1, 0 ≤ φs ≤ 1}.
Proposition 2.1. If Rs0 = R
r
0, then R
c2
0 (φs, φr) is a constant function with value R
s
0.
If Rs0 6= Rr0, then Rc20 (φs, φr) has no interior maxima or minima on D. Moreover, for Rr0 < Rs0, Rc20 (φs, φr)
attains its maximum Rs0 on any point of the boundary of D where φs = 1. For R
s
0 < R
r
0, R
c2
0 (φs, φr) attains
its maximum Rr0 on any point of the boundary of D where φr = 1.
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Proof. Case 1: Rs0 = R
r
0. In this case, a straightforward calculation shows that R
c2
0 (φs, φr) ≡ Rs0.
Case 2: Rs0 6= Rr0. Evaluating the partial derivatives of Rc20 with respect to φs and φr yields that
2
∂Rc20
∂φs
= Rs0 +
(Rs0φs +R
r
0φr)R
s
0 − 2Rs0Rr0√
(φsRs0 + φrR
r
0)
2 − 4Rs0Rr0(φs + φr − 1)
2
∂Rc20
∂φr
= Rr0 +
(Rs0φs +R
r
0φr)R
r
0 − 2Rs0Rr0√
(φsRs0 + φrR
r
0)
2 − 4Rs0Rr0(φs + φr − 1)
Setting
∂Rc20
∂φr
=
∂Rc20
∂φr
= 0 and simplifying leads to Rs0 = R
r
0. Hence, since by assumption R
s
0 6= Rr0, there
cannot be any maxima or minima in the interior of D.
If Rr0 < R
s
0, then a simple calculation shows that:
(7) Rc20 (φs, φr) =

Rs0 if φs = 1
φrRr0+
√
(φrRr0)
2−4Rs0Rr0(φr−1)
2 if φs = 0
φsRs0+
√
(φsRs0)
2−4Rs0Rr0(φs−1)
2 if φr = 0
Rs0φs+R
r
0+|φsRs0−Rr0|
2 if φr = 1
From equation (7) we observe that the derivative of the single variable functions Rc20 (φs, 0), and R
c2
0 (0, φr)
are never zero on the interval (0, 1). The values at the boundary points of (0, 1) are given by:
(8) Rc20 (φs, φr) =

Rs0 if φs = 1
(Rs0R
r
0)
1/2 if φs = 0, φr = 0
Rr0 if φs = 0, φr = 1
Hence the maximum Rs0 is attained on D when φs = 1.
If Rr0 < R
s
0, it can be shown in a similar way that the maximum of R
c2
0 on D equals R
r
0 and that it is
attained when φr = 1. 
This result implies that generically (i.e. when Rs0 6= Rr0), there is no allocation pair (φs, φr) for which
the basic reproduction number Rc20 (φs, φr) of model (6) is larger than both reproduction numbers R
s
0 and
Rr0, associated to the models of the isolated migrants and isolated residents respectively. The maximal R
c2
0
is achieved for values of the allocation parameter on the boundary of D: when Rs0 > R
r
0, the maximum
is Rs0, and it is achieved for φs = 1 and arbitrary values of φr, which corresponds to the scenario in
which all migrant eggs become migrants, regardless of the fraction of resident eggs that become residents.
Similarly, when Rs0 < R
r
0, the maximum is R
r
0, and it is achieved for φr = 1 and arbitrary values of φs,
which corresponds to the scenario in which all resident eggs become residents, no matter which fraction of
migrant eggs become migrants. These conclusions are similar to those for the basic reproduction number
Rc10 of model (1).
3. Nonlinear density-dependent models
Thus far we have neglected any density-dependent effects. Here we assume that transition and survival
probabilities depend on the density in each stage. This may be due to stage-specific competition for
resources and/or space. We propose the following n-stage uncoupled model, which may be used to model
an isolated migrant or an isolated resident population:
(9) x (t+ 1) = A(x (t))x (t),
where x =

x1
x2
...
xn
 , A(x ) =

0 f2 · · · fn
t1(x1) 0 · · · 0
...
. . .
...
...
0 · · · tn−1(xn−1) tn(xn)
 ,
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and assume that ti(x) for 1 ≤ i ≤ n, and fj for 2 ≤ j ≤ n satisfy:
(A1) ti(x) is C
1 on R+ with 0 < ti(x) ≤ 1 for all x ∈ R+, and ti is strictly decreasing.
(A2) The function si(x) := xti(x) is strictly increasing on R+, and there is a bound mi ∈ R such that
si(x) ≤ mi for all x.
(A3) fj ≥ 0, and fn > 0.
A common choice for ti(x) is
bi
1+cix
such that si(x) is the Beverton-Holt function. It satisfies (A1)-(A2)
when 0 < bi ≤ 1 and ci > 0 with mi = bi/ci, for 1 ≤ i ≤ n.
The linearization of system (9) near the fixed point at the origin is:
(10) y(t+ 1) = A0y(t),
where A0 is the Jacobian of A(x )x at the origin: A0 :=

0 f2 · · · fn
a1 0 · · · 0
...
. . .
...
...
0 · · · an−1 an
, where ai := ti(0) for all i.
By (A1) and (A3), A0 is non-negative and irreducible. Consequently, as we discussed in the previ-
ous sections, we can associate the basic reproduction number R0 to the model. It is defined as R0 :=
ρ(F0(I − T0)−1) where F0 and T0 are obtained from A0 by setting all ti = 0, and all fi = 0 respectively.
Moreover, the largest eigenvalue in modulus λ of A0 and R0 are either both greater than one, or both less
than one, or both equal to one.
Although R0 is a locally defined quantity, we will show that it determines the global dynamics of
system (9). To prove this we shall apply the Cone Limit Set Trichotomy of [12]. Before stating this
important result, we need to introduce some definitions regarding monotone systems.
3.1. Monotone systems. We let Rn+ be the non-negative cone in Rn. It consists of all vectors that have
non-negative entries. For any x and y in Rn, we write x ≤ y (x < y) whenever y − x ∈ Rn+ and when also
(x 6= y). We write x << y if y − x ∈ Int(Rn+).
Definition 3.1. A map F : Rn+ → Rn+ is said to be monotone if for x, y ∈ Rn+, x ≤ y implies that
F (x) ≤ F (y).
Definition 3.2. A map F : Rn+ → Rn+ is strongly sublinear if
0 < λ < 1,x  0⇒ λF (x ) F (λx ).
Definition 3.3. For x, y ∈ Rn+ with x < y, we call [x, y] := {z ∈ Rn+ : x ≤ z ≤ y} the order interval with
endpoints x and y. A subset of Rn+ is order bounded if it is contained in some order interval.
Definition 3.4. A map F : Rn+ → Rn+ is said to be order compact if takes every order bounded set into
a precompact set.
Theorem 3.5 (Cone Limit Set Trichotomy). Assume F : Rn+ → Rn+ is continuous and monotone and
has following properties for some integer r ≥ 1, where F r := F ◦ · · · ◦ F denotes the r-fold composition of
F with itself:
(H1) F r is strongly sublinear.
(H2) F r(x) 0 for all x > 0.
(H3) F r is order compact.
Then precisely one of the following holds for the discrete dynamical system x (t+ 1) = F (x (t)):
(R1) each nonzero orbit is unbounded.
(R2) each orbit converges to 0, the unique fixed point of F.
(R3) each nonzero orbit converges to q  0, the unique non-zero fixed point of F.
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3.2. A density-dependent model for an isolated population.
Theorem 3.6. Assume that (A1)-(A3) hold, and that for all i = 1, . . . , n, the maps si are strongly
sublinear on R+. If R0 < 1 then the zero fixed point is the only fixed point of the system (9) and it is
globally asymptotically stable. If R0 > 1, then system (9) has a unique locally stable positive fixed point
which attracts all nonzero orbits.
Proof. : We will prove that the Cone Limit Set Trichotomy, Theorem 3.5, applies to the system (9). Let
F (x(t)) = A(x (t))x (t), and denote F (x) = (F1(x), F2(x), · · · , Fn(x)), it follows that F1(x) =
∑n
i=2 fixi,
Fi(x) = si−1(xi−1) for i = 2 . . . n− 1, and that Fn(x) = sn−1(xn−1) + sn(xn). First, we will show that F (x)
satisfies the hypotheses (H1) - (H3). Each si is strictly increasing by (A2), and therefore F is monotone
on Rn+. Clearly, F is continuous is as well.
Remark that F is not strongly sublinear because λF1(x) − F1(λx) = 0 for 0 < λ < 1 and all x.
Thus, we consider F 2, and we note that F 21 (x) = fnsn(xn) +
∑n
i=2 fisi−1(xi−1), F
2
2 (x) = s1(
∑n
j=2 fjxj),
F 2i (x) = si−1 ◦ si−2(xi−2), i = 3, . . . , n − 1, and F 2n(x) = sn−1 ◦ sn−2(xn−2) + sn ◦ (sn−1(xn−1) + sn(xn)).
It is easy to verify that the composition of any two functions si, is strongly sublinear because each si is
strictly increasing by (A2) and strongly sublinear by assumption. It follows that F 2 is strongly sublinear
because each coordinate function F 2i is a positive linear combination of strongly sublinear functions, hence
strongly sublinear as well. A similar argument shows that F r is also strongly sublinear for any r ≥ 2.
It follows from (A1) and (A2) that si(xi) > 0 for all xi > 0 and all i = 1, . . . , n. This property and the
fact that fn > 0 by (A3) imply that F
n(x0) >> 0 whenever x0 > 0.
Since Fn is a continuous function on a finite dimensional space, it is order compact.
In summary, we have shown that F satisfies hypotheses (H1)-(H3) of the Cone Limit Set Trichotomy
for r = n.
From the above calculation of the coordinate functions, it follows that F 2 maps Rn+ into the order interval
[0, a], where
a :=

fnmn +
∑n
i=2 fimi−1
m1
m2
...
mn−1
mn−1 +mn

Since F is continuous, F ([0, a]) is compact, and therefore all orbits of system (9) are bounded, hence also
order bounded. In particular, (R1) does not hold for system (9). Therefore, either (R2) or (R3) must hold,
and we show next that which particular case occurs, depends on the value of R0.
Case 1: R0 < 1.
In this case we will show that (R3) does hold for F . Here, λ = ρ(A0) < 1 because R0 < 1, and thus
At0 → 0 as t → +∞. Let x (t) be the solution of (9) with initial condition x (0) > 0. We observe that
A(x ) ≤ A0 for all x ≥ 0, where the matrix inequality is understood to hold entry-wise. This implies that
x (t) ≤ At0x (0) → 0 as t → +∞, and therefore also x (t) → 0 as t → +∞. In summary, if R0 < 1, then
system (9) has a unique fixed point at the origin which attracts all orbits, by (R2) of Theorem 3.5.
Case 2: R0 > 1.
In this case we will show that (R2) does not hold for F . Here, λ = ρ(A0) > 1 because R0 > 1. By the
Perron-Frobenius Theorem, A0 has a positive eigenvector v corresponding to the eigenvalue λ. Set x 0 = v
for some small  > 0 to be determined momentarily. Using the Taylor expansion of F near the origin, we
have that F (x 0) = A0v + O(
2) = λv + O(2). Therefore, F (x 0)− x 0 = v(λ− 1) + O(2) >> 0 for all
sufficiently small  > 0. Monotonicity of F then implies that x 0 << F (x 0) ≤ F 2(x 0) ≤ · · · , and hence the
orbit of x 0 does not converge to 0. By Theorem 3.5, it follows that system (9) has a unique positive fixed
point, which attracts all nonzero orbits.

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3.3. A coupled density-dependent model with a single egg stage. We consider the following
density-dependent coupled model of a n-stage migrant and a m-stage resident population:
(11) X (t+ 1) = A1(X (t))X (t),
whereA1(X ) =

0 fs2 · · · fsn f r2 · · · f rm−1 f rm
φts1(x1) 0 · · · 0 0 · · · 0 0
...
. . .
...
...
... · · · ... ...
0 · · · tsn−1(xn−1) tsn(xn) 0 · · · 0 0
(1− φ)tr1(x1) 0 · · · 0 0 · · · 0 0
0 0 · · · 0 tr2(xn+1) · · · 0 0
...
... · · · ... ... . . . ... ...
0 0 · · · 0 0 · · · trm−1(xn+m−2) trm(xn+m−1)

,
and
X =

eggs(x1)
first migrant stage(x2)
...
last migrant stage(xn)
first resident stage(xn+1)
...
last resident stage(xn+m−1)

Here, φ ∈ (0, 1) represents the fraction of eggs from the common egg pool that will enter the first migrant
stage, and hence 1 − φ is the fraction that will enter the first resident stage. The fecundities fsi and f rj
and transition probability functions ts1(x1), t
s
i (xi) and t
r
1(x1), t
r
j(xn+j−1) for i = 2, · · · , n and j = 2, · · · ,m
are assumed to satisfy the hypotheses (A1)-(A3) of two respective models of the form (9), one for mi-
grants and another for residents, for which we are using the functions ssi (x) = xt
s
i (x) for i = 1, · · · , n and
srj(x) = xt
r
j(x) for j = 1, · · · ,m. To each model we also associate a basic reproduction number as in the
previous subsection, and denote these as Rs0 and R
r
0.
The Jacobian A1,0 of system (11) at the origin is obtained from A1(X ) by replacing t
s
i (xi) with t
s
i (0) for
i = 1, · · · , n and tsj(xj) with trj(0) for j = 1, · · · ,m. The matrix A1,0 is non-negative and irreducible, and
we can associate a basic reproduction number to the linearized system, defined as R1c0 = ρ(F
1
0 (I − T 10 )−1)
where F 10 and T
1
0 are obtained from A1,0 by setting respectively all t
s
i = t
r
j = 0, and all f
s
i = f
r
j = 0. Note
that in particular, the relationship (5) between the basic reproduction numbers associated to the coupled
model, R1c0 , and the two isolated models, R
s
0 and R
r
0, continues to hold in this context. Similarly, the
sensitivity properties of R1c0 with respect the parameters of the linearized system, and in particular the
remarks concerning the location of the maximum of R1c0 , when considered as a function of φ, as discussed
in subsection 2.1, remain valid here as well.
We also have the following global stability result for the coupled system (11).
Theorem 3.7. Assume that (A1)-(A3) hold for each of the two isolated population models. Assume also
that the maps ssi and s
r
j are strongly sublinear on R+ for all i = 1, . . . , n and all j = 1, . . . ,m. If R1c0 < 1,
then the origin is the unique fixed point of system (11) and it is globally asymptotically stable. If R1c0 > 1,
then system (11) has a unique locally stable positive fixed point which attracts all nonzero orbits.
Proof. We apply Theorem 3.5 to system (11). Let G(X ) = A1(X )X be obtained from system (11).
Letting G(X ) = (G1(X ), G2(X ), · · · , Gn+m−1(X )), we have more explicitly that G1(X ) =
∑n
i=2 f
s
i xi +∑m+n−1
i=2 f
r
i xi, G2(X ) = φs
s
1(x1), Gi(X ) = s
s
i−1(xi−1) for 3 ≤ i ≤ n − 1, Gn(X ) = ssn−1(xn−1) +
ssn(xn), Gn+1(X ) = (1 − φs)sr1(x1), Gn+j(X ) = srj(xn+j−1) for 2 ≤ j ≤ m − 2 and Gn+m−1(X ) =
srm−1(xn+m−2) + srm(xn+m−1).
All Gk(X ) are either linear functions, or nonnegative linear combinations of strongly sublinear functions
ssl or s
r
q. The rest of the proof is then similar to the proof of Theorem 3.6. 
10 ANUSHAYA MOHAPATRA, HALEY A. OHMS, DAVID A. LYTLE, AND PATRICK DE LEENHEER
3.4. A coupled density-dependent model with two distinct egg stages. A density-dependent cou-
pled nonlinear model can be obtained from the linear model (6) in which the transition probability constants
tsi are replaced by functions t
s
i (xi) for i = 1, · · · , n, and the constants trj are replaced by functions trj(xn+j)
for j = 1, · · · ,m. The coupled dynamics between an n-stage migrant and an m-stage resident population
is then given by:
(12) X (t+ 1) = A2(X (t))X (t),
with A2(X ) =
(
φs ∗Asn(X ) (1− φr) ∗Brn×m(X )
(1− φs) ∗Bsm×n(X ) φr ∗Arm(X )
)
.
Here, the allocation parameters φs and φr belong to the interval (0, 1), and have the same interpretation
as in subsection 2.2. Also, the submatrices in A2(X ) are defined in a similar way as in model (6), although
here the transition probabilities are functions of the state rather than constants due to density dependence
(fecundities remain constants). Again we assume that all transition probability functions and fecundities
satisfy the hypotheses (A1)- (A3) as in two associated models of the form (9), one for migrants and one
for residents, and where ssi (x) = x t
s
i (x) for i = 1, · · · , n and srj(x) = x trj(x) for j = 1, · · · ,m. To each of
these models we also associate a basic reproduction number based on the linearization at the origin, in the
same way as in the previous subsection. We denote these as Rs0 and R
r
0.
To the coupled model (12), we also associate a basic reproduction number Rc20 , based on the linearization
at the origin. The relation between Rc20 on one hand, and R
s
0 and R
r
0 on the other, as discussed in subsection
2.2, remains valid here as well.
The global behavior of system (12) is as follows:
Theorem 3.8. Assume that (A1)-(A3) hold for each of the two isolated population models. Assume also
that the maps ssi and s
r
j are strongly sublinear on R+ for all i = 1, . . . , n and all j = 1, . . . ,m. If Rc20 < 1
then the fixed point at the origin is the only fixed point of system (12), and it is globally asymptotically
stable. If Rc20 > 1, then system (12) has a unique positive locally stable fixed point which attracts all nonzero
orbits.
Proof. Yet again, the proof of this theorem is an application of Theorem 3.5 . Let H(X ) = A2(X )X . With
H(X ) = (H1(X ), H2(X ), · · · , Hm+n(X )), we have that H1(X ) = φs(
∑n
i=2 f
s
i xi) + (1−φr)(
∑2n
i=n+2 f
r
i xi),
Hi(X ) = s
s
i−1(xi−1), for 2 ≤ i ≤ n− 1, Hn(X ) = ssn−1(xn−1) + ssn(xn), Hn+1(X ) = (1− φs)(
∑n
i=2 f
s
i xi) +
φr(
∑m+n
i=n+2 f
r
i xi), Hn+j(X ) = s
r
j(xn+j), for 2 ≤ j ≤ m− 1, and Hm+n(X ) = srm−1(xm+n−1) + srm(xm+n).
The coordinate functions Hi(X ) of H(X ) are either linear functions, or non-negative linear combinations
of strongly sublinear functions ssl or s
r
q. The rest of the proof is then similar to the proof of Theorem 3.6. 
4. Conclusion
We developed four models of partial migration with the example of salmonid fishes in mind. The models
address the cases of one pool of eggs (with a fraction becoming migrant and the rest resident) and two
pools of eggs (one pool becomes migrant and the other resident), with and without density dependence.
The evolutionary decision to become migratory or resident can take place at the egg stage or juvenile stage.
We found that in the absence of density dependence that asymptotic growth in these models is governed
by the value of the basic reproduction number. Under density dependence, the asymptotic dynamics are
also governed by the value of a locally defined basic reproduction number, which determines whether the
population goes extinct or settles at a unique fixed point consisting of a mixture of migrants and residents.
Whether migration is determined at the egg or juveniles made no difference in the asymptotic dynamics
between models. Our analysis shows that the basic reproduction number alone can be used to predict
the stable coexistence or collapse of populations with partial migration. One result of our analyses is
that population persistence of both migrant and resident forms can occur with density dependence alone.
However, our analysis did not consider this persistence in the context of evolution, in which new strategies
that involve different allocation to resident and migrant forms can invade the population. This question
could be addressed with future research involving methods such as adaptive dynamics [7].
POPULATION MODELS WITH PARTIAL MIGRATION 11
5. Acknowledgments
HAO and DAL acknowledge the U.S. Forest Service for partial support, PDL acknowledges partial
support from NSF-DMS-1411853. We also thank an anonymous reviewer for helpful comments on an
earlier version of the manuscript.
References
[1] L. Allen and P. van den Driessche, The basic reproduction number in some discrete-time epidemic models, Journal
of Difference Equations and Applications, 14 (2008), pp. 1127–1147.
[2] J. R. Belthoff and S. A. Gauthreaux Jr, Partial migration and differential winter distribution of House Finches in
the eastern United States, Condor, (1991), pp. 374–382.
[3] P. Busby, T. C. Wainwright, G. J. Bryant, L. J. Lierheimer, R. S. Waples, F. W. Waknitz, and I. V.
Lagomarsino, Status Review of West Coast Steelhead from Washington, Idaho, Oregon, and California., Aug. 1996.
[4] H. Caswell, Matrix Population Models, Sinauer Associates, Sunderland, Mass, 2nd edition ed., Sept. 2000.
[5] B. B. Chapman, C. Brnmark, J.-. Nilsson, and L.-A. Hansson, The ecology and evolution of partial migration,
Oikos, 120 (2011), pp. 1764–1775.
[6] J. M. Cushing, An introduction to structured population dynamics, SIAM, (1998).
[7] O. Diekmann and others, A beginner’s guide to adaptive dynamics, Banach Center Publications, 63 (2004), pp. 47–86.
[8] J. J. Dodson, N. Aubin-Horth, V. Thriault, and D. J. Pez, The evolutionary ecology of alternative migratory tactics
in salmonid fishes, Biological Reviews, 88 (2013), pp. 602–625.
[9] K. L. Grayson, L. L. Bailey, and H. M. Wilbur, Life history benefits of residency in a partially migrating pond-
breeding amphibian, Ecology, 92 (2011), pp. 1236–1246.
[10] W. N. Hazel and R. Smock, Modeling selection on conditional strategies in stochastic environments, (1993), pp. 147–
154.
[11] W. N. Hazel, R. Smock, and M. D. Johnson, A polygenic model for the evolution and maintenance of conditional
strategies, Proceedings of the Royal Society of London. Series B: Biological Sciences, 242 (1990), pp. 181–187.
[12] M. W. HIRSCH and H. SMITH, Monotone maps: a review, Journal of Difference Equations and Applications, (2005).
[13] A. Kaitala, V. Kaitala, and P. Lundberg, A Theory of Partial Migration, American Naturalist, 142 (1993), pp. 59–
81. WOS:A1993LW99900004.
[14] H. Kokko, Modelling for field biologists and other interesting people, Cambridge University Press, 2007.
[15] H. Kokko and P. Lundberg, Dispersal, migration, and offspring retention in saturated habitats, The American Natu-
ralist, 157 (2001), pp. 188–202.
[16] D. Lack, The problem of partial migration, British Birds, 37 (1943), pp. 122–131.
[17] C.-K. Li and H. Schneider, Applications of perron frobenius theory to population dynamics, Journal of Mathematical
Biology, 44 (2002), pp. 450–462.
[18] P. Lundberg, On the evolutionary stability of partial migration, Journal of Theoretical Biology, 321 (2013), pp. 36–39.
[19] M. R. Sloat, G. H. Reeves, and B. Jonsson, Individual condition, standard metabolic rate, and rearing temperature
influence steelhead and rainbow trout ( Oncorhynchus mykiss ) life histories, Canadian Journal of Fisheries and Aquatic
Sciences, 71 (2014), pp. 491–501.
[20] C. M. Taylor and D. R. Norris, Predicting conditions for migration: effects of density dependence and habitat quality,
Biology Letters, 3 (2007), pp. 280–284.
[21] J. L. Tomkins and G. S. Brown, Population density drives the local evolution of a threshold dimorphism, Nature, 431
(2004), pp. 1099–1103.
Department of Mathematics, Oregon State University, Corvallis, OR 97330
Department of Integrative Biology, Oregon State University, Corvallis, OR 97330
Department of Integrative Biology, Oregon State University, Corvallis, OR 97330
Department of Mathematics, Oregon State University, Corvallis, OR 97330
