



1. Sia X una variabile aleatoria.
(a) Se |x| < 1 allora |x|n < 1; se invece |x| ≥ 1 allora |x|n ≤ |x|n+1; in
entrambi i casi si ha la tesi..
(b) |X|2 < |X|3 + 1 implica E[|X|2] < E[|X|3 + 1] = E[|X|3] + 1 < ∞;
analogamente si ha E[|X|] <∞ e, pertanto, V [X] = E[X2]−E[X]2 <
∞.
2. Abbiamo φ(α) = E
[
X2 − 2αX + α2] = α2 − 2µα + µ′2 dove µ = E[X] e
µ′2 = E[X
2].
(a) φ′(α) = 2(α− µ) si annulla per α = α0 = µ e φ′′(α) = 2 > 0 cos`ı che
siamo in presenza di un minimo.
(b) Tale valore minimo e` φ(α0) = φ(µ) = V [X].
3.
FX(x) = P (X ≤ x) = P (eY ≤ x) =
{
0 se x ≤ 0,
P (Y ≤ lnx) se x > 0 =
{
0 se x ≤ 0,
Φ(lnx) se x > 0












2 se x > 0
4. (a) E` necessario che anche E [g1(X)] e E [g2(X)] esistano e siano entram-
be finite.
(b) E [g1(X) + g2(X)] = E[X −X] = E[0] = 0, mentre E [X] =∞.





= P (X ≤ σz+µ) = FX(σz+µ)
dunque fZ(z) = σfX(σz + µ) = 1√2pi e
− z22 .
Alternativamente, MZ(t) = M(X−µσ )(t) = e








2 = MN (0,1)(t)
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6. Poniamo S(y) = {u; y ≤ FX(u)}
(a) y1 < y2 implica S(y2) ⊆ S(y1) dunque
QX(y1) ≤ QX(y2) (1)
(b) QX(FX(x)) = minS(FX(x)) ma x ∈ S(FX(x)) dunque
QX(FX(x)) ≤ x (2)
(c) QX(y) ∈ S(y) dunque
FX(QX(y)) ≥ y (3)
(d) (⇒) Dalla monotonicita` di FX si ha FX(QX(y)) ≤ FX(x) e dalla (3)
segue y ≤ FX(x).
(⇐) Dalla monotonicita` di QX si ha QX(y) ≤ QX(FX(x)) e dalla (2)
segue QX(y) ≤ x. Pertanto
y ≤ FX(x) ⇐⇒ QX(y) ≤ x (4)
7. Si osservi che, posto F−1X (y) = {u;FX(u) = y} con y ∈ (0, 1), per la
continuita` di FX l’insieme F−1X (y) non e` vuoto e possimo porre xX(y) =
maxF−1X (y). Possiamo allora verificare che
FX(x) ≤ y ⇐⇒ x ≤ xX(y) (5)
(⇐) Sia x ≤ xX(y). Allora FX(x) ≤ FX(xX(y)) per la monotonicita` della
FX , e dunque, per la definizione di xX(y), FX(x) ≤ y.
(⇒) Sia FX(x) ≤ y. Se fosse xX(y) > x per la monotonicita` della FX avrei
FX(xX(y)) ≥ FX(x) e dunque, per la definizione di xX(y), y ≥ FX(x), da
cui FX(x) = y, ovvero x ∈ F−1X (y) e pertanto x ≤ xX(y).
Ora, poiche´
FY (y) = P (Y ≤ y) =

0 se y ≤ 0,
P (FX(X) ≤ y) se y ∈ (0, 1),
1 se y ≥ 1
per la (5) avremo
FY (y) =

0 se y ≤ 0,
P (X ≤ xX(y)) se y ∈ (0, 1),
1 se y ≥ 1
=

0 se y ≤ 0,
FX(xX(y)) se y ∈ (0, 1),
1 se y ≥ 1
2
ovvero, per come e` definito xX(y),
FY (y) =

0 se y ≤ 0,
y se y ∈ (0, 1),
1 se y ≥ 1
che e` proprio la funzione di ripartizione di una uniforme su (0, 1).
8.




b− a dx =
{
1 se t = 0,
etb−eta
t(b−a) se t 6= 0
9. (a) Supponiamo che MX(t) possieda la derivata terza. Allora si puo`
scrivere il seguente sviluppo di Taylor di MX in un intorno di 0:







dove τ ∈ (0, t). Ricordando che MX(0) = 1, M ′X(0) = µ, M ′′X(0) =
E[X2] e che σ2 = E[X2]− µ2 si ottiene la tesi.
(b) Si applica il risultato precedente ricordando che E[X∗] = 0 e V[X∗] =
1.
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