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Global Software Development (GSD) initiative aims to facilitate software devel-
opment process by providing access to skilled workers at a relatively low cost and
24/7 software development model. Previous work suggests that half of the com-
panies that have tried GSD have failed to realize the anticipated outcomes which
have resulted in poor outsourcing relationships, high costs and overall poor soft-
ware products. One critical factor for successful GSD projects is the allocation of
tasks as project managers not only need to consider their workforce but also need
to take into the account the characteristics of the geographically distributed sites
and their relationships. This research introduces a model for global work distri-
bution based on machine learning techniques, that considers multiple GSD factors
xii
that affect the decision. The model outputs, for project managers, the suitable site
for a given tasks.
xiii
xiv
CHAPTER 1
INTRODUCTION
1.1 Introduction
Global Software Development (GSD) is a paradigm that is defined as a company
(client) contracts all/part of its software development’s activities to another com-
pany (vendor), who provides services in return for remuneration [2]. Over the
last decade and half, many firms in the world have started GSD projects. The
approximate annual volume of GSD in 2010 was $100 billion [1]. A large number
of these organizations have adopted GSD to reduce development cost and increase
overall software quality [3, 4]. Organizations benefit from GSD because vendors in
developing countries cost less than in-house development [5]. Furthermore, client
organizations also get access to skillful human workforce and take advantage of
the 24/7 development time model.
Despite steady growth of GSD projects, half of the companies that have tried
GSD have failed to realize the anticipated outcomes which has resulted in poor
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global relationships, misunderstanding of the projects’ requirements and higher
development costs [6]. There are many reasons for these failures [7, 8, 9]. These
failures are usually traced back to two main causes: insufficient abilities at remote
sites such as absence of domain knowledge, high turnover rate etc., and problems
at the interfaces between distributed sites due to communication, coordination
and cultural barriers [4].
Work distribution or task allocation is considered to be a critical step in GSD
[9, 10, 11]. At that step, we decide the sites or GSD vendors that are suitable for
our development tasks.
In this research, we manipulate multiple factors that affect task allocation. We
present a systematic decision making method for task allocation that facilitates
the success in offshore development and avoid additional efforts in adopting the
GSD concept. The method helps in distinguishing a fit site for a given task.
However, this model is validated using hypothetical data.
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1.2 Research Problem Statement
Despite the benefits of Global Software (GSD) Development, some researches
argue that the expected benefits of GSD is decreasing because of the required
overhead of communication and coordination between teams [10]. For example,
Aron, Ravi et al. [12] sated that half of organizations which shift processes
offshore fail to generate estimated financial outcomes, and some of them fail
completely [13]. That is because cost-benefit analysis is not fully understood
[14]. However, although the existence of these drawbacks, offshore development
is rather increasing in the software industry [15].
In GSD prject, task allocation decision is a critical step because project man-
agers have to be familiar with vendor site capabilities, time zone differences and
developing skills [16]. For example, researchers studies discuss that allocating
tasks to different time-zone locations maximizes the working hours that help in
achieving tasks quickly and increase productivity [17, 18]. Furthermore, if an or-
ganization does not have sufficient skills in its project staff at certain phase, it
might be the time for it to access more skilled people globally. Other organizations
do offshoring development in order to look for lower cost rates of development [1].
One critical factor for successful GSD projects is the allocation of tasks as
project managers not only need to consider their workforce but also need to take
into the account the characteristics of the geographically distributed sites and their
relationships. For that reason, we need to have a systematic task allocation process
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in order to decide the best task allocation for our project work. A number of GSD
challenges are directly impacted by the decisions taken at the task allocation phase
of GSD projects [19]. Despite the importance of this problem, little research has
been carried out to improve task allocation processes at GSD organizations.
1.3 Research Objectives
In this research, a task allocation model is presented that predicts the fit sites for
a given set of tasks based on ANN and KNN algorithms. After that, we evaluate
the performance of the two algorithms. Also, the Simplex algorithm is used for
assigning the given tasks to the fit predicted sites. In this thesis, the research
objectives are as follows:
 First, generate hypothetical data that is generated by using some collected-
manually real data. This way allow our dataset to reflect kind of real data
for our model simulation.
 Second, develop a task allocation model based on machine learning, the
Artificial Neural Networks (ANN), to predict the fit site for a given task.
The decision model considers multiple GSD factors.
 Third, the model includes another machine learning, K-Nearest Neighbors
Classification, that predicts the fit site using different concept.
 Then, the performance of the two techniques, neural networks and K-Nearest
neighbor classification is evaluated and compared.
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 After that, the Simplex algorithm is sued to assign the tasks automatically
to the predicted sites.
 Finally, the model is validated using a real case study as a part of the model
validation.
1.4 Outlines
The rest of this research proposal is organized as follows: Chapter 2 highlights the
overview of global software development and provides literature review focusing
on work distribution related work. Chapter 3 presents the research methodology.
Chapter 4 presents the case study. Chapter 5 presents Discussion. Chapter 6
discusses Conclusion, Future Work & appendices
5
CHAPTER 2
BACKGROUND & RELATED
STUDIES
In this chapter, we introduce an overview about GSD. After that, the classified
literature review is presented.
2.1 UNDERSTANDING GLOBAL
SOFTWARE DEVELOPMENT
Global software Development (GSD) is software development and maintenance in
globally distributed places. Today, businesses include offshoring as a key element
for cost and quality flexibility. Below is a definition of offshoring and outsourcing
development which are two views of global development [1]:
 Offshoring Development: the business activity beyond sales which takes
place outside the country. Enterprise has local branches in low-cost coun-
6
tries.
 Outsourcing Development: is a business’s relationship with supplier who
executes business activities for enterprise outside the enterprise.
2.1.1 Benefits of Global Software Development
There are several benefits that we gain form GSD [1]:
1. Talent Computer science skills are very important in the software develop-
ment. Many countries have no enough skilled people to cooperate in their
software products. As a result, firms go globally to find excellent software
engineers.
2. Flexibility When a software is being developed, many people with broad
experience are needed. One step further after the development, we need to
outsource people with different skills and levels of experience.
3. Efficiency and Productivity Products must be delivered fast because
development companies are in a competition with literally a mouse click
away. Development companies compete to achieve better cost rates, quality
and development time. By using offshore development, we can access to
short-time-to profit by using follow the sun and developing and maintaining
software in two to three different time zones.
Take a look at Figure 1 for reasons that companies select global development
for.
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Figure 2.1: Reasons for Outsourcing and Offshoring [1].
2.1.2 Drawbacks of Global Software Development
Working in a global context obviously provides to us many benefits but there are
also some drawbacks.
1. Lack of strategy Lack of strategy in the work leads to insufficient collabo-
ration and product quality. That might happen if plans do not provide clear
work split. Vague strategies might result to insecurity of teams.
2. Insufficient communication People are usually motivated to discuss prob-
lems when they are close to each other. Teams prefer to talk in informal
language and communication [20]. Distributed teams are less effective than
a collected team working in the same task.
3. Inadequate global management which results in the lack of visibility and
task management. Managers usually get scared from lack of management
so they tend to split tasks into small ones to be more controlled.
4. Isolated learning Sometimes individual sites have their own tools and
processes even they are working in the same product lines. They often issue
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different work infrastructures in order to differentiate from one another.
As a result, low quality support will be fed to the parent organization [1].
Furthermore, distributed development is slower and less forgiving in case of
mistakes [21].
5. Less agility compared with collocated teams when a task is done,
workflow, monitoring, and engineering processes must all be strengthened
to make sure requirements are satisfied. Sometimes, if teams are not well-
trained they try to escape which causes major trouble during development
[22, 23, 24].
2.2 Work Distribution Related Studies
The studies in global software development work distribution has increased since
the last decades, addressing the work distribution problems and proposing new
solution for that. In this section, selected existing work distribution models are
surveyed.
2.2.1 GSD Overhead
Setamanit, et al. [25] used a simulation model to argue that although follow-the-
sun concept is reducing development time, but it is rather overhead of coordina-
tion. The model focused on site selection decision. However, the model considered
dependencies between sites but not between tasks. They developed a method that
considers discrete-event and system-dynamic simulation. It concludes information
9
about the impact of different strategies on productivity. However, The drawback
of this method is that it can conclude only general statements about task alloca-
tion and not a systematic decision.
Doma et al. [26] argues that global development negatively increases the time
and cost due to insignificant coordination and communication between geographi-
cally distributed sites and people from different cultural backgrounds. The model
is based on the critical path calculation for project scheduling and only considers
one factor which is time as a task allocation factor.
Researchers at SIMENS company [27] stated some lessons from their GSD
experience. Their aim of GSD was to assign tasks to low cost countries. They
learned that GSD was rather more complex as a result of the overhead of coordi-
nation, changing technologies, and multicultural agreements. They are continuing
their research to find a better method for knowledge management in GSD.
2.2.2 Key Factors
Lamersdorf et al. [19] presented an empirical study to identify key factors that
impact work distribution of a GSD project. The study identified more than ten
factors that affect work distribution decision. The development cost is consid-
ered in almost all companies when they plan for task allocation process in global
development projects.
Furthermore, Lamersdorf, Ansgar et al. [28] argue that most of todays’ de-
velopment distribution consider only development cost factor. Other factors like
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workforce capabilities, cultural differences and innovation potential of different re-
gions are not recognized sufficiently. So, they aim towards building multi-criteria
distribution model. In their research, they formulate general requirement for work
distribution. They finally concluded that no model that support dependencies and
relation between sites and tasks, and is a multi-objective supportive in the same
time. Also, they concluded that a model fulfilling all the distribution requirements
might be too complex and difficult to achieve.
2.2.3 Single Purpose
Another way of distributing the work, by Mockus and Weiss [18], is allocating work
items based on their modularity or dependency. That is, allocating group of tasks
independently to one site according to the fact that they have dependent code
changes. The aim of that is to reduces coordination and communication barriers
and to increase productivity. The drawback of that method that it considers only
one criteria that is, reducing communication and coordination. Furthermore, the
available expertise or the cost rate per site are not considered.
Madachy, Ray [29] extended the COCOMOII model to count the cost for work
distribution. It counts the costs based on the personal needs, and the effort at
the site according to the site characteristics. However, the other task allocation
factors are not considered such as expertise, time zones, etc.
Jabangwe, R. and Smite, D. [30] discussed different stratifies that affect the
eventual product quality. However, they only considered the quality factor for
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decision. Other factors are not fulfilled.
2.2.4 Non Systematic Solutions
Beecham et al. [16] presented a decision support method for global software
development that gives a set of recommendations to project managers with an
aim to facilitate appropriate site selection that best meets business needs of the
project. The drawbacks is that it gives general statements and not systematic
decision.
Lately, Wickramaarachchi and Lai [10] presented a task allocation model based
on a high abstraction level of the development process models. The model selects
the suitable site based on work and site dependency. It identify work-specific
characteristics, relation between the work phases, dependency between sites and
the site-specific characteristics. The site is selected if its output is maximum value
of the four parameters multiplication. The drawback of this method is that each
site is processed using manually for each site.
There are other approaches introduced to reduce distance in GSD [17]. First,
researchers considered unstructured tasks with difficult-to-use methods and am-
biguous output to be more complex coordinative. Second, cultural distance is
divided into organizational and national cultures. Organizational culture includes
the use of methodologies and project management practices. And, National dis-
tance is the group’s norms, values and spoken languages. The approaches to
alleviate cultural distance is designed in graphs to select the minimum cultural
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distance. Third, reducing distance by using synchronous communication, such as
email and teleconferencing.
Mullick, Neel et al. [31] designed an experiment that holds teams from different
countries. The teams practiced the methods of work distribution. The work was
split into coherent packages of work to be done by teams. The goal was to satisfy
resources needs for tasks development. The task allocation factors they considered
are from literature. The method they used is distributing the work manually
among teams to be achieved by needed skills.
Grinter et al. [32] presented an approach to deal with coordination issues in a
distributed work environment.
Prikladnicki et al. [33] conducted their model as it evaluates different sites for
defined allocation criteria. As a result, the cost and benefit analysis for every site
is counted. However, dependencies between tasks are not considered.
2.2.5 Systematic Solutions
Lamersdorf et al. [11] proposed a Bayesian Network model that takes three sites
and considers cost, time and quality factors. The model suggests the appropriate
site for each task using probabilistic values.
Fernandez et al. [34] proposed a method that is semi-automatic to distribute
tasks to location. They used genetic algorithms. The study did not show any
demonstration or validation but only the idea.
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2.2.6 Comparison & Conclusion
We notice that some studies considers multiple goals, while others do not. Also,
some models do not include dependencies between tasks. In addition, some deci-
sion techniques are used manually and not systematically. In TABLE I, a compar-
ison of some approaches that could be comparable for handling the criteria: mul-
tiple objectives supportive, characteristics of sites, dependencies between tasks,
empirical investigation and machine learning involvement.
Table 2.1: Comparable Existing Approaches for Work Distribution
Abbreviations: (-) Not, (o) partly, (+) mostly, and (++) totally.
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Mockus and Weiss [18] - O O - + O -
Mullick, N. et al. [31] - + + + - + -
Madachy, R. et al [29] - + ++ - - O -
Setamanit, S et al. [25] + - + O + O -
Prikladnicki, R. et al. [33] + + + - + O -
Fernandez al. [34] O + - O - - +
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CHAPTER 3
PROPOSED METHODOLOGY
Global Software Development needs a task allocation model in which individual
work distribution units are assigned to suitable geographically distributed sites.
In this chapter, we present a new task allocation model for GSD. The task alloca-
tion model, as shown in Figure 3.1, consisites of three phases: namely, the Data
Generation, the Model Training & Site Section Processes, and Task Assignment.
 First, In phase 1, GSD decision factors are identified as feature of the
dataset. In this phase, the data generation process for those decision factors
is described.
 Second, In phase 2, the dataset is used for training the prediction mod-
els, the ANN and KNN classification [35, 36]. Then, the project manager
provides the test site data, and the model predicts the fit sites for GSD.
 Finally, In phase 3, the task allocation model uses Simplex algorithm [37]
to assign project tasks to the fit sites predicted in phase 2.
15
Figure 3.1: The Proposed Model General Phases
In the next sections, more details are for all phases of the model.
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3.1 Phase 1: Data Generation
Researchers [19, 10, 28] have identified time difference, cost, skills, and quality
as key task allocation factors in GSD projects. For example, Lamersdorf et al.
empirically identified that time difference, quality and cost are the most important
criteria for work distribution during GSD projects. Mahmood et al. [38] identified
CMMI, time difference, and cost as key factors. In this theses, we only consider
cost, CMMI and time difference as factors that potentially influence site selection
process, as shown in Table 3.1. And the full generated dataset is included in
Appendix A.
No. Decision Factor Description
1 CMMI Capability Maturity Model Integration
2 Time differences Time Zone Difference with respect to home site
3 Cost The estimated cost for a site
Table 3.1: GSD Task Allocation Factors
A brief description about the those factors is as follows:
1. CMMI ranges from 1-5. It has five levels [39], initial level 1, Managed level
2, Defined level 3, Quantitatively Manage level 4, and Optimizing level 5.
The higher the CMMI, the better the processes the company has.
2. Time Differences the time difference calculated between the home and
remote site. The higher the time difference indicates more work shifts and
productivity.
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3. Cost is the cost estimate for a particular site indicated by the wages at the
site’s country.
However, to generate the data for the decision factors, some initial data are
collected manually in order to use them in the systematic dataset generation. The
initial data are shown in Table 3.2.
No. Data Factor Description
1 Country Population The number of people in a country
2 Country Advancement Level Developed, Developing & under developing countries
3 Time Zone Minimum and maximum time zone for a country
4 Min. Wages The minimum wage per country
Table 3.2: Data Generation Factors
The above list of characteristics are collected manually for a number of coun-
ties. Each country will have several sites in the dataset. The above characteristics
will help us generate data for decision factors at Table 3.1.
3.1.1 Why Data Generation?
There is a lack of industrial data publicaly available for GSD projects. In this
work, we systematically collect some initial data manually and use that to system-
atically generate the dataset for the machine learning algorithms. This is common
in GSD as other researches as other researchers, e.i Lamersdorf [11], have used
hypothetical data for their work.
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3.1.2 Initial Data Factors
In this section, we present our method to generate the data. First, Some initial
data factors are collected as shown at table 3.2. Second, the data set is generated
using the initial data factors. The data collection process is described below.
Country Population
The population is obtained for each country [40] in the dataset. (We consider that
the maximum population is 200 million for a countries having population more
than that number).
Time Zone
The time zone is found for the country. If the country has cites with different
time zone, the maximum and minimum time zone is found for that country.
The range between max and min time zone is used in time zone generation per
site as discussed in section 3.1.3.
Country Advancement Level
One characteristic of the country is the advancement level. Each country is clas-
sified into one of three advancement levels, i.e developed countries, developing
countries and least developing countries.
19
The Min. Wage
The Min. Wage for each country is obtained [41] ( There is almost no information
available about Max. Wages. However, the wages per country help us to estimate
the cost at the remote site).
3.1.3 Data Generation Results
In this sub-setion, we present the data generation results. We generated more than
500 company record. Figure 3.2 describes the data generation process, where time
zone, advancement level, and wages are collected. After that, they are used to
generate the dataset.
Figure 3.2: Data Generation Process
The description of the dataset is shown in Table 3.3.
Data Set Description Number
Countries 30
Companies 506
Recommended Companies 239
Non-Recommended Companies 267
Table 3.3: Data Set Description
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The description of how the data factors are generated is as follows:
Number of Companies per country
For each country, there is a number of companies. Countries have different number
of companies based on the population of the country and the advancement
level.
Number of Companies =
∑n
k=1(a% ∗ P ∗ b% ∗ AL ∗R(c, d))
 n is number of countries.
 P is population, AL is AdvancementLevel, and R is a random number.
 a,b,c,d are constants obtained experimentally to produce realistic data.
Table 5.4 and Table 5.5 to describes two examples.
Country Germany
Population 80 million
Developed Level 3
Number of Companie 28
Table 3.4: Example 1 for Number of Companies per Country
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Country Sudan
Population 37 million
Developed Level 1
Number of Companies 2
Table 3.5: Example 2 for Number of Companies per Country
The Cost
The cost is an estimate of the cost at one site. The scale is in dollar. The cost
factor is based on the advancement level and the country Min. Wage as
follows:
Cost =
∑n
k=1(AL ∗ (C ∗Mw) ∗R)
 n is number of companies in a country.
 AL is the AdvancementLevel.
 C is constant because Min.Wage is the least paid wage.
 MW is the Minimum wage.
 R is a random number between 0 and 1. that provides variety in wages
among different sites in one country.
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The CMMI
The Capability Maturity Model (CMMI) is a process improvement training re-
quired in software development contracts. It is claimed to be used to guide process
improvement across a project, division, or an entire organization. [39]. We use
the CMMI as a representation of the quality that the client company will provide
for us and so we do not use the term quality because it is quite general.
The CMMI level ranges from 1 to 5. In our work, we assume that a site from
a higher advancement level country has a higher CMMI level as shown at table
3.6.
CMMI Level Least-Developing
countries
Developing
Countries
Developed
Countries
CMMI 1 30% 5% 5%
CMMI 2 30% 30% 5%
CMMI 3 30% 30% 50%
CMMI 4 5% 30% 20%
CMMI 5 5% 5% 20%
Table 3.6: CMMI distribution for countries
Time Zone Difference
We know that some big countries have cities with different time zones. So, the
time zone maximum and minimum for such those countries is collected. Now,
to estimate the time zone for a given city in that country, a random number is
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generated in between minimum and maximum time zone and it is considered as
the time zone for that city.
In example See at Table 3.7, the maximum time zone for Australia is UTC+11,
and the minimum time zone is UTC+5. The generated time zone for a given city
in Australia is UTC+6 which is in between UTC+5 and UTC+11.
The same idea is presented for Canada country at Table 3.8.
Country Australia
Max time zone UTC+11
Min time zone UTC+5
Generated time zone for a site UTC+6
Table 3.7: Example 1 of time zone generation for a site
Country Canada
Max time zone UTC-3
Min time zone UTC-8
Generated time zone for a site UTC-5
Table 3.8: Example 2 of time zone generation for a site
Now, the time difference with respect with Home site is calculated (in this
research, UTC+3 is considered as the time zone for our home site). In example
at Table 3.9, The time zone difference between the site (MB1 company) and our
site is 9 hours.
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Country Canada
Company Name MB1
Generated Time Zone UTC-6
Time Difference with Home Site 9 hour
Table 3.9: Example 1 of time zone difference calculation for a site
Country Brazil
Company Name VU9
Generated Time Zone UTC-4
Time Difference with Home Site 7 hour
Table 3.10: Example 2 of time zone difference calculation for a site
The Data Class and Preprocessing
The sites at the dataset are classified as either 0 or 1. That is, the site achieving
the average value of all training factors is classified as class 1, otherwise as class
0. The class 1 means that the site is recommended whereas class 0 means that
the site is not recommended.
Now, the class is added to all generated companies records. After that, we
added some noise to the data to avoid perfect learning because the class decision
is clear. The purpose of the noise is to simulate real data. Figure 3.3 displays the
ratio of noise on original data.
The added noise is the normal distribution noise (Gaussian Noise [42]). The
reason behind selecting this type of noise is that the Cost and the CMMI factors
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are already assumed to be values that are normally distributed. That is, most
of sites have CMMI around 2-4 level out of 1-5 range in level. Also, most sites
are assumed to be asking for average price. However, for time-zone difference, no
noise is added because its values are derived from real time zones.
Figure 3.3: Gaussian Noise added to the Data
d
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3.2 Phase 2: Model Training & Site Selection
Process
As part of this work, the task allocation model first predicts the fit sites. To
achieve that, first the model is trained and the training process is presented in
this section. After that, the model becomes ready to predict fit sites.
The classification algorithms used to predict the fit sites are the ANN and
KNN classification [43, 36]. We also do evaluation and compare performance of
both machine learning techniques as described at Figure 3.4.
Figure 3.4: The Site Selection Workflow
The amount of data used for training the model is 80% of the dataset, whereas
20% of the data is used for testing. The cross-validation is used. The best model
will be decided based on the high accuracy.
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3.2.1 Artificial Neural Networks
The first prediction we include in our model is the Artificial Neural Networks
(ANN). It is a machine learning technique that has learning abilities, and it is
helpful in solving problems with uncertain conditions. ANN is constructed from a
neuron processing elements. The elements are connected by a network of connec-
tions where each connection is assigned a weight. Furthermore, ANN is used as
a classifier. A classifier propagates input vectors to output vectors. The network
learns the input along with their output values. Once the network has learned, it
can be used as a predictor for future data. [43]. Software engineers have taken
the advantage of ANN to solve some problems such as defect prediction [44] and
development effort estimation [35].
We use the data set that we described in 3.1 section as an input for the neural
networks model.
3.2.2 K-Nearest Neighbors Classification
The second prediction model we include in our model is the K-Nearest Neighbors
Classification. It is a classification algorithm where it classifies data into some
classes. For each example in the data set, the k closest members are specified.
A Euclidean Distance measure is used to calculate how close each member of
the training set is to the target row that is being examined [36]. The data set
that we generate will be used as an input to this classification algorithm. This
algorithm will output two classes that is either recommended site or not to assign
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a breakdown task to.
3.2.3 Results and Evaluation
In this section, the accuracy of the techniques is investigated, that considers ratio
of true classified over misclassified data. MATLAB R2012b is used to simulate
the proposed task allocation decision model.
A feed-forward ANN with 3 inputs, one hidden layer and 1 output layer is used.
The sigmoid function is used as an activation function for the ANN. The ANN
parameters and the number of neurons are optimized. As a controlled experiment,
at each time there is only one parameter is variable whereas other parameters are
fixed. Figure 3.5 to shows the optimum number of neurons for the hidden layer
of the ANN. The graph shows that the number of neurons approaches 13, the
model gives the highest accuracy 96.91% and minimized error rate 3.09%. While
increasing the number of neurons over than 13, the neural network starts over-
fitting being producing poor predictive performance. So for this problem that we
solve, 13 hidden neurons maximizes the ANN prediction accuracy.
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Figure 3.5: Number of Neurons Variations and Accuracy for ANN
For the KNN classification, two parameters are variable, the distance and k.
So that first, the k is set variable and the distance fixed. Second, the distance is
set variable and k is fixed. Figure 3.6 illustrates the progress of accuracy so that
the KNN classifier produces the best accuracy at k =2.
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Figure 3.6: Monitoring KNN performance while K is variable
On the other hand, distances induced in this study are Euclidean, City block,
Chebychev and MinKowski. They almost produce the similar accuracies while
Euclidean distance produces quite higher accuracy among all other distances as
shown at table 3.12.
KNN Distance Error Rate Accuracy
Euclidean 1.145% 98.855%
Cityblock 1.151% 98.849%
Chebychev 1.161% 98.839%
Minkowski 1.147% 98.853%
Table 3.11: KNN Distance Optimization
The comparison between ANN and KNN, shown at Table 3.13, presents that
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KNN outperformed the ANN with difference around 1.945% in accuracy.
Algorithm Error Rate Accuracy
ANN 3.09% 96.91%
KNN 0.145% 98.855%
Table 3.12: ANN and KNN Performance Comparison
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3.2.4 Site Selection Process
In the previous section, the model training and accuracy measurement were pre-
sented. Now, the decision model is ready to be used for the site selection. In the
site selection process as descried at Fig. 3.6, the project manager provides the
sites. This process predicts the fit-sites.
Figure 3.7: The Site Selection Workflow
Example of the site data is presented at table 3.13, where the data consists of
three decision factors as features, which are the CMMI, the cost, the time zone
difference and finally the site class (0 or 1). Each row in the data is specific
information example about one company. For more details about the data, check
section 3.1.3.
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Site CMMI (1-5) Cost(1-10) Time Differene Class
(wrt Home Site)
FH4 5 6 6 0
QT8 5 7 5 0
ZJ8 3 2.90 1 1
HZ5 2 3.01 5 1
RR8 4 2.62 2 1
Table 3.13: Introducing Company Information
An example of some data at Table 3.14, given by project manager to the
model to make a decision on them. The data is classified and explanations for
that classification is presented below:
 The two first companies in the table are classified as not recommended sites.
One explanation is that they have too high values of cost.
 Company number 3 in the table is classified as recommended and that might
be because of good indicators of CMMI and Cost.
 Company number 4, it is recommended based on its preferred values on cost
and time zone difference.
 Whereas for company number 5, it is recommended based on its excellence
in CMMI and cost although it has small time zone difference. However, this
decision is based on the learning knowledge and similar data that the model
has already seen before.
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Site CMMI (1-5) Cost(1-10) Time Differene Class
(wrt Home Site)
FH4 5 6.02 6 0
QT8 5 7.30 5 0
ZJ8 3 2.90 1 1
HZ5 2 3.01 5 1
RR8 4 2.62 2 1
Table 3.14: Deciding on companies
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3.3 Phase 3: Task Assignment
Software development projects usually include several tasks. In this section, the
method used to assign the project tasks automatically is presented. The output
of the previous phase, the fit sites, is considered as one input in this phase, the
task assignment process as shown at Figure 3.7. The second input is the tasks
by the project manager. The method used is called Simplex algorithm which is
discussed below.
Figure 3.8: Task Assignment to fit sites
3.3.1 Simplex Method
The Simplex Algorithm is a geometric algorithm for linear programming problems
[37]. The algorithm implements constraints to maximize profit or immunize cost.
However, in this research, we use the simplex aglorithm to solve the task
assignment as a special case of the transportation problem. The constrain is
that each task should be assigned to one site. The goal is to provide us with a
systematic task assignment while minimizing the total cost.
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3.3.2 Task Assignment Scenarios
The input to the algorithm are three input variables: the sites, the tasks and the
cost coefficients as follows:
 First, the fit-sites which are predicted by the prediction model at previous
section 3.2.4 (The Site Selection Process).
 Second, the given tasks by the project manager.
 Finally, the man-hour quotes representing the cost coefficients.
The Excel Solver plug-in is used to implement the concept of simplex algorithm
in this research. The method is represented in a table, where rows are tasks and
columns are sites. The cells contain the man-hour cost. Capacity constraint is the
constraint for the sites. The method output is solving the problem by assigning
each task to one site while minimizing the total man-hour quotes. Below are two
simplex examples.
Scenario 1
In this scenario, there are 4 sites, and 4 tasks. The man-hour quotes are in the
table as shown at Table 3.15.
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Tasks , Sites Site 1 Site 2 Site 3 Site 4 Total
Task 1 69 63 41 40 1 site
Task 2 110 125 120 130 1 site
Task 3 98 86 94 88 1 site
Task 4 165 143 140 177 1 site
Tasks Assigned 1 task 1 task 1 task 1 task 4 tasks
Cost Assigned 110 hrs 86 hrs 140 hrs 40 hrs 376 hrs
Table 3.15: Tasks Assignment Scenario 1.
The method results at Table 3.15 displays that:
 Site 1 is assigned Task 2.
 Site 2 is assigned Task 3.
 Site 3 is assigned Task 4.
 Site 4 is assigned Task 1.
The minimum cost of assigning all tasks is 376 man-hour.
Scenario 2
In this second scenario, there are 4 sites, and 6 tasks. The man-hour quotes are in
the table cells as shown at Table 3.16 This scenario demonstrates more solutions:
 The algorithm, in this scenario, does task assignment while the tasks are
more than sites. It does not leave any tasks unassigned.
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 The algorithm, in this scenario, includes constraints. For example, site 2,
Site X, can to take up to 2 tasks only.
Sites → FH4 site Site 2 Site 3 Site 4 Total
Constraint → 1 task 2 task 5 task 1 task 9 task
Task 1 77 85 95 70 1 site
Task 2 120 105 114 102 1 site
Task 3 102 116 111 105 1 site
Task 4 28 27 31 37 1 site
Task 5 97 108 100 91 1 site
Task 6 87 74 90 78 1 site
Tasks Assigned 1 task 2 tasks 2 tasks 1 task 6 tasks
Cost Assigned 102 hrs 179 hrs 131 hrs 70 hrs 482 hrs
Table 3.16: Tasks Assignment
The method results at Table 3.16 displays that:
 Site 1 is assigned Task 3.
 Site 2 is assigned Task 2 & 6.
 Site 3 is assigned Task 4 & 5.
 Site 4 is assigned Task 1.
The minimum cost of assigning all tasks is 482 man-hour.
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CHAPTER 4
THE CASE STUDY
We discussed the prediction models and the task assignment algorithm in the
previous chapter. In this chapter, we present a real case study that is conducted
in the decision model.
4.1 Project Manager Requirements
The case study is at the Architectural department at KFUPM. They want to
develop an application that fulfills some requirements at the department. They
want to use the GSD concept and know the best-fit sites to assign the development
tasks to them. Furthermore, they need the model to predict fit sites and assign
tasks to them.
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4.2 The Case Study Workflow
The workflow of this case study is described at Figure 4.1. The process passes
through several steps as following:
 First, we recieved the sites and tasks from the project manager along with
the man-hours quotes.
 Second, the optimum sites are predicted, and they are consumed by the
simplex algorithm as input along with the tasks.
 Lastly, the Simplex algorithm assigns the tasks to the sites.
Figure 4.1: Workflow for Site Prediction and Tasks Assignment
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4.3 The Sites
The description of the given sites is on table 4.1. It shows sites data: the CMMI
level, the cost scheme and the time zone differences.
In this case study, there are 7 sites on the table. Theses sites will be optimized
by our model to produce the fit sites.
No. Company CMMI Cost Time Differene
( wrt to home site)
1 Poland 2 4.91 1
2 China 5 3.01 2
3 United States 4 5.52 6
4 Canada 4 2.19 5
5 China 5 7.39 5
6 United Kingdom 1 5.32 3
7 India 4 4.57 3
Table 4.1: Given Sites Data
g
4.4 The Tasks
The given tasks are 30 tasks as shown at Table 4.2. We assume that these tasks
are independent.
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No. Task Name China U.S Canada India
1 Source node 69 63 41 60
2 User profile 140 125 135 130
3 Architect profile 98 125 94 98
4 Import SimaPro style data
files
165 162 154 177
5 Import excel style data files 39 35 47 50
6 Import openLCA style data
files
94 84 83 75
7 File type conversions 104 100 118 118
8 Create life cycle assessment
flows
105 86 111 104
9 Define life cycle assessment
processes
36 25 27 33
10 Complete life cycle assess-
ment work flows
105 97 109 93
11 LCA screen layouts 94 85 95 87
12 LCA database implementa-
tion
49 53 53 52
13 LCA business logic and
database integration
70 60 53 58
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14 Import LCA standard
methods
159 183 183 179
15 Sequential inventory calcu-
lation feature
145 129 114 137
16 Uncertainty calculation fea-
ture
129 139 124 136
17 Characterization feature 145 133 148 151
18 Environmental damage as-
sessment feature
241 180 240 232
19 Normalization feature 191 181 194 209
20 Energy modeling assess-
ment feature
162 168 168 181
21 Group analysis 299 297 276 295
22 Standard analysis 228 243 269 236
23 Graphics based analysis 264 231 215 273
24 Spread sheet based analysis 329 327 314 307
25 Export SimaPro analysis
form
358 360 368 354
26 Export openLCA analysis
form
372 394 374 399
27 Export excel analysis form 335 315 343 344
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28 Export text analysis form 306 307 308 310
29 LCA forms integration 316 323 319 304
30 Important construction
products
309 309 304 310
Table 4.2: Given Tasks
4.5 Case Study Results
In this sub-section, Table 4.3 displays the optimum sites. It is 4 out of 7 given sites
that are recommended by our model. They are China, United States, Canada and
India.
No. Company CMMI Cost Time Differene
( wrt to home site)
1 China 5 3.01 2
2 United States 4 5.52 6
3 Canada 4 2.19 5
4 India 4 4.57 3
Table 4.3: Predicted Optimum Sites
Nex, the Simplex Algorithm uses those optimum sites and the task. Table 4.4
presents the simplex algorithm, where the columns are sites, rows are tasks, and
the table’s cell values are the man-hours required for each task. The algorithm
assigns the tasks to sites while minimizing the man-hours total cost.
45
Site Name → China U.S. Canada India Total
Constraint → 5 task 6 task 4 tasks 15 task 30
Task 1: Source node 69 63 41 60 1 site
Task 2: User profile 140 125 135 130 1 site
Task 3: Architect profile 98 125 94 98 1 site
Task 4: Import SimaPro style data
files
165 162 154 177 1 site
Task 5: Import excel style data files 39 35 47 50 1 site
Task 6: Import openLCA style
data files
94 84 83 75 1 site
Task 7: File type conversions 104 100 118 118 1 site
Task 8: Create life cycle assessment
flows
105 86 111 104 1 site
Task 9: Define life cycle assessment
processes
36 25 27 33 1 site
Task 10: Complete life cycle assess-
ment work flows
105 97 109 93 1 site
Task 11: LCA screen layouts 94 85 95 87 1 site
Task 12: LCA database imple-
mentation
49 53 53 52 1 site
Task 13: LCA business logic and
database integration
70 60 53 58 1 site
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Task 14: Import LCA standard
methods
159 183 183 179 1 site
Task 15: Sequential inventory cal-
culation feature
145 129 114 137 1 site
Task 16: Uncertainty calculation
feature
129 139 124 136 1 site
Task 17: Characterization feature 145 133 148 151 1 site
Task 18: Environmental damage
assessment feature
241 180 240 232 1 site
Task 19: Normalization feature 191 181 194 209 1 site
Task 20: Energy modeling assess-
ment feature
162 168 168 181 1 site
Task 21: Group analysis 299 297 276 295 1 site
Task 22: Standard analysis 228 243 269 236 1 site
Task 23: Graphics based analysis 264 231 215 273 1 site
Task 24: Spread sheet based anal-
ysis
329 327 314 307 1 site
Task 25: Export SimaPro analysis
form
358 360 368 354 1 site
Task 26: Export openLCA analysis
form
372 394 374 399 1 site
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Task 27 : Export excel analysis
form
335 315 343 344 1 site
Task 28 : Export text analysis
form
306 307 308 310 1 site
Task 29 : LCA forms integration 316 323 319 304 1 site
Task 30 : Important construction
products
309 309 304 310 1 site
Table 4.4: Given Tasks
The same Table 4.4 displays the results of the assignment. In that table,
the values that are highlighted represent the assignment of a task to a site. For
example, China is assigned 6 sites. United States is assigned 12 tasks. Canada is
assigned 7 tasks and India is assigned 5 tasks. The minimum assignment cost in
terms of man-hours, is 5124 hour.
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CHAPTER 5
DISCUSSION
In this section, some additional characteristics of the methodology is outlined that
make it more attractive for practical use compared with the current techniques
for making task allocation decisions.
 Multi-Factor Support: Unlike some existing methods that consider only
single purpose. Our model considers multiple factors where most existing
models focus on cost or dependencies only [28, 27, 19]. Moreover, Setamanit,
et al.’s model [25] considered task dependencies only. Also, Mockus and
Weiss [18], is allocating work items based on their modularity. Madachy,
Ray [29] based his model on the cost for work distribution. Jabangwe,
R. and Smite, D. [30] discussed different stratifies that affect the eventual
product quality as that considering the quality factor for decision. Other
factors are not fulfilled.
Our approach considers multiple factors Cost, CMMI level, and Time Zone
differences.
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 Systematic Decision: Some existing models are not making task alloca-
tion decisions systematically. Beecham et al. [16]’s method gives general
statement or recommendations to project managers with an aim to facili-
tate appropriate site selection that best meets business needs of the project.
Wickramaarachchi and Lai [10] identify work-specific characteristics, rela-
tion between the work phases, dependency between sites and the site-specific
characteristics. Decision is made by putting all into one formula and to that
for each site manually.
Our model uses well-established machine learning techniques, with enough
accuracy in predictions that provides a systematic decision for the project
manager.
 Scalability:
The techniques used in this approach for site selection decision is based on
machine learning, where it can make prediction based on large number of
factors [45]. That is important because factors for making task allocation
are increasing [19]. Example of those factors are: Collaboration Maturity,
Reliability, Expertise, Proximity to client, Personal trust/contacts, Proxim-
ity to market, Availability, Development quality, Preparation at site and
Political Decisions.
 Criteria Definition: There should be more research, surveys and inter-
views with professionals that are focusing on enhancing the decision factors
definition.
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 Single Scale: Task assignment, based on Simplex algorithm. The al-
gorithm decides on either hours or dollar scales, but not together. Other
algorithms need to be investigated to deal with multiple scales together.
 Special Cases: This is general case where we optimize the sites based on
all decision factors. A project manager might still need to optimize three
factors but giving priority to one or tow of them which is not achieved in
our case.
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CHAPTER 6
CONCLUSION, FUTURE
WORK & APPENDICES
6.1 Conclusion
Today, more and more companies are using the concept of global software de-
velopment. As a result of the technology advancement we observe today, GSD
became more popular because of the improvement of Internet communication and
software development technologies. In the other hand, companies that provide
global software development services are increasing also around the world.
Some of benefits of adopting GSD is accessing highly qualified people around
the world, working almost 24/7 or achieving follow-the-sun concept and looking
for lower development wages at some countries. In this search, a task allocation
decision model in global software development is introduced. This research con-
siders those decision factors and introduces a novel idea of predicting suitable
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companies to assign tasks to. The mode is based using machine learning tech-
niques, the ANN and KNN. Both techniques are trained and tested on the data
and the results stated that the KNN outperformed the ANN. This provides the
flexibility for professionals to select the appropriate algorithm for specific prob-
lems. The model is also supported by a systematic task assignment part which
allow tasks to be assigned automatically to sites.
Actually collecting real data needs huge efforts and travel to reach global sites.
However, the model will need more R&D to collect real data and apply them to
it.
6.2 Future Work
 In future, we plan to validate our model on various data sets.
 Our approach is conducted on systematically generated data. We plan to
collect real data from industry.
 The task dependency is and additional solution that we plan to research
more on it, and adopt it to our model.
 Do more research on how can we allow the model to give priority to some
decision factors based on project manager requirements.
 The model helps professionals to decide on multiple factors. But still we
plan to produce other versions of the model to deal with single factors based
on project managers requirements.
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 Task assignment considers site capacity constraint. In future, we plan to
express more constraints by project manager.
6.3 REFERENCES
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6.4 Appendix A: The DataSet
This appendix contains the data collected for this study. The initial data are:
Max time zone, Min time zone, population (in Millions), Min Wage and Advance-
ment Level. The generated data are: The number of companies, the company
names, the site time zone, and the company size. Those data are all involoved
in generating the decision factor data in this table, the Cost, the CMMI, and the
Time Zone Differences.
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