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Nous nous inte´ressons par le proble`me de la se´mantique des mises a` jour et de la cohe´rence des bases de
donne´es dans diffe´rents contextes comme les documents XML et les services web. En effet, des difficulte´s
particulie`res sont a` pre´voir lors de la mise a` jour d’une base ayant des contraintes a` respecter, car, des
donne´es originalement cohe´rentes par rapport aux contraintes peuvent devenir incohe´rentes suite aux
mises a` jour.
Dans une premie`re partie de notre travail, nous conside´rons la mise a` jour et le maintien de la
cohe´rence d’une base de donne´es XML par rapport au type (ou sche´ma) ainsi que par rapport aux
contraintes d’inte´grite´. Nous abordons ce proble`me de diffe´rentes manie`res. Tout d’abord, nous proposons
une proce´dure de validation incre´mentale par rapport aux contraintes, e´vitant de revalider les parties du
document qui n’ont pas e´te´ touche´es par les mises a` jour. Cette approche traite aussi bien le cas des
contraintes de sche´ma que le cas des contraintes d’inte´grite´. Dans ce cadre, les listes de mises a` jour qui
violent la validite´ sont rejete´es.
Quand la validation incre´mentale e´choue, c’est-a`-dire, quand une mise a` jour viole le type, deux
propositions de traitement sont faites : (A) Une routine de correction est active´e pour adapter le document
XML au type tout en prenant en compte la mise a` jour. La mise a` jour a donc une priorite´ par rapport
aux donne´es de´ja` stocke´es. (B) Une routine propose une adaptation du type du document, de fac¸on a`
accepter le document mis a` jour en pre´servant la validite´ des autres documents originalement valides et
non soumis a` la mise a` jour. Dans ce cas, la mise a` jour est prioritaire et les contraintes peuvent eˆtre
modifie´es.
Une deuxie`me partie du travail conside`re la construction d’une plate-forme d’aide a` la spe´cification, a`
l’imple´mentation et a` la manipulation de services. L’ide´e de pouvoir spe´cifier et modifier des compositions
de services nous a amene´ a` la de´finition du langage PEWS (Path Expressions for Web Services), ayant
une se´mantique formelle bien de´finie et permettant la spe´cification du comportement des interfaces des
services web simples ou compose´s. Pour pouvoir tester statiquement des proprie´te´s lie´es a` la composition
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Les ope´rations de mises a` jour sont fondamentales dans un syste`me de bases de donne´es, permettant
des changements sur la base. Des difficulte´s particulie`res sont a` pre´voir lors de la mise a` jour d’une base
ayant des contraintes a` respecter, car, des donne´es originalement cohe´rentes par rapport aux contraintes
peuvent devenir incohe´rentes suite aux mises a` jour. Ce proble`me a e´te´ largement discute´ dans le cadre
du mode`le relationnel et diffe´rentes solutions sont envisageables.
Ainsi, le proble`me de la mise a` jour d’une base de donne´es revient au proble`me plus ge´ne´ral de mettre
a` jour une the´orie logique (voir, par exemple, [FUV83, Win90]). La question qui se pose alors est :
e´tant donne´e une the´orie T du premier ordre et conside´rant que de nouvelles informations sur T arrivent,
comment trouver une nouvelle the´orie T ′ prenant en compte ces nouvelles informations. Malheureusement,
en ge´ne´ral, la logique classique n’est pas assez puissante pour exprimer la se´mantique des mises a` jour
et il n’existe pas une de´finition pre´cise d’une se´mantique de mise a` jour inde´pendante de l’application.
Plusieurs se´mantiques ont donc e´te´ propose´es.
Dans une approche traditionnelle, les mises a` jour capables de violer la cohe´rence de la base par rapport
aux contraintes sont conside´re´es comme ille´gales et sont refuse´es. Ne´anmoins, les donne´es contenues dans
des mises a` jour sont les informations les plus re´centes qu’un utilisateur peut fournir et peuvent, dans
certaines circonstances, eˆtre conside´re´es comme prioritaires par rapport aux informations de´ja` stocke´es
dans la base. Il devient alors possible de changer les informations stocke´es, pour pouvoir accepter la mise
a` jour tout en gardant la cohe´rence de la base. Il reste encore a` savoir quel type d’information nous
pouvons changer, en e´tablissant, par exemple, des droits concernant les changements sur les donne´es et
les changements sur les contraintes elles meˆmes ([FUV83]).
Ces questions, concernant les diffe´rentes approches de la mise a` jour des bases de donne´es, e´taient de´ja`
conside´re´es dans ma the`se de doctorat ([Hal96])1 ou` j’ai travaille´ sur les mises a` jour des bases de donne´es
de´ductives. Les mises a` jour devaient eˆtre traite´es en pre´servant la cohe´rence de la base de donne´es tout
en donnant la priorite´ aux nouvelles informations, c’est-a`-dire, en supprimant des faits de´ja` stocke´s pour
permettre l’insertion des nouveaux faits.
Dans ce cadre, nous avons propose´ une approche de base de donne´es Datalog avec des re`gles de mise
a` jour (capables de de´crire les effets de bord des mises a` jour) et re`gles de requeˆtes (re`gles classiques
Datalogneg permettant de de´duire des faits a` partir de ceux stocke´s explicitement dans la base). La
se´mantique de la base de donne´es e´tait fonde´e sur une logique a` trois valeurs (un fait pouvant eˆtre vrai,
faux ou inconnu) et e´tait calcule´e en conside´rant que les re`gles de mise a` jour avaient priorite´ sur les
re`gles de requeˆte : les re`gles de mise a` jour pouvant engendrer des exceptions aux re`gles de requeˆte. Une
mise a` jour n’e´tait jamais refuse´e, mais elle de´clenchait des re`gles de mise a` jour afin de de´terminer les
changements ne´cessaires pour que la mise a` jour soit effectue´e ([HLS98]).
Dans la suite de mes recherches j’ai continue´ a` m’inte´resser au proble`me de la se´mantique des mises a`
jour et de la cohe´rence des bases de donne´es dans des cadres tre`s diffe´rents comme les bases de donne´es
temporelles, les documents XML et, plus re´cemment, les services web.
1The`se soutenue a` l’Universite´ de Paris Sud (XI), sous la direction de Nicolas Spyratos et le co-encadrement de Dominique
Laurent.
1
Du point de vue des bases de donne´es, XML propose un mode`le hie´rarchique, ou` les donne´es sont
repre´sente´es sous la forme d’un arbre avec des nœuds e´tiquete´s et fait ainsi partie des mode`les de donne´es
semi-structure´es ([ABS00]). La flexibilite´ de XML a ouvert diffe´rentes voies pour la cre´ation de services
d’interrogation de donne´es sur le web. Contrairement aux mode`les de donne´es classiques (notamment
le mode`le relationnel), les mode`les de donne´es semi-structure´es assouplissent la se´paration entre sche´ma
et donne´es en proposant une repre´sentation unique. Le standard XML n’oblige pas la spe´cification d’un
sche´ma ou type d’un document, mais cela s’ave`re, en ge´ne´ral, tre`s utile pour l’interrogation et l’e´change
de documents.
La mise a` jour des documents XML nous permet de replacer plusieurs questions concernant la main-
tenance de la cohe´rence de la base vis a` vis des contraintes. En effet, les contextes d’utilisation de XML
sont habituellement tre`s dynamiques et le type (ou sche´ma) peut eˆtre vu d’une manie`re plus flexible que
celle adopte´e dans le mode`le relationnel. Le sche´ma XML est fre´quemment sujet a` des transformations
pour s’adapter a` de nouvelles demandes et de nouvelles fonctionnalite´s.
C’est donc dans ce nouveau cadre que je me suis penche´e (a` nouveau) sur les questions des mises a`
jour. Nos travaux ont commence´ par la de´finition des primitives de mises a` jour et la proposition d’une
me´thode pour la validation incre´mentale par rapport aux contraintes de type. E´tant donne´e une liste
de mises a` jour sur un document initialement valide par rapport a` un type, notre algorithme indique si
les mises a` jour violent cette validite´. Dans nos travaux, nous avons conside´re´ trois diffe´rentes fac¸ons de
traiter ce proble`me :
1. En suivant une solution traditionnelle, l’algorithme de validation incre´mentale conside`re les listes
de mises a` jour et rejette celles qui violent la validite´.
2. Quand l’algorithme de validation incre´mentale e´choue, c’est-a`-dire, quand il de´termine qu’une mise
a` jour demande´e viole le type, une routine de correction est active´e pour adapter le document XML
au type (par exemple en inse´rant ou en supprimant des e´le´ments autres que ceux demande´s par la
mise a` jour) tout en prenant en compte la mise a` jour. Autrement dit, pour accepter une mise a` jour
en pre´servant la validite´ du document par rapport au type, cette approche propose des changements
sur les donne´es stocke´es2. La mise a` jour a donc une priorite´ par rapport aux donne´es de´ja` stocke´es.
3. Quand l’algorithme de validation incre´mentale e´choue, une routine propose une adaptation du
type du document, de fac¸on a` accepter le document mis a` jour en pre´servant la validite´ des autres
documents originalement valides et non soumis a` la mise a` jour. Dans ce cas, un e´chec de l’algorithme
de validation incre´mentale est vu comme une demande d’un utilisateur spe´cialiste dans son domaine
d’application qui souhaite changer les contraintes de sche´ma. La mise a` jour est prioritaire et les
contraintes peuvent eˆtre modifie´es.
En plus des contraintes de type nous avons aussi conside´re´ la validation incre´mentale par rapport aux
contraintes d’inte´grite´ (cle´s, de´pendances fonctionnelles, entre autres). Dans ce cas, pour l’instant, nous
restons dans une approche classique ou` les mises a` jour capables de violer la validite´ sont refuse´es.
Les mises a` jour ont e´te´, d’une certaine manie`re, le moteur de mon inte´reˆt pour les services web.
En effet, les services web sont des logiciels autonomes, accessibles via Internet, et sont typiquement
conc¸us pour participer a` des applications compose´es ou` l’interaction avec d’autres services est ne´cessaire.
L’ide´e ge´ne´rale est donc de construire une plate-forme d’aide a` la spe´cification, a` l’imple´mentation et a`
la manipulation de services. A` partir d’une bibliothe`que de services, l’utilisateur peut spe´cifier un service
compose´, faire des ve´rifications sur sa composition et ensuite, e´ventuellement, faire des changements, par
exemple, en remplac¸ant un service de la composition par un autre. Ainsi, l’ide´e de pouvoir spe´cifier et
modifier des compositions de services nous a amene´ a` la de´finition du langage PEWS (Path Expression for
Web Services), ayant une se´mantique formelle bien de´finie et permettant la spe´cification du comportement
des interfaces des services web simples ou compose´s. La plate-forme mentionne´e ci-dessus est un but a`
long terme, mais nous avons de´ja` imple´mente´ des algorithmes permettant la ve´rification de la correction
d’une composition.
Ainsi, la mise a` jour et la maintenance de la cohe´rence d’une base de donne´es par rapport a` diffe´rents
types de contraintes est encore un sujet d’actualite´ qui se pre´sente de diffe´rentes manie`res, dans des
2Il est important de remarquer que , ici, le terme donne´es fait re´fe´rence aux nœuds de l’arbre XML, c’est-a`-dire, les
donne´es de´finissant la structure du document. Il ne s’agit donc pas des valeurs associe´es aux e´le´ments ou attributs XML,
mais des e´le´ments et des attributs eux meˆmes.
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contextes tre`s varie´s. Mes travaux sont de modestes collaborations dans ce cadre. Plusieurs perspectives
restent ouvertes notamment lorsqu’on conside`re des contraintes plus complexes. Conside´rer les particu-
larite´s de chaque contexte en apportant l’expe´rience d’autres sce´narios est un de´fi et une motivation qui,
je crois, sont a` la base du de´veloppement scientifique.
1.1 Les contributions
A` mon arrive´e a` l’e´quipe BdTln (Base de donne´es et Traitement des langues naturels) du LI, Campus
Blois de l’Universite´ Franc¸ois Rabelais de Tours, j’ai travaille´ sur les entrepoˆts de donne´es (ces travaux
sont re´sume´s dans ce chapitre mais ne seront pas traite´s dans ce me´moire), pour ensuite entamer des
recherches dans le domaine de XML et services web. Un re´sume´ des re´sultats obtenus dans chacun de ces
travaux est propose´ dans la suite.
1.1.1 Les aspects dynamiques des documents XML
Nous conside´rons le proble`me de la validation incre´mentale par rapport aux contraintes structurelles
(appele´es type ou contraintes de sche´ma) et aux contraintes d’inte´grite´ (concernant la se´mantique des
donne´es). Les contraintes de sche´ma sont exprime´es par une grammaire d’arbre alors que les contraintes
d’inte´grite´ sont exprime´es par une grammaire d’attribut qui ajoute des re`gles se´mantiques aux grammaires
de sche´ma.
Validation incre´mentale des documents XML par rapport aux contraintes de sche´ma et aux
contraintes d’inte´grite´
Notre me´thode concerne la validation incre´mentale d’un document soumis a` une suite de mises a` jour.
Cette validation est fonde´e sur l’exe´cution d’un automate d’arbres et consiste a` ve´rifier s’il respecte les
contraintes e´tablies. La mise a` jour d’un document XML pre´suppose la non violation des contraintes.
Au lieu de faire, a` chaque mise a` jour envisage´e, une validation inte´grale (from scratch), nous proposons
une me´thode de validation incre´mentale (c’est-a`-dire, les tests sont effectue´s seulement sur la partie du
document affecte´e par la mise a` jour) capable de traiter des mises a` jour multiples (et non une seule a`
la fois). La question de la validation incre´mentale a e´te´ aborde´e principalement dans le cadre de deux
doctorats sous mon encadrement scientifique a` 45%.
– La the`se d’Ahmed Cheriat conside`re la validation incre´mentale par rapport au type. Cette me´thode
parcourt l’arbre XML en meˆme temps qu’une liste de mises a` jour L. A` chaque position p concerne´e
par une mise a` jour u ∈ L, l’algorithme simule l’exe´cution de u et continue son parcours. Des tests
de validation sont de´clenche´s seulement sur les anceˆtres de p.
– La the`se de Maria Adriana Vidigal de Lima (ex Abra˜o) concerne la validation incre´mentale par
rapport aux contraintes d’inte´grite´. Cet algorithme de validation suit le meˆme raisonnement ge´ne´ral
du validateur de contraintes de sche´ma, mais de´clenche des proce´dures de tests plus complique´es.
Cette validation utilise une grammaire d’attribut pour raisonner et comparer les valeurs associe´es
aux feuilles des arbres XML. Ces travaux introduisent aussi un formalisme homoge`ne pour exprimer
les diffe´rents types de contraintes d’inte´grite´. A` partir de ce formalisme il nous est possible, en
utilisant les grammaires d’attribut, de ve´rifier diffe´rents types de contraintes.
La plupart des outils de manipulation des documents XML ne posse`dent pas de routine pour la vali-
dation incre´mentale. Nos algorithmes ont e´te´ teste´s par rapport a` des outils de validation inte´grale (from
scratch) et sont ge´ne´ralement plus efficaces.
Dans [BDHL03] nous avons introduit une me´thode de validation from scratch permettant de traiter
les attributs et les e´le´ments d’un document XML. Ensuite, nous avons commence´ a` traiter le cas de la
validation incre´mentale par rapport aux sche´mas type DTD ([BH03]). Dans [BHM03] nous avons e´tendu
nos automates d’arbre pour pouvoir valider un document XML par rapport aux cle´s. La validation incre´-
mentale par rapport aux cle´s et cle´s e´trange`res est pre´sente´e dans [ABH+04]. Dans ces premiers travaux,
seulement les mises a` jour simples e´taient conside´re´es. Une version comple`te de notre me´thode de vali-
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dation incre´mentale par rapport aux contraintes d’inte´grite´ et aux contraintes de sche´ma (en conside´rant
diffe´rents types de langage de sche´ma), sous des mises a` jour multiples est publie´e dans [BCH+07]. Un
article de synthe`se pre´sentant diffe´rentes contraintes d’inte´grite´ en XML via une syntaxe homoge`ne est
en cours d’e´valuation [BHL07].
Correction des documents XML inte´gre´e a` la validation incre´mentale
Ces travaux introduisent une me´thode qui, au lieu de refuser les mises a` jour qui invalident un docu-
ment initialement valide (par rapport au type) propose des corrections sur ce document. La me´thode de
correction a e´te´ de´veloppe´e en deux e´tapes.
Dans un premier temps nous nous sommes restreints a` un document tre`s simple compose´ d’une racine
et de ses fils. La correction du document correspond ainsi a` la correction d’un mot (compose´ par la
concate´nation des e´tiquettes associe´es aux fils de la racine) par rapport a une grammaire (l’expression
re´gulie`re repre´sentant la contrainte de sche´ma associe´e a` la racine). Soit A un mot valide sur lequel des
mises a` jour sont envisage´es. Soit B le mot invalide re´sultant de la mise a` jour de A. E´tant donne´ un
seuil d’erreur, la correction de B est re´alise´e par la recherche, dans un automate d’e´tats finis, des plus
proches voisins de A et de B (simultane´ment). En de´pit d’une complexite´ exponentielle dans le pire des
cas, nous avons obtenu de bons re´sultats expe´rimentaux calcule´s sur un large e´chantillon de mots avec des
parame`tres variables (la forme des expressions re´gulie`res, le seuil d’erreur, la taille du mot initialement
valide et le nombre de mises a jour).
L’ide´e de la correction sur un mot a e´te´ e´tendue pour corriger l’arbre (le document XML) par rapport
a` un langage d’arbre (de´fini par le type du document XML). Cet algorithme introduit une me´thode de
correction d’un arbre par rapport a` une grammaire d’ arbre. En fait, e´tant donne´s un langage d’arbre L et
un arbre invalide t 6∈ L, notre algorithme calcule la distance d’e´dition entre t et t′ ∈ L, dans un seuil donne´.
Ce travail a e´te´ mene´ principalement dans le cadre de la the`se d’Ahmed Cheriat dont j’ai assure´
l’encadrement scientifique a` 45%. La the`se d’Ahmed Cheriat a e´te´ soutenue en novembre 2006. Ce travail
a fait objet de deux publications dans des confe´rences internationales ([CSBH05] et [BCHS06b]) et un
article dans une confe´rence nationale ([BCHS06a]).
Aide a` l’e´volution des sche´mas XML
Nous proposons un outil d’aide a` l’e´volution des sche´mas XML pour des utilisateurs non informaticiens
mais spe´cialistes dans un domaine d’application. Un sche´ma XML est de´crit par une grammaire re´gulie`re
d’arbre ou` les expressions re´gulie`res de´finissent le langage (re´gulier) des fils d’un nœud (e´le´ment) dans
un arbre XML. L’e´volution du sche´ma XML correspond ainsi a` l’e´volution des expressions re´gulie`res E.
Notre approche a deux caracte´ristiques principales :
1. L’e´volution de sche´ma est de´clenche´e par une mise a` jour prioritaire sur le document.
2. L’e´volution de sche´ma pre´serve la cohe´rence des documents qui e´taient valides par rapport au
sche´ma original.
Deux versions de cette approche ont e´te´ de´veloppe´es. Une premie`re version ou` les expressions re´gulie`res
sont obtenues par un algorithme (nomme´ GREC) qui change l’automate d’e´tat fini ME associe´ a` chaque
expression E. Une deuxie`me version que nous appelons dGREC, obtient les meˆmes solutions que GREC
en travaillant seulement sur les expressions re´gulie`res, sans passer par la transformation des expressions
re´gulie`res en automates.
Un programme datalog est une autre fac¸on de repre´senter le sche´ma XML. Nous proposons une fonc-
tion de traduction qui engendre un programme datalog monadique a` partir de la spe´cification d’un sche´ma
XML. Ensuite, l’e´volution de ce validateur datalog est assure´ par des algorithmes similaires a` dGREC. La
version datalog offre une vision et une maintenance plus globale du sche´ma, en opposition a` l’e´volution
des expressions re´gulie`res, une a` une, des autres versions.
Ce travail a e´te´ principalement mene´ dans le cadre d’une the`se (D. Duarte) dont j’ai assure´ l’enca-
drement scientifique (40%). La soutenance de cette the`se a eu lieu en juillet 2005. Ces recherches ont fait
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l’objet de deux articles publie´s dans des confe´rences internationales [BDH+04b, BDH+04a]. La version
dGREC ainsi que sa version datalog sont pre´sente´es dans [dHM07]. Une version e´tendue de GREC qui traite
le cas de plusieurs mises a` jour a e´te´ soumise a` un journal international [BDHM07].
1.1.2 Services web compose´s : spe´cifications et ve´rifications
Nous proposons le langage PEWS (Path Expressions for Web Services) de description d’interface des
services web simples et compose´s. Le langage PEWS peut eˆtre vu comme un comple´ment de WSDL
(Web Service Description Langange) [CCMW01]. Les services web simples sont des expressions sur des
ope´rations WSDL alors que les services web compose´s sont des expressions sur des services de´finis par
PEWS.
Pour pouvoir tester statiquement des proprie´te´s lie´es a` la composition des services, nous proposons
l’utilisation de la the´orie des traces, introduite dans [Maz87, Maz95]. Les traces montrent de fac¸on se´-
quentielle le comportement non se´quentiel d’un syste`me concurrent. Ne´anmoins, meˆme si les traces nous
permettent d’exprimer de fac¸on e´le´gante la communication entre services, l’imple´mentation des outils
de ve´rification en utilisant cette the´orie n’est pas tre`s efficace. Les graphes de de´pendances ([Maz95]),
e´quivalents aux traces, ont e´te´ utilise´s pour surmonter cette difficulte´.
Cette recherche est mene´e dans le cadre de la the`se de Cheikh Ba, dont j’assure l’encadrement scien-
tifique (95%), en collaboration avec le BRGM (Bureau de Recherches Ge´ologiques et Minie`res) et avec le
groupe de travail de Martin Musicante (DIMAp, UFRN, Bre´sil). La spe´cification du langage PEWS pour
les services simples a` e´te´ publie´e dans [BHM05] (la version e´tendue de ce papier est dans [BCHM05]).
L’utilisation de la the´orie de traces pour les ve´rifications sur les compositions est propose´e dans [BHM06].
Dans [BH08] nous proposons l’utilisation des graphes de de´pendances pour imple´menter nos ve´rifications.
1.1.3 Maintenance des entrepoˆts de donne´es temporelles
Dans ces travaux, nous proposons une me´thode pour la maintenance incre´mentale des entrepoˆts de
donne´es contenant des vues temporelles sur des sources non temporelles. Pour e´viter le stockage de tout
l’historique des bases sources, notre approche utilise des relations auxiliaires, stocke´es dans l’entrepoˆt.
Une importante contribution de nos recherches est l’introduction d’un formalisme pour la spe´cification
des entrepoˆts de donne´es temporelles contenant toutes les informations ne´cessaires a` sa maintenance.
Selon ce formalisme, un entrepoˆt de donne´es temporelles W est une paire de deux ensembles de vues :
le composant mate´rialise´ et composant virtuel. Le composant mate´rialise´ de W repre´sente l’ensemble des
vues physiquement stocke´es dans l’entrepoˆt. Le composant virtuel de W est un ensemble d’expressions
non-temporelles comportant seulement des relations stocke´es dans le composant mate´rialise´. Plusieurs
dispositifs de notre approche la rendent particulie`rement attrayante comme me´thode de maintenance des
entrepoˆt : (i) Nous n’avons pas besoin de stocker l’historique entier des bases de donne´es de sources. (ii)
La maintenance de l’entrepoˆt temporel est re´duite a` maintenir le composant mate´rialise´ (non-temporel).
(iii) La maintenance du composant mate´rialise´ est faite a` partir des informations qu’il stocke.
Notre algorithme combine deux techniques inde´pendantes propose´es dans [LLSV01] et [Cho92] et fon-
de´es sur les relations auxiliaires. Ces relations stockent seulement la partie de l’historique ne´cessaire pour
la maintenance des vues de l’entrepoˆt. La maintenance de l’entrepoˆt est effectue´e sans avoir besoin de
consulter les sources.
Ce travail a e´te´ re´alise´ dans le cadre d’une collaboration internationale. Les premiers re´sultats ont
e´te´ publie´s dans [AH00] alors qu’une version e´tendue, conside´rant des vues spe´cifie´es par des ope´rateurs
d’agre´gation, est parue dans [AH04].
1.2 Bilan
Cette section pre´sente un historique de mon parcours scientifique puis un re´sume´ de mes encadrements
de the`se et la liste des publications concernant mes travaux de recherche depuis mon arrive´e a` l’Universite´
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Franc¸ois Rabelais de Tours.
1.2.1 Historique des activite´s scientifiques et collaborations
Apre`s mon doctorat, de retour au Bre´sil aupre`s de l’Universidade Federal do Parana´ a` laquelle j’e´tais
de´ja` attache´e avant le de´but de ma the`se, j’ai contribue´ a` la mise en place d’ un groupe de recherche
sur les entrepoˆts de donne´es au centre du de´partement informatique. A` cette e´poque j’ai aussi commence´
une collaboration avec Sandra de Amo, enseignant chercheur a` l’Universidade Federal de de Uberlaˆndia,
Bre´sil, sur la maintenance des entrepoˆts de donne´es temporelles.
A` mon arrive´e a` l’e´quipe BdTln du LI de l’Universite´ Franc¸ois Rabelais de Tours (en 1998), un groupe
dans le domaine du data mining e´tait de´ja` forme´ et les travaux e´taient bien avance´s. Dans un premier
temps, j’ai continue´ a` travailler sur les mises a` jour des entrepoˆts de donne´es.
Dans la recherche de the`mes qui pouvaient fe´de´rer diffe´rentes capacite´s de notre e´quipe nous avons
entame´, Be´atrice Bouchou et moi, une nouvelle collaboration dans le domaine du XML. L’acceptation
du projet Capes-Cofecub (que j’avais e´labore´ auparavant avec la collaboration de Dominique Laurent)
a donne´ une dynamique a` nos recherches puisque nous avons eu deux the´sards du projet inte´resse´s par
nos the`mes. Avec l’appui de Dominique Laurent nous avons donc pris la responsabilite´ de l’encadrement
de Denio Duarte (the`se soutenue en 2005) et Maria Adriana Vidigal de Lima (soutenance pre´vue pour
2007).
Ainsi, en 2001, un nouvel axe de recherche sur XML est ne´ dans l’e´quipe BdTln. Cet axe a pu
se de´velopper engendrant des collaborations internationales en particulier celle de Martin Musicante,
aujourd’hui enseignant chercheur a` l’Universidade Federal do Rio Grande do Norte (UFRN), Bre´sil et
membre du projet Capes-Cofecub. Un nouveau the´sard, Ahmed Cheriat a inte´gre´ le groupe (co-encadre´
par Be´atrice Bouchou et moi, ayant comme directeur de recherche Dominique Laurent). Le travail avec
Ahmed (portant sur la correction des documents XML) a attire´ l’attention d’une autre colle`gue Tln, Agata
Savary. Ses connaissances dans le domaine de la correction des chaˆınes de caracte`res ont e´te´ essentielles
pour le de´veloppement de la the`se d’Ahmed Cheriat (the`se soutenue en novembre 2006).
Les activite´s du groupe se sont e´largies a` partir de 2004, pe´riode a` laquelle j’ai commence´ a` m’investir
aussi sur les proble`mes lie´s aux services web. Cette nouvelle proble´matique a attire´ l’attention d’un de mes
e´tudiants du Master, qui a souhaite´ entame´ une the`se dans le domaine, ainsi que de Martin Musicante
qui commenc¸ait des recherches dans ce domaine, au Bre´sil. Suite a` un contact avec le BRGM (Bureau
de Recherches Ge´ologiques et Minie`res), aussi inte´resse´ par certains aspects des services web, j’ai pris
la responsabilite´ inte´grale de l’encadrement de la the`se de Cheikh Ba (finance´e par une bourse BRGM
-Re´gion Centre, ayant comme directeur de the`se Jean-Yves Antoine).
Aujourd’hui, l’axe de recherche donne´es XML et services web est une the´matique importante dans
l’e´quipe BdTln, te´moignant aussi de la possibilite´ de collaboration entre les domaines des bases de donne´es
et du traitement des langues naturels.
1.2.2 Encadrement de the`ses
– Cheick Ba : Doctorat en cours depuis de´cembre 2004 sur le the`me de la composition et manipulation
des services web. Nous comptons avec une bourse re´gion co-finance´e par le BRGM depuis octobre
2005. Soutenance de the`se pre´vue pour 2008.
Directeur de the`se : Jean-Yves Antoine (LI - Universite´ Franc¸ois Rabelais).
Encadrement : Mı´rian Halfeld Ferrari : 95%, Jean-Yves Antoine : 5%
– Ahmed Cheriat : The`se soutenue le 30 novembre 2006. Ce doctorat a e´te´ finance´ par une
bourse re´gion et un 1/2 poste d’ATER a` l’UFR Sciences, Campus Blois.
Titre de la the`se : Une me´thode de correction de la structure de documents XML dans le cadre
d’une validation incre´mentale
Directeur de the`se : Dominique Laurent (Universite´ de Cergy Pontoise).
Encadrement : Mı´rian Halfeld Ferrari : 45%, Be´atrice Bouchou : 45% et Dominique Laurent 10%.
– Denio Duarte : The`se soutenue le 4 juillet 2005. Ce doctorat a e´te´ finance´ par une bourse
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Capes-Cofecub (4 ans).
Titre de la the`se : Une me´thode pour l’e´volution de sche´mas XML pre´servant la validite´ des docu-
ments.
Directeur de the`se : Dominique Laurent (Universite´ de Cergy Pontoise).
Encadrement Mı´rian Halfeld Ferrari : 40%, Be´atrice Bouchou : 40% et Dominique Laurent 20%
– Maria Adriana Vidigal de Lima : Doctorat en cours depuis de´cembre 2001 (avec un conge´ maternite´)
sur le the`me de la validation incre´mentale des contraintes d’inte´grite´ sur les documents XML. Ce
doctorat a e´te´ partiellement finance´ par une bourse Capes-Cofecub (2 ans). Depuis septembre 2005,
Maria Adriana est de retour au Bre´sil ou` elle a un poste d’enseignant-chercheur a` l’Universite´
Catholique de Minas Gerais. Suite a` des proble`mes personnels, elle a pris du retard dans sa the`se.
Sa soutenance est pre´vue pour 2007.
Directeur de the`se : Dominique Laurent (Universite´ de Cergy Pontoise).
Encadrement : Mı´rian Halfeld Ferrari : 45%, Be´atrice Bouchou : 45% et Dominique Laurent 10%
1.2.3 Publications
Remarques :
(1) Dans mes travaux, l’ordre alphabe´tique de noms est le standard pour la pre´sentation des auteurs d’un article.
Les articles qui ne suivent pas le standard sont signale´s par une ?.
(2) Publications depuis mon arrive´e a` l’Universite´ Franc¸ois Rabelais de Tours. Pe´riode de 1998 a` 2007.
Revues internationales avec comite´ de lecture
1. [BCHLLM07] Be´atrice Bouchou, Ahmed Cheriat, Mı´rian Halfeld Ferrari, Dominique Laurent,
Maria-Adriana Lima and M. Musicante, Efficient Constraint Validation for Updated XML Data-
bases, Informatica, volume 31, number 3, pages 285− 310, 2007.
2. [dLHM07] Robson da Luz and Mı´rian Halfeld Ferrari and Martin A. Musicante, Regular Expres-
sion Transformations to Extend Regular Languages (With Application to a Datalog XML Schema
Validator), Journal of Algorithms (Special Issue), Volume 62, Issues 3 − 4, (July-October 2007),
pages 148− 167, Elsevier, 2007.
3. [BCHM05] Cheikh Ba ; Marcos Aure´lio Carrero ; Mı´rian Halfeld Ferrari and Martin Musicante ;
PEWS : A New Language for Building Web Service Interfaces, Journal of Universal Computer
Science, Volume 11, No. 7, Special Issue, pages 1215− 1233, July, 2005.
4. [AH04] Sandra de Amo and Mı´rian Halfeld Ferrari Alves Incremental Maintenance of Data Wa-
rehouses Based on Past Temporal Logic Operators, Journal of Universal Computer Science, vol 10,
no. 9, pages 1035− 1064, 2004.
5. [HLS98] Mı´rian Halfeld Ferrari Alves ; Dominique Laurent and Nicolas Spyratos. Update Rules in
Datalog Programs, Journal of Logic and Computation, Vol 8, nume´ro 6, pages 745− 775, december
1998.
Actes des colloques internationaux avec comite´ de programme
1. [BaH08] Cheikh Ba and Mirian Halfeld Ferrari, Dependence Graphs for Verifications of Web Ser-
vice Compositions with PEWS, accepted in the ACM Symposium on Applied Computing (SAC -
SIGAPP), special track on Web Technologies, to appear, 2008.
2. [BHM06] Cheikh Ba, Mirian Halfeld Ferrari and Martin Musicante Composing Web Services
with PEWS : a trace-theoretical approach ; The 4th IEEE European Conference on Web Services
(ECOWS) ; December 2006.
3. [BCHS06] Be´atrice Bouchou, Ahmed Cheriat, Mirian Halfeld Ferrari and Agata Savary XML Do-
cument Correction : Incremental Approach Activated by Schema Validation ; Proceedings of the
International Database Engineering and Applications Symposium - IDEAS 2006.
4. [CSBH05] A. Cheriat, A. Savary, B. Bouchou and M. Halfeld Ferrari ; Incremental String Correc-
tion : Towards Correction of XML Documents, in Proceedings of the Prague Stringology Conference
’05 (PSC’05), Prague, August 2005 ?.
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5. [ABHLM04] Maria Adriana Abra˜o, Be´atrice Bouchou, Mı´rian Halfeld Ferrari Alves, Dominique
Laurent and Martin Musicante ; Incremental Constraint Checking for XML Documents, Database
and XML Technologies : Second International XML Database Symposium (XSym), Toronto, Ca-
nada, August 29-30, LNCS (Lecture Notes in Computer Science) Volume 3186, 2004.
6. [BDHLM04a] Be´atrice Bouchou, Denio Duarte, Mı´rian Halfeld Ferrari Alves, Dominique Laurent
and Martin Musicante ; Conservative Extensions of Regular Languages, XXIV International Confe-
rence of the Chilean Computer Science Society (SCCC 2004).
7. [BDHLM04b] Be´atrice Bouchou, Denio Duarte, Mı´rian Halfeld Ferrari Alves, Dominique Laurent
and Martin Musicante ; Schema Evolution for XML : A Consistency-preserving Approach, 29th
International Symposium, Mathematical Foundations of Computer Science (MFCS), Prague, Czech
Republic, August 22-27, LNCS (Lecture Notes in Computer Science) Volume 3153, 2004.
8. [BFHV 04] Mateus Barcellos da Costa, Rodolfo Ferreira Resende, Mı´rian Halfeld Ferrari and Mar-
celo Vieira Segatto ; Business to Business Transaction Modeling and WWW Support, 2nd Interna-
tional Conference on Business Process Management - BPM, 2004 ; LNCS Volume 3080/2004. ?
9. [BCHJL04b] Be´atrice Bouchou, Ahmed Cheriat, Mı´rian Halfeld Ferrari Alves, Tao Jen and Domi-
nique Laurent ; XRM : An XML-based Language for Rule Mining Systems, International Conference
on Enterprise Information System - ICEIS, 2004.
10. [BH03] Be´atrice Bouchou and Mı´rian Halfeld Ferrari Alves, Updates and incremental validation of
XML documents, The 9th International Workshop on Data Base Programming Languages (DBPL),
LNCS (Lecture Notes in Computer Science) Volume 2921, 2003.
11. [BHM03] Be´atrice Bouchou, Mı´rian Halfeld Ferrari Alves and Martin A. Musicante, Tree Au-
tomata to Verify Key Constraints, Web and Databases (WebDB), San Diego, CA, USA, 2003.
http ://www.cse.ogi.edu/webdb03/index.htm
12. [BDHL03] Be´atrice Bouchou and Denio Duarte and Mı´rian Halfeld Ferrari Alves and Domi-
nique Laurent, Extending Tree Automata to Model XML validation under Element and Attribute
Constraints, 5th International Conference On Enterprise Information Systems (ICEIS), 2003.
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Actes des colloques nationaux avec comite´ de programme
1. [BCHS06b] Be´atrice Bouchou, Ahmed Cheriat, Mirian Halfeld Ferrari and Agata Savary, Integrating
Correction into Incremental Validation, Journe´es de Bases de Donne´es Avance´es, BDA 2006.
2. [BHM05] Cheikh Ba, Mı´rian Halfeld Ferrari and Martin Musicante ; Building Web Service Inter-
faces using Predicate Path Expressions ; SBLP 2005 - 9th Brazilian Symposium on Programming,
2005.
3. [BFSH ] Mateus Barcellos Costa ; Rodolfo Ferreira Resende, Pedro dos Santos Neto and Mı´rian
Halfeld Ferrari ; Utilizac¸a˜o de aspectos no desenvolvimento de aplicac¸o˜es baseadas em servic¸os web
(L’utilisation des aspects dans le de´veloppement des services web), Actes du premier Workshop
Brasileiro de Desenvolvimento Orientado a Aspectos, Bras´ılia, 2004 (en Portugais). ?
1.3 Structure du me´moire
La suite de ce me´moire est organise´e en sept chapitres. Les deux premiers chapitres sont consacre´s
aux pre´liminaires. Le chapitre 2 introduit certaines de´finitions et notations que nous utilisons dans le
contexte de XML et propose un panorama succinct des formalismes pour les arbres d’arite´ variable. Le
chapitre 3 pre´sente la se´mantique de nos ope´rations de mises a` jour en XML.
La validation incre´mentale et nos diffe´rentes manie`res de maintenir la cohe´rence des documents XML
sont de´crites dans les chapitres 4, 5 et 6. Le chapitre 4 de´crit notre me´thode de validation incre´mentale
par rapport aux contraintes de sche´ma, ainsi que notre me´thode de correction des documents XML. Le
chapitre 5 traite l’e´volution des sche´mas XML, de´clenche´e par des mises a` jour sur les documents. Un
paralle`le entre les deux versions de cette approche est propose´. Le chapitre 6 est consacre´ aux contraintes
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d’inte´grite´ dans un document XML et pre´sente une synthe`se de nos travaux, tout en proposant un
nouveau regard sur le langage de de´finition des contraintes. Le chapitre 7 est comple`tement inde´pendant
des chapitres pre´ce´dents. Il re´sume nos premiers re´sultats dans le domaine des services web. Finalement,




XML et les formalismes pour les
arbres d’arite´ variable
XML (Extensible Markup Language [XMLa]) est une notation pour repre´senter des arbres dans un
format textuel ([KSS03]). Dans cette repre´sentation, le texte correspondant a` un nœud est de´limite´ par
des balises de de´but et de fin. Le texte entre deux balises de´crit les fils d’un nœud. A` la fin du chapitre,
la figure 2.2 montre un exemple d’un document dans le format texte et dans le format arborescent.
XML est devenu le standard pour l’e´change de donne´es, the lingua franca of the Web. Cela peut e´ton-
ner puisqu’il s’agit de remettre en place une ide´e ancienne (les arbres repre´sente´s par une syntaxe line´aire)
[KSS03]. Mais, ces vieux concepts ont e´te´ enrichis par de nouvelles propositions, notamment par le rap-
prochement entre les fondements des bases de donne´es et les formalismes pour la manipulation des arbres.
Les donne´es XML sont typiquement associe´es aux arbres d’arite´ non borne´e ou variable. Dans ces
arbres, contrairement aux arbres d’arite´ borne´ ou fixe ([GS97, CDG+02, Tho90, Tho97]) ou` le nombre de
fils d’un nœud est de´termine´ par le label du nœud, le nombre (fini) d’enfants qu’un nœud peut avoir est
variable. Meˆme si les premiers travaux sur les arbres d’arite´ variable datent des anne´es 70 [Tak75, Tha67]
l’inte´reˆt et l’e´tude syste´matique de ces structures sont relativement re´cents [BW98b, KSS03, MLM01,
Nev02, Via01] et motive´s surtout par XML.
Ce chapitre introduit certaines de´finitions et notations utilise´es dans ce me´moire tout en proposant un
panorama succinct sur les liaisons entre les arbres ordonne´s d’arite´ variable, la logique du premier ordre
(FO) et la logique monadique du second ordre (MSO), les programmes datalog et les automates d’arbres.
Ce chapitre est un re´sume´, inspire´ des aperc¸us plus de´taille´s propose´s dans [KSS03, Lib06, MLMK05].
2.1 Arbres d’arite´ variable, logiques et datalog
Un arbre est compose´ d’un domaine d’arbre avec une fonction d’e´tiquetage sur les nœuds.
De´finition 2.1.1 - Arbres d’arite´ variable ou non borne´e (Unranked trees) : Un domaine d’arbre
D est un sous ensemble de N∗ qui respecte les proprie´te´s suivantes : (1) D est ferme´ sur les pre´fixes, c’est-
a`-dire, si u, u′ ∈ N∗ et u est pre´fixe de u′ (note´ u  u′) et u′ ∈ D, alors u ∈ D et (2) Si j ≥ 0 et u.j ∈ D
et 0 ≤ i ≤ j (ou` i, j ∈ N) alors u.i ∈ D. Chaque e´le´ment de D est appele´ position.
Soit Σ un alphabet. Un arbre d’arite´ non borne´e (unranked tree) est une paire T = (D, t) ou` D est un
domaine d’arbre et t est une fonction d’e´tiquetage t : D → Σ ∪ {λ} (λ est un symbole spe´cial). La racine
d’un arbre est a` la position . L’arbre vide est de´finie par T = ({}, {(, λ)}) 2
La figure 2.1(a), illustre un arbre d’arite´ fixe ou` tous les nœuds a ont 2 enfants et tous les nœuds b ont
1 enfant. Dans la figure 2.1(b) un arbre d’arite´ variable est illustre´. Chaque noeud est repre´sente´ par une
position associe´e a` un label : la racine a le label a, c’est-a`-dire, t() = a, et t(0) = a, t(1) = b, t(2) = b,
t(2.0) = b et ainsi de suite. Remarquer que la fonction d’e´tiquetage pour l’arbre T de la figure 2.1(b)
peut aussi eˆtre repre´sente´e par : t = {(, a), (0, a), (1, b), (2, b), (0.0, d), (0.1, d), (1.0, d), (2.0, d), (2.1, d),
11
(2.0.0, x)}.
Selon la de´finition 2.1.1 les positions dans les arbres d’arite´ variable sont des e´le´ments de N∗, c’est-
a`-dire, des chaˆınes de caracte`res finies dont les caracte`res sont les nombres naturels. Ainsi, une chaˆıne
u = i0.i1 . . . in de´finit un chemin qui commence a` la racine i0 =  passe par le i1e`me fils de i0 et ainsi de
suite jusqu’a` arriver au ine`me fils de v = i0.i1 . . . in−1. Dans la figure 2.1(b), la position 2.0.0 repre´sente
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Fig. 2.1: (a) Arbre d’arite´ fixe (b) Arbre d’arite´ variable
Dans ce me´moire, par souci de simplification de certaines explications (en e´vitant de dessiner des
arbres d’arite´ non borne´e ) nous allons utiliser (quelques fois) la repre´sentation d’un arbre via une chaˆıne
de caracte`res avec des parenthe`ses imbrique´es, c’est-a`-dire, une repre´sentation similaire a` une chaˆıne de
Dick [BW04]. Par exemple, la figure 2.1(b) peut eˆtre repre´sente´e par a(a(d, d), b(d), b(b(x), d)).
Il est important de remarquer que, dans le contexte XML, la de´finition d’arbre d’arite´ variable impose,
en ge´ne´ral, un ordre entre fre`res et, dans ce cas, nous parlons d’arbre ordonne´. Quand cet ordre n’est pas
important, nous avons un arbre non ordonne´. Dans ce me´moire, sauf pre´cision contraire, nous conside´rons
les arbres d’arite´ variable ordonne´s.
Nous introduisons aussi la notion de sous-arbre d’un arbre donne´.
De´finition 2.1.2 - Sous-arbre d’un arbre d’arite´ variable (subtree) : E´tant donne´ un arbre T =




p ) le sous-arbre dont la racine est a` la position p ∈ D, c’est-a`-dire, le
sous ensemble Dsubp ⊆ D contient toutes le positions v telles que p  v et t
sub
p = {(v, t(v)) | v ∈ D
sub
p }. 2
Remarquer qu’un sous-arbre n’est pas un arbre car sa racine n’est pas dans la position . Par exemple,
dans la figure 2.1(b) tsub2 = { (2, b), (2.0, b), (2.1, d), (2.0.0, x)}.
Dans le contexte XML, il semble naturel d’utiliser les formalismes logiques pour exprimer des re-
queˆtes de fac¸on de´clarative, c’est-a`-dire, comme paradigmes des langages de requeˆtes et d’appliquer les
formalismes proce´duraux, comme les automates, dans l’e´valuation des requeˆtes [Lib06].
En termes de formalisme logique, nous remarquons, par exemple, que diffe´rents fragments de XPath
[XPab] sont lie´s a` la logique du premier ordre (FO). XPath 1.0 permet la se´lection d’un ensemble de noeuds
(answer set) dans un arbre XML via la de´finition d’une expression de chemin qui utilise diffe´rents axes de
“navigation”sur l’arbre XML. La question est de savoir si tous les chemins exprimables en XPath sont aussi
exprimables en FO et vice versa. XPath 2.0 est plus expressif [MdR05] et manipule des listes [XPaa, XPac].
En effet, comme la FO n’est pas suffisante pour exprimer toutes les expressions re´gulie`res (par exemple
(aa)∗), nous pouvons imaginer un langage de navigation (ou un langage de requeˆtes) sur les documents
XML dont le pouvoir d’expression de´passe la FO car l’utilisation des quantificateurs du second ordre
s’impose. La logique monadique du second ordre (MSO) peut eˆtre vue, dans la plupart des cas, comme la
base pour les langages de requeˆtes et de spe´cification des sche´mas XML : une DTD ou une de´finition XSD
(XML Schema) sont e´quivalentes a` des formules en MSO ; plusieurs langages dont le but est l’extraction
des donne´es des documents XML ont le meˆme pouvoir d’expression que les requeˆtes MSO unaires.
L’e´tude classique du pouvoir d’expression des diffe´rentes logiques sur les arbres comporte la repre´sen-
tation des arbres par des structures sur un vocabulaire fixe.
De´finition 2.1.3 - Structure d’arbre ordonne´ : Un arbre ordonne´ d’arite´ non borne´e T = (D, t)
peut eˆtre de´fini comme une structure (ou mode`le) T = 〈D,≺∗ch,≺
∗
ns, (Pa)a∈Σ∪{λ}〉 ou` :
1. D est un domaine d’arbre ;
2. La relation descendent (≺∗ch) est la fermeture transitive de la relation child (≺ch).
Pour u, u′ ∈ D, nous de´finissons :
12
– u ≺ch u
′ ssi u′ = u.i avec i ∈ N.
– u ≺∗ch u
′ ssi u est un pre´fixe1 de u′ ou u = u′.
3. La relation linear order of siblings (≺∗ns) est la fermeture transitive de la relation next-sibling (≺ns).
Pour u, u′ ∈ D, nous de´finissons :
– u ≺ns u′ ⇔ u = u0.i et u′ = u0.(i + 1) pour un u0 ∈ N∗ et i ∈ N.
– u ≺∗ns u
′ ssi u = u0.i et u
′ = u0.j et i ≤ j, avec i, j ∈ N et u0 ∈ N∗.
4. Pa sont des ensembles disjoints de positions dont l’union est le domaine D (de´finissons Pa = {u ∈
D | t(u) = a}). 2
E´tant donne´ un arbre T nous sommes, en ge´ne´ral, inte´resse´s a` savoir si T est un mode`le pour une
requeˆte ϕ, exprime´e comme une formule logique. Dans ce contexte, la notion de requeˆte de´finissable dans
une logique est introduite.
De´finition 2.1.4 - Requeˆte Φ-de´finissable [Lib06] : E´tant donne´e une logique Φ, une requeˆte
boole´enne (qui de´finit un langage d’arbres L, c’est-a`-dire, un ensemble d’arbres) est Φ-de´finissable s’il
existe une formule ϕ de Φ telle que T ∈ L ssi T |= ϕ (c’est-a`-dire, ϕ est vrai dans T ou T est un mode`le
pour ϕ).
De fac¸on similaire, une requeˆte unaire Q est Φ-de´finissable s’il existe une formule φ(x) de Φ telle que,
pour tout arbre T et un nœud s dans T , s ∈ Q(T ) ssi T |= φ(s) (ou` Q(T ) est le re´sultat de l’e´valuation
de la requeˆte Q sur l’arbre T ). 2
Par exemple, supposons une requeˆte comme une expression de chemin qui nous permet de se´lectionner
des noeuds d’un arbre T ayant les caracte´ristiques suivantes : les nœuds recherche´s ont pour e´tiquette
a ; ils ont un anceˆtre c qui, a` son tour, a un fils e´tiquete´ b. Cette expression peut eˆtre exprime´e par une
formule du premier ordre, a` savoir :
ϕ(x) ≡ Pa(x) ∧ ∃y∃z(Pc(y) ∧ Pb(z) ∧ (y ≺∗ch x)∧
(¬(y = z) ∧ (y ≺∗ch z) ∧ ∀v((y ≺
∗
ch v) ∧ (v ≺
∗
ch z)→ (y = v) ∨ (z = v))
ou` x est une variable libre qui correspond aux re´ponses recherche´es et la sous-expression (¬(y = z)∧(y ≺∗ch
z) ∧ ∀v((y ≺∗ch v) ∧ (v ≺
∗
ch z) → (y = v) ∨ (z = v)) de´finit z comme fils
2 de y. Le answer set est de´fini
par l’ensemble des positions x du domaine d’un arbre T tel que T |= ϕ(x).
L’e´tude du pouvoir d’expression des langages de navigation ou de requeˆtes s’ave`re tre`s utile pour la
compre´hension, la comparaison, la conception (ou l’enrichissement) de ces langages. Dans le cadre de
cette e´tude, il est usuel de conside´rer la traduction des requeˆtes (exprime´es dans un langage XML) en
une logique Φ. Par exemple, XPath [XPab] est un langage qui permet la se´lection des noeuds dans un
document XML. XPath1 a un roˆle important dans d’autres langages de requeˆte XML, comme XSLT [XSL]
et XQuery [XQu] ainsi que dans des langages de spe´cification de contraintes comme XML Schema [XMLb].
Par exemple, l’expression XPath
//c[/b]//a
fournit les noeuds e´tiquete´s a qui sont descendants d’un noeud c qui, a` son tours, a un fils b. Dans cette
notation (simplifie´e), // repre´sente l’axe descendant, / repre´sente l’axe fils et [.] est un qualificateur,
c’est-a`-dire, une condition qui doit eˆtre ve´rifie´e par le noeud.
Les aspects de navigation de XPath peuvent eˆtre exprime´s par la logique du premier ordre et ce fait
a comme conse´quence : d’un cote´, l’attention porte´e a` des logiques ayant un pouvoir d’expression e´gal
ou infe´rieur a` la logique du premier ordre (voir [Lib06] pour un aperc¸u des relations entre la FO sur les
arbres et les logique temporelles) ; d’un autre cote´ la motivation par l’e´tude de la logique du premier
ordre sur les arbres (une forme de continuation des re´sultats concernant FO sur les chaˆınes de caracte`res
[Lib06, Tho97]). Rappelons nous que sur les chaˆınes - qui peuvent eˆtre vues comme des arbres unaires -
la FO de´finit pre´cise´ment les langages star-free ([Lib06, Tho97]).
Les travaux, comme [BFK03, BK07, Mar04, MdR05], concernant le pouvoir d’expression des fragments
XPath et la logique du premier ordre sont assez re´cents. Par exemple, Core XPath (propose´ dans [GKP03])
est e´tudie´ dans [BFK03] qui nous fournit l’e´tude des fragments positifs sans l’axe sibling, et dans [MdR05]
qui pre´sente une extension de [BFK03] avec l’axe sibling et la ne´gation. Une hie´rarchie des fragments
1remarque : Dans ce me´moire, nous utilisons le symbole  de fac¸on e´quivalente a` ≺∗
ch
. Le choix est fait selon le contexte,
par soucis de clarte´. Remarquer aussi que ≺ indique un pre´fixe strict, c’est-a`-dire, si p ≺ p′ alors p  p′ ∧ p 6= p′.




XPath a e´te´ e´tablie. Core XPath est e´quivalent a` la logique du premier ordre restreinte a` deux variables3,
avec les axes child, descendant et next-sibling [MdR05]. Conditional XPath ([Mar04]) correspond a` la FO
et Regular XPath a un pouvoir d’expression supe´rieur a` la FO (entre FO et MSO).
La logique monadique du second ordre (MSO), qui permet la quantification sur les ensembles, rend
possible l’expression de requeˆtes plus puissantes. Soit la formule ([Lib06]) ci-dessous4 ou` les ensembles
sont repre´sente´s par des majuscules (X , Y ) ; X(x) est une formule atomique avec une variable de second
ordre X et une variable du premier ordre x et les quantificateurs utilise´s sont du premier (par exemple,
∃xϕ) ou du second ordre (par exemple, ∃Xϕ) [Lib04].
ϕodd(x, y) = x ≺∗ch y ∧ ϕ0(x, y) ou`






ch y)→ (X(z)↔ ¬Y (z)))
∧(X(x) ∧ Y (y))
∧∀z∀v(x ≺∗ch z ≺ch v ≺
∗
ch y → ((X(z)→ Y (v)) ∧ (Y (z)→ X(v)))


Cette formule dit qu’il existe deux ensembles X et Y qui partagent le chemin entre le noeud x et son
descendant y de la manie`re suivante : x ∈ X , y ∈ Y , le successeur de chaque e´le´ment de X est dans Y
et le successeur de chaque e´le´ment de Y est dans X . En d’autres mots, la formule de´finit les chemins de
longueur impaire de x a` y. Cette requeˆte aurait pu eˆtre e´crite en partant du principe que les relations de
base, e´tablies dans la de´finition 2.1.3, e´taient les ≺ch et ≺ns (sans la fermeture transitive).
Tous les re´sultats sur MSO peuvent, en effet, eˆtre pre´sente´s en utilisant,≺ch et ≺ns comme les relations
de base. Cela n’est pas vrai pour FO : les relations ≺ch et ≺ns sont de´finissables a` partir des relations
≺∗ch et ≺
∗
ns, mais, c’est connu, l’inverse n’est pas vrai ([Lib04]).
MSO est une logique de base pour les arbres d’arite´ variable ordonne´s duˆ a` sa connexion avec les
langages re´guliers. Les langages re´guliers d’arbres sont essentiels dans le domaine XML. Conside´rons, par
exemple, les sche´mas XML de´crits via des langages de sche´ma (actuels) qui nous permettent d’e´tablir
des contraintes structurelles sur les documents XML. Ces sche´mas XML de´finissent des langages re´guliers
d’arbres.
Le the´ore`me ci-dessous est de´ja` un classique et correspond a` une extension des re´sultats obtenus avec
les chaˆınes de caracte`res dans [Bu¨c60] et avec les langages re´guliers d’arbres binaire dans [Don70, TW68].
Voir [Lib04] pour un tre`s bon aperc¸u dans ce domaine.
The´ore`me 2.1.1 [Nev99] : Un langage d’arbres d’arite´ variable est re´gulier ssi il est MSO-de´finissable. 2
Comme les langages re´guliers d’arbres sont ceux reconnus par les automates d’arbres (section 2.2),
il existe aussi un lien important entre les automates, MSO et les langages de sche´mas. Donc, supposant
que L(Υ) est un langage d’arbres de´fini par un sche´ma Υ donne´, L(Υ) est MSO-de´finissable. Meˆme si la
complexite´ de MSO est e´leve´e, pour certaines structures, comme les arbres, la liaison avec les automates
fournit des limites inte´ressantes en termes de complexite´. En effet, toute expression MSO ϕ peut eˆtre
transforme´e en automate d’arbres de´terministe Aϕ qui reconnaˆıt un arbre T ssi T |= ϕ. Ce re´sultat nous
fournit un algorithme en O(|T |) pour ve´rifier si T |= ϕ, si ϕ est fixe. Ne´anmoins, le proble`me est que la
conversion d’une formule MSO en Aϕ est non e´le´mentaire, c’est-a`-dire, la taille de Aϕ (meˆme pour les
chaˆınes de caracte`res) ne peut pas eˆtre limite´e par une fonction e´le´mentaire dans |ϕ| ([Lib04, Lib06])5.
Ces re´sultats nous attirent vers l’utilisation d’une logique Φ ayant le meˆme pouvoir d’expression que la
MSO mais permettant une ve´rification de mode`le plus efficace ([Lib06]) .
Il est prouve´ dans [GK02] que datalog monadique est e´quivalent a` MSO dans sa capacite´ a` exprimer
les requeˆtes unaires sur les arbres. Dans ce me´moire nous nous inte´ressons a` l’usage de datalog dans la
validation des contraintes de sche´ma XML.
3Un ensemble des formules ϕ(x) de la logique du premier ordre contenant au plus deux variables, avec au plus une
variable libre x.




5Ces re´sultats ont e´te´ publie´s par [SM02] ; dans [FG02] les auteurs montrent qu’il n’existe aucun algorithme qui teste si
T |= ϕ en temps O(f(|ϕ|)×|T |), ou` f est une fonction e´le´mentaire ; sauf si Ptime = NP . Nous trouvons dans [Lib04, Lib06]
un aperc¸u sur ces aspects.
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Un programme datalog est comme un programme prolog sans les symboles de fonction. Il est compose´
d’une se´quence des re`gles de la forme H(u0) ← R1(u1), . . . , Rk(uk) ou` H(u0) et Ri(ui) sont des atomes
(litte´raux positifs) avec des n-uplets (n-aires) libres u0, . . . , uk [AHV95, CGT90]. Le pre´dicat H est la teˆte
(head) de la re`gle et la conjonction R1, . . . Rk est le corps (body) de la re`gle. Toute variable qui apparaˆıt
dans la teˆte d’une re`gle doit apparaˆıtre au moins une fois dans le corps de cette re`gle. Dans un programme
datalog, les pre´dicats extensionnels correspondent aux pre´dicats qui ne sont jamais en teˆte de re`gle alors
que les pre´dicats intentionnels sont ceux qui apparaissent au moins une fois a` la teˆte d’une re`gle.
Un programme P est un programme datalog monadique si tous les pre´dicats intentionnels sont unaires,
c’est-a`-dire, de la forme H(x) ou` x est une variable. Soit P un programme datalog avec les pre´dicats
extensionnels R1, . . . , Rm et les pre´dicats intentionnels H1 . . . Hl. Soit T = 〈D, RT1 , . . . , R
T
m〉 une structure
ou` chaque pre´dicat RTi , d’arite´ ni ≥ 1, est interpre´te´ comme R
T
i ⊆ D
ni . La se´mantique de P sur T (c’est-
a`-dire, P(T )) est de´finie par la the´orie des mode`les, e´quivalente a` la se´mantique obtenue par le plus petit
point fixe de l’ope´rateur de conse´quence imme´diate [AHV95, CGT90]. En suivant la rapide explication
donne´e dans [Lib06], nous pouvons dire que cet ope´rateur prend une structure H′ = 〈D, H ′1, . . . , H
′
l〉
comme entre´e et produit une nouvelle structure H′′ = 〈D, H ′′1 , . . . , H
′′
l 〉 telle que un n-uplet u est dans
H ′′i s’il est dans H
′
i ou s’il peut eˆtre de´duit par une re`gle dans P en utilisant les n-uplets stocke´s dans les
relations extensionnelles et ceux de´rive´s pendant le calcul de H′.
Une requeˆte datalog monadique est une paire (P , H) ou` P est un programme datalog monadique et
H est un pre´dicat intentionnel. La valeur de H dans P(T ) est le re´sultat du programme sur T . Si le
programme P repre´sente un sche´ma XML, H peut eˆtre un pre´dicat spe´cial (par exemple un pre´dicat
valid) qui est vrai seulement quand la racine de l’arbre T est e´value´e correctement. Cela nous permet de
construire un validateur de sche´ma comme un programme datalog monadique. En effet, dans [dHM07]
(chapitre 5), notre but est de repre´senter des sche´mas XML par des programmes datalog qui, applique´s
sur les arbres XML, ve´rifient la validite´ des documents XML par rapport a` un sche´ma donne´. Le pro-
gramme datalog qui repre´sente le sche´ma est une requeˆte boole´enne avec un pre´dicat spe´cial valid e´value´
sur un arbre. Selon le re´sultat e´nonce´ par le the´ore`me ci-dessous, l’arbre XML est de´crit par les pre´di-
cats extensionnels root, leaf , FC (first child), LC (last child) et NS (next-sibling) qui repre´sentent les
relations de´crivant la structure d’un arbre (similaire a` la de´finition 2.1.3).
The´ore`me 2.1.2 [GK02] : Une requeˆte unaire sur des arbres d’arite´ variable est MSO-definissable ssi
elle est de´finissable en datalog monadique sur les pre´dicats extensionnels root, leaf , FC, LC, NS et
Pa pour a ∈ Σ. Chaque requeˆte datalog monadique (P , H) peut eˆtre e´value´e sur un arbre T en temps
O(|P|.|T |). 2
Remarquer que de fac¸on similaire a` la de´finition 2.1.3 nous supposons les relations suivantes comme
correspondant aux pre´dicats cite´s par le the´ore`me 2.1.2.
– root est une relation unaire telle que root = {ε}.
– leaf est une relation unaire telle que leaf = {u ∈ D | ¬∃u′ ∈ D tel que u′ = u.i pour i ∈ N}.
– La relation first child est u ≺fc u.0 , pour u, u.0 ∈ D.
– La relation last child est u ≺lc u′ ⇔ (u′ = u.i) ∧ (u.i ∈ D) ∧ u.(i + 1) 6∈ D pour i ∈ N.
– La relation next-sibling est celle de la de´finition 2.1.3
Dans ce me´moire nous allons conside´rer l’utilisation des programmes datalog monadique pour la
validation des contraintes de sche´ma. Le chapitre 5 pre´sente un algorithme de traduction d’un sche´ma en
programme datalog monadique. En effet, dans nos recherches nous avons e´te´ particulie`rement inte´resse´s
par la validation incre´mentale des contraintes. Dans nos travaux nous avons utilise´ les automates d’arbres
comme outil de validation des contraintes de sche´mas (chapitre 4), mais, plus re´cemment, nous avons
aussi propose´ un validateur en forme d’un programme datalog monadique (section 5.5).
2.2 Langages, grammaires et automates d’arbres
Alors qu’une grammaire hors contexte (CFG) ([HMU01]) engendre des mots, une grammaire d’arbres
engendre des arbres ([CDG+02]). La plupart des travaux sur XML conside`re les documents XML comme
des arbres appartenant a` un langage re´gulier d’arbres, c’est-a`-dire, un langage engendre´ par une grammaire
re´gulie`re d’arbres. La de´finition d’une grammaire (re´gulie`re) d’arbres pour des arbres d’arite´ variable est
inspire´e de sa version pour les arbres d’arite´ fixe ([CDG+02]) en permettant que la partie droite d’une
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re`gle de production soit une expression re´gulie`re ([MLMK05]).
De´finition 2.2.1 - Grammaire d’arbres : Une grammaire (re´gulie`re) d’arbres (RTG) est un n-uplet
G = (Σ, NT, P, S) ou` Σ est un ensemble fini des symboles (les terminaux), NT est un ensemble fini de
non terminaux, disjoint de Σ ; S ⊂ NT est un ensemble de symboles initiaux et P est un ensemble de
re`gles de productions de la forme A → a[E] ou` A ∈ NT , a ∈ Σ et E est une expression re´gulie`re6 sur
NT . Nous notons L(G) le langage d’arbres engendre´ par une grammaire d’arbres G. 2
Comme dans [MLMK05], nous conside´rons les grammaires dans la forme normale de´finie dans [LMM00].
Ainsi, les re`gles du type X → a[E1] et X → a[E2], avec le meˆme non-terminal a` gauche et le meˆme ter-
minal a` droite, sont traduites en une seule re`gle X → a[E1 + E2]. De plus, si nous avons deux re`gles
A→ a[E1] et A→ b[E2], la grammaire sera re´e´crite en remplac¸ant, disons, A→ a[E1] par A1→ a[E1], en
laissant A→ b[E2] e en remplac¸ant tout non terminal A qui apparaˆıt a` droite d’une re`gle de production
par A1 + A.
L’ensemble des langages engendre´ par les grammaires d’arbres constitue la classe de langages re´guliers
d’arbres (RTL). Cette classe de langages correspond exactement aux langages reconnus par les automates
d’arbres. La de´finition des automates d’arbres dans le contexte des arbres d’arite´ non borne´ ([BMW01,
BW98b]) est une extension de celle introduite pour les arbres d’arite´ fixe, en particulier les arbres binaires
([CDG+02]). Les automates d’arbres sont, en ge´ne´ral, classe´s en ascendants (bottom-up), dont l’exe´cution
commence par les feuilles de l’arbre et conside`re toujours les fils avant de passer a` leur pe`re, ou descendants
(top-down), dont l’exe´cution commence par la racine et conside`re le pe`re avant de traiter les fils. Dans
nos travaux nous conside´rons les automates ascendants de´terministes ou non-de´terministes.
De´finition 2.2.2 - Automate d’arbres ascendant (bottom-up finite tree automaton) : Un
automate d’arbres sur un alphabet Σ est un n-uplet A = (Q, Σ, Qf , ∆) ou` Q est un ensemble fini d’e´tats
disjoint de Σ, Qf ⊆ Q est un ensemble d’e´tats finaux et ∆ est un ensemble fini de transitions de la forme
δ(a, E) = q ou` a ∈ Σ, E est une expressions re´gulie`re sur Q et q ∈ Q. Nous notons L(A) le langage
d’arbres reconnu par un automate d’arbres A. 2
La de´finition standard d’un automate d’arbres de´terministe est obtenue par l’imposition d’une contrainte
sur l’ensemble de transitions : pour tous les symboles a et tous les e´tats q1 , q2 s’il existe une transition
δ(a, E1) = q1 et δ(a, E2) = q2 alors L(E1) ∩ L(E2) = ∅. La de´finition 2.2.2 ne fait pas cette restriction et
correspond donc a` un automate d’arbres non-de´terministe.
Il est inte´ressant de remarquer que, dans le cadre des grammaires nous disons qu’un langage d’arbres
est engendre´ par une grammaire en commenc¸ant par un symbole dans S dans une vision top-down. Dans
le cadre des automates nous parlons de la reconnaissance par les automates car nous partons d’un terme
du langage (un arbre) et nous essayons de le re´duire a` un e´tat final. Il s’agit ainsi d’une vision bottom-up.
Cette notion est formalise´e, dans la suite par les de´finitions d’interpre´tation d’un arbre par rapport a` une
grammaire et de l’exe´cution d’un automate d’arbres.
De´finition 2.2.3 - Interpre´tation d’un arbre T par rapport a` une grammaire ([MLMK05]) :
Une interpre´tation d’un arbre T = (D, t) par rapport a` une grammaire d’arbres G = (Σ, NT, P, S) est un
arbre RI = (D, I) ou` I est une fonction qui associe chaque position p ∈ D a` un non terminal dans NT
en respectant les proprie´te´s suivantes :
1. I() ∈ S et
2. pour chaque position p et ses enfants p.0, . . . p.(n − 1) dans D il existe une re`gle de production
X → a[E] dans G telle que
(a) I(p) est X
(b) le terminal (le label) associe´ a` p est a (c’est-a`-dire, t(p) = a) et
(c) I(p.0). . . . .I(p.(n− 1)) est un mot de L(E).
Un arbre T est valide par rapport a` une grammaire d’arbres G s’il existe une interpre´tation de T par
rapport a` G. Un ensemble d’arbres est un langage re´gulier si, pour une grammaire d’arbres G, tous les
arbres dans cet ensemble, et seulement eux, sont valides par rapport a` G. 2
La de´finition de l’interpre´tation d’un arbre par rapport a` une grammaire a son homologue dans le
cadre des automates d’arbres ou` nous parlons d’exe´cution d’un automate sur un arbre donne´. Remarquer
6E´tant donne´ un alphabet Σ = {a1, . . . , an}, nous rappelons que l’ensemble des expressions re´gulie`res sur Σ est inducti-
vement de´fini par : E ::= ∅ |  | ai | E + E | E.E | E
+ | E∗ | E? | (E).
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que dans ce cas, au lieu des non terminaux nous avons les e´tats.
De´finition 2.2.4 - Exe´cution de A sur un arbre T : Soit T = (D, t) un arbre et soit A =
(Q, Σ, Qf , ∆) un automate d’arbres (de´finition 2.2.2). L’exe´cution de A (run) sur T est un arbre RA =
(D, r) ou` r est une fonction qui associe chaque position p du domaine D a` un ensemble d’e´tats Qp tel
que pour tous les e´tats q ∈ Qp les conditions ci-dessous sont respecte´es :
1. t(p) = a ∈ Σ
2. Il existe une re`gle de transition δ(a, E) = q dans ∆.
3. Il existe un mot w = q0 . . . qn−1 dans L(E) tel que q0 ∈ Q0 . . . qn−1 ∈ Qn−1 ou` Q0 . . .Qn−1 sont les
ensembles d’e´tats associe´s a` chaque fils de p.
Une exe´cution r est re´ussie si r() = Q et Q ∩ Qf 6= ∅. Un arbre T est valide s’il existe une exe´cution
re´ussie sur T . Un arbre T est localement valide, si r() est associe´ a` un ensemble Q tel que Q ⊂ Q mais
Q∩Qf peut eˆtre vide. 2
Dans la de´finition 2.2.4, si nous conside´rons que pour tout 0 ≤ i ≤ (n − 1) nous avons qji ∈ Qp.i, la
condition 3 demande que L(E) ∩ L(Eaux) 6= ∅, ou` Eaux = (q00 |q
1
0 | . . . |q
k0




n−1| . . . |q
kn−1
n−1 ) est
une expression re´gulie`re repre´sentant l’ensemble des mots compose´s par les e´tats associe´s aux n fils de p
(en supposant que le nombre d’e´tats dans chaque Qp.i est ki + 1).
Classification des langages re´guliers d’arbres
Nous rappelons la classification des langages d’arbres propose´e dans [MLMK05] en prenant en compte
deux sous classes des langages re´guliers d’arbres. Nous pre´sentons les de´finitions dans les contextes des
grammaires ([MLMK05]) et des automates ([BCH+07]), en faisant un paralle`le entre eux.
Nous commenc¸ons en rappelant la de´finition des non terminaux en concurrence. E´tant donne´e une
grammaire G, deux non terminaux diffe´rents A et B de G sont en concurrence entre eux s’il existe deux
re`gles de productions en G de la forme A → a[E1] et B → a[E2]. Dans le contexte des automates nous
parlons des e´tats en concurrence. E´tant donne´ un automate d’arbres A, deux e´tats diffe´rents qA et qB de
A sont concurrents s’il existe deux re`gles de transition δ1 et δ2, telles que δ1(a, E1) = qA et δ2(a, E2) = qB .
Une grammaire d’arbres locale (LTG) est une grammaire re´gulie`re d’arbres sans non terminaux en
concurrence . Un ensemble d’arbres est un langage d’arbres local (LTL) si, pour une LTG G, tous les
arbres de cet ensemble, et seulement eux, sont valides par rapport a` G. Autrement dit, un LTL est
l’ensemble des arbres reconnus par un automate d’arbres qui n’admet pas la concurrence entre ses e´tats.
Une grammaire d’arbres a` type unique (STTG) est une grammaire re´gulie`re d’arbres ou` les symboles
de de´marrage ne sont pas en concurrence et dans ses re`gles de production, les non terminaux dans une
meˆme expression re´gulie`re ne sont pas en concurrence. Un ensemble d’arbres est un langage d’arbres
a` type unique (STTL) si, pour une STTG G, tous les arbres de cet ensemble, et seulement eux, sont
valides par rapport a` G. Autrement dit, un STTL est le langage reconnu par un automate d’arbres qui
satisfait les contraintes suivantes : (i) deux e´tats dans Q peuvent eˆtre en concurrence mais ils ne doivent
pas apparaˆıtre dans la meˆme expression re´gulie`re E d’une re`gle de transition et (ii) l’ensemble des e´tats
finaux de Qf est un singleton.
Exemple 2.2.1 Soient trois automates A1, A2 et A3 construits pour reconnaˆıtre les langages engendre´s
par les grammaires d’arbres G1, G2 et G3, respectivement. Chaque grammaire Gi est de´finie par Gi =
(Σ, NT, Pi, S), alors que chaque automate Ai = (Q, Σ, Qf , ∆i). Les terminaux sont en minuscule alors
que les non terminaux commencent par une lettre majuscule. Les trois ensembles de re`gles de production
posse`dent les re`gles A → a[Data] ou` a ∈ {name, add, phone, number} et Data → data[] en plus des
re`gles spe´cifiques. La meˆme supposition est faite pour les trois automates.
P1 ∆1
Dir → directory[Person∗] δ(directory, (q∗person)) = qdir
Person → student[DirA | DirB]) δ(student, (qdirA | qdirB)) = qperson
Person → professor[DirB] δ(professor, (qdirB)) = qperson
DirA → direction[Name.Number?.Add?] δ(direction, (qname.qnumber?.qadd?)) = qdirA
DirB → direction[Name.Add?.Phone∗] δ(direction, (qname.qadd?.q∗phone)) = qdirB
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P2 ∆2
Dir → directory[Person∗] δ(directory, (q∗person)) = qdir
Person → student[DirA]) δ(student, (qdirA)) = qperson
Person → professor[DirB] δ(professor, (qdirB)) = qperson
DirA → direction[Name.Number.Add?] δ(direction, (qname.qnumber.qadd?) = qdirA
DirB → direction[Name.Add?.Phone∗] δ(direction, (qname.qadd?.q∗phone)) = qdirB
P3 ∆3
Dir → directory[Student∗.P rofessor∗] δ(directory, (q∗stud.q
∗
prof )) = qdir
Student → student[Name.Number.Add?] δ(student, (qname.qnumber .qadd?)) = qstud
Professor → professor[Name.Add?.Phone∗] δ(professor, (qname.qadd?.q
∗
phone)) = qprof
Selon les de´finitions pre´ce´dentes, nous pouvons conclure que G3 est une LTG, G2 est une STTG qui n’est
pas LTG (DirA et DirB sont en concurrence) alors que G1 est une RTG qui n’est pas STTG (DirA et
DirB sont en concurrence et font partie d’une meˆme expression re´gulie`re). 2
Pouvoir d’expression et proprie´te´s des langages re´guliers d’arbres
Le pouvoir d’expression des trois classes de langages est e´tudie´ dans [MLMK05] et peut eˆtre re´sume´
par l’inclusion LTL ⊂ STTL ⊂ RTL.
Les proprie´te´s de ces trois classes de langages ne sont pas toujours les meˆmes ([MLMK05]). Ainsi, sur
la question de l’unicite´ des interpre´tations nous savons que, par rapport aux STTG ou LTG, un arbre a au
plus une interpre´tation. Par contre, un arbre peut avoir plusieurs interpre´tations par rapport a` une RTG.
Comme une LTG interdit des non terminaux en concurrence, une seule re`gle de production peut eˆtre
utilise´e pour un nœud. Cela e´quivaut a` dire qu’un automate construit pour des LTL est de´terministe.
Une STTG interdit des non terminaux en concurrence a` la racine. Cela nous permet de re´soudre les
e´ventuelles concurrences sur les autres nœuds : les concurrences des non terminaux sur un nœud p sont
re´solues en utilisant les informations concernant le pe`re de p. Cette situation spe´ciale des STTL et LTL
nous permet de construire des algorithmes de validation incre´mentale sans l’utilisation de structures de
stockage auxiliaires. Ne´anmoins, ces structures sont ne´cessaires pour les RTL (non STTL).
Sur la question de la fermeture boole´enne. Les LTL et les STTL ne sont pas ferme´es par union et
diffe´rence mais sont ferme´es par intersection. Les RTL sont ferme´es par union, diffe´rence et intersection.
Nous rappelons aussi que le test du vide (c’est-a`-dire, est-ce qu’un langage est vide ?) et le test d’ap-
partenance (c’est-a`-dire, est-ce qu’un arbre appartient au langage ?) sont de´cidables pour les langages
re´guliers.
Langages de sche´ma XML
Les langages de sche´ma pour XML propose´s aujourd’hui peuvent eˆtre repre´sente´s par les grammaires
d’arbres de la de´finition 2.2.1 (ce que nous ferons dans ce me´moire). Ne´anmoins, ils sont parfois pre´sente´s
par une variation de cette de´finition ou` il n’y a pas de distinction entre les symboles terminaux et non
terminaux ([BMW01, MLMK05]).
Dans [MLM01, MLMK05] une classification des principaux langages est propose´e. Ainsi une DTD
est une LTG, le W3C XML Schema (XSD) est une STTG et RELAX NG est une RTG. Remarquer
que la non unicite´ de l’interpre´tation pour les RTL n’est pas force´ment une faiblesse, comme il est
explique´ dans [MLMK05]. Les types dans les langages de programmation XML (plusieurs langages de
programmation ont e´te´ de´veloppe´s comme, par exemple XDuce7 and JWIG8 sont set-theoretic([KSS03]).
Autrement dit, un type A repre´sente un ensemble L(A) et un e´le´ment est du type A ssi il appartient
au langage L(A). Les types set-theoretic ne demandent pas l’unicite´ des interpre´tations (c’est-a`-dire, un
e´le´ment peut avoir plusieurs types). Ne´anmoins il faut rappeler que des approches diffe´rentes existent.
Dans XQuery, par exemple, un document XML est stocke´ avec son interpre´tation (construite pendant la
validation).
7XDuce : http ://xduce.sourceforge.net/index.html

















<!DOCTYPE bib SYSTEM "recipeBib.dtd">
<bib>
<recipe name="My first cake" estimated-time="1" unit="h" >
<ingredients>
<ingredient quantity="200" unit="g" name="flour"/>
<ingredient quantity="100" unit="g" name="sugar"/>
<ingredient quantity="2" unit="dl" name="milk"/>
</ingredients>
<procedure>Throw all the ingredients in a bowl and stir





Fig. 2.2: Exemple recettes([KSS03]). Document XML repre´sente´ par un arbre (repre´sentation adopte´e
dans [BDHL03]) et par un texte. Sur l’arbre les attributs sont signale´s par @ et les nœdus data sont ceux associe´s
a` des valeurs.
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Les avis sur l’utilisation des langages de sche´ma XML peuvent diffe´rer. L’unicite´ de l’interpre´tation
peut eˆtre conside´re´e comme un avantage pour certains (ce qui privile´gie LTG et STTG) alors que la
non unicite´ n’est pas un proble`me pour ceux qui de´fendent plus de pouvoir d’expression. Selon [JNV04],
en termes de besoin pour les demandes pratiques actuelles, les DTDs semblent eˆtre suffisantes pour
repre´senter la grande majorite´ des contraintes de sche´ma souhaite´es.
Quelques pre´cisions sur le traitement des attributs et la repre´sentation des donne´es
Faisons une comparaison entre l’arbre d’arite´ variable (c’est-a`-dire, l’arbre XML selon la de´fini-
tion 2.1.1) et un document (texte) XML (figure 2.2). Les noms des e´le´ments et des attributs dans un
document XML sont traduits dans des labels associe´s aux positions de l’arbre. Ne´anmoins, les donne´es
(valeurs) n’ont pas e´te´ conside´re´es dans la de´finition 2.1.1. Dans nos travaux, nous supposons, en effet,
l’existence d’un label spe´cifique data. Toute position dont le label est data est associe´e a` une valeur dans
un domaine infini DOM . Pour acce´der a` cette valeur, nous proposons une fonction value de´finie sur les
nœuds data. Les nœuds data sont toujours des feuilles. Dans ce me´moire les nœuds data seront conside´re´s
seulement pendant la description de nos travaux sur les contraintes d’inte´grite´ car, dans ce contexte, nous
avons besoin de faire des comparaisons sur les valeurs. Bref, meˆme si un document XML peut toujours
eˆtre converti dans la repre´sentation abstraite que nous utilisons, pour que la re´ciproque soit vraie cer-
taines conditions doivent eˆtre respecte´es (diffe´rent types de nœuds, nœuds du type data toujours feuilles,
nœuds attributs pre´ce´dant les e´le´ments, etc). Nous re´fe´renc¸ons [KSS03] pour une discussion a` ce sujet
et [BDHL03] pour des pre´cisions sur le mode`le que nous avons utilise´ dans la plupart de nos travaux.
Une autre remarque importante concerne les attributs. Les de´finitions de l’automate d’arbres et de
son exe´cution (de´finitions 2.2.2 et 2.2.4) sont des versions simplifie´es de celle utilise´e dans nos travaux ou`
les attributs des documents XML sont pris en compte. Dans nos travaux (par exemple [BH03, BHM03,
BCH+07]), nous avons suppose´ que les premiers nœuds fils de p pouvaient eˆtre des nœuds attributs. Ces
nœuds me´ritent un traitement spe´cial puisqu’ils doivent eˆtre conside´re´s comme des e´le´ments d’un ensemble
ou` l’ordre n’est pas important, contrairement aux fils du type e´le´ment ou` l’ordre est pris en compte. Pour
traiter ces diffe´rents types de nœuds, nous avons propose´ un automate d’arbres e´tendu avec des fonctions
de transitions de la forme δ(a, S, E) = q ou` S = (Scompusory, Soptional), et Scompusory et Soptional sont des
ensembles d’e´tats qui repre´sentent, respectivement, les attributs obligatoires et optionnels. L’exe´cution de
cet automate e´tendu correspond a` la de´finition 2.2.4 avec l’ajout de conditions concernant la ve´rification
des attributs. Dans ce me´moire nous laissons de cote´ les de´tails concernant le traitement des attributs.
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Chapitre 3
Mises a` jour et maintenance des
documents XML
Dans ce chapitre, nous conside´rons les de´tails de nos ope´rations de mises a` jour. D’abord nous pre´-
sentons la se´mantique des mises a` jour e´le´mentaires et ensuite la notion de mises a` jour multiples. Le
concept de liste de mises a` jour non contradictoire est introduit pour prouver que les mises a` jour multiples
peuvent se re´duire a` une composition commutative de mises a` jour e´le´mentaires. Ce re´sultat est ine´dit et
vient comple´ter les travaux de recherches XML que nous pre´sentons ici. Nous finissons le chapitre par une
discussion ge´ne´rale sur la maintenance de contraintes dans une base de donne´es XML lors de la pre´sence
de mises a` jour et sur certains travaux lie´s.
3.1 Pre´liminaires
Soit un arbre T = (D, t). Pour spe´cifier nos mises a` jour sur T , nous introduisons les ensembles de
positions ci-dessous :
– L’ensemble frontie`re d’insertion (insert frontier) de T :
frins(T ) = {u.i /∈ D | u ∈ D ∧i ∈ N ∧[(i = 0) ∨ ((i 6= 0) ∧ u.(i− 1) ∈ D)]}.
Pour l’arbre vide T , frins(T ) = {}. De fac¸on intuitive, la frontie`re d’insertion contient les positions
qui ne sont pas dans l’arbre original, mais ou` une insertion est possible.
– Les ensembles DelPosp, ShiftRightPosp, et ShiftLeftPosp, de´finis par rapport a` une position p 6= .
Soit p = u.i, ou` p ∈ D, i ∈ N et u ∈ N∗. Soit n + 1 le nombre de fils (fan-out) du pe`re de p.
– DelPosp =
⋃n
k=i{v | v ∈ D, v = u.k.u
′ et u′ ∈ N∗}.
– ShiftRightPosp =
⋃n
k=i{v | v = u.(k + 1).u
′, u.k.u′ ∈ D et u′ ∈ N∗}.
– ShiftLeftPosp =
⋃n
k=i+1{v | v = u.(k − 1).u
′, u.k.u′ ∈ D et u′ ∈ N∗}.
L’ensemble DelPosp correspond aux positions qui doivent eˆtre modifie´es duˆ a` une insertion ou a` une
suppression a` la position p de l’arbre. ShiftRightPosp (respectivement, ShiftLeftPosp) est l’ensemble des
positions obtenues par un de´placement (shift) a` droite (respectivement, a` gauche) des positions originales
suite a` une insertion (respectivement, une suppression) sur p.
rappel : Dans nos travaux (et parfois dans ce me´moire) nous utilisons le symbole  de fac¸on e´quivalente
a` ≺∗ch ; alors que ≺ indique un pre´fixe strict, c’est-a`-dire, si p ≺ p
′ alors p  p′ ∧ p 6= p′. Rappelons aussi
que ≺ch repre´sente la relation child (De´finition 2.1.3).
De´finition 3.1.1 - Arbres isomorphes : Soient T = (D, t) et T ′ = (D′, t′) deux arbres. Une fonction
bijective h : D → D′ est un isomorphisme de l’arbre T vers l’arbre T ′ si les conditions suivantes sont
ve´rifie´es :
1. La racine de T est associe´e a` la racine de T ′, c’est-a`-dire, h() =  et t() = t′().
2. t(v) = t′(h(v)) pour toute position v ∈ D.
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3. Pour chaque couple (v, u) tel que v, u ∈ D et v ≺ch u, nous avons h(v) ≺ch h(u) et pour chaque
couple (v′, u′) tel que v′, u′ ∈ D′ et v′ ≺ch u′, nous avons h−1(v′) ≺ch h−1(u′). 2
3.2 Mises a` jour
La de´finition ci-dessous introduit les ope´rations de mises a` jour e´le´mentaires que nous utilisons dans
notre approche.
De´finition 3.2.1 - Mises a` jour e´le´mentaires : Une ope´ration de mise a` jour upd est un n-uplet
(op, p, Γ) ou` :
(i) op est le nom de l’ope´ration, op ∈ {insert, delete, replace} ;
(ii) p = u.i (u ∈ N∗ et i ∈ N) est une position de mise a` jour de´finie selon l’ope´ration op par rapport au
domaine de l’arbre sur lequel l’ope´ration sera applique´e et
(iii) Γ = (DΓ, τ) est un arbre.
E´tant donne´ un arbre non vide T = (D, t), une mise a` jour upd est une fonction partielle qui transforme
T dans un nouvel arbre T ′ = (D′, t′). Nous notons T
upd
−→ T ′ ou upd(T ) = T ′.
– Si upd = (insert, p, Γ) ou` p ∈ (D ∪ frins(T )) \ {}) et Γ 6= ∅ alors




t′(w) = t(w), ∀w ∈ (D \DelPosp).
t′(u.(k + 1).u′) = t(u.k.u′) pour chaque u.(k + 1).u′ ∈ ShiftRightPosp
ou` u′ ∈ N∗ et i ≤ k ≤ n,
et n + 1 est le fan-out du pe`re de p.
t′(p.v) = τ(v) pour chaque v ∈ DΓ
Remarque : L’insertion a` la position  d’un arbre non vide n’est pas de´finie.
– Si upd = (delete, p, Γempty) ou` p ∈ (D \ {}) et Γempty est un arbre vide, alors




t′(w) = t(w) pour chaque w ∈ (D \DelPosp)
t′(u.(k − 1).u′) = t(u.k.u′) pour chaque u.(k − 1).u′ ∈ ShiftLeftPosp
ou` u′ ∈ N∗ et (i + 1) ≤ k ≤ n, ou` n + 1
est le nombre de fils (fan-out) de p.
– Nous de´finissons T
(delete,,Γempty)
−→ ({}, {(, λ)}.
– Si upd = (replace, p, Γ) ou` p ∈ D et Γ 6= ∅, alors
– D′ = [D \ {v | v ∈ D ∧ v = p.u′}] ∪ {p.v | v ∈ DΓ} ou` u′ ∈ N∗
–
{
t′(w) = t(w) ∀w ∈ D et w 6= p.u′
t′(p.v) = τ(v) ∀v ∈ DΓ
Quand T est un arbre vide, les ope´rations d’insertion et de remplacement donnent comme re´sultat l’arbre
Γ. En d’autres termes, nous avons ({}, {(, λ)})
(insert,,Γ)
−→ Γ et ({}, {(, λ)})
(replace,,Γ)
−→ Γ. La suppression
sur un arbre vide, ne change rien, c’est-a`-dire ({}, {(, λ)})
(delete,,Γ)
−→ ({}, {(, λ)}). 2
Apre`s avoir conside´re´ la validation incre´mentale des documents XML soumis a` des mises a` jour simples
(dans [BH03]), nous avons propose´ une extension de nos me´thodes de validation (par rapport aux sche´mas
et aux contraintes d’inte´grite´) dans [BCH+07], en conside´rant une suite de mises a` jour. Nous conside´rons
ainsi des mises a` jour multiples ou` une liste d’ope´rations de mises a` jour est traite´e comme une unique
transaction. Nous adoptons ainsi les principes de [BBFV05, SHS04] et la validite´ d’un document est
e´tablie seulement apre`s que toute la suite des ope´rations de mises a` jour soit conside´re´e. Notre validateur
conside`re que cette suite doit eˆtre non contradictoire ; concept introduit par la de´finition ci-dessous.
De´finition 3.2.2 - Mises a` jour contradictoires : Deux ope´rations de mises a` jour upd1 = (op1, p1, Γ1)
et upd2 = (op2, p2, Γ2) sont contradictoires si et seulement si une des conditions suivantes est ve´rifie´e :
1. p1 =  ou p2 = .
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2. Les ope´rations indiquent une suppression ou un remplacement sur une meˆme position. En d’autres
termes, upd1 6= upd2, p1 = p2 ; op1 ∈ {delete, replace} et op2 ∈ {delete, replace}.
3. Une ope´ration indique une suppression ou un remplacement sur une position alors que l’autre
ope´ration indique une autre ope´ration sur un descendant (strict). En d’autres mots, p1 ≺ p2,
op1 ∈ {delete, replace} et op2 ∈ {insert, delete, replace} ou p2 ≺ p1, op2 ∈ {delete, replace} et
op1 ∈ {insert, delete, replace}
Une liste de mises a` jour est non contradictoire, s’elle ne contient pas d’ope´rations de mises a` jour
contradictoires. 2
E´tant donne´e une liste de mises a` jour souhaite´es par un utilisateur, nous conside´rons qu’un pre´-
traitement transforme cette liste en liste non contradictoire. Nous ne proposons pas un pre´-traitement
spe´cifique. En cas de contradiction, il peut demander aux utilisateurs de faire un choix ou e´tablir des
priorite´s entre les ope´rations.
Il est inte´ressant de remarquer, dans le cas 1 de la de´finition 3.2.2, qu’une liste de mises a` jour contenant
une ope´ration sur la position  est conside´re´e comme contradictoire. Ainsi, les ope´rations (possibles) sur la
racine d’un arbre donne´ doivent eˆtre faites inde´pendamment des autres mises a` jour. Cela s’explique car,
en effet, une mise a` jour sur  repre´sente une transformation majeure, qui change tout l’arbre (indiquant
qu’ un nouveau document est pris en compte)1. Remarquer aussi que, mise a` part les insertions, le cas 1
est un cas particulier de la condition 3 de la de´finition 3.2.2.
Soit un document XML et une liste des mises a` jour souhaite´es par l’utilisateur. Notre algorithme de
validation incre´mentale prend en compte les mises a` jour de la liste au fur et a` mesure qu’il parcourt le
document XML. Pour des questions d’efficacite´, nous de´finissons une liste ou` les positions des mises a`
jour respectent l’ordre de lecture du document XML. La de´finition ci-dessous introduit la notion de mise
a` jour multiple et montre comment elle se de´compose en mises a` jour e´le´mentaires. Il est important de
remarquer que l’application de chaque mise a` jour e´le´mentaire provoque un changement sur l’arbre ainsi
que sur la liste de mises a` jour.
Dans la de´finition ci-dessous, nous utilisons des fonctions standards sur une liste, a` savoir Head(L) qui
re´cupe`re la mise a` jour e´le´mentaire qui est a` la teˆte d’une liste L et Body(L) qui nous donne la liste L sans
sa teˆte. Pour simplifier la notation, nous supposons l’existence de la fonction ShiftRight (respectivement
ShiftLeft) qui rec¸oit une liste de mises a` jour et calcule une autre liste de mises a` jour en effectuant
un “shift” a` droite (respectivement, a` gauche) des positions de mises a` jour affecte´es par la mise a` jour
pre´ce´dente (de manie`re similaire a` ce que propose la de´finition de ShiftRightPosp et, respectivement,
ShiftLeftPosp).
De´finition 3.2.3 - Mises a` jour multiples : Une liste de mises a` jour L est une suite non contradictoire
de mises a` jour e´le´mentaires (respectant les conditions e´tablies par la De´finition 3.2.1). Les n-uplets
(op, p, Γ) dans L sont ordonne´s par rapport aux positions p et selon l’ordre de lecture du document.
E´tant donne´ un arbre non vide T , une mise a` jour multiple est une composition des fonctions qui trans-
forme T dans un nouvel arbre T ′. Nous notons T
(L)





T2 . . .
Head(Ln)
−→ Tn = T ′ ou` L1 = L, Body(Ln) = [] et, pour 2 ≤ i ≤ n, chaque liste Li = Shift(Li−1).




ShiftLeft(Body(L)) Si Head(L) = (delete, p, ({}, {, λ}))
ShiftRight(Body(L)) Si Head(L) = (insert, p, Γ)
Body(L) Si Head(L) = (replace, p, Γ) 2
Ainsi, une mise a` jour multiple est l’application d’une liste de mises a` jour sur un arbre T donne´.
L’application de la liste L(= L1) sur T e´quivaut a` effectuer les e´tapes suivantes jusqu’a` ce que la liste de
mises a` jour soit vide :
(i) appliquer la i-e`me mise a` jour e´le´mentaire updi sur Ti−1 pour obtenir Ti ;
(ii) supprimer updi de Li et
(iii) corriger (en prenant en compte la mise a` jour updi qui vient d’eˆtre effectue´e) les positions des autres
mises a` jour encore dans Li (pour obtenir Li+1).
1Selon la de´finition 3.2.1, nous pouvons envisager les mises a` jour suivantes sur  : insert sur un arbre vide ;
delete ou un replace sur un arbre quelconque. La seule ope´ration qui n’implique pas un changement de document est
({}, {(, λ)})
(delete,,Γ)
−→ ({}, {(, λ)}).
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Il est important de remarquer les caracte´ristiques particulie`res des insertions. Dans notre approche,
une ope´ration insert sur une position p n’est pas contradictoire avec une autre mise a` jour (insert, delete,
ou replace) sur une position p′ telle que p ≺∗ch p
′. En effet, une insertion sur une position p provoque
l’ajout d’un nouvel arbre en p et un “shift” a` droite sur toutes les positions a` droite de p. Le “shift” a`
droite est aussi applique´ sur la liste des mises a` jour provoquant un changement sur les positions des
mises a` jour pas encore applique´es sur l’arbre.
Exemple 3.2.1 Soit une liste L1 = [(insert, 1, ΓA), (insert, 1, ΓB), (insert, 1, ΓC)] applique´ sur T = T0,
ou` t0 = r(τI , τF ) avec r le label du nœud racine. Si l’on note T
′ l’arbre tel que T
L1−→ T ′ avec t′ =
r(τI , τA, τB , τC , τF ), les e´tapes interme´diaires de la construction de cet arbre sont les suivantes : La mise a`
jour T0
(insert,1,ΓA)
−→ T1 donne t1 = r(τI , τA, τF ) (et le domaine D1 corrrespondant) et ShiftRight(Body(L1))
nous donne L2 = [(insert, 2, ΓB), (insert, 2, ΓC)]. Ensuite, nous avons T1
(insert,2,ΓB)
−→ T2. Le re´sultat T2
contient t2 = r(τI , τA, τB , τF ) et la nouvelle liste L3 = [(insert, 3, ΓC)]. Finalement, T2
(insert,3,ΓC )
−→ T3 ou`
t3 = r(τI , τA, τB , τC , τF ) et la liste de mises a` jour devient vide (L4 = []). 2
Nous rappelons que les demandes de l’utilisateur portent toujours sur l’arbre d’origine, c’est-a`-dire,
les positions re´fe´rence´es par une mise a` jour multiple sont toutes des positions de l’arbre original. Ainsi,
les changements effectue´s sur la liste de mises a` jour sont internes et ne sont pas visibles avant la fin de la
mise a` jour multiple. Notre but est de permettre a` l’utilisateur d’indiquer les mises a` jour souhaite´es sur
les positions qui existent au moment ou` il liste ses changements. Dans l’exemple pre´ce´dent, les insertions
demande´es par l’utilisateur portent sur la position qu’il connaˆıt comme e´tant “occupe´e” par le sous arbre
τF .
Remarquer que la notion de contradiction (de´finition 3.2.2) a e´te´ introduite dans le but de re´gler les
proble`mes occasionne´s par les diffe´rences entre les positions de mises a` jour demande´es par l’utilisateur
(toujours sur l’arbre d’origine) et les positions de l’arbre mis a` jour (calcule´es au fur est a` mesure que les
mises a` jour sont conside´re´es). Soit une liste L = [(delete, 1, Γempty), (replace, 1, Γ1)] contenant les mises
a` jour (contradictoires) d’un utilisateur sur un arbre T avec t = r(τA, τB , τC). La mise a` jour multiple
supprime le sous arbre τB et remplace le sous arbre τC par τ1 ce qui est difficile a` expliquer a` l’utilisateur
qui semble vouloir changer le sous arbre dont la racine est a` la position 1 dans l’arbre original. La notion
de mise a` jour contradictoire impose un choix et e´vite ce genre de proble`me.
Dans notre approche, pour des raisons d’efficacite´, si une liste de mises a` jour posse`de des insertions
et des suppressions sur la meˆme position, le pre´-traitement remplace ces ope´rations par une ope´ration
replace.
Dans ce me´moire, les restrictions impose´es sur la liste de mises a` jour L sont assouplies par rapport a`
celles impose´es dans [BCH+07], sans conse´quence sur les algorithmes de validation propose´s et les re´sultats
obtenus. Le the´ore`me ci-dessous montre que si la liste de mises a` jour L est non contradictoire et contient
seulement des mises a` jour e´le´mentaires correctes selon la de´finition 3.2.1, alors, si L ne contient pas
plusieurs insertions sur une meˆme position, la mise a` jour multiple est une composition commutative de
fonctions. Autrement dit, le the´ore`me fournit une condition suffisante pour la commutation de nos mises
a` jour.
The´ore`me 3.2.1 Soit L une suite non contradictoire de mises a` jour e´le´mentaires (respectant les condi-
tions e´tablies par la De´finition 3.2.1). Soient L1, L2, . . . Lm des suites de mises a` jour construites a` partir
de L en changeant l’ordre des mises a` jour e´le´mentaires, c’est-a`-dire, L1, L2, . . . Lm sont des suites de
mises a` jour qui ne diffe´rent entre elles que par l’ordre des mises a` jour e´le´mentaires. Soit T un arbre
XML et soient les mises a` jour multiples (De´finition 3.2.3) T
(L1)
−→ T ′1, . . . , T
(Lm)
−→ T ′m.
Les arbres T ′1 . . . T
′
m, re´sultats des mises a` jour multiples ainsi de´finies, sont isomorphes. Plus particulie`-
rement, si la liste L ne contient pas plusieurs insertions sur une meˆme position alors les arbres re´sultats




Preuve : La preuve est faite par induction sur la longueur de L, dans l’annexe A.
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3.3 Mises a` jour et contraintes
Dans nos travaux de recherche nous conside´rons deux classes de contraintes sur les documents XML
d’une base de donne´es : les contraintes de sche´ma, de´finissant la structure ou le type du document XML
et les contraintes d’inte´grite´ exprimant des restrictions se´mantiques importantes, usuellement rencontre´es
dans une base de donne´es pour assurer la cohe´rence des informations stocke´es. Un proble`me crucial dans
la gestion des bases de donne´es concerne la maintenance des contraintes lorsque les mises a` jour sont
effectue´es. Cette maintenance doit eˆtre, pre´fe´rentiellement, incre´mentale. Nos travaux de recherche sur
XML se placent dans ce contexte et ont aborde´ le proble`me selon diffe´rentes optiques.
Dans le chapitre 4, nous conside´rons les contraintes de sche´ma (ou le type du document) et nous
pre´sentons une me´thode de validation incre´mentale en pre´sence des mises a` jour multiples. Deux approches
ont e´te´ de´veloppe´s, a` savoir : (i) la liste de mises a` jour est refuse´e en cas de violation de contrainte
([BH03, BCH+07]) et (ii) une routine de correction est lance´e a` chaque fois que la validation e´choue pour
proposer diffe´rentes versions d’un document mis de jour et valide ([BCHS06b, BCHS06a]).
Dans le chapitre 5 nous restons dans le cadre des contraintes structurales et nous abordons l’e´volution
de sche´mas d’une fac¸on originale car c’est via les mises a` jour“interdites”par la validation, mais conside´re´es
prioritaires dans le contexte, qu’une routine de transformation de sche´ma est de´clenche´e. Le roˆle de la
routine de transformation est d’adapter le sche´ma original au document mis a` jour tout en pre´servant la
validite´ des autres documents qui n’ont pas besoin d’eˆtre modifie´s ([BDH+04b, BDH+04a, dHM07]).
Dans le chapitre 6 nous changeons de contexte pour prendre en compte diffe´rentes contraintes d’inte´-
grite´. Notre but e´tant leur validation incre´mentale en pre´sence de mises a` jour multiples, nous proposons
un formalisme (syntaxe) homoge`ne qui facilite la repre´sentation des contraintes d’inte´grite´ et qui s’adapte
bien avec notre me´thode de validation ([ABH+04, BCH+07]).
Dans toutes nos proce´dures de validation (pre´sente´es dans les chapitres suivants), les mises a` jour
sont traite´es via le parcours gauche-droite (SAX) du document XML. Cette option a e´te´ prise dans un
souci d’homoge´ne´ite´ et d’efficacite´ des routines de validation. Mais selon le re´sultat du the´ore`me 3.2.1
le re´sultat de la mise a` jour multiple serait le meˆme si un autre parcours e´tait adopte´. Autrement dit,
une liste de mises a` jour non contradictoire, fournie par un utilisateur, peut eˆtre organise´e selon l’ordre
de lecture du document XML sans conse´quences pour la se´mantique de la mise a` jour. Notre proce´dure
de mises a` jour n’est pas restreinte au parcours gauche-droite de SAX car nous traitons uniquement des
listes de mises a` jour commutatives.
Dans [BCH+07, BCHS06a] nous avons conside´re´ des restrictions plus fortes sur les listes de mises a`
jour. Dans ce me´moire nous les de´finissons formellement et avec plus de pre´cision. Dans [TIHW01], des
primitives des mises a` jour (le´ge`rement diffe´rentes des noˆtres) sont propose´es ainsi que leur impleme´ntation
sur XQuery. Le but de l’article est la de´finition d’un langage de mises a` jour sur des documents XML et la
traduction des ope´rations de mises a` jour XML en mise a` jour de la base de donne´es relationnelle associe´e.
Nous n’avons pas (encore) proce´de´ a` l’inte´gration de nos primitives de mise a` jour a` un langage de requeˆtes
comme XSLT [XSL], UpdateX [SHS04] qui est inte´gre´ a` XQuery [XQu] ou XUpdate2 dont le projet semble
ne pas avoir vraiment abouti. Le W3C a e´dite´ un document XQuery Update Facility [CFR] qui envisage
des mises a` jour multiples de manie`re similaire a` celle que nous avons propose´e. Les primitives cite´es dans
XUpdate et UpdateX sont similaires aux notres. En effet, nous avons jusqu’a` maintenant travaille´ dans
une optique ou` l’utilisateur manipule un document XML (ou une partie d’un document) via un e´diteur qui
lui donne une vision de l’arbre XML et fournit des possibilite´s de modifications : l’utilisateur pourrait ainsi
signaler les positions (dans l’arbre XML) ou` il souhaiterait effectuer des insertions, des suppressions ou
des remplacements. Ces changements seraient applique´s aux documents, seulement suite a` une ope´ration
commit. Meˆme si un prototype de cette partie interface avec l’utilisateur a e´te´ imple´mente´e par des
e´tudiants de master, nos the´sards ont surtout travaille´ sur le back-end des algorithmes de validation.
Notre me´thode de validation incre´mentale peut eˆtre vue comme une application de la se´mantique
snapshot ([BBFV05, SHS04]) ou` la validite´ d’un document est assure´e seulement apre`s avoir pris en
compte toute la liste des mises a` jour : toutes les ope´rations e´le´mentaires dans une liste font re´fe´rence
aux positions de l’ arbre original car meˆme si les mises a` jour e´le´mentaires sont applique´es une a` une,
2http ://encyclopedia.thefreedictionary.com/xupdate
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c’est seulement a` la fin de la liste que la mise a` jour multiple est applique´e ou refuse´e. La de´finition 3.2.3
formalise cette ide´e.
Le langage XQuery ! [GRS06], extension de XQuery avec des ope´rations de mises a` jour, offre d’autres
possibilite´s : la se´mantique snapshot peut eˆtre applique´e, mais XQuery ! rend aussi possible une spe´-
cification explicite de l’ordre d’e´valuation, c’est-a`-dire, le code peut de´cider de prendre en compte ses
propres effets collate´raux. Par exemple, dans une fonction ou` une insertion est suivie d’une question sur
le document, l’effet de l’insertion peut eˆtre pris en compte pour re´pondre a` la question. Cela est mis en
place par l’ope´rateur snap{Expr} qui e´value Expr, prend en compte ses re´quisitions de mises a` jour et les
applique a` la fin du scope de snap (sans attendre la fin de la fonction).
Nos primitives de mises a` jour correspondent aux update requests de [GRS06] et, ainsi, nos listes
de mises a` jour (comme dans [GRS06]) repre´sentent les mises a` jour e´le´mentaires dans le scope d’un
snap. Ne´anmoins, XQuery ! pre´voit trois se´mantiques diffe´rentes pour l’application d’une liste de mise
a` jour (dans l’ordre, non de´terministe et avec de´tection de conflit), alors que nous nous plac¸ons dans
la se´mantique avec de´tection de conflit. En effet, comme nous avons de´ja` mentionne´, nous supposons
l’existence d’un pre´-traitement de la liste de mises a` jour demande´e par l’utilisateur : ce traitement peut
proposer des modifications et des pre´cisions de la part de l’utilisateur pour assurer l’obtention d’une liste
de mises a` jour non contradictoire (de´finition 3.2.2) qui est le seul type de liste de mises a` jour traite´ par
nos me´thodes de validation.
La commutation des requeˆtes et mises a` jour dans le langage XQuery ! est conside´re´e dans [GRS07].
Les auteurs proposent une analyse statique qui fait l’infe´rence des chemins vers les nœuds atteints ou
modifie´s par une expression du langage. Cela correspond en fait a` trouver un projecteur sur le document
XML, notion que nous discutons dans le chapitre 6. Ensuite, ils proposent un the´ore`me qui fournit une
condition suffisante pour la commutation de deux expressions.
Dans le contexte de mises a` jours, nous citons comme perspectives de recherche (voir chapitre 8)
l’ajout des nouvelles primitives de mise a` jour (par exemple, l’ajout d’un niveau dans la hie´rarchie) ainsi
que l’inte´gration de nos primitives de mises a` jour a` un langage de requeˆtes. Dans ce cadre, une possibilite´
inte´ressante (par son aspect user friendly) pourrait eˆtre l’utilisation des requeˆtes arbre (chapitre 6).
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Chapitre 4
Mises a` jour multiples et les
contraintes de sche´ma : validation
incre´mentale et correction
Ce chapitre de´bute par la description de notre me´thode de validation incre´mentale par rapport aux
contraintes de sche´ma. Cette me´thode a e´te´ introduite dans [BH03] ou` les contraintes de sche´ma corres-
pondaient a` une grammaire d’arbres locale (LTG, voir section 2.2) et une seule mise a` jour e´le´mentaire
e´tait prise en compte. La me´thode que nous expliquons ici est celle pre´sente´e1 dans [BCH+07, Che06] ou`
sont conside´re´s les langages re´guliers d’arbres et les mises a` jour multiples.
La validation incre´mentale consiste a` ve´rifier si l’arbre mis a` jour respecte les contraintes de sche´ma, en
testant seulement les parties de cet arbre concerne´es par les mises a` jour dans une liste L. Notre validation
from scratch correspond a` un parcours a` la SAX de l’arbre XML. Nous utilisons ce meˆme parcours pour
la validation incre´mentale, seulement nous proce´dons a` deux actions principales sur certaines positions
spe´cifiques, a` savoir : (1) quand une position de mise a` jour p est atteinte, la mise a` jour est prise en
compte et (2) quand une position pre´fixe de p est atteinte (y compris la racine  et la position de mise a`
jour p), une routine de validation locale est active´e pour tester si le nœud en question reste valide suite a`
la mise a` jour. A` la fin du parcours, si la validite´ est pre´serve´e, l’arbre mis a` jour devient le nouvel arbre,
sinon, l’arbre original est conserve´.
Au lieu de simplement refuser la liste de mises a` jour demande´es, un syste`me de correction de mises
a` jour peut eˆtre mis en place. Ce syste`me consiste en effet a` corriger les documents XML en prenant en
compte les mises a` jour souhaite´es. Un syste`me de correction incre´mentale des documents XML inte´gre´
a` notre proce´dure de validation incre´mentale (concernant les LTG et le STTG) est propose´ dans la
the`se de Ahmed Cheriat [Che06] que j’ai co-encadre´. Ce travail (voir aussi [BCHS06b, BCHS06a]) est
une extension, dans le domaine des arbres d’arite´ variable, des travaux sur la correction des mots et
en particulier de la correction d’un mot par rapport a` un langage, propose´e dans [CSBH05]2. Dans ce
travaux nous avons compte´ avec l’importante collaboration d’Agata Savary qui avait de´ja` une tre`s bonne
connaissance du domaine de la correction de mots. Ceci e´tant, dans ce me´moire la partie correction sera
traite´e brie`vement par une description rapide de notre proce´dure de correction inte´gre´e a` la validation
incre´mentale.
4.1 La me´thode de validation incre´mentale
E´tant donne´ un arbre T = (D, t) (de´finition 2.1.1) et une liste L de mises a` jour (de´finition 3.2.3),
la validation incre´mentale consiste a` ve´rifier si l’arbre mis a` jour respecte les contraintes de sche´ma, en
testant seulement les parties de T concerne´es par les mises a` jour. L’arbre XML est visite´ dans le sens de
lecture. Les mises a` jour sont prises en compte a` chaque position p dans L et les appels a` la validation
1Rappel : Dans ce me´moire, nous ne traitons pas les attributs alors qu’ils sont pris en compte dans [BCH+07, Che06].
2Ce travail est surtout le fruit des discussions entre Ahmed Cheriat et Agata Savary. Il ne sera pas traite´ ici.
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locale sont fait a` chaque position pre´fixe d’une position de mise a` jour. L’exemple suivant illustre notre
me´thode de validation incre´mentale.
<root> </root>
</a><a> <a> </a> <b> </b> <b> </b>
<c> </c> <d> </d>
<d> </d>
<c> </c> <e> </e> <c> </c>
<d> </d>
</d><d>















Fig. 4.1: Arbre XML et des ope´rations de mises a` jour.
Exemple 4.1.1 La figure 4.1 illustre l’arbre XML T . Soit L = {(delete, 0.1, {(, λ)}), (insert, 1, t1),
(replace, 3, t2)} une liste de mises a` jour (de´finition 3.2.3) dont chaque mise a` jour e´le´mentaire est note´e
dans la figure 4.1. Soit A un automate d’arbre repre´sentant les contraintes de sche´ma a` ve´rifier.
Supposons que l’arbre original T (figure 4.1) est valide par rapport a` A et que les deux arbres a` inse´rer sont
sont localement valides par rapport a` A. La proce´dure de validation incre´mentale s’exe´cute en visitant
tous les nœuds de l’arbre T mais en de´clenchant une routine de validation locale seulement sur les nœuds
en gras dans la figure 4.1 (c’est-a`-dire, les nœuds qui sont concerne´s par les mises a` jour dans L) :
– Quand la balise ouvrante <d> (a` la position 0.1) est atteinte, l’ope´ration (delete, 0.1, {(, λ)}) est
prise en conside´ration et le sous-arbre enracine´ a` cette position est ignore´.
Pour ve´rifier si l’ope´ration de suppression (delete, 0.1, {(, λ)}) est accepte´e, nous devons conside´rer
la re`gle de transition associe´e au nœud 0 (pe`re de la position de suppression 0.1). Ce test est fait
quand la balise fermante </a> est trouve´e (position 0). Notons que pour re´aliser ce test, nous avons
besoin de l’e´tat associe´ a` la position 0.0, mais pas de ses descendants. Les descendants du nœud
0.0 seront ignore´s, meˆme s’ils existent, car aucun d’eux n’est concerne´ par une ope´ration de mise a`
jour.
– Quand la seconde balise ouvrante <a> (position 1) est trouve´e, l’ope´ration d’insertion (insert, 1, t1)
est prise en compte et le nouveau sous-arbre t1 (localement valide) est inse´re´ a` la position 1 (avant
la balise <a>). En effet, si toutes les mises a` jour sont accepte´es, alors tous les fre`res droits de la
position 1 seront de´cale´s vers la droite (section 3.2)
Ensuite, nous poursuivons la lecture des nœuds de positions 1 et 2 (par rapport a` l’arbre d’origine).
Notons qu’aucun descendant de la balise <b> (position 2) n’est ve´rifie´, car aucun de ses descendants
n’est concerne´ par une mise a` jour dans L.
– L’ope´ration de remplacement (replace, 3, t2) combine la suppression du sous-arbre de racine <b>
a` la position 3 et l’insertion du nouveau sous-arbre t2 (localement valide) a` la meˆme position 3 (du
document d’origine).
– La balise fermante </root> de´clenche un test de validation qui prend en conside´ration tous les
fils de la racine root. Ce test consiste a` ve´rifier si la re`gle de transition correspondante a` root est
respecte´e et un e´tat final est trouve´ a` la racine. 2
4.1.1 Algorithme de validation incre´mentale
Dans la suite, nous avons fait le choix de rappeler l’algorithme de validation incre´mentale propose´
dans [BCH+07] puisque cette proce´dure guide toutes nos me´thodes de validation. Cette section est donc
une transcription des explications de l’algorithme que nous trouvons dans [BCH+07].
L’algorithme de validation incre´mentale par rapport aux grammaires RTG est une extension de l’al-
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gorithme de validation from scratch et leur structures de donne´es de base sont les meˆmes. Ne´anmoins,
la validation incre´mentale prend en compte les mises a` jour et, dans certains cas (pour les grammaires
RTG non STTG et non LTG) utilise une structure auxiliaire pour stocker les re´sultats de la validation
(re´ussie) pre´ce´dente.
Deux structures de donne´es sont ne´cessaires pour toutes nos formes de validation. E´tant donne´ une
position p de mise a` jour, la premie`re, appele´e e´tats permis, stocke les e´tats pouvant eˆtre associe´s a` p. La
seconde contient, pour chaque position p′ ≺ p, les e´tats qui sont affecte´s par le processus de validation
aux fils de p′. Le processus de validation associe un ensemble d’e´tats a` un nœud p, si ce nœud respecte
les contraintes correspondantes, impose´es par le sche´ma. Ci-dessous, nous donnons les de´finitions de ces
deux structures.
De´finition 4.1.1 - E´tats permis pour les fils d’une position p (Permissible state for children
of p) : Soit PSC(p) un ensemble d’e´tats de´fini inductivement par :
PSC() = {q | il existe δ(a, E) = qa ∈ ∆ telle que t() = a et
q est un e´tat qui apparaˆıt dans E et qa ∈ Qf}
PSC(p.i) = {q | il existe δ(a, E) = qa ∈ ∆ telle que t(p.i) = a et
q est un e´tat qui apparaˆıt dans E et qa ∈ PSC(p)} 2
Pour chaque position p.i (e´tiquete´e a, fille de la position p), l’ensemble PSC(p.i) contient les e´tats
pouvant eˆtre associe´s aux nœuds fils de p.i. Ces e´tats sont ceux qui apparaissent dans l’expression re´gulie`re
E, pour toute re`gle de transition associe´e a` l’e´tiquette a (c’est-a`-dire δ(a, E) = q ∈ ∆). Remarquer que
nous conside´rons uniquement les re`gles de transition de la forme δ(a, E) = q ∈ ∆ pour lesquelles q ∈
PSC(p). De cette manie`re, l’ensemble d’e´tats permis pour p est de´termine´ en fonction de son contexte de
filiation. Par exemple, conside´rons les deux re`gles de transition δ(a, E1) = qa1 ∈ ∆ et δ(a, E2) = qa2 ∈ ∆.
Soient struct1 et struct2 deux e´le´ments XML tels que struct1 a un fils e´tiquete´ a devant respecter la
re`gle δ(a, E1) = qa1 et struct2 a un fils a devant respecter la re`gle δ(a, E2) = qa2. Autrement dit, nous
avons : pour de´finir les fils de struct1, la re`gle δ(struct1, E) = q ou` qa1 est dans E et pour de´finir les fils
de struct2, la re`gle δ(struct2, E
′) = q′ ou` qa2 est dans E
′. Quand on cherche l’e´tat associe´ a` l’e´le´ment
e´tiquete´ a fils du nœud struct1, l’e´tat qa2 n’est pas conside´re´, car PSC(p), ou` p est la position associe´e
a` struct1, contient seulement qa1. Ainsi, il n’y a que l’e´tat qa1 qui peut eˆtre associe´ a` l’e´le´ment a fils
de struct1. Remarquer que pour les sche´mas correspondants aux LTG et STTG, l’ensemble PSC(p)
contient un seul e´tat pour chaque fils duˆ a` l’unicite´ d’interpre´tation (section 2.2).
La de´finition suivante montre la fac¸on dont on calcule une liste d’ensembles d’e´tats, associe´e a` chaque
position p. Ces ensembles sont ceux associe´s par l’automate d’arbre aux fils de p. Cette liste est calcule´e
en tenant compte des mises a` jour a` exe´cuter sur le document XML.
De´finition 4.1.2 - E´tats des fils d’une position p (State attribution for children of p) : Soit
p une position d’un nœud dans un arbre XML T , la liste3 SAC(p) est compose´e de la concate´nation des
ensembles d’e´tats associe´s par la ve´rification de sche´ma aux nœuds fils de la position p comme suit :




{ } Si p.i est une position de suppression
Φ ∩ PSC(p) Si p.i est une position d’insertion ou de remplacement
{q | q ∈ Qoldp.i } Si p.i n’est pas un ascendant d’une position de mise a` jour
{q | q ∈ PSC(p)(c’est-a`-dire, il existe une re`gle δ(a, E) = q ∈ ∆, telle que t(p.i) = a), et
L(E) ∩ L(SAC(p.i)) 6= ∅}. Si p.i est un ascendant d’une position de mise a` jour
L’ensemble Φ contient les e´tats associe´s a` la racine du sous-arbre e´tant inse´re´ a` la position p. Ainsi Φ est
le re´sultat d’une validation locale re´ussie.
L’ensemble Qoldp.i contient les e´tats associe´s a` p.i pendant la validation pre´ce´dente (avant les mises a` jour).
Si la validation est par rapport aux STTG et LTG, nous de´finissons Qoldp.i = {q | q ∈ PSC(p), t(p.i) =
a, il existe une re`gle δ(a, E) = q ∈ ∆}. Sinon, chaque ensemble Qp.i est stocke´ dans une structure auxi-
liaire (et devient le Qoldp.i pour la validation suivante).
3Dans [BCH+07, Che06] les attributs sont conside´re´s et la liste contient comme premier e´le´ment l’ensemble Qatt.
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Le langage L(SAC (p)) est de´fini par l’expression re´gulie`re (q01 | q
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que ki = |Qp.i| et chaque q
j
i ∈ Qp.i (ou` 1 ≤ i ≤ n). 2
La construction de chaque ensemble Qp.i dans la liste SAC(p) de´pend de la situation de p.i par
rapport aux mises a` jour. Quand p.i est une position de mise a` jour, l’ensemble Qp.i prend en compte le
type de la mise a` jour. Si p.i est un ascendant d’une position de mise a` jour, alors un test de validation est
ne´cessaire a` la position p.i. Dans ce cas, Qp.i est l’ensemble d’e´tats associe´s a` p.i si la validation re´ussit
a` cette position. Si aucun des descendants de p.i n’est concerne´ par une mise a` jour, alors le contenu de
Qp.i peut eˆtre de´fini par PSC(p) ou, si nous conside´rons la validation par rapport a` une grammaire RTG
qui n’est pas STTG ni LTG, par une structure auxiliaire. En effet, dans ce dernier cas, la validation
incre´mentale ne´cessite d’ une structure auxiliaire ou`, tout d’abord les re´sultats de la validation from
scratch sont stocke´s et ensuite mis a` jour par les validations re´ussies. Dans nos travaux nous n’avons pas
conside´re´ la mise en œuvre de cette structure auxiliaire, e´tant donne´ que nous tests ont e´te´ fait sur des
grammaire STTG et LTG.
Algorithme 4.1.1 - Incremental Validation of Multiple Updates [BCH+07] :
Input :
(i) doc : An XML document
(ii) A = (Q, Σ, Qf , ∆) : A tree automaton
(iii) UpdateTable : A relation that contains updates to be performed on doc.
Each tuple in UpdateTable has the form 〈pos, op, Tpos, Φ〉 where pos is an update position (considering the tree
representation of doc), op is an update operation, Tpos is the tree to be inserted at position pos (when op is an
insertion or a replace operation) and Φ is the set of states associated to the root of Tpos by the execution of A
over Tpos (i.e., the result of the local validation). All inserted subtrees are considered to be locally valid.
Output : If the XML document remains valid after all operations in UpdateTable the algorithm returns the boolean
value true, otherwise false.
(1) for each event v in the document
(2) skip:= false ;
(3) switch v do
(4) case start of element a at position p :
(5) if a 6=“<root>”{
(6) if ∃ u = (p, delete, Tp, Φ) ∈ UpdateTable then skip:= true ;
(7) if ∃ u = (p, replace, Tp, Φ) ∈ UpdateTable then {
(8) Compute Qp (Definition 4.1.2) ;
(9) if (Qp = ∅) then report “invalid” and halt ;
(10) SAC (father(p)) = SAC (father(p))@Qp ;
//Append Qp to SAC (father(p))
(11) skip:= true ; }
(12) for each u = (p, insert, Tp, Φ) ∈ UpdateTable do {
(13) Compute Qp (Definition 4.1.2) ;
(14) if (Qp = ∅) then report “invalid” and halt ;
(15) SAC (father(p)) = SAC (father(p))@Qp ; }
(16) if 6 ∃u′ = (p′, op′, T ′, Φ′) ∈ UpdateTable such that p ≺ p′ {
//If there is no update over a descendant of p
(17) Compute Qp (Definition 4.1.2) ;
(18) SAC (father(p)) = SAC (father(p))@Qp ;
(19) skip:= true ; }
(20) }
(21) if a =“<root>” or ¬skip then {
//If p is an ascendant of an update position
(22) Compute PSC (p) (Definition 4.1.1) ;
(23) SAC (p) = SAC (p)@Qatt ;
//Starting the construction of the list SAC (p) (with attributs, if they are considered) }
(24) if skip then skipSubTree(doc, a, p) ; //Simple transversal of the subtree rooted at p. No validation.
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(25) case end of element a at position p :
(26) for each u = (p.i, insert, Tp.i, Φ) ∈ UpdateTable
and p.i is a frontier position then {
(27) Compute Qp.i (Definition 4.1.2) ;
(28) if (Qp.i = ∅) then report “invalid” and halt ;
(29) SAC (p) = SAC (p)@Qp.i ; }
(30) Compute Qp (Definition 4.1.2) ;
(31) if (Qp = ∅) then report “invalid” and halt ;
(32) if a 6=“</root>” then SAC (father(p)) = SAC (father(p))@Qp ;
(33) report “valid” 2
L’algorithme 4.1.1 traite le document XML doc a` la SAX [MB02]. En parcourant le document XML,
l’algorithme 4.1.1 consulte UpdateTable pour de´cider quels sont les nœuds qui doivent eˆtre examine´s et
ceux qui vont eˆtre ignore´s. En arrivant a` une balise ouvrante repre´sentant une position de mise a` jour p,
diffe´rentes actions sont effectue´es selon le type de l’ope´ration de mise a` jour :
– delete - Le sous-arbre dont la racine est a` la position p est ignore´. Si la mise a` jour est accepte´e, ce
sous-arbre n’apparaˆıtra pas dans le re´sultat. Les descendants de p sont donc ignore´s par le processus
de validation (ligne 6).
– replace - Le sous-arbre dont la racine est a` la position p est supprime´ et un nouveau sous-arbre est
inse´re´ a` la meˆme position p. Autrement dit, l’arbre appele´ Tp dans UpdateTable est place´ comme
un sous-arbre de T a` la position p. Si l’ensemble d’e´tats Qp est non vide, cela indique que Tp est
localement valide a` la position p. Dans ce cas Qp doit eˆtre ajoute´ a` la fin de la liste SAC (father(p)).
La validation ignore le sous-arbre original a` la position p en conside´rant son remplacement par Tp
(Qp est associe´ a` la position p) (lignes 7-11).
– insert - Pour toute insertion a` la position p, la proce´dure de validation est semblable a` celle du
remplacement (lignes 12-15), mais le sous-arbre (d’origine) enracine´ a` p n’est pas ignore´, car il
apparaˆıtra dans le document mis a` jour, a` droite des sous-arbres inse´re´s a` la position p.
Quand on atteint une balise ouvrante correspondant a` un nœud de position p e´tiquete´ a n’ayant pas
de descendants concerne´s par une mise a` jour (lignes 16-19), ce nœud repre´sente la racine d’un sous-arbre
qui doit eˆtre ignore´. Dans le cas de la validation par rapport aux STTG et aux LTG, l’ensemble {q | il
existe une re`gle δ(a, E) = q ∈ ∆, telle que q ∈ PSC (father(p)) et T (p) = a} est ajoute´ a` la fin de la liste
SAC (father(p)) (de´finition 4.1.2). Le cas de la validation par rapport aux RTG (non STTG) ne´cessite
d’une structure auxiliaire qui stocke le re´sultat de la validation pre´ce´dente.
Nous utilisons skipSubTree (ligne 24) pour ”ignorer les nœuds” jusqu’a` ce qu’on atteigne une posi-
tion importante pour la validation incre´mentale. Notons qu’au moment ou` on atteint une telle position,
skipSubTree change la valeur de la variable skip.
Quand on atteint une balise ouvrante <a> d’un nœud de position p ayant un ou plusieurs descendants
concerne´s par des mises a` jour, les structures PSC (p) et SAC (p) doivent eˆtre initialise´es (lignes 21-23).
L’ensemble PSC (p) contient les e´tats qui peuvent eˆtre associe´s aux diffe´rents nœuds fils de p. Pour ce
faire, nous cherchons dans certaines re`gles de transition δ(a, E) = q ∈ ∆ associe´es a` l’e´tiquette a, tous les
e´tats qui apparaissent dans l’expression re´gulie`re E. Les re`gles de transition δ(a, E) = q concerne´es sont
celles qui ont a` leur teˆte un e´tat q appartenant a` PSC (father(p)) (voir la de´finition 4.1.1).
Quand on atteint une balise fermante </a> repre´sentant un nœud de position p, nous ve´rifions,
en premier lieu, si des ope´rations d’insertion a` la frontie`re sont demande´es (c’est-a`-dire a` une position
p.i 6∈ dom(T ) telle que p ∈ dom(T )). Dans ce cas, les insertions sont traite´es (lignes 26-29). En second
lieu (lignes 30-32), nous ve´rifions si les fils de p respectent le sche´ma. En effet, atteindre une balise
fermante correspondant a` un nœud p (n’e´tant pas ignore´) signifie que toutes les mises a` jour concernant
les descendants de p ont e´te´ ve´rifie´es : on peut donc ve´rifier le nœud p.
Les contraintes de sche´ma qui concernent le nœud courant p (e´tiquete´ a) sont examine´es en tenant
compte de la liste SAC (p) (c’est-a`-dire [Qp.1, . . . ,Qp.n]) Notons que la liste SAC (p) est comple`te au
moment ou` on trouve la balise fermante </a>. Rappelons que les ensembles Qp.1, . . . ,Qp.n contiennent
les e´tats associe´s aux fils de l’e´le´ment p (dans l’ordre de leur apparition dans le document XML). En
effet, le but est de trouver l’ensemble Qp associe´ a` un nœud p. Cet ensemble doit eˆtre ajoute´ a` la fin de
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la liste SAC (father(p)). Remarquer que c’est dans cette e´tape que l’ordre des e´tats associe´s aux fils de
p est ve´rifie´. Le calcul de Qp correspond au dernier cas de la de´finition 4.1.2.
Plus pre´cise´ment, si nous conside´rons le langage L(SAC (p)) de´fini par l’expression re´gulie`re (q01 | q
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j
i ∈ Qp.i (ou` 1 ≤ i ≤ n), alors l’ensemble
d’e´tats re´sultant Qp se compose de tous les e´tats q pour lesquels nous pouvons trouver, dans ∆, des re`gles
de transition de la forme δ(a, E) = q. Les e´tats q concerne´s doivent respecter les proprie´te´s suivantes4 :
(1) q est un e´tat appartenant a` PSC (father(p)) ; (2) L(E) ∩ L(SAC (p)) 6= ∅.
Notons que l’algorithme 4.1.1 ve´rifie toutes les mises a` jour qui concernent les descendants d’un nœud
p avant d’examiner si ce dernier est valide.
La proposition ci-dessous renforce la discussion sur l’unicite´ de l’interpre´tation (section 2.2) pour les
STTG et les LTG et permet de simplifier l’algorithme 4.1.1 de telle manie`re que nous puissions repre´senter
SAC (p) = [Qp.1, . . . , Qp.n] par un mot.
Proposition 4.1.1 E´tant donne´ un sche´ma de´finissant un langage d’arbres a` type unique STTL et un
document XML, pour chaque position p conside´re´e dans l’algorithme 4.1.1, les ensembles d’e´tats associe´s
aux fils de p de type e´le´ment, et qui ne sont pas concerne´s par une suppression, sont des singletons,
c’est-a`-dire si SAC (p) = [Qp.1, . . . ,Qp.n] alors | Qp.i |= 1 pour tout 1 ≤ i ≤ n. 2
Preuve : Voir [BCH+07]
Pendant le test de validation des mises a` jour sur un document XML T , un nouveau document XML
mis a` jour T ′ peut eˆtre construit (comme copie modifie´e du document original T ). Si l’examen de la
validation incre´mentale est re´ussi, l’ancien document T est remplace´ par le nouveau T ′ et celui-ci est
conside´re´ comme le document en cours. Si par contre le test de la validation incre´mentale e´choue, alors
aucune mise a` jour ne sera exe´cute´e et le document original T est garde´ sans aucune modification.
Complexite´ et re´sultats expe´rimentaux
Pour calculer la complexite´ de notre me´thode, nous tenons compte du fait que le couˆt “des nœuds
ignore´s” (Skip) est ne´gligeable quand on le compare avec le couˆt d’un test de validation. D’apre`s l’al-
gorithme 4.1.1, pour T = (D, t), un test de validation est exe´cute´ pour chaque nœud p ∈ D ascendant
d’une position de mise a` jour. Soit E une expression re´gulie`re de´finissant la structure des fils de p. Soit
n le nombre maximum de fils d’un nœud quelconque de T . Dans le cas des sche´mas correspondant a`
une LTG ou une STTG, chaque test de validation consiste a` ve´rifier si un mot w appartient au langage
L(E), tel que w repre´sente la concate´nation des e´tats associe´s aux fils du nœud p. Dans ce cas, un test
de validation est exe´cute´ au pire en O(n). Dans le cas des sche´mas correspondant a` une RTG, un test
de validation est exe´cute´ au pire en O(n2). Cela s’explique puisque chaque e´tape de validation consiste
a` ve´rifier s’il existe un mot w = qi . . . qn ∈ L(E), ou` qi ∈ Qp.i, . . . , qn ∈ Qp.n. Pour cela il faut ve´rifier si
L(Eaux) ∩ L(E) 6= ∅, ou` Eaux = (q01 | q
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n ). Cette ve´rification est faite en
calculant l’intersection des deux automates MEaux et ME. La solution du proble`me est connue pour eˆtre
O(n2) [HMU01, KLV00].
Soit m le nombre de mises a` jour a` exe´cuter sur T dont la profondeur est h. E´tant donne´ une position
de mise a` jour p, au pire, un test de validation doit eˆtre fait pour chaque nœud appartenant au chemin
entre p et la racine de T . Pour une analyse du plus mauvais cas, nous pouvons conside´rer e´galement que :
(1) chacune des m ope´rations de mises a` jour est exe´cute´e sur une feuille de T ; (2) tous les chemins
entre les positions p de mises a` jour et la racine sont disjoints. Dans ce cas, notre algorithme est en
O(m.n.h) (dans le cas des LTG et STTG) et en O(m.n2.h) (dans le cas des RTG). Si T = (D, t) est un
arbre e´quilibre´, de profondeur h = logn |t|, ou` |t| est le nombre de positions de D, notre algorithme est
O(m.n. logn |t|) (pour une STTG ou LTG) et O(m.n
2. logn |t|) (pour une RTG).
Dans la pratique, les mises a` jour peuvent se produire a` n’importe quel niveau de l’arbre (donc la
contrainte impose´e par h est rarement atteinte). De plus, dans le cas des mises a` jour multiples, plusieurs
chemins entre les positions de mises a` jour et la racine vont se croiser (avant d’atteindre la racine). Dans
ce cas, un seul test de validation est effectue´ au niveau du nœud ou` ces chemins se croisent.
Les re´sultats expe´rimentaux pre´sente´s dans [BCH+07, Che06] montrent que notre algorithme est tre`s
4Toujours dans le cadre ou` les attributs ne sont pas pris en compte. Voir [BCH+07].
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efficace en pratique. Nous avons fait une comparaison entre notre me´thode de validation incre´mentale
(algorithme 4.1.1) avec Xerces [Xer] qui fait seulement la validation from scratch. D’ailleurs, quand on
conside`re seulement la revalidation from scratch les tests ont montre´ que Xerces [Xer] est supe´rieur ;
re´sultat normal puisqu’il s’agit de comparer un prototype avec un produit commercial. En revanche,
la comparaison entre notre me´thode de validation incre´mentale (algorithme 4.1.1) et Xerces (pourtant
imple´mente´e efficacement) a donne´e (pour des documents de grande taille5) un conside´rable avantage a`
notre me´thode (voir [BCH+07] pour les de´tails des tests).
4.1.2 Travaux lie´s
La validation incre´mentale est tre`s utile lors du passage a` une grande e´chelle car elle rend possible la
ve´rification partielle des documents en contribuant a` une re´duction conside´rable du temps de validation.
Des algorithmes de validation par rapport aux sche´ma sont propose´s dans [MLM01], mais les versions
incre´mentales ne sont pas conside´re´es. Les travaux dans [BPV04, PV03] sont parmi les plus cite´s dans ce
contexte et, comme nous, traitent de la validation incre´mentale pour des arbres appartenant aux langages
LTL, STTL et RTL. La me´thode propose´e voit les documents comme des arbres binaires et utilise un
automate ascendant. Deux algorithmes de validation incre´mentale sont propose´s pour ve´rifier m mises a`
jour sur un document T . Le premier traite les sche´mas du type LTG et STTG et pre´sente une complexite´
en temps de O(m.log|T |) ; alors que le deuxie`me conside`re les RTG et pre´sente une complexite´ en temps
de O(m.log2|T |). Dans les deux versions, un structure auxiliaire de taille O(|T |) est ne´cessaire.
Notre approche conside`re les mises a` jour multiples et la validation incre´mentale sur des arbres d’arite´
variable. Meˆme si tous les nœuds d’un arbre sont visite´s, seulement certains nœuds activent les routines
de validation. Ainsi, en termes de complexite´ notre approche est similaire a` celle de [BPV04, PV03].
Puisque nous utilisons les arbres d’arite´ variable et non les arbres binaires, chaque e´tape de validation de
notre me´thode est plus che`re, mais, en contre partie, notre arbre XML est beaucoup moins haut. Nous
rappelons les principaux aspects qui diffe´rencient notre approche de [PV03, BPV04] :
1. Nos ope´rations de mises a` jour peuvent eˆtre applique´es sur n’importe quel nœud de l’arbre et non
seulement sur les feuilles.
2. Dans [PV03], le test d’appartenance d’un mot a` un langage est fait de fac¸on incre´mentale, en stockant
des informations concernant le document dans une structure auxiliaire. Cette optimisation peut eˆtre
inte´gre´e dans notre algorithme, mais elle semble inte´ressante uniquement pour des documents dont
la plupart des nœuds ont un fan out e´leve´.
3. Pour effectuer une validation incre´mentale par rapport aux STTG et LTG dans notre approche,
nous n’avons pas besoin de structures auxiliaires pour stocker les informations concernant des
re´sultats de validations pre´ce´dentes.
4. La ve´rification des contraintes d’inte´grite´ peut eˆtre inte´gre´e dans notre algorithme.
4.2 La correction incre´mentale comme solution pour la violation
des contraintes
Pendant l’exe´cution de notre me´thode de validation incre´mentale, si l’une des contraintes de sche´ma
n’est pas respecte´e, nous pouvons de´duire que le document est invalide ; la validation est interrompue et
la mise a` jour refuse´e. Ne´anmoins, une autre de´marche consiste a` effectuer des corrections sur les parties
ou` se trouvent les erreurs et ensuite continuer la validation. Ce the`me a e´te´ le centre de la the`se d’Ahmed
Cheriat qui de´taille l’approche que nous avons propose´e dans [BCHS06b, BCHS06a]. Le proble`me de la
correction inte´gre´e dans la validation peut eˆtre de´fini comme suit :
Soient un sche´ma Υ, un arbre XML T valide par rapport a` Υ. Nous souhaitons utiliser
l’algorithme 4.1.1 de validation incre´mentale pour effectuer une mise a` jour multiple (de´fini-
tion 3.2.3) sur T . Si l’algorithme 4.1.1 e´choue dans une position p de l’arbre, comment corriger
5Pour des petits documents, le nombre de mises a` jour repre´sente un changement conside´rable par rapport a` leurs tailles.
Dans ce cas, le couˆt de la validation incre´mentale est proche de celui de notre validation entie`re et ainsi supe´rieur a` celui
du produit commercial Xerces.
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le sous arbre dont la racine est p avec un couˆt minimum et dans la limite d’un seuil d’erreur
donne´ th, pour pouvoir continuer la validation incre´mentale ?
Si la validation incre´mentale e´choue a` la position p, une me´thode de correction sera appele´e. Le but de
cette me´thode est de corriger le sous-arbre invalide T subp enracine´ a` p. Pour ce faire, nous conside´rons que
l’e´tiquette l de la racine de T subp est correcte et nous examinons la correction de ses descendants. Pour
construire un nouveau sous-arbre valide T sub
′
p de racine l, l’algorithme de correction peut proposer des
modifications sur les e´tiquettes des fils de p. Puis, ces modifications peuvent engendrer des changements
sur les petits-fils de p et ainsi de suite, jusqu’a` ce qu’on atteigne les feuilles de T subp . L’exemple suivant
illustre notre me´thode de correction.
Exemple 4.2.1 Conside´rons le document XML de la figure 4.2, qui est valide par rapport a` un sche´ma
de contraintes de´crit par l’automate d’arbre A = (Q, Σ, Qf , ∆), tel que Qf = {root} (supposons Q = Σ
pour simplifier la notation). L’ensemble ∆ contient l’ensemble des re`gles de transition ci-dessous :
(1) δ(root, (a∗.b∗)) = root (2) δ(a, ((c.d)∗ | m∗)) = a
(3) δ(b, (c.e∗)) = b (4) δ(c, (g∗.f?)) = c
(5) δ(d, (d∗)) = d (6) δ(e, (d∗)) = e
(7) δ(m, g+) = m (8) δ(g, ) = g






















Fig. 4.2: Arbre XML et des ope´rations de mises a` jour.
Conside´rons une se´quence de mises a` jour contenant la suppression du sous-arbre enracine´ a` la position 0.1
et l’insertion du sous-arbre localement valide τ1 = {(, a)(0, c)(1, d)} a` la position 1. La validation incre´-
mentale e´choue a` la position 0, car le mot d’e´tat w = c (re´sultant de la suppression du sous-arbre 0.1)
ne respecte pas l’expression re´gulie`re Ea = (c.d)
∗ | m∗ de la re`gle de transition associe´e a` a (c’est-a`-
dire w 6∈ L(Ea)).
La premie`re correction possible est obtenue par la re´insertion du nœud d a` la position 0.1 avec le couˆt
1. La deuxie`me correction consiste a` supprimer le sous-arbre enracine´ a` la position 0.0. Le couˆt de cette
ope´ration est e´gal a` 2, car elle correspond a` la suppression des nœuds 0.0 et 0.0.0. La troisie`me correction
peut eˆtre e´tablie par le renommage de la racine du sous-arbre enracine´ a` 0.0 par m. En effet, comme
m doit respecter l’expression re´gulie`re Em = g
+, il suffit dans ce cas de renommer le nœud 0.0 par m
et de garder l’e´tiquette du nœud 0.0.0. Le couˆt de cette troisie`me correction est e´galement 1. Si nous
conside´rons que le seuil d’erreur th est e´gal a` 2, on peut ainsi proposer a` l’utilisateur chacune de ces trois
solutions comme correction possible. 2
Par analogie avec les chaˆınes de caracte`res, la correction d’un arbre T n’appartenant pas a` un lan-
gage d’arbre L consiste a` de´terminer les modifications minimales a` effectuer sur T , pour avoir un arbre
appartenant a` L. Trouver la diffe´rence minimale entre deux arbres, ou corriger un arbre par rapport a`
un autre, consiste a` (i) de´terminer les ope´rations d’e´dition pouvant eˆtre applique´es sur un arbre T pour
trouver T ′ et (ii) de´finir la distance d’e´dition entre T et T ′ a` partir de ces ope´rations.
Dans nos travaux, nous conside´rons la validation incre´mentale par rapport aux LTG et STTG et
nous proposons une me´thode de correction qui est active´e chaque fois que la validation e´choue. A` la fin
de la validation, les corrections produites par chaque appel a` la me´thode de correction sont combine´es et
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plusieurs versions de corrections sont propose´es a` l’utilisateur.
Dans la suite, les de´finitions concernant la correction des documents XML ainsi que notre routine
de correction ne sont pas pre´sente´es dans tous les de´tails. Notre option est de simplement introduire les
concepts de base ne´cessaires a` la compre´hension de la me´thode pour ensuite faire une description de notre
approche de correction. Un exemple illustre comment le calcul de la correction est fait pas a` pas. Nous
re´fe´renc¸ons [BCHS06a, BCHS06b, Che06] pour les de´tails de la me´thode.
4.2.1 Pre´liminaires
Dans cette section, nous introduisons des notations et des concepts ne´cessaires pour comprendre notre
me´thode de correction.
Notation sur les arbres
Certaines notations spe´cifiques seront utilise´es pour la pre´sentation de notre me´thode de correction









p ) l’arbre obtenu du sous-arbre T
sub
p tel que
Dtreep = {s | p.s ∈ D and s ∈ N
∗} et pour chaque s ∈ Dtreep nous avons t
tree
p (s) = t(p.s).




– Soit L un langage d’arbre de´fini par un automate d’arbre A. De´finir Ll ⊆ L comme le langage
d’arbre qui contient tous les arbres de L qui ont une racine e´tiquete´e l. Ce langage est de´fini par
une automate d’arbre similaire a` A mais ou` l’ensemble d’e´tats finaux6 est Qf = {l}.
Les ope´rations d’e´ditions et leurs couˆts
L’ide´e de base de notre me´thode de correction est la comparaison d’un arbre non valide avec un arbre
valide. Le but de cette comparaison est savoir comment et a` quel couˆt il est possible de transformer l’arbre
non valide dans l’arbre valide en utilisant nos ope´rations de mise a` jour (de´finition 3.2.1). Or, comme
nos ope´rations de mises a` jour sont des ope´rations sur des arbres, l’estimation de leur couˆt doit prendre
en compte la taille des arbres. Nous avons donc conside´re´ des ope´rations d’e´dition sur les nœuds des
arbres ; le but e´tant de les prendre comme des primitives sur lesquelles les ope´rations de mise a` jour de la
de´finition 3.2.1 pourraient eˆtre de´compose´es. Ainsi, dans [BCHS06b, BCHS06a, Che06] trois ope´rations
d’e´dition sur un arbre T = (D, t) ont e´te´ introduites, a` savoir : (i) relabel qui change l’e´tiquette associe´e
au nœud a` la position p ∈ D ; (ii) remove qui permet la suppression d’un nœud feuille et (iii) add qui
permet l’ajout d’un nœud feuille a` une position p ∈ D ou p ∈ frins(T ) telle que p 6= . Chaque ope´ration
de mise a` jour correspond a` une se´quence (composition) d’ope´rations d’e´dition :
(insert, p, Γ) : L’insertion d’un arbre Γ a` la position p dans un arbre T correspond a` l’ajout des nœuds
de Γ, dans T , un par un. Pour minimiser le nombre de de´calages (ShiftRightPos), les nœuds de Γ sont
inse´re´s dans T , en commenc¸ant par la racine de Γ jusqu’a` ses feuilles et de la gauche vers la droite.
(delete, p, Γ) : La suppression d’un sous-arbre enracine´ a` la position p dans un arbre T correspond a` la
suppression de tous les descendants de p un par un, dans l’ordre suivant : des feuilles du sous-arbre T subp
vers la racine p et de la droite vers la gauche.
(replace, p, Γ) : Le remplacement d’un sous-arbre, a` la position p dans un arbre T , par un autre arbre Γ est
de´fini comme une se´quence d’ope´rations e´le´mentaires (add, remove et relabel) permettant de transformer
T subp en Γ. Cette se´quence d’ope´rations d’e´dition est de´termine´e de fac¸on telle qu’on doit effectuer le
minimum de changements possible sur T subp pour avoir Γ.
Nous conside´rons que le couˆt associe´ a` chaque ope´ration d’e´dition (ed), de´note´ par cost(ed), est e´gal
a` 1. E´tant donne´ l’ope´ration de mise a` jour T
upd
−−→ T ′ correspondant a` la se´quence T = T0
ed1−−→ T1
ed2−−→
T2 . . .
edn−−→ Tn = T ′, le couˆt de upd, note´ Cost(upd), est de´fini par Cost(upd) = Σni=1(cost(edi)). La
notion de mise a` jour multiple (de´finition 3.2.3) ge´ne´ralise ce concept et son couˆt est de´finie dans la suite.
6Ici, pour ne pas alourdir la notation, l est l’e´tat associe´ au label l.
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De´finition 4.2.1 - Couˆt d’une mises a` jour multiple : Soit L = upd1 . . . updk une se´quence
(liste) d’ope´rations de mises a` jour (comme dans la de´finition 3.2.3) . Le couˆt associe´ a` S est de´fini par
Cost(L) = Σki=1Cost(updi). Si k = 0 alors Cost(L) = 0. 2
E´tant donne´s deux arbres T et T ′, plusieurs se´quences de mises a` jour L1, . . . , Ln peuvent exister
telles que T
Li−→ T ′ ou` 1 ≤ i ≤ n. La distance d’e´dition est le minimum des couˆts de ces se´quences.
Formellement, la distance d’e´dition entre deux arbres est de´finie comme suit.
De´finition 4.2.2 - Distance d’e´dition entre arbres [BCHS06b] : Soit T et T ′ deux arbres. Soit
S l’ensemble de toutes les se´quences de mises a` jour Li permettant, chacune d’elles, de transformer T
en T ′. La distance d’e´dition entre T et T ′ est de´finie par dist(T, T ′) = minLi∈S{Cost(Li)}. La distance
d’e´dition entre un arbre T et un langage d’arbre L est de´finie par DIST (T,L) = min
T ′∈L{dist(T, T
′)} 2
4.2.2 Correction d’un arbre invalide
Dans [BCHS06b, BCHS06a] e´tant donne´ un arbre XML T pour lequel le processus de validation
e´choue a` la position p (c’est-a`-dire T treep 6∈ Ll), nous proposons une me´thode permettant de corriger T
sub
p .
Dans cette me´thode nous partons du principe que l’e´tiquette l de la racine p de T subp est correcte et
nous analysons les possibles modifications sur les descendants de p. A` partir du langage Ll et de l’arbre
T treep 6∈ Ll, notre algorithme de´termine les nouveaux arbres T
tree′





minimale. Nous rappelons que chaque nouvel arbre T tree
′
p peut eˆtre repre´sente´ comme un sous-arbre T
sub′
p .
Exemple 4.2.2 Dans l’exemple 4.2.1, notre proce´dure de validation e´choue a` la position 0 de l’arbre
XML et notre me´thode de correction peut eˆtre exe´cute´e. En effet, comme ttree0 = {(, a), (0, c), (0.0, g)},
donc ttree0 6∈ La. Pour corriger le sous-arbre invalide T
sub
0 de racine a, cette me´thode conside`re le lan-
gage d’arbres La de´fini par l’automate d’arbre dont les re`gles de transition sont celles montre´es dans
l’exemple 4.2.1 mais avec Qf = {a}. 2
remarque : Dans la suite de cette section et afin de simplifier la notation, nous utilisons T = (D, t)
comme notation pour l’arbre T treep et T
′ = (D′, t′) pour noter l’arbre T tree
′
p .
Notre algorithme est une extension des algorithmes propose´s dans [Sel77] et dans [Ofl96] : il utilise
une matrice de distance d’e´dition H DIST . Chaque e´le´ment H DIST [i, j] contient la distance d’e´dition
entre deux arbres partiels T 〈i〉 et T ′〈j〉.
La matrice H DIST est calcule´e colonne par colonne et chaque nouvel e´le´ment H DIST [i, j] est
de´duit a` partir de ses trois voisins H DIST [i− 1, j − 1], H DIST [i− 1, j] et H DIST [i, j − 1] qui sont
calcule´s auparavant (voir figure 4.3(b)). En effet, chaque e´le´ment H DIST [i, j] contient le couple (couˆt,
se´quence d’ope´rations de mises a` jour). Ce couple est obtenu a` partir de ses trois voisins et des mises a`
jour qui sont ne´cessaires pour :
– supprimer le sous-arbre T subi (figure 4.3(b), arc (3)),
– inse´rer un nouveau sous-arbre T
′sub
j (figure 4.3(b), arc (1)) et
– remplacer le sous-arbre T subi par un nouveau sous-arbre T
′sub
j (figure 4.3(b), arc (2)).
Le calcul de chaque e´le´ment H DIST [i, j] suit le raisonnement “horizontal-vertical” illustre´ dans la
figure 4.4. Notons que T = (D, t) est l’arbre a` corriger et T ′ = (D′, t′) repre´sente l’arbre que nous allons
construire, tel que les fils de la racine de T ′ doivent respecter l’expression re´gulie`re Et(). Conside´rons le
mot w 6∈ L(Et()) compose´ de la concate´nation des e´tats associe´s aux nœuds fils de la racine de T .
Sur le plan “horizontal”, notre algorithme de correction s’inspire de notre proposition dans [CSBH05] pour
la correction d’un mot par rapport a` un langage des mots. Nous cherchons tous les mots w′ ∈ L(Et()) les
plus proches possibles de w en utilisant le seuil d’erreur et l’automate a` e´tats finis At() associe´ au langage
L(Et()). Pour toute transition de At() utilise´e, une nouvelle colonne est ajoute´e a` la matrice de distance
d’e´dition. Si un e´tat final de At() est atteint et si l’e´le´ment le plus bas de la dernie`re colonne n’exce`de
pas un seuil donne´, alors le mot courant w′ est un candidat de correction valide. Toutefois, si aucun
e´le´ment de la colonne courante n’exce`de le seuil, nous pouvons continuer a` chercher d’autres candidats en
utilisant la transition suivante de At() (si elle existe). Dans le cas ou` un e´le´ment de la colonne courante































Fig. 4.3: (a) Deux arbres (partiels) : Illustration de t〈i〉 et t′〈j〉. (b) La matrice H DIST associe´e aux arbres
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Fig. 4.4: Sche´ma descriptif de notre me´thode de calcul de la matrice de distance d’e´dition entre un arbre t 6∈ L
et un arbre t′ ∈ L.
Cependant, dans le contexte des arbres, chaque “caracte`re”dans w repre´sente lui-meˆme l’e´tiquette de
la racine d’un sous-arbre. Afin d’obtenir w′, nous devons e´galement travailler dans la direction“verticale”.
En effet, chaque w′[j] doit eˆtre a` la “racine” d’un sous-arbre T
′sub







j ) qui doit appartenir a` Lt′(j), ou` t
′tree
j () = w
′[j] = t′(j).
Tandis que sur le plan “horizontal” (figure 4.4) nous traitons une matrice qui associe un mot w a` un
langage re´gulier de mots, sur le plan “vertical”, nous traitons un arbre T subi . En effet, pour corriger T
sub
i ,
il n’est pas suffisant de calculer une matrice de distance pour les fils de la racine de T subi mais il peut eˆtre
ne´cessaire de le refaire pour tous ses descendants, comme le montre la figure 4.4.
La de´finition de H DIST n’est pas pre´sente´e ici (voir [BCHS06b, BCHS06a, Che06]), mais nous
rappelons un exemple utilise´ dans nos publications pour expliquer la routine de correction.
Exemple 4.2.3 Nous avons vu dans l’exemple 4.2.2, que le test de validation e´choue a` la position 0 et
la proce´dure de correction est appele´e pour corriger l’arbre T tree0 en conside´rant le langage d’arbres La






Fig. 4.5: L’automate a` e´tats finis AE associe´ a` l’expression re´gulie`re Ea = (cd)∗|m∗.
L’automate a` e´tats finis AE , correspondant a` l’expression re´gulie`re Ea = (c.d)
∗ | m∗, est montre´ dans la
figure 4.5. Dans ce qui suit, nous de´crivons comment notre me´thode de correction de´termine les candidats
de correction de l’arbre T tree0 .
E´tape 1 : Soit T = (D, t) l’arbre que nous conside´rons dans la proce´dure de correction ou` t = {(, a),
(0, c), (0.0, g)}. Dans l’initialisation de H DIST1, chaque e´le´ment H DIST [i,−2] de la premie`re colonne,
ainsi que chaque e´le´ment H DIST [−2, j] de la premie`re ligne, rec¸oit un couˆt tre`s grand (∞). La colonne
−2 correspond a` une borne maximale permettant de limiter le calcul de la matrice. Notons que la ligne
−1 repre´sente le nœud racine e´tiquete´ a dont les fils sont repre´sente´s par les lignes i ≥ 0 de H DIST1.
Dans AE , l’e´tat 1 qui repre´sente a` la fois l’e´tat initial et final devient l’e´tat courant.




a −1 (∞,>) (0, {[]})
c 0 (∞,>)
Comme nous conside´rons que l’e´tiquette de la racine de t ne change pas (elle reste a), l’e´le´ment H DIST1
[−1,−1] = (0, {[]}). Pour calculer H DIST1[0,−1], nous conside´rons ses trois voisins, H DIST1 [−1,−1],
H DIST1 [0,−2] et H DIST1 [−1,−2], qui sont de´ja` calcule´s. Dans notre cas, les deux voisins H DIST1
[0,−2] et H DIST1[−1,−2] sont e´carte´s, car leur couˆts respectifs (∞ pour chacun des deux) exce`dent le
seuil. Pour calculer H DIST1[0,−1] a` partir de H DIST1[−1,−1], nous devons conside´rer la suppression
du sous-arbre enracine´ a` la position 0 de T tree0 .
Cette suppression, est traite´e en effectuant un appel re´cursif a` la routine de correction (c’est-a`-dire, en
commenc¸ant l’e´tape 2) avec les parame`tres suivants : (i) l’arbre obtenu a` partir du sous-arbre enracine´
a` la position 0 de T tree0 et (ii) le langage d’arbres Lλ qui ne contient que l’arbre vide.
E´tape 2 : Nous allons vers le bas dans la direction verticale (figure 4.4) et nous commenc¸ons la
construction de la nouvelle matrice H DIST2. Pour l’arbre T = (D, t) que nous conside´rons dans ce cas
nous avons t = {(, c), (0, g)}. La matrice H DIST2 est initialise´e :




c −1 (∞,>) (1, {(remove, , λ)})
g 0 (∞,>)
Remarquons que H DIST2[−1,−1] = (1, {(remove, , λ)}), car il est calcule´ en conside´rant la suppression
de t() = c. Comme dans l’e´tape 1, l’e´le´ment H DIST2[0,−1] est calcule´ a` partir de H DIST2[−1,−1], en
conside´rant la suppression de {(0, g)} de t. Cette suppression est traite´e par l’appel re´cursif qui commence
l’e´tape 3 ci-dessous.
E´tape 3 : Nous allons encore vers le bas dans la direction verticale (figure 4.4) et nous commenc¸ons la
construction de la nouvelle matrice H DIST3. L’arbre T que nous conside´rons dans ce cas est t = {(, g)}.
La matrice H DIST3 est initialise´e et comme T n’a qu’un nœud unique, nous obtenons :





g −1 (∞,>) (1, {(remove, , λ)})
Retour a` l’e´tape 2 : Le re´sultat de l’e´tape 3 est retourne´ (par le retour de l’appel re´cursif) a` H DIST2.
Notons que, par rapport a` l’arbre T que nous avons conside´re´ a` l’e´tape 2, le re´sultat de l’e´tape 3 correspond
a` la suppression du nœud de position 0. La suppression de la racine de T (de l’e´tape 2) est e´galement
conside´re´e. Ainsi, H DIST2 devient :




c −1 (∞,>) (1, {(remove, , λ)})
g 0 (∞,>) (2, {(remove, 0, λ)(remove, , λ)})
Le dernier e´le´ment de la dernie`re ligne de la matrice H DIST2 est retourne´, a` son tour, a` l’e´tape 1.
Retour a` l’e´tape 1 : Le re´sultat de l’e´tape 2 est retourne´, par le retour de l’appel re´cursif, a` H DIST1.
Ce re´sultat correspond, par rapport a` l’arbre T que nous avons conside´re´ a` l’e´tape 1, a` la suppression du
sous-arbre enracine´ a` la position 0.0 . Ainsi, nous avons :




a −1 (∞,>) (0, {[]})
c 0 (∞,>) (2, {(remove, 0.0.0, λ)(remove, 0.0, λ)})
L’e´tat actuel de AE (qui est l’e´tat 1) est aussi un e´tat final et le dernier e´le´ment de la dernie`re
ligne de H DIST1 n’a pas de´passe´ le seuil th = 2. Ainsi, selon [Ofl96, Sel77], l’e´le´ment H DIST1[0,−1]
contient un candidat de correction valide. La se´quence permettant de ge´ne´rer ce candidat a` partir de T
ou` t = {(, a), (0, c), (0.0, g)} et la suppression du sous-arbre de racine 0. Cela correspond a` la suppression
des nœuds 0.0 et 0.0.0 dans l’arbre de la figure 4.2. Notons que, dans ce cas, le mot w′ de la figure 4.4
est le mot vide qui appartient a` L(Ea), pour Ea = (c.d)
∗ | m∗.
Pour trouver plus de solutions respectant le seuil 2, nous conside´rons d’autres mots w′ ∈ L(Ea). Pour ce
faire, nous pouvons examiner d’autres transitions sortantes de l’e´tat courant 1 de l’automate AE . Ainsi,
nous pouvons, par exemple, conside´rer la transition e´tiquete´e m aboutissant a` l’e´tat 4 qui permettra
d’ajouter une nouvelle colonne a` H DIST1. La routine de correction retourne la matrice H DIST (de´-
crite ci-dessous), telle que la solution propose´e dans ce cas consiste a` renommer le nœud de position 0.0,
dans l’arbre de la figure 4.2, de c en m. Remarquons que le couˆt correspondant a` cette solution est e´gal




−2 (∞,>) (∞,> (∞,>)
a −1 (∞,>) (0, {[]}) (2, {(add, 0.0, m)(add, t, 0.0.0, g)})
c 0 (∞,>) (2, {(remove, t, 0.0.0, λ)(remove, 0.0, λ)}) (1, {(relabel, 0.0, m)})
Notons que l’e´le´ment H DIST [−1, 0] est obtenu en conside´rant l’arc (1) de la figure 4.3(b). En effet,
il correspond au couˆt permettant de transformer le sous-arbre {(0, a)} en sous-arbre {(0, a), (0.0, m),
(0.0.0, g}. L’e´le´ment H DIST [0, 0] stocke le couˆt et la distance minimale permettant de transformer
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le sous-arbre {(0, a), (0.0, c), (0.0.0, g)} en sous-arbre {(0, a), (0.0, m), (0.0.0, g)}. Le choix est fait en
conside´rant les trois cas explique´s dans cette section : selon l’arc (1) de la figure 4.3(b), notre algo-
rithme proce`de par l’insertion du sous-arbre {(0.0, m), (0.0.0, g)} apre`s avoir supprime´ le sous-arbre
{(0.0, c), (0.0.0, g)} (comme l’indique l’e´le´ment H DIST [0,−1]). Dans ce cas, le couˆt est e´gal 4. Se-
lon l’arc (2) de la figure 4.3(b), notre algorithme proce`de par le remplacement du sous-arbre {(0.0, c),
(0.0.0, g)} par {(0.0, m), (0.0.0, g)}. Pour ce faire, il suffit de renommer le nœud c par m. Dans ce cas, le
couˆt est e´gal a` 1. Selon l’arc (3) de la figure 4.3(b), notre algorithme proce`de par la suppression du sous-
arbre {(0.0, c), (0.0.0, g)} apre`s avoir inse´re´ le sous-arbre {(0.0, m), (0.0.0, g)} (comme l’indique l’e´le´ment
H DIST [−1, 0]). Dans ce cas, le couˆt est e´gal a` 4. 2
Les algorithmes qui imple´mentent cette me´thode sont propose´s dans [BCHS06b, BCHS06a]. Nous
prouvons la correction et la comple´tude de notre me´thode de correction dans [BCHS06a]. Notre me´thode
est correcte puisque tous les candidats T ′ propose´s sont valides et ne de´passent pas le seuil d’erreur
th, c’est-a`-dire T ′ ∈ L et dist(T, T ′) ≤ th. Meˆme si notre me´thode n’est pas comple`te par rapport
a` l’ensemble de tous les candidats respectant le seuil, elle est comple`te par rapport a` l’ensemble des
candidats minimaux. Autrement dit, notre me´thode est comple`te puisque chaque candidat minimal qui
respecte le seuil th est trouve´ par notre algorithme : la routine de correction trouve tous les T ′ ∈ L tels
que dist(T, T ′) = DIST (T,L) si DIST (T,L) ≤ th. Remarquer que notre routine de correction calcule
non seulement l’ensemble de tous les candidats t′ ∈ L, tels que dist(t, t′) est minimale et ne de´passe
pas le seuil d’erreur (c’est-a`-dire dist(t, t′) = DIST (t,L) ≤ th), mais e´galement quelques candidats non
minimaux qui respectent le seuil.
A` partir des corrections locales, diffe´rentes solutions globales sont propose´es et peuvent eˆtre pre´sente´es
de diffe´rentes formes dont la plus inte´ressante semble eˆtre la pre´sentation d’une liste de mise a` jour capable
de nous donner un arbre mis a` jour et correct. Les se´quences de mises a` jour correctes pour transformer
l’arbre original T0 en un arbre valide T ′ sont calcule´es en utilisant une matrice de distance d’e´dition entre
deux arbres H DISTT0,T ′ .
La complexite´ the´orique de notre approche est malheureusement e´leve´e. Dans le pire des cas, la
construction des candidats valides par rapport a` un langage Lt() est faite en temps O(n.F
K+th
Max ) ou` n est
le nombre de nœuds du sous arbre, K est le fan-out maximal de l’arbre T et FMax est le fan-out maximal
de tous les automates a` e´tats finis AE associe´s aux expressions re´gulie`res E du sche´ma. Par conse´quent,
la complexite´ en temps pour corriger toutes les erreurs de´tecte´es pendant la validation incre´mentale est
O(m.N.F K+thMax ) ou` m est le nombre de mise a` jour et N est le nombre de nœuds de l’arbre entier. Un
prototype permettant une e´tude de performance est en phase d’imple´mentation. Une performance rai-
sonnable a e´te´ obtenue par la me´thode de correction string-to-grammar propose´e dans [CSBH05] et qui
sert de base a` l’imple´mentation de notre algorithme de correction des arbres XML.
Travaux lie´s
Plusieurs approches ont e´te´ propose´es [Rou03, Sel77, Tai79, ZS89] pour la correction d’arbres. En
s’inspirant du mode`le de calcul de la distance d’e´dition entre deux chaˆınes de caracte`res, la premie`re
proposition d’une me´thode de calcul de distance d’e´dition entre deux arbres apparaˆıt dans [Sel77]. Des
extensions et des optimisations sont propose´es dans [Tai79, ZS89]. Notre me´thode est une extension
naturelle de la comparaison entre deux arbres et propose la correction d’un arbre par rapport a` un
langage d’arbres.
La correction des arbres XML est aussi traite´e dans [Rou03] ou` les documents XML sont des arbres
binaires (voir [Che06] pour un bon re´sume´ de la me´thode). La me´thode est compose´e de deux e´tapes :
1. Validation d’un arbre XML et marquage des nœuds ? : Un validateur from scratch et bottom-up
ve´rifie la structure de l’arbre en marquant avec le symbole ? les positions d’e´chec. Soit p une position
ayant un ou plusieurs descendants marque´s par ?. Si toutes les substitutions possibles des nœuds ?
par des e´tiquettes appartenant a` l’alphabet me`nent a` une erreur de validation au niveau du nœud
p, alors celui-ci est marque´ par ?. Si le nombre d’erreurs ne de´passe pas un seuil donne´, alors la
routine de correction est de´clenche´e.
2. Correction : La correction des nœuds ? est faite de manie`re top-down. A` partir de l’arbre marque´
avec ?, la me´thode de correction construit un nouvel arbre en effectuant des modifications (suppres-
sion d’un sous-arbre, insertion ou renommage d’un nœud) au voisinage des nœuds marque´s par ?.
Le couˆt de ces modifications ne doit pas de´passer le seuil d’erreur th.
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Une comparaison de performance entre notre me´thode et celle de [Rou03] n’a pas encore e´te´ effectue´e.
Meˆme si nous traitons le meˆme proble`me, notre approche se distingue de celle-ci sur les points suivants :
– Notre me´thode fournit diffe´rentes solutions dans un seuil d’erreur. En particulier, elle calcule tous
les candidats dont la distance d’e´dition par rapport a` l’arbre invalide est minimale.
– L’ utilisateur peut choisir la solution plus adapte´e a` son cas.
– Notre me´thode fournit aussi une (ou plusieurs) se´quence de mises a` jour permettant de transformer
l’arbre d’origine en candidat valide.
– Notre me´thode de correction s’inte`gre dans un processus de validation incre´mentale et peut utiliser
des informations de cette proce´dure dans l’e´tape de correction.
4.3 Conclusions
Notre routine de correction introduit une approche de correction tree-to-grammar : e´tant donne´ un
langage d’arbre L (LTL ou STTL) et un arbre non valide T , trouver des arbre valides T ′ dont la distance
par rapport a` T respecte le seuil th. Ceci est obtenu par le calcul de la distance d’e´dition entre T et
T ′ ∈ L. Pour cela, nous conside´rons le mot w associe´ aux fils du nœud racine de l’arbre T a` corriger. Nous
construisons une matrice de distance d’e´dition afin de de´terminer tous les mots w′ (corrects) tel que la
distance d’e´dition par rapport w ne de´passe pas le seuil donne´. Les caracte`res w[i] et w′[j] sont les labels
de la racine des sous arbres T subi (connu) et T
′sub
i (a` construire). Si w[i] et w
′[j] sont diffe´rents un appel
re´cursif de la me´thode de correction propose des corrections pour que w′ soit obtenu.
Notre me´thode de correction est associe´e a` la proce´dure de validation et propose diffe´rentes solutions a`
l’utilisateur. Ne´anmoins, il est inte´ressant de remarquer qu’elle peut e´galement eˆtre applique´ from scratch.
Cela peut nous permettre de conside´rer le calcul de toutes les solutions possibles dans le seuil donne´ th.
Parmi les perspectives a` conside´rer dans ce domaine, nous pouvons citer (voir chapitre 8) la possibilite´
d’utilisation d’autres primitives de mises a` jour (par exemple l’ajout d’un niveau dans la hie´rarchie) et
l’e´tude des corrections commutatives. Remarquer que la commutativite´ des mises a` jour pre´sente´e dans




E´volution des sche´mas en XML
Dans ce chapitre nous dissertons sur notre approche ou` l’e´volution d’un sche´ma XML est de´clenche´e
par des mises a` jour sur les documents. Nous conside´rons des sche´mas type DTD, c’est-a`-dire, correspon-
dant a` des grammaires LTG. Cette approche est utilise´e dans un environnement d’aide a` la maintenance
d’une collection de documents XML, par un utilisateur non informaticien, mais connaisseur de son do-
maine d’application et capable de prendre des de´cisions sur son e´volution [RAJB+00]. Nous offrons a` cet
utilisateur la possibilite´ d’engendrer de nouveaux sche´mas en prenant en compte les caracte´ristiques du
sche´ma original et des documents mis a` jour. Diffe´rents choix lui sont propose´s, pour qu’il puisse prendre
une de´cision “se´mantique ” adapte´e a` ses besoins.
Soit un sche´ma XML (correspondant a` une LTG) repre´sente´ par un ensemble d’expressions de la
forme F : a[E]. Autrement dit, un sche´ma est une grammaire ayant des re`gles F : a[E] ou` F est un non
terminal, a est un label et E une expression re´gulie`re sur des non terminaux. Les expressions re´gulie`res
de´finissent le langage (re´gulier) des fils d’un nœud (e´le´ment) dans un arbre XML. L’e´volution du sche´ma
XML correspond ainsi a` l’e´volution des expressions re´gulie`res E et notre proble`me est formule´ de la fac¸on
suivante :
Soient E une expression re´gulie`re non ambigue¨ et w un mot appartenant au langage de E,
c’est-a`-dire, w ∈ L(E). Deux types de mises jour sont possibles sur le mot w : l’insertion ou la
suppression d’un symbole, sur une position de mise a` jour i de w. Soit w′ le mot obtenu suite
a` une mise a` jour sur w. Si w′ 6∈ L(E), alors nous supposons l’activation d’une proce´dure qui
engendre des expressions E ′ proches de E telles que w′ ∈ L(E′), L(E) ⊆ L(E′).
Les langages L(E′) ne doivent pas seulement contenir w′ mais tous les mots se´mantiquement proches
de w′. Pour cela, dans nos travaux, une notion tre`s simple de distance entre deux expressions re´gulie`res
a e´te´ introduite. Les solutions propose´es respectent une distance minimale par rapport a` l’expression
re´gulie`re d’origine. L’objectif du travail est de fournir diffe´rents choix d’expressions re´gulie`res, en essayant
de pre´voir les besoins de l’application tout en restant proche de l’expression re´gulie`re originale. Ainsi,
chaque expression re´gulie`re candidate E ′ correspond a` un langage L(E ′) plus ge´ne´ral que L(E) ∪ {w′}.
Nous ne sommes pas inte´resse´s par le candidat E+w′ qui ajoute un seul mot a` L(E), ni par des candidats
trop ge´ne´raux permettant n’importe quel type de mise a` jour.
Deux versions de cette approche ont e´te´ de´veloppe´es. Une premie`re version est propose´e dans la
the`se de Denio Duarte [Dua05], que j’ai co-encadre´. Dans cette version, les extensions sur les expressions
re´gulie`res sont obtenues par un algorithme (nomme´ GREC) qui change l’automate d’e´tats fini ME asso-
cie´ a` chaque expression E. L’algorithme GREC est une extension de la proce´dure de re´duction propose´e
par [CZ00] pour transformer un automate de Glushkov en expression re´gulie`re. Une version de GREC
sans l’utilisation des automates d’e´tats fini ME a e´te´ propose´e dans [dHM07]. Cette deuxie`me version,
que nous appelons dGREC1, obtient les meˆmes solutions que GREC en travaillant seulement sur les expres-
sions re´gulie`res, sans passer par la transformation des expressions re´gulie`res en automates. Pour cela des
fonctions introduites dans [ZPC97] sont utilise´es.
1La me´thode dGREC fait partie des travaux de Master of Science de Robson da Luz (encadre´ par Martin Musicante, au
Bre´sil) [dL07].
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Ce chapitre est consacre´ a` une discussion sur ces diffe´rentes versions de notre approche pour l’e´volution
de sche´ma. D’abord, dans la section 5.1 nous pre´sentons un rappel rapide de certains concepts, ne´cessaires
pour la compre´hension du chapitre. Ensuite, dans les sections 5.2 et 5.3, nous pre´sentons les principes et
les algorithmes ge´ne´raux pour GREC et dGREC. Dans l’annexe B, nous expliquons plus en de´tail les e´tapes
de transformation des expressions re´gulie`res sur les deux approches GREC et dGREC. Cela nous permet
de faire un paralle`le entre les deux versions qui ont e´te´ publie´es se´pare´ment pour ensuite montrer que
les versions sont e´quivalentes. Une discussion sur les similarite´s et diffe´rences des deux approches est
pre´sente´e dans la section 5.4.
Dans [BDH+04a, BDH+04b, Dua05] la validation d’un document XML est faite via un automate
d’arbres. L’e´volution du sche´ma repre´sente´ par cet automate correspond au choix d’une expression re´-
gulie`re E′ propose´e par GREC ou dGREC. Dans [dHM07] la validation d’un document XML est faite par
l’exe´cution d’un programme datalog et non par un automate d’arbres. Dans la section 5.5 nous pre´sentons
une fonction de traduction du sche´ma XML en datalog et ensuite nous introduisons dGRECDat , dont la
de´finition est similaire a` celle de dGREC, pour effectuer l’e´volution incre´mentale du validateur datalog.
La section 5.8 conclut ce chapitre apre`s une discussion sur les extensions possibles de GREC et dGREC
(section 5.6) et sur l’e´tat de l’art (section 5.7).
5.1 Pre´liminaires
Tout d’abord, nous rappelons brie`vement des notions et des re´sultats tre`s connus concernant les
automates d’e´tats finis et les expressions re´gulie`res. Une re´fe´rence (classique) pour une introduction dans
le domaine est [HMU01].
Les expressions rationnelles ou re´gulie`res sont une famille de notations compactes et puissantes pour
de´crire des langages re´guliers. E´tant donne´ un alphabet Σ = {a1, . . . , an}, nous rappelons que l’ensemble
des expressions re´gulie`res sur Σ est inductivement de´fini par : E ::= ∅ |  | ai | E +E | E.E | E+ |




L(E.F ) = L(E).L(F ) ou` E et F sont des expressions re´gulie`res et . indique la concate´nation
des langages. Nous appelons . l’ope´rateur de concate´nation.
L(E + F ) = L(E) ∪ L(F ) ou` E et F sont des expressions re´gulie`res.
L(E∗) = L(E)∗ ou` E est une expression re´gulie`re et ∗ est la fermeture de Kleene.
Un automate d’e´tats fini (finite state automaton (FSA)) est une machine abstraite constitue´e d’e´tats
et de transitions. Son comportement est dirige´ par un mot fourni en entre´e : l’automate passe d’e´tat en
e´tat, suivant les transitions, a` la lecture de chaque lettre de l’entre´e. Un automate d’e´tats fini forme natu-
rellement un graphe oriente´ e´tiquete´, dont les e´tats sont les sommets et les transitions les areˆtes e´tiquete´es
(par exemple, la figure 5.1(a)). Un automate d’e´tats fini est de´fini par le n-uplet M = (S, Σ, δ, s0, F ) ou`
(i) S est un ensemble fini d’e´tats ; (ii) Σ est l’alphabet de M , c’est-a`-dire, un ensemble fini des symboles
d’entre´e ; (iii) s0 ∈ S est l’e´tat initial de M ; (iv) F ⊆ S est l’ensemble d’e´tats finaux et (v) δ est une
fonction de transition. La fonction δ prend comme arguments d’entre´e un e´tat dans S et un symbole
dans Σ. Dans un automate d’e´tats fini de´terministe, δ rend comme re´sultat un e´tat de S, alors que dans
un automate d’e´tats fini non de´terministe, δ rend comme re´sultat un sous ensemble de S. Nous notons
δ(1, b) = 2 pour indiquer la transition de l’e´tat 1 a` l’e´tat 2 en lisant b (figure 5.1(a)).
Si M = (S, Σ, δ, s0, F ) est un automate d’e´tats fini alors L(M) est le langage accepte´ par M , c’est-
a`-dire, L(M) est l’ensemble de mots w dans Σ∗ tel que, a` partir de l’e´tat s0, en lisant le mot w, nous
arrivons a` au moins un e´tat final.
Tout langage qui peut eˆtre de´crit par un automate non de´terministe peut aussi eˆtre de´crit par un au-
tomate de´terministe et vice versa. En autres termes, il existe une e´quivalence entre les automates d’e´tats
finis de´terministes et non de´terministes. Tout langage de´fini par un automate d’e´tats fini est aussi de´fini
par une expression re´gulie`re et vice versa. Ainsi, e´tant donne´e une expression re´gulie`re E, nous notons
ME l’automate d’e´tats fini tel que L(E) ≡ L(ME) (la figure 5.1(a) montre un automate correspondant






















Fig. 5.1: (a) Un automate d’e´tats fini pour (a1.(b2 + c3)∗)∗.d4. (b) Graphe de Glushkov correspondant.
ambigue¨s. Une expression re´gulie`re E est non ambigue¨ si pour chaque mot w il existe au maximum un
chemin dans E qui peut eˆtre associe´ a` w [BW98a].
E´tant donne´e une expression E sur un alphabet Σ, nous de´finissons l’expression re´gulie`re souscrite E
comme e´tant l’expression re´gulie`re ou` chaque symbole de E a un indice (aussi appele´ position) unique.
Par exemple, soit E = (a.(b + c)∗)∗.d, l’expression re´gulie`re avec des indices indiquant les positions est
E = (a1.(b2 +c3)
∗)∗.d4. Remarquer que, comme un symbole est identifie´ par la position, il peut eˆtre omis,
c’est-a`-dire, nous pouvons re´e´crire l’expression re´gulie`re avec les positions seulement. Dans ce chapitre,
par abus de notation, nous allons e´crire (souvent) E a` la place de E. Nous faisons re´fe´rence au symbole
associe´ a` une positon p par symbE(p). Par exemple, nous pouvons re´e´crire l’expression re´gulie`re E comme
(1.(2 + 3)∗)∗.4 en prenant en compte que symb(1) = a, symbE(2) = b, symbE(3) = c et symbE(4) = d.
L’ensemble des positions d’une expression re´gulie`re E est note´ Pos(E). Remarquer que dans l’exemple
nous avons choisi de nommer les positions dans l’ordre (de gauche a` droite), en utilisant les nombres
naturels. Ne´anmoins cela n’est pas une obligation ; n’importe quel nom peut eˆtre utilise´ de`s qu’il est un
identifiant unique de la position dans l’expression re´gulie`re. E´tant donne´ un mot w, nous de´finissons |w|
comme e´tant la longueur du mot w, par exemple si w = abc alors |w| = 3.
Dans la suite, la section 5.1.1 rappelle les caracte´ristiques des automates de Glushkov qui sont utilise´s
par GREC. La section 5.1.2 pre´sente des fonctions tre`s utiles sur les expressions re´gulie`res. Ces fonctions
ont e´te´ introduites dans [ZPC97] et sont utilise´es dans la version dGREC.
5.1.1 Automate de Glushkov
Un automate de Glushkov ([CZ00]) est un automate d’e´tats fini homoge`ne ou` chaque e´tat non initial
correspond a` une position dans l’expression re´gulie`re. Un automate ME = (S, Σ, δ, s0, F ) est homoge`ne
si ∀p, q, r ∈ S, nous avons : ∃a, b ∈ Σ, ((δ(p, a) = q) ∧ (δ(r, b) = q))⇒ a = b. En d’autres termes, un e´tat
est toujours atteint par le meˆme symbole.
Le graphe de Glushkov correspondant a` un automate de Glushkov donne´ est un graphe G = (X, U)
ou` X est l’ensemble des nœuds (isomorphe a` l’ensemble d’e´tat de ME) et U est l’ensemble des arcs
(correspondant aux transitions de δ). Pour les automates homoge`nes, il est possible d’ignorer les labels
des arcs et travailler avec un graphe oriente´ (voir figure 5.1).
Selon le the´ore`me dans [CZ00], un graphe G = (X, U) est un graphe de Glushkov ssi les trois conditions
suivantes sont respecte´es :
1 - G est un hamac
Un graphe est appele´ hamac s’il a un noeud racine r n’ayant aucun arc entrant et un noeud anti-racine
s n’ayant aucun arc sortant, tels que r 6= s. Un graphe a un noeud racine (respectivement un noeud
anti-racine) r s’il existe un chemin de r a` n’importe quel noeud (respectivement de n’importe quel noeud
a` s) dans le graphe.
2 - Chaque orbite maximale dans G est fortement stable et fortement transversale
E´tant donne´ un graphe de Glushkov G = (X, U), une orbite est un ensemble de nœuds tel que pour tout
x et x′ de O, il existe un chemin non trivial2 de x a` x′. Une orbite est maximale si pour tout noeud x
qui appartient a` O et pour tout noeud x′ qui n’appartient pas a` O, il n’existe pas a` la fois un chemin de
x a` x′ et de x′ a` x. Les portes d’entre´e (In) et de sortie (Out) d’une orbite O sont de´finies de la fac¸on
2Un chemin est une se´quence de nœuds x0, . . . , xn telle que pour tout 0 ≤ i < n, l’arc (xi, xi+1) est dans G. Un chemin
trivial est un chemin sans aucun arc.
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suivante In(O) = {x ∈ O | ∃x′ ∈ (X \O), (x′, x) ∈ U} et Out(O) = {x ∈ O | ∃x′ ∈ (X \O), (x, x′) ∈ U}.
Une orbite est stable si ∀x ∈ Out(O) et ∀y ∈ In(O), l’arc (x, y) existe. Une orbite O est transversale
si ∀x, y ∈ Out(O), ∀z ∈ (X \ O), (x, z) ∈ U ⇒ (y, z) ∈ U et ∀x, y ∈ In(O), ∀z ∈ (X \ O), (z, x) ∈
U ⇒ (z, y) ∈ U . Une orbite O est fortement stable (respect. fortement transversale) si elle est stable
(respect. transversale) et si, apre`s la suppression des arcs Out(O)× In(O), toutes les orbites re´sultantes
sont fortement stables (respect. fortement transversales).
3 - Gwo est re´ductible.
E´tant donne´ un graphe de Glushkov G, un graphe sans orbites Gwo est de´fini, re´cursivement, en suppri-
mant pour chaque orbite maximale O, tous les arcs (x, y) tels que x ∈ Out(O) et y ∈ In(O). Le processus
termine lorsqu’il n’y a plus d’orbites dans G. E´tant donne´ un Gwo, nous disons qu’il est re´ductible s’il
est possible de le transformer en un seul nœud via l’application des re`gles des re´ductions introduites
dans [CZ00] et pre´sente´es dans la section 5.2.1. A` chaque e´tape de cette transformation certains nœuds
de Gwo sont “fusionne´s” et la re´duction est comple`te a` l’obtention d’un seul nœud.
Exemple 5.1.1 La figure 5.1(b) pre´sente le graphe de Glushkov G associe´ a` l’automate de Glushkov de la
figure 5.1(a). G posse`de une orbite maximale O1 = {1, 2, 3} (avec In(O1) = {1} et Out(O1) = {1, 2, 3}).
L’orbite O1 est transversale et stable. Nous pouvons construire un graphe sans orbites a` partir de G de la
fac¸on suivante : (i) Supprimer les arcs Out(O1)× In(O1) de G. (ii) Le graphe re´sultant G
′ posse`de aussi
une orbite maximaleO2 = {2, 3} (avec In(O2) = Out(O2) = {2, 3}). Supprimer les arcs Out(O2)×In(O2)
pour obtenir le nouveau graphe G′′ sans orbites. Les deux orbites maximales O1 et O2 sont fortement
stables et fortement transversales. Le graphe Gwo est celui de la figure 5.3(a). Pendant la construction de
Gwo les informations concernant les orbites e´limine´es sont stocke´es, c’est-a`-dire, nous gardons trace des
orbites de G. 2
5.1.2 Fonctions sur les expressions re´gulie`res
Nous pre´sentons ici des fonctions tre`s utiles sur les expressions re´gulie`res. Ces fonctions ont e´te´ intro-
duites dans [ZPC97].
De´finition 5.1.1 - La fonction NullE : NullE est e´gal a` {} si  est dans L(E), sinon NullE est ∅.
L’ope´ration NullE est inductivement de´finie de la fac¸on suivante.
Null∅ = ∅ Null = {} Nulla = ∅
NullF+G = NullF ∪NullG NullF.G = NullF ∩NullG NullF+ = NullF
NullF∗ = {} NullF? = {} Null (E) = NullE 2
La fonction NullE peut eˆtre calcule´e en temps line´aire sur la longueur de E.
Dans la suite, nous denotons Σ l’alphabet souscrit de E.
De´finition 5.1.2 - La fonction First(E) : First(E) est de´fini comme un ensemble de positions dans
E, correspondant a` la premie`re lettre d’un mot de L(E).
First(E) = {x ∈ Pos(E) | ∃u ∈ Σ
∗
: αxu ∈ L(E)}
rappel : Cette fonction est de´finie sur une expression re´gulie`re souscrite. Par abus de notation nous
e´crivons First(E) pour First(E). La meˆme convention sera utilise´e pour les autres fonctions.
La fonction First(E) peut eˆtre calcule´e inductivement de la fac¸on suivante
First(∅) = ∅ First() = ∅
First(αx) = {x} First(F + G) = First(F ) ∪ First(G)
First(F.G) = First(F ) ∪NullF .First(G) First(F
+) = First(F )
First(F ∗) = First( (F ) ) = First(F ) First(F ?) = First(F ) 2
Dans les e´quations ci-dessus, le calcul de l’union est fait en temps line´aire. Cela est possible parce que
les ensembles sont disjoints (ils correspondent a` des ensembles de positions dans diffe´rentes parties d’une
expression re´gulie`re). Ainsi First(E) peut eˆtre calcule´e en temps line´aire.
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De´finition 5.1.3 - La fonction Last(E) : E´tant donne´e une expression re´gulie`re E, nous de´finissons
Last(E) comme un ensemble des positions correspondant aux symboles finales des mots du langage L(E).
Last(E) = {x ∈ Pos(E) | ∃u ∈ Σ
∗
: uαx ∈ L(E)}
La fonction Last(E) est inductivement calcule´e de la fac¸on suivante :
Last (∅) = ∅ Last () = ∅
Last(αx) = {x} Last(F + G) = Last(F ) ∪ Last(G)
Last(F.G) = Last(G) ∪ NullG.Last (F ) Last(F
+) = Last(F )
Last(F ∗) = Last( (F ) ) = Last(F ) Last (F ?) = Last(F ) 2
Comme dans la de´finition pre´ce´dente, l’union peut eˆtre calcule´e en temps line´aire. Ainsi, Last(E) est
calcule´e en temps line´aire par rapport a` la longueur de E.
Pour chaque ensemble X , nous de´notons IX la fonction de X a` {{}, ∅} telle que :
IX(x) = ∅ if x /∈ X and IX(x) = {} if x ∈ X .
Cette fonction est utilise´e dans les de´finitions suivantes, pour se´lectionner des positions d’une expression
re´gulie`re.
De´finition 5.1.4 - La fonction Follow (E, x) : Follow (E, x) est l’ensemble de positions imme´diate-
ment apre`s la position x dans l’expression E. Si x n’est pas dans l’ensemble de positions de E alors
Follow (E, x) = ∅.
Follow (E, x) = {y ∈ Pos(E) | ∃v, w ∈ Σ
∗
: vαxαyw ∈ L(E)}
La fonction Follow (E, x) peut eˆtre inductivement calcule´e de la fac¸on suivante :
Follow(∅, x) = Follow(, x) = Follow(a, x) = ∅
Follow(F + G, x) = IPos(F )(x).Follow(F, x) ∪ IPos(G)(x).Follow(G, x)
Follow(F.G, x) = IPos(F )(x).Follow(F, x) ∪ IPos(G)(x).Follow(G, x)
∪ ILast(F )(x).First(G)
Follow(F+, x) = Follow(F, x) ∪ ILast(F )(x).First(F )
Follow(F ∗, x) = Follow(F, x) ∪ ILast(F )(x).First(F )
Follow(F ?, x) = Follow( (F ) , x) = Follow(F, x) 2
De´finition 5.1.5 - La fonction Previous(E, x) : Previous(E, x) est un ensemble de positions imme´-
diatement avant la position x dans l’expression E. Si x n’est pas dans l’ensemble de positions de E alors
Previous(E, x) = ∅.
Previous(E, x) = {y ∈ Pos(E) | ∃v, w ∈ Σ
∗
: vαyαxw ∈ L(E)}
Le calcul de Previous(E, x) est similaire au calcul de Follow (E, x). La fonction Previous(E, x) peut eˆtre
inductivement calcule´e de la fac¸on suivante :
Previous(∅, x) = Previous(, x) = Previous(a, x) = ∅
Previous(F + G, x) = IPos(F )(x).Previous(F, x) ∪ IPos(G)(x).Previous(G, x)
Previous(F.G, x) = IPos(F )(x).Previous(F, x) ∪ IPos(G)(x).Previous(G, x)
∪ IFirst(G)(x).Last(F )
Previous(F +, x) = Previous(F, x) ∪ IFirst(F )(x).Last(F )
Previous(F ∗, x) = Previous(F, x) ∪ IFirst(F )(x).Last(F )
Previous(F ?, x) = Previous( (F ) , x) = Previous(F, x) 2
Toutes les fonctions spe´cifie´es par les de´finitions 5.1.1 a` 5.1.5 peuvent eˆtre imple´mente´es en temps
constant ou en temps line´aire, en utilisant des ope´rations ensemblistes.
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Fig. 5.2: Re`gles de re´duction.
5.2 Transformation des expressions re´gulie`res via des automates
de Glushkov
Soit une spe´cification de sche´ma contenant des expressions de la forme F : a[E]. Dans cette section,
nous conside´rons une me´thode de transformation des expressions re´gulie`res compose´e de trois grandes
e´tapes, a` savoir :
(i) La construction d’un automate a` e´tats fini ME reconnaissant L(E).
(ii) La modification de ME pour obtenir un nouvel automate M
′
E qui accepte le nouveau mot w
′.
(iii) L’obtention de E′ a` partir de M ′E .
Cette me´thode de transformation des expressions re´gulie`res a e´te´ propose´e dans [BDH+04b, BDH+04a,
Dua05] et est fonde´e sur la proce´dure de traduction d’un automate de Glushkov en une expression
re´gulie`re e´quivalente pre´sente´e dans [CZ00]. Dans la section 5.2.1 nous rappelons cette proce´dure alors
que la section 5.2.2 re´sume l’algorithme GREC propose´ pour modifier ME en produisant des nouvelles
expressions re´gulie`res E ′.
5.2.1 Proce´dure de transformation d’un automate de Glushkov en expression
re´gulie`re
Soit G un graphe de Glushkov. La proce´dure de re´duction propose´e dans [CZ00] a comme but obtenir
l’expression re´gulie`re E correspondant a` G. Pour cela l’algorithme de re´duction utilise le graphe sans
orbites Gwo. La proce´dure de´bute en conside´rant que chaque nœud de Gwo est associe´ a` une expression
re´gulie`re correspondant au nom d’un e´tat de G (ou de l’automate de Glushkov). Ensuite la proce´dure
consiste a` : (i) de´tecter des nœuds (x ou y) qui respectent certaines conditions ; (ii) remplacer les nœuds
de´tecte´s par un nouveau nœud (repre´sentant la fusion des nœuds x et y) et (iii) associer une nouvelle
expression re´gulie`re (par exemple x.y ou x + y) a` ce nouveau nœud. La re´duction termine quand Gwo est
un graphe avec un unique nœud auquel est associe´ l’expression re´gulie`re E.
Les conditions a` ve´rifier sur les nœuds x et y concernent leurs pre´de´cesseurs et successeurs. La de´finition
ci-dessous introduit cette notion.
De´finition 5.2.1 - Ensemble des nœuds pre´de´cesseurs et des nœuds successeurs dans un
graphe sans orbite : Soit Gwo = (X, U) un graphe sans orbites. Soit x un noeud dans Gwo. De´finir
Q−(x) = {y ∈ X | (y, x) ∈ U} comme l’ensemble de pre´de´cesseurs imme´diats de x et Q+(x) = {y ∈ X |
(x, y) ∈ U} l’ensemble de successeurs imme´diats de x. 2
E´tant donne´ Gwo, nous disons qu’il est re´ductible ([CZ00]) s’il est possible de le re´duire a` un nœud
(e´tat) en appliquant successivement l’une des trois re`gles R1, R2 et R3 illustre´es par la figure 5.2. Les
re`gles de re´duction sont de´finies ci-dessous (nous notons r(x) l’expression re´gulie`re associe´e au nœud x,
et e l’expression re´gulie`re re´sultante dans chaque cas) :
Re`gle R1 : S’il existe deux nœuds x et y tels que Q
−(y) = {x} et Q+(x) = {y}, c’est-a`-dire, le noeud x
est le seul pre´de´cesseur du noeud y et le noeud y est le seul successeur du noeud x, alors concate´ner r(x)
et r(y) en e, attribuer e a` x et supprimer y.
Re`gle R2 : S’il existe deux noeuds x et y tels que Q
−(x) = Q−(y) et Q+(x) = Q+(y), c’est-a`-dire, les
noeuds x et y ont les meˆmes pre´de´cesseurs et les meˆmes successeurs, alors construire e qui correspond a`
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Fig. 5.3: Un exemple de re´duction.
Re`gle R3 : S’il existe un noeud x tel que y ∈ Q−(x) ⇒ Q+(x) ⊂ Q+(y), c’est-a`-dire, le noeud x est
optionnel, alors supprimer les arcs de Q−(x) a` Q+(x) et construire une expression re´gulie`re comme suit :
si r(x) est de la forme E+ (respectivement E) alors la nouvelle expression e est E∗ (respectivement E?).
Pendant la construction de Gwo, les orbites sont ordonne´es par rapport a` l’inclusion ensembliste (al-
gorithme dans [Dua05]) pour constituer une hie´rarchie d’orbites H. La proce´dure de re´duction commence
par l’orbite la plus interne dans la hie´rarchie H de Gwo. La re´duction commence au niveau le plus bas de
la hie´rarchie (des orbites les plus internes aux orbites les plus englobantes).




+.f6, la hie´rarchie des orbites H est repre´sente´e par
un n-uplet, c’est-a`-dire, H = 〈{2}, {2, 3}, {4, 5}, {1, 2, 3, 4, 5, 6}〉. En effet, H peut eˆtre vu comme un arbre
ou` la racine correspond a` tous les nœuds du graphe. Ses fils sont les orbites incluses dans la racine. Dans
notre exemple, la racine correspond a` {1, 2, 3, 4, 5, 6} et posse`de deux fils, a` savoir, les orbites {2, 3} (ayant
l’orbite {2} comme fils) et {4, 5}. 2
L’information concernant les orbites dans le graphe original est utilise´e pour ajouter l’ope´rateur de
fermeture transitive (“+”) a` l’expression re´gulie`re en construction. Pendant la proce´dure de re´duction,
quand un nœud unique repre´sente une seule orbite, son contenu est de´core´ avec un ‘+”. Dans nos travaux,
cette ope´ration est appele´e “application de la re`gle R4.
Exemple 5.2.2 La figure 5.1 montre un automate et le graphe de Glushkov correspondant. Soit Gwo
le graphe sans orbites correspondant (figure 5.3(a)). La hie´rarchie des orbites maximales est H=〈{2, 3},
{1, 2, 3}, {0, 1, 2, 3, 4}〉. Soient O3 = {2, 3} et O1 = {1, 2, 3}. Les autres orbites du graphe ne sont pas
dans la hie´rarchie car, pendant le processus de construction de Gwo, elles ne sont pas maximales.
La figure 5.3 illustre des e´tapes du processus de re´duction. La figure 5.3(b) est le re´sultat de l’application
de la re`gle R2. Le noeud (2+3) repre´sente l’orbite O3. Dans ce cas, nous construisons la fermeture positive
(2+3)+ (figure 5.3(c), application de R4). Apre`s l’application de la re`gle R3, l’expression (2+3)
+ devient
optionnelle (figure 5.3(d)). En appliquant la re`gle R1 et en prenant en conside´ration l’orbite O1, le graphe
de la figure 5.3(e) est obtenu. La figure 5.3(f) est le re´sultat de l’application de la re`gle R3. Si le processus
de re´duction continue, on applique deux fois la re`gle R1 et on obtient 0(1.(2 + 3)
∗)∗).4 qui est facilement
traduite en (a.(b + c)∗)∗).d en utilisant un morphisme (ou` 0 correspond a` l’e´tat initial et chaque position
correspond au symbole dans l’expression re´gulie`re d’origine). 2
remarques :
• Comme dans [CZ00] le symbole # est ajoute´ a` la fin des expressions re´gulie`res de fac¸on a` assurer les
proprie´te´s du graphe associe´ a` l’automate pour caracte´riser un automate de Glushkov.
• Nous utilisons la notation E! comme une abre´viation, pour repre´senter E? ou E∗.
5.2.2 E´volution des expressions re´gulie`res : l’algorithme GREC
L’algorithme GREC (Generate Regular Expression Choices) construit les expressions re´gulie`res candi-
dates, a` partir de la me´thode de re´duction propose´e par [CZ00]. En effet, avant l’application de chaque
re`gle de re´duction, GREC teste si une modification sur l’automate peut eˆtre faite. Les modifications sont
guide´es par des conditions a` ve´rifier sur deux e´tats de ME de´finis a` partir de l’exe´cution de ME sur w :
Nous rappelons que le mot w′ 6∈ L(E) est obtenu a` partir d’une unique mise a` jour sur le
mot w ∈ L(E). Soit p (0 ≤ p ≤ |w|) la position de mise a` jour en w (une suppression ou une
insertion).
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01. function GREC(Gwo,H, snl, snr, snew){
02. if Gwo has only one node
03. then return
04. else{
05. Ri := ChooseRule(Gwo, H) ;
06. // the following lines extend the original algorithm GraphToRegExp
07. for each (Gnew ,Hnew) := LookForGraphAlternative(Gwo,H,Ri,snl,snr,snew) do
08. return GraphToRegExp(Gnew, Hnew) ;
09. // end of extension
10. (G′wo,H1) := ApplyRule(Ri, Gwo, H) ;
11 return GREC(G′wo, H1, snl, snr, snew) ;
12. } }
Fig. 5.4: L’algorithme pour calculer les expressions re´gulie`res candidates.
– L’e´tat snl (the nearest left state) est l’e´tat de ME atteint en lisant le (p − 1)e`me symbole
de w.
– L’e´tat snr (the nearest right state) est l’e´tat de ME atteint en lisant le (p + 1)e`me symbole
de w (si la mise a` jour est une suppression) ou le le p-e`me symbole de w (si la mise a` jour
est une insertion).
– L’e´tat snew est un nouvel e´tat.
Remarquez que l’e´tat snl existe toujours dans ME car le mot w appartient au langage accepte´ par
ME . Si ME est de´terministe alors les e´tats snl et snr sont uniques.
Nous pre´sentons GREC en conside´rant les insertions seulement. Le cas des suppressions est plus simples
et sera conside´re´ dans l’annexe B.0.5. Sans perte de ge´ne´ralite´, nous pouvons conside´rer qu’une insertion
correspond toujours a` l’insertion d’un nouveau symbole dans l’expression re´gulie`re E (meˆme si le symbole
existe de´ja` dans E, car il s’agit de l’insertion d’un position dans E). Ainsi, pour accepter un nouveau mot,
il faut ajouter a` ME un nouvel e´tat snew et une transition de snl a` snew et faire les modifications ne´cessaires
pour maintenir les proprie´te´s d’un graphe Glushkov. Ces modifications de´pendent des caracte´ristiques des
positions de snl et snr dans le graphe.
La figure 5.4 pre´sente un algorithme pour le calcul de la fonction GREC. L’algorithme prend cinq
parame`tres : un graphe sans orbites Gwo (associe´ a` l’automate de Glushkov ME), la hie´rarchie des orbites
H (calcule´e pendant la construction de Gwo), les noeuds snl, snr et snew. Chaque e´tape de la proce´dure
de [CZ00] remplace une partie du graphe par un nœud contenant une expression plus complexe. Dans GREC
nous devons non seulement re´duire le graphe en une expression re´gulie`re mais aussi faire des changements
a` chaque fois qu’un nœud correspondant a` snl ou snr ve´rifie certaines conditions.
Dans la figure 5.4, GREC choisi une re`gle de re´duction en utilisant les informations sur les orbites
(fonction ChooseRule). Ensuite, deux actions diffe´rentes sont exe´cute´es :
1. Avant l’application de la re`gle Ri choisie, GREC teste si les noeuds snr ou snl sont affecte´s par Ri.
Quand c’est le cas, GREC change le graphe de fac¸on a` prendre en compte l’insertion du nœud snew.
Ces changements sont guide´s par les re`gles R1, R2 et R3 ainsi que par les informations sur les orbites
du graphe original. Chaque modification est effectue´e par la fonction LookForGraphAlternative,
ayant un double roˆle :
(a) ve´rifier si les nœuds snl et snr satisfont les conditions e´tablies par les re`gles R1, R2 ou R3 et
(b) engendrer des nouvelles donne´es (un nouveau graphe Gnew et sa hie´rarchie d’orbites Hnew)
sur lesquelles la proce´dure de re´duction [CZ00] originale (GraphToRegExp) est applique´e pour
fournir des expressions re´gulie`res candidates (une expression re´gulie`re pour chaque Gnew).
2. La fonction ApplyRule calcule un nouveau graphe par application de Ri sur le Gwo original. GREC est
applique´ re´cursivement a` ce nouveau graphe. Le processus s’arreˆte lorsque Gwo est un seul noeud.
Les conditions associe´es a` chaque re`gle de re´duction sont pre´sente´es dans l’annexe B. Nous illustrons
le fonctionnement de la me´thode via un exemple qui montre pas a` pas comment trouver des expressions
re´gulie`res candidates. Les re´sultats de cet exemple sont pre´sente´s dans la figure 5.5 qui illustre les deux
actions de GREC de´crites ci-dessus. La partie gauche de la figure montre la proce´dure de re´duction qui
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commence avec le graphe Gwo. La partie droite montre des graphes Gnew obtenus par l’insertion de snew .
A` chaque e´tape de la proce´dure de re´duction ou` les conditions teste´es par GREC sont satisfaites, plusieurs
graphes Gnew peuvent eˆtre construits.
Exemple 5.2.3 Nous conside´rons l’expression E = a.(b + c)?.d+.# qui nous noterons simplement E =
1.(2 + 3)?.4+.5. Soient les mots w = abd ∈ L(E) et w′ = abnd 6∈ L(E). Nous avons donc snl = 2 et
snr = 4. La hie´rarchie des orbites est H = {{1, 2, 3, 4, 5}, {4}}.
L’algorithme commence par l’orbite maximale la plus interne, dans notre cas {4}. Comme snr = 4 est
un e´tat correspondant a` une orbite, les conditions concernant la situation des nœuds vis a` vis des orbites
(annexe B, figure B.4) sont a` tester (nous appelons cela les tests de la re`gle R4). L’e´tat snr est une orbite
et l’erreur duˆ a` l’insertion est constate´e avant l’entre´e dans cette orbite (condition 2 dans la figure B.4) :
snl est un e´tat pre´de´cesseur de celui correspondant a` l’orbite (remarquer que l’ensemble de pre´de´cesseurs
de 4 est {1, 2, 3, 4}). Les solutions propose´es ajoutent le nouvel e´tat snew a` l’orbite en assurant qu’il soit
entre snl et snr, c’est-a`-dire, dans ce cas, snew doit eˆtre une porte d’entre´e de l’orbite. Nous obtenons
ainsi les deux premie`res solutions illustre´es a` droite de la figure 5.5, a` savoir : E ′ = 1.(2 + 3)?.(6!.4)+.5
ou` snew = 6 est inse´re´ dans l’orbite via une concate´nation qui pre´ce`de 4 et E
′ = 1.(2 + 3)?.(6! + 4)+.5 ou`
snew est inse´re´ dans l’orbite via une disjonction.
Des conditions lie´es a` re`gle R2 sont aussi ve´rifie´es. Le nœud snl est un des nœuds de la disjonction (2+3)?
alors que snr est un des successeurs de 2. Dans ce cas, la solution propose´e (annexe B, figure B.2) ajoute
le nouvel e´tat dans la suite de 2, c’est-a`-dire, l’expression E ′ = 1.(2.6!+3)?.4+.5 est propose´e (figure 5.5).
Comme aucune autre condition est ve´rifie´e, l’algorithme continue en appliquant la re`gle R1 pour re´duire
le graphe original. Cela correspond aux deuxie`me graphe a` gauche de la figure 5.5. Aucune condition
est ve´rifie´e sur ce deuxie`me graphe et, ainsi, la re´duction continue avec l’application de la re`gle R3 pour
obtenir le troisie`me graphe a` gauche de la figure 5.5. A` ce moment la` des conditions associe´es a` la re`gles
R1 sont ve´rifie´es (annexe B, figure B.1). En effet, snl = 2 est un e´tat qui apparaˆıt dans l’expression (2+3)?
du troisie`me graphe de la re´duction alors que snr = 4 est successeur de 2. La solution propose´e consiste
a` ajouter snew = 6 entre 2 et 4 ans ajouter snew a` l’orbite. En d’autres termes, E
′ = 1.(2 + 3)?.6!.4+.5
(annexe B, figure B.1).
La proce´dure de re´duction continue, mais aucune autre condition permettant des changements du graphe
est ve´rifie´e. L’algorithme s’arreˆte quand l’automate original est re´duit en un seul nœud associe´ a` l’expres-
sion E original.
Dans la figure 5.5 nous indiquons les re`gles dont les conditions associe´es par GREC ont e´te´ ve´rifie´es.
Chaque Gnew est transforme´ par la fonction GraphToRegExp en expression re´gulie`re candidate. La fonc-
tion GraphToRegExp imple´mente la proce´dure de re´duction originale de [CZ00]. Dans cette exemple,
l’algorithme nous propose quatre nouvelles expressions re´gulie`res. 2
5.3 Transformation des expressions re´gulie`res via des fonctions :
version dGREC
Soit une spe´cification de sche´ma contenant des expressions de la forme F : a[E]. La version dGREC
(direct GREC) de notre approche pour l’e´volution des sche´mas propose des expressions re´gulie`res candidates
en travaillant directement sur les expressions re´gulie`res E, c’est-a`-dire, sans passer par la construction
de l’automate. Cette me´thode de transformation des expressions re´gulie`res a e´te´ propose´e dans [dHM07,
dL07] et est fonde´e sur l’utilisation des fonctions de´finies dans la section 5.1.2.
Comme dans GREC, la suppression est un cas plus simple que celui de l’insertion. L’insertion d’un
symbole dans un mot w ∈ L(E) donne lieu a` un nouveau mot w′ 6∈ L(E). L’algorithme Evolution
(algorithme 1) calcule des nouvelles expressions re´gulie`res E ′ proches de E telles que w′ ∈ L(E′) et
L(E) ⊆ L(E′). Remarquer que nous connaissons la position de mise a` jour dans w.
De´finition 5.3.1 : Evolution(E, w, iupd) est un ensemble d’expressions re´gulie`res (obtenues par l’e´volu-
tion de l’expression E) reconnaissant le mot w′ /∈ L(E) ou` w′ est obtenu par l’insertion d’un symbole a`
la position iupd de w (donc w
′ ∈ L(E′) et E′ ∈ Evolution(E, w, iupd)). L’ensemble Evolution(E, w, iupd)
est de´fini par l’algorithme 1.
E´tant donne´e une expression re´gulie`re E, un mot w ∈ L(E) et une position d’insertion iupd sur w (en
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Fig. 5.5: Sche´ma de l’exe´cution de GREC pour E = 1.(2+3)?.4+.5, w = abd ∈ L(E) et w′ = abnd 6∈ L(E) et donc
avec les positions snl = 2 et snr = 4. A` gauche la re´duction du graphe Gwo original. A` droite des modifications
effectue´es pendant la proce´dure de re´duction et quatre expressions re´gulie`res candidates.
Algorithm 1 Evolution(E, w, iupd)
function Evolution(E,w, iupd)
var R := ∅ // Solutions calculated so far.
var C := {p | p ∈ First(E) and w0 = symb(p)} // Contient the current position in E.
var i := 0 // Current symbol in w.
var C′ := ∅ ; // Next position in E.
for i := 0 to iupd − 2 do
C′ := {p′ | p′ ∈ Follow(E, p) ∧ wi+1 = symb(p
′) ∧ p ∈ C}
C := C′
end for
snl ∈ C ;
snr := the position j in Follow (E, snl) such that symb(j) = wiupd
snew := NewPos()




sachant que l’insertion donne lieu a` w′ 6∈ L(E)) l’algorithme Evolution exe´cute les e´tapes suivantes :
1. Une traverse´e, en paralle`le du mot w et de l’expression re´gulie`re E en e´tablissant une correspondance
entre les positions de w et celles de E. La traverse´e sur w est faite en utilisant un entier i qui peut
varier de 0 a` iupd (0 < iupd < |w|) comme un “pointeur”. La traverse´e sur E est faite en utilisant
les fonctions pre´sente´es dans la section 5.1.2. Cette traverse´e permet de trouver la valeur de snl,
c’est-a`-dire, la position dans E (snl ∈ Pos(E)) qui correspond a` la position iupd − 1 du mot w.
2. La position de mise a` jour sur w est iupd. Autrement dit, dans le mot w
′ la position iupd contient
le symbole inse´re´. La position snr ∈ Pos(E) est donc de´finie comme e´tant la position dans E qui
correspond a` la position iupd de w (ou la postion iupd + 1 de w
′).
3. Les positions snl, snr et une nouvelle position snew sont utilise´es pour calculer dGREC, l’ensemble
des expressions re´gulie`res candidates E ′. Remarquer que le roˆle de la fonction NewPos est d’allouer
une position nouvelle et non utilise´e.
remarques :
• Dans la me´thode dGREC nous supposons l’existence d’un symbole spe´cial # au de´but et a` la fin de
chaque mot et de chaque expression re´gulie`re. Par exemple, l’expression a.b∗ est en effet vue comme
l’expression #0.a1.b
∗
2.#3. Ainsi, First(E) et Last(E) sont toujours des ensembles unitaires. L’ensemble
First(E) contient la premie`re position (0 dans l’exemple) alors que Last(E) contient la dernie`re position
(n) de E. De plus, symb(First(E)) = symb(Last(E)) = #. De la meˆme fac¸on, un mot ab est vu comme
#ab#. Graˆce a` ces symboles spe´ciaux l’algorithme Evolution reste simple, avec un traitement uniforme
pour toutes les positions de mise a` jour.
• Pour ne pas alourdir nos exemples (ici et dans [dHM07]) ces symboles spe´ciaux sont utilise´s seulement
si ne´cessaire pour la compre´hension de l’exemple.
• L’algorithme Evolution (ainsi que le parcours sur un automate ME dans l’approche GREC) de´finit la fonc-
tion map3 qui associe une position i d’un mot v a` une position p d’une expression re´gulie`re E (v ∈ L(E)).
Ainsi, nous avons, pour i = 0
map(E, v, i) = p telle que p ∈ First(E) et v0 = symb(p)
et pour 0 ≤ i < |v| − 1,
map(E, v, i + 1) = p′ telle que p′ ∈ Follow (E, p) ∧ p ∈ map(E, v, i) ∧ vi+1 ∈ symb(p′) .
• Dans [dHM07], la proce´dure Evolution pre´sente´e conside`re l’insertion d’un symbole qui n’apparaˆıt pas
dans l’expression re´gulie`re originale. Ainsi, dans [dHM07], le but de la traverse´e est d’avancer jusqu’a`
rencontrer une position i (dans w′) qui ne correspond a` aucune position de E. Cela serait une autre
manie`re de repre´senter le fait que nous connaissons la position de mise a` jour sur w.
Le cœur de la fonction Evolution est le calcul de dGREC (de´finition 5.3.2). Pour faire e´voluer une
expression re´gulie`re, dGREC doit conside´rer diffe´rents types d’expressions re´gulie`res. Dans ce but les fonc-
tions evOr , evAnd , evClosure et evOpt sont introduites (leur de´finition est pre´sente´e dans l’annexe B).
Le calcul de dGREC est fait de gauche a` droite : l’expression re´gulie`re E est partage´e en sous expressions
en suivant les ope´rateurs pre´sents dans E. Les sous-expressions sont teste´es. Celles respectant certaines
conditions sont transforme´es en des nouvelles sous expressions qui composeront les expressions re´gulie`res
candidates.
De´finition 5.3.2 : L’ensemble dGREC(S, E, snl, snr, snew) contient les expressions re´gulie`res E
′ obtenues
a` partir de l’e´volution de l’expression E. Chaque expression E ′ est obtenue a` partir de E, par l’insertion
d’une nouvelle position snew, en accord avec les positions snl et snr. L’ensemble dGREC(S, E, snl, snr, snew)
est calcule´ par l’algorithme 2 ou` S est une expression re´gulie`re. 2
Ci-dessous, nous illustrons le fonctionnement de la me´thode dGREC en conside´rant l’expression E =
1.(2+3)?.4+.5 de l’exemple 5.2.3. Les re´sultats de cet exemple sont pre´sente´s dans la figure 5.6 qui montre
comment E est partage´e et indique les ope´rateurs sur lesquels le partage se fait. Nous indiquons aussi les
e´tapes ou` une transformation est active´e et les expressions re´gulie`res obtenues.
Exemple 5.3.1 Comme dans l’exemple 5.2.3, nous conside´rons l’expression E = 1.(2 + 3)?.4+.5 et les
mots w = abd ∈ L(E) et w′ = abnd 6∈ L(E). Nous avons donc snl = 2 et snr = 4. Le de´roulement
3Remarquer que cette fonction est similaire a` la fonction de transition de l’automate de Glushkov correspondant a` une
expression re´gulie`re E, de´finie dans[CZ00].
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Algorithm 2 dGREC(S, E, snl, snr, snew)
dGREC(∅, E, snl, snr, snew) = ∅
dGREC(ε, E, snl, snr, snew) = ∅
dGREC(αx, E, snl, snr, snew) = ∅
dGREC(F + G, E, snl, snr, snew) = evOr(F, G, E, snl, snr, snew) ∪
dGREC(F, E, snl, snr, snew) ∪ dGREC(G, E, snl, snr, snew)
dGREC(F.G, E, snl, snr, snew) = evAnd(F, G, E, snl, snr, snew) ∪
dGREC(F, E, snl, snr, snew) ∪ dGREC(G, E, snl, snr, snew)
dGREC(F+, E, snl, snr, snew) = evClosure(F, E, snl, snr, snew) ∪ dGREC(F, E, snl, snr, snew)
dGREC(F ∗, E, snl, snr, snew) = evClosure(F, E, snl, snr, snew) ∪ dGREC(F, E, snl, snr, snew)
dGREC(F ?, E, snl, snr, snew) = evOpt(F, E, snl, snr, snew) ∪ dGREC(F, E, snl, snr, snew)
de l’algorithme est illustre´ dans la figure 5.6. Remarquer que dans les appels re´cursifs, E est toujours
l’expression d’origine alors que F et G repre´sentent des sous expressions diffe´rentes a` chaque appel.
Niveau 1 de figure 5.6 : L’algorithme 2 commence par partager E sur l’ope´ration de concate´nation. Plus
pre´cise´ment, nous avons :
dGREC(F.G, E, snl, snr, snew) = evAnd(F, G, E, snl, snr, snew) ∪ dGREC(F, E, snl, snr, snew) ∪
dGREC(G, E, snl, snr, snew)
ou` F = 1 et G = (2 + 3)?.4+.5. Dans ce cas, aucune condition teste´e par evAnd(F, G, E, snl, snr, snew)
est satisfaite (annexe B). L’algorithme continue, notamment avec le calcul de dGREC(G, E, snl, snr, snew).
Niveau 2 de figure 5.6 : Le calcul de dGREC((2 + 3)?.4+.5, E, snl, snr, snew) commence. Pour cela l’algo-
rithme 2 indique que l’ope´ration a` faire est :
dGREC(F.G, E, snl, snr, snew) = evAnd(F, G, E, snl, snr, snew) ∪ dGREC(F, E, snl, snr, snew) ∪
dGREC(G, E, snl, snr, snew)
ou` F = (2 + 3)? et G = 4+.5 Dans ce cas, la premie`re condition de evAnd(F, G, E, snl, snr, snew) (an-
nexe B, algorithme 4) est satisfaite et l’expression E ′1 = 1.(2 + 3)?.6!.4
+.5 est construite. En effet la
condition teste si snl est une position finale de F et si snr est une position initiale de G pour pouvoir
inse´rer la nouvelle position entre les deux.
Niveau 3 de figure 5.6 : Le raisonnement continue :
(i) Via dGREC(F ?, E, snl, snr, snew), nous avons F = (2+3) du cote´ gauche. Les conditions de evOpt(F, E,
snl, snr, snew) ne sont pas ve´rifie´es (annexe B, algorithme 6).
(ii) Via dGREC(F.G, E, snl, snr, snew), nous avons F = 4
+ et G = 5 du cote´ droit. Des conditions de
evAnd(F, G, E, snl, snr, snew) ne sont pas ve´rifie´es (annexe B, algorithme 4).
Niveau 4 de figure 5.6 : Finalement, les derniers appels re´cursifs nous donnent la situation suivante :
(i) Via dGREC(F + G, E, snl, snr, snew) nous avons F = 2 et G = 3. La condition 1 de evOr(F, G, E, snl,
snr, snew) est satisfaite (annexe B, algorithme 7, case 1) et nous obtenons l’expression E
′
2. La condition
est satisfaite car snl = 2 est bien dans Last(F ) et snr = 4 est dans Follow (E, 2). Cette condition teste
si “l’erreur” est arrive´e a` la fin de l’expression F participant a` un or. Si c’est le cas, la nouvelle position
peut eˆtre ajoute´e a` la fin de F .
(ii) Via dGREC(F +, E, snl, snr, snew) nous avons F = 4 du cote´ droit. La condition 2 ve´rifie´e dans





En effet, cette condition teste si “l’erreur” est arrive´e avant l’entre´e dans la boucle sur F (c’est-a`-dire,
dans l’orbite repre´sente´e par F +). Dans ce cas, l’algorithme place la nouvelle position comme la premie`re
position de la boucle, c’est-a`-dire, comme First de F ou comme une option a` F .
Remarquer que dGREC trouve les meˆmes solutions que GREC mais pas dans le meˆme ordre. En effet, les
conditions teste´es et les changements propose´s sont les meˆme dans les deux versions de la me´thode.
Ne´anmoins, dGREC fait un parcours de l’expression re´gulie`re de gauche a` droite alors que GREC travaille a`
partir de l’orbite plus interne vers la plus externe. 2
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E = 1.(2 + 3)?.4+.5
1 (2 + 3)?.4+.5
(2 + 3)? 4+.5





















E ′2 = 1.(2.6! + 3)?.4
+.5
E ′3 = 1.(2 + 3)?.(6!.4)
+.5
E ′4 = 1.(2 + 3)?.(6 + 4)
+.5
Fig. 5.6: E´tapes de calcul dGREC pour E = 1.(2 + 3)?.4+.5, w = abd ∈ L(E) et w′ = abnd 6∈ L(E). Les positions
snl = 2 et snr = 4 sont e´tablies par Evolution.
Pre´sentation de l’annexe B :
Nous avons pre´sente´ les ide´es ge´ne´rales du calcul des expressions re´gulie`res dans GREC et dGREC . Les
de´tails concernant les transformations des expressions re´gulie`res sont montre´s dans l’annexe B. Nous
montrons les conditions teste´es et les changements effectue´s en faisant un paralle`le entre les versions
dGREC et GREC. Le but est de montrer que dans les deux approches les meˆmes cas sont conside´re´s et les
meˆmes solutions sont propose´es. Remarquer que les deux me´thodes ont e´te´ publie´es inde´pendamment et
c’est donc l’annexe B qui fait le paralle`le entre les tests de chaque me´thode, e´tape par e´tape.
Il est aussi important de remarquer que, dans ce me´moire, nous utilisons une version re´vise´e de celle
pre´sente´e dans [Dua05]. Dans la version re´vise´e que nous proposons ici, la proce´dure de re´duction reste
la meˆme (c’est-a`-dire, celle introduite dans [CZ00] utilisant Q+(x) et Q−(x)), mais les conditions a` tester
pour de´finir les solutions de GREC ne sont plus construites sur Q+(x) et Q−(x) (comme dans [Dua05]). En
effet, ces conditions sont construites sur les ensembles Foll(x) et Prev(x) contenant les pre´de´cesseurs et
les successeurs d’un nœud x dans un graphe (et non dans un graphe sans cycle comme Q+(x) et Q−(x)).
Ces ensembles sont formellement de´finis dans l’annexe B.
5.4 Comparaisons de deux versions de la meˆme approche : GREC
et dGREC
La proposition suivante montre que les re´sultats obtenus dans les deux versions GREC et dGREC sont
les meˆmes.
Proposition 5.4.1 Soit E une expression re´gulie`re et L(E) son langage associe´. Soit un mot w[0 : n] ∈
L(E). En supposant que i (0 < i ≤ n) est une position de mise a` jour4 (insertion ou suppression) sur w,
conside´rer : la suppression du symbole w[i] qui donne comme re´sultat le mot wdel[0 : n − 1] ; l’insertion
du symbole w[i] qui donne comme re´sultat le mot wins[0 : n + 1]. Soient snl = map(E, w, i − 1) et
snr = map(E, w, i) (pour une insertion) ou snr = map(E, w, i+1) (pour une suppression). Soit w
′ 6∈ L(E)
un mot mis a` jour (c’est-a`-dire, w′ est wdel ou wins). Soit snew une position telle que snew 6∈ Pos(E).
Soient les deux versions pour le calcul des transformations d’une expression re´gulie`re :
dGREC(E, E, snl, snr, snew), calcule´ selon la de´finition 5.3.2, et
GREC(Gwo, H, snl, snr, snew), calcule´ selon l’algorithme de la figure 5.4.
Dans les deux versions, le re´sultat est un ensemble non vide d’expressions re´gulie`res E ′ telles que L(E)∪
4Rappelons que les positions 0 et n sont les positions des marqueurs de de´but et de la fin du mot.
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{w′} ⊆ L(E′). De plus, la version dGREC est e´quivalente a` la version GREC. 2
Preuve (sketch) : La preuve est fonde´e sur celles pre´sente´es dans [Dua05] ou` il a aussi e´te´ prouve´ que les nouveaux
graphes Gnew engendre´s par GREC sont des graphes de Glushkov et donc sont re´ductibles.
Dans GREC, les e´tats snl et snr sont des nœuds du graphe Gwo ainsi que d’un graphe Gnew . Ils sont donc, a` un
moment donne´, concerne´s par la proce´dure de re´duction. Dans dGREC les positions snl et snr sont dans l’expression
re´gulie`re originale et sont aussi, a` un moment donne´, teste´es par une des fonctions participant au calcul de dGREC.
La position snew est inse´re´e dans une sous-expression de E. En analysant chaque fonction de dGREC et chaque
re`gle de GREC nous prouvons que, pour une insertion entre snl et snr, au moins une des conditions teste´es en GREC
et dGREC est satisfaite et donc la solution est un ensemble non vide. La suppression consiste a` rendre un nœud
du graphe optionnel, c’est-a`-dire, a` ajouter seulement des arcs dans l’automate original. Un candidat est donc
construit.
La correction de GREC et dGREC est de´montre´e par le fait que la position snew est toujours incluse de fac¸on
optionnelle (et donc les mots originalement accepte´s continuent a` l’eˆtre) et en bien analysant la sous-expression
dont elle doit faire partie (ce qui permet l’acceptation du mot w′).
L’e´quivalence entre GREC et dGREC est prouve´e en deux grandes e´tapes : (1) Chaque position x dans l’expression
re´gulie`re E correspond a` un e´tat dans l’automate ME . Cela est prouve´ par la construction de ME . Ensuite nous
prouvons que, pour chaque e´tat x dans ME les ensembles Foll(x) and Prev(x) (annexe B) sont e´quivalents aux
re´sultats obtenus par les fonctions Follow(E, x) et Previous(E, x), respectivement. (2) Il est possible de prouver
ensuite que les tables concernant les re`gles R1, R2, R3 et R4 (figures B.1, B.2 B.3 et B.4) correspondent aux
fonctions evAnd , evOr , evOpt et evClosure , respectivement et que les conditions teste´es et les solutions propose´es
sont les meˆmes dans les deux cas. 2
Dans les deux versions, dGREC et GREC, nous avons caracte´rise´ les expressions re´gulie`res candidates via
une notion de distance tre`s simple. La distance entre deux expressions re´gulie`res E et E ′ est de´finie par
| |Pos(E)| − |Pos(E′)| |, c’est-a`-dire, la valeur absolue de la diffe´rence entre le nombre de positions dans
E et E′. Il a e´te´ prouve´ ([Dua05]) que toutes les expressions re´gulie`res candidates propose´es par dGREC
et GREC ont une distance 1 de l’expression re´gulie`re originale E.
Nous conside´rons maintenant la complexite´ des deux versions, GREC (calcule´e dans [Dua05]) et dGREC
(calcule´e dans [dHM07]).
1. Le temps d’exe´cution de GREC est O(n2 + (n2j × k)) ou` k est le nombre de graphes a` re´duire et
nj est le nombre de nœuds de chaque graphe j. En effet, chaque graphe modifie´ est transforme´ en
expression re´gulie`re en temps O(n2j ) et GREC propose k ≥ 1 graphes. La proce´dure de re´duction du
graphe original couˆte O(n2).
2. E´tant donne´e une expression re´gulie`re E, le temps d’exe´cution de dGREC est O(k × (n + m)2) ou` k
est le nombre de fois que la fonction Update est utilise´e, n est le nombre de positions dans E et m
le nombre d’ope´rateurs de E. En effet, le calcul de l’ensemble dGREC pour une expression re´gulie`re
E est fait en (n + m) e´tapes re´cursives. Pour calculer les expressions candidates, nous avons besoin
de la fonction Update qui est appele´e k fois. Ainsi, la complexite´ est O(k× (n + m)× complexite´ de
Update).
La fonction Update cherche une sous expressions dans E pour la remplacer par une nouvelle sous
expression. Update peut eˆtre imple´mente´e de fac¸on re´cursive et, dans ce cas, sa complexite´ est
O(n+m) en temps. Une optimisation de l’imple´mentation de Update est envisageable via l’utilisation
d’un index pour les positions de l’expression re´gulie`re. Dans ce cas, la complexite´ de la fonction qui
calcule l’ensemble dGREC doit eˆtre proche de O(k × (n + m)).
A` partir de la discussion ci-dessus, GREC et dGREC peuvent eˆtre conside´re´es comme deux versions d’une
meˆme approche, donnant les meˆmes re´sultats et ayant pratiquement la meˆme complexite´. Ne´anmoins,
certaines diffe´rences peuvent renforcer les avantages d’une version par rapport a` l’autre.
– dGREC semble eˆtre plus simple a` comprendre et plus intuitif que GREC.
– La diffe´rence principale est, sans doute, l’utilisation ou non des automates d’e´tats finis. La version
GREC impose la construction d’un automate de Glushkov ME pour chaque expression re´gulie`re E
qui apparaˆıt dans un sche´ma XML donne´. Cette ope´ration couˆte, pour chaque E, O(n2) ou` n est
le nombre des symboles dans E. dGREC n’utilise pas les automate de Glushkov mais des ope´rations
sur les expressions re´gulie`res E dont la complexite´ est O(n).
– GREC reste la version a` choisir pour l’e´volution des sche´mas lorsque les validateurs sont des automates
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d’arbres, imple´mente´s via l’API DOM (comme dans [BDHL03, Dua05]) puisque, dans ce cas, les
automates d’e´tats finis sont de´ja` utilise´s dans la proce´dure de validation.
– dGREC est tre`s facilement e´tendu pour traiter le proble`me de l’e´volution incre´mentale d’un validateur
datalog (voir section 5.5). Il semble donc eˆtre la version a` choisir pour l’e´volution des sche´mas lorsque
les validateurs sont repre´sente´s par un programme logique (comme datalog).
5.5 E´volution du validateur datalog : version dGRECDat
Dans les sections pre´ce´dentes, nous avons conside´re´ la description du sche´ma via des expressions re´gu-
lie`res. Dans cette section, nous nous plac¸ons dans le meˆme contexte de GREC et dGREC, mais nous utilisons
un programme datalog pour de´crire un sche´ma XML : chaque expression re´gulie`re est donc traduite
dans un ensemble de re`gles datalog. L’union des re`gles correspondant a` chaque expression re´gulie`re est le
programme datalog correspondant au sche´ma XML.
Nous supposons ensuite des mises a` jour sur les positions d’un arbre XML. Comme dans GREC et
dGREC, nous conside´rons une seule mise a` jour (insertion ou suppression) sur une position de l’arbre
XML. Si la mise a` jour viole le sche´ma (c’est-a`-dire, viole l’expression re´gulie`re associe´e au pe`re de la
position de mise a` jour), nous ajoutons des re`gles datalog au programme original pour prendre en compte
l’e´volution du sche´ma (c’est-a`-dire, l’e´volution de l’expression re´gulie`re). Ainsi, l’e´volution de E vers E ′
est pre´sente´e comme l’e´volution du programme datalog P vers P ′. Il ne s’agit pas de calculer E ′ pour
ensuite la traduire en re`gles datalog, mais d’ajouter a` l’ensemble de re`gles datalog repre´sentant E des
nouvelles re`gles repre´sentant sa transformation en E ′.
Cette me´thode repre´sente ainsi une re´e´criture de la me´thode dGREC en termes de programme datalog.
Remarquer que le programme datalog est aussi un validateur de contraintes de sche´ma.
Dans la suite, la section 5.5.1 pre´sente un algorithme pour traduire un sche´ma XML en programme
datalog. Ensuite, dans la section 5.5.2 nous pre´sentons dGRECDat , une version e´tendue de dGREC capable
de faire l’e´volution incre´mentale de notre validateur datalog.
5.5.1 Construction d’un validateur comme un programme Datalog
L’algorithme de traduction utilise les fonctions de la section 5.1.2 et s’inspire de la preuve du the´o-
re`me 2.1.2 (qui indique aussi les pre´dicats extensionnels utilise´s).
Soit F : a[E] une spe´cification de sche´ma. Cette spe´cification impose une contrainte a` un nœud e´tiquete´
par a, plus pre´cise´ment, elle impose une contrainte, exprime´e par l’expression re´gulie`re E, aux enfants
du nœud en question. E´tant donne´ un nœud (ou une position) x dans un arbre XML, pour ve´rifier s’il
respect la contrainte, nous devons parcourir tous ses fils de gauche a` droite, en ve´rifiant si leurs sche´mas
sont valides. L’originalite´ de notre approche, introduit dans [dHM07], est d’utiliser les fonctions de la
section 5.1.2 pour effectuer ce parcours.
remarque : Par abus de notation, dans la de´finition suivante, pour une position i, nous notons :
(i) Psymb(i) pour indiquer l’e´tiquette associe´e a` la position,
(ii) schsymb(i) pour indiquer le sche´ma associe´ aux fils de cette position et
(iii) Trad(symb(i)) pour indiquer l’expression re´gulie`re que nous voulons traduire.
Ne´anmoins, nous utilisons un terminal comme indice pour Psymb(i) et un non terminal comme indice pour
schsymb(i) et Trad(symb(i)). Par exemple, soit A : a[B
∗.C], nous notons Pa pour indiquer l’e´tiquette et
schA et Trad(A) pour indiquer le(s) sche´ma(s) associe´s aux nœuds d’e´tiquette a.
De´finition 5.5.1 : Soit F : a[E] une spe´cification de sche´ma ou` F est un non terminal, a est un symbole
(terminal) dans Σ et E est une expression re´gulie`re sur les non terminaux. La traduction de F en
programme Datalog est faite selon la fonction re´cursive Trad de´finie ci-dessous :
• For E =  :
Trad(F ) = “schF (x)← Pa(x), Leaf(x)
′′
• For E 6=  :
Trad(F ) =
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“schF (x)← Pa(x), childrenE(x)
′′
If (E = G∗) or (E = G?)
“schF (x)← Pa(x), Leaf(x)
′′
For all i ∈ Last(E) :
“childrenE(x)← LC(x, y), Psymb(i)(y), schsymb(i)(y), posREE,i(y)
′′
Trad(symb(i))
For all i ∈ Pos(E) ; for j ∈ Follow(E, i) :
If i ∈ First(E) : “posREE,i(y)← FC(x, y), Psymb(i)(y), schsymb(i)(y)
′′ ; Trad(symb(i))
“posREE,j(y)← posREE,i(x),NS(x, y), Psymb(j)(y), schsymb(j)(y)
′′
Trad(symb(j)) 2
Tout d’abord, la fonction Trad partage la traduction en deux groupes a` savoir, le cas ou` le nœud
e´tiquete´ a est une feuille (E = ) et le cas contraire. Le premier cas est trivial, la traduction correspond
donc a` une seule re`gle datalog. Le deuxie`me cas (E 6= ) est le cœur de la fonction de traduction et
correspond a` un programme datalog construit selon les e´tapes suivantes :
1. La premie`re re`gle schF (x)← Pa(x), childrenE(x) e´tablie l’ide´e ge´ne´rale de la validation d’un nœud
x par rapport a` la contrainte a[E], a` savoir
– le nœud x est e´tiquete´ a et
– ses enfants respectent leurs contraintes de sche´ma.
Quand l’expression re´gulie`re est de la forme (E = G∗) ou (E = G?) le nœud x peut ne pas avoir
d’enfants. La re`gle scha[E](x) ← Pa(x), Leaf(x) est donc ajoute´e au programme datalog.
2. Le reste de l’algorithme traite de la validation des enfants de x.
(a) La re`gle childrenE(x) ← LC(x, y), Psymb(i)(y), schsymb(i)(y), posREE,i(y) ve´rifie si y, le der-
nier fils de x, respecte les conditions suivantes :
– y est associe´ au label α tel qu’ il existe i ∈ Last(E) et symb(i) = α ;
– le sche´ma de y (e´tant donne´ par le sche´ma de spe´cification associe´ a` symb(i)) est respecte´
par ses enfants et
– y est est la dernie`re position atteinte a` partir de ses fre`res a` gauche, en parcourant en
paralle`le le mot des fils de x et l’expression re´gulie`re E.
(b) La validation de sche´ma doit continuer par la ve´rification du sche´ma des fils de x de gauche
a` droite jusqu’a` atteindre le dernier fils. Pour cela, il faut e´tablir un parcours du nœud5
u.0 au nœud u.n en ve´rifiant le sche´ma de chaque nœud. Comme nous supposons que le
nœud x est associe´ a` la contrainte a[E], pour effectuer ce parcours, il est ne´cessaire d’avoir
des re`gles datalog capables d’associer un enfant de x sur l’arbre XML au symbole auquel il
correspond dans l’expression re´gulie`re E. Pour cela, pour chaque i ∈ Pos(E) et pour chaque j ∈
Follow(E, i) ; nous de´finissons les relations posREE,j . Une relation posREE,j fait l’association
entre une position y ∈ D de l’arbre XML a` une position j dans E.
– La re`gle posREE,i(y)← FC(x, y), Psymb(i)(y), schsymb(i)(y) initialise les relations posREE,i
pour chaque i ∈ First(E) : chacune peut contenir le premier fils de x (pourvu qu’il respecte
les contraintes de sche´ma).
– La re`gle posREE,j(y)← posREE,i(y1), NS(y1, y), Psymb(j)(y), schsymb(j)(y) ajoute aux rela-
tions posREE,j les positions y repre´sentant chaque fils de x qui respecte toutes les conditions
suivantes :
– y1, le fre`re imme´diatement a` gauche de y, est de´ja` dans posREE,i (for i ≤ j) et son sche´ma
n’est pas viole´.
– y est associe´ au label α tel que il existe j ∈ Follow(E, i) et symb(j) = α et son sche´ma
est respecte´.
De manie`re intuitive, nous pouvons dire que les relations posREE,j nous permettent d’effec-
tuer des parcours en paralle`le : un sur les enfants de x et l’autre sur l’expression re´gulie`re
associe´e.
Exemple 5.5.1 Soit un extrait de l’exemple complet pre´sente´ dans [dHM07]. Supposons un sche´ma
ou` A : a[B∗.C]. En utilisant les fonctions de la section 5.1.2, nous avons : First(B∗0 .C1) = {0, 1} ;
Last(B∗0 .C1) = {1} et Follow(B
∗
0 .C1, 0) = {0, 1} ; Follow (B
∗
0 .C1, 1) = ∅.
5Supposer un nœud x correspondant a` la position u et ayant n + 1 enfants.
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Soit E = B∗.C. Alors, Trad(A) ou` A : a[E] donne comme re´sultat :
schA(x)← Pa(x), childrenE(x)
childrenE(x) ← LC(x, y), Pc(y), schC(y), posREE,1(y)
posREE,0(y)← FC(x, y), Pb(y), schB(y)
posREE,1(y)← FC(x, y), Pc(y), schC(y)
posREE,0(y)← posREE,0(x), NS(x, y), Pb(y), schB(y)
posREE,1(y)← posREE,0(x), NS(x, y), Pc(y), schC(y)
Trad(B) ; Trad(C) ; 2
5.5.2 E´volution du programme Datalog selon l’e´volution du sche´ma
Dans cette section nous conside´rons dGRECDat , une variation de dGREC qui au lieu de changer une
expression re´gulie`re, change un programme datalog P correspondant a` un sche´ma XML. A` partir de
la mise a` jour sur un fils d’une position u de l’arbre XML, dGREC construit des expressions E ′ alors
dGRECDat , ajoute des re`gles a` P (pour exprimer ainsi le changement de E vers E ′). L’e´volution de P est
donc incre´mentale : il ne s’agit pas d’obtenir E ′ et de la traduire, mais de de´terminer directement les
re`gles datalog a` ajouter dans P .
Le contexte conside´re´ est le meˆme de dGREC. Soit w′ 6∈ L(E) le mot re´sultat d’une mise a` jour sur
w ∈ L(E). Les positions snl, snr et snew sont calcule´es comme dans dGRECDat . Soit P le programme
datalog qui repre´sente le sche´ma XML. L’ensemble dGRECDat contient les re`gles datalog a` ajouter dans P
pour exprimer l’e´volution propose´ par dGREC de E en E ′.
De´finition 5.5.2 Soient E une expression re´gulie`re, F : a[E] la spe´cification d’un sche´ma et C =
Trad(F ). L’ensemble des re`gles Datalog dGRECDat(C, S, E, snl, snr, snew) est obtenu par l’e´volution de
l’ensemble C, en accord avec l’e´volution de l’expression re´gulie`re E, par l’insertion de snew dans E.
L’e´volution est guide´e par les positions snl et snr. S est une expression re´gulie`re.
Ainsi si E′ ∈ dGREC(S, E, snl, snr, snew), alors
dGRECDat(C, S, E, snl, snr, snew) = {C
′ | (C ∪ C′ ∪Trad(symb(snew))) = Trad(a[E′])}.
L’ensemble dGRECDat est calcule´ par l’algorithme 3. 2
Algorithm 3 dGRECDat(C, S, E, snl, snr, snew)
dGRECDat(C, ∅, E, snl, snr, snew) = ∅
dGRECDat(C, ε, E, snl, snr, snew) = ∅
dGRECDat(C, αx, E, snl, snr, snew) = ∅
dGRECDat(C,F + G, E, snl, snr, snew) = evOrDat(C, F, G, E, snl, snr, snew) ∪
dGRECDat(C, F, E, snl, snr, snew) ∪ dGRECDat(C, G, E, snl, snr, snew)
dGRECDat(C, F.G, E, snl, snr, snew) = evAndDat(C, F, G, E, snl, snr, snew) ∪
dGRECDat(C, F, E, snl, snr, snew) ∪ dGRECDat(C, G, E, snl, snr, snew)
dGRECDat(C, F+, E, snl, snr, snew) = evClosure
Dat (C, F, E, snl, snr, snew) ∪
dGRECDat(C, F, E, snl, snr, snew)
dGRECDat(C, F ∗, E, snl, snr, snew) = evClosureDat (C, F, E, snl, snr, snew) ∪
dGRECDat(C, F, E, snl, snr, snew)
dGRECDat(C, F ?, E, snl, snr, snew) = evOptDat (C, F, E, snl, snr, snew) ∪
dGRECDat(C, F, E, snl, snr, snew)
Comme P ⊆ P ′, tous les arbres XML valides par rapport a` P restent valides par rapport a` P ′. Soit C
l’ensemble des re`gles obtenues par Trad(F ) ou` F : a[E]. La de´finition de dGRECDat est similaire a` celle
de dGREC (section 2), mais au lieu de conside´rer les changements sur les expressions re´gulie`res E, nous
prenons en compte les changements de C, duˆ a` l’e´volution de E. Ainsi, dGRECDat est l’ensemble des re`gles
Datalog obtenues par l’e´volution d’un ensemble (de re`gles datalog) C.
Le calcul de dGRECDat(S, E, snl, snr, snew) est similaire au calcul de dGREC. Nous remplac¸ons dGREC
par dGRECDat (en adaptant les parame`tres) et evOr , evAnd , evOpt et evClosure par evOrDat , evAndDat ,
evOptDat et evClosureDat , respectivement. Ces nouvelles fonctions de´finissent les re`gles a` ajouter.
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Les re`gles datalog a` ajouter
Comme E repre´sente le sche´ma qui doit eˆtre respecte´ par les enfants d’un nœud p, l’insertion de snew
correspond a` l’insertion d’un nouveau fils de p. Cette insertion implique l’addition des nouvelles re`gles
datalog dans P . La de´finition de ces nouvelles re`gles est guide´e par les positions snl et snr. Nous rappelons
que snl et snr sont des positions correspondant a` des symboles existant dans E, alors que snew peut
correspondre a` un nouveau symbole.
Les nouvelles re`gles doivent, tout d’abord, prendre en compte que : (a) snl peut avoir snew comme
fre`re a` droite ; (b) snr peut avoir snew comme fre`re a` gauche ; (c) snew peut avoir un autre snew comme
fre`re a` gauche. Ainsi, le programme P original est transforme´ en P1 tel que P1 = P ∪ Pstand ou`
Pstand = { posREE,snew(y)← posREE,snl(x), NS(x, y), Psymb(snew)(y), schsymb(snew)(y)
posREE,snew(y)← posREE,snew(x), NS(x, y), Psymb(snew)(y), schsymb(snew)(y)
posREE,snr(y)← posREE,snew(x), NS(x, y), Psymb(snr)(y), schsymb(snr)(y) }
Remarquer qu’il n’est pas ne´cessaire d’ajouter des re`gles pour de´finir posREE,snl et posREE,snr
puisqu’elles existent de´ja` dans P .
Ensuite, nous de´finissions les ensembles Pfirst, Plast et P loop :
– Si snew peut eˆtre le premier fils de p, alors
Pfirst = {posREE,snew(y)← FC(x, y), Psymb(snew)(y), schsymb(snew)(y)}.
Sinon, Pfirst = ∅.
– Si snew peut eˆtre le dernier fils de p, alors
P last = {childrenE(x) ← LC(x, y), Psymb(snew)(y), schsymb(snew)(y), posREE,snew(y)}.
Sinon, Plast = ∅.
– Si snew peut eˆtre la premie`re ou la dernie`re position d’une boucle E
∗ ou E+, alors
P loop = {posREE,j(y)← posREE,snew(x), NS(x, y), Psymb(j)(y), schsymb(j)(y) | j ∈ First(E)}∪
{posREE,snew(y)← posREE,i(x), NS(x, y), Psymb(snew)(y), schsymb(snew)(y) | i ∈ Last(E)}
Sinon, Ploop = ∅.
Par conse´quent, P2 = P1 ∪ Pfirst ∪ Plast ∪ P loop.
Finalement, les re`gles de´crivant le sche´ma de symb(snew) doivent eˆtre ajoute´es au programme datalog.
Ainsi pour obtenir P ′, nous ajoutons a` P2 les re`gles obtenues par le calcul de Trad(symb(snew)).
L’ensemble dGRECDat(C, S, E, snl, snr, snew) est calcule´ par l’algorithme 3. Notre approche permet la
maintenance incre´mentale d’un validateur datalog P, construit a` partir d’un sche´ma XML donne´. Chaque
P ′ dans dGRECDat correspond a` l’e´volution de P duˆ a` une expression E ′, obtenue par dGREC comme
e´volution possible de E. Dans ce cadre, chaque nouveau programme P ′ est de´finit comme P ′ = P ∪ C′ ∪
Trad(snew) ou` C
′ ∈ dGRECDat(C, S, E, snl, snr, snew). Il est important de remarquer que, dans la version
datalog, l’e´volution de E vers E ′ via l’introduction d’une nouvelle position dans l’expression re´gulie`re
d’origine est traduite non seulement par les re`gles explicite´es ci-dessus, mais aussi par des re`gles de´finissant
le sche´ma associe´ au symbole inse´re´. Ainsi, quand nous ajoutons les re`gles de Trad(symb(snew)), nous
ajoutons, en effet les re`gles de´finissant le sous arbre a` inse´rer dans l’arbre XML.
Dans dGRECDat(S, E, snl, snr, snew), les fonctions evOr
Dat , evAndDat , evOptDat et evClosureDat sont
de´finies de fac¸on similaire a` leurs versions sur les expressions re´gulie`res, en ajoutant des tests. Plus
pre´cise´ment, dans evOrDat , evAndDat , evOptDat et evClosureDat nous testons : (a) si les positions snl
et snr ve´rifient les conditions capables de de´clencher des changements (comme dans la version sur les
expressions re´gulie`res) et (b) si snew peut eˆtre premier ou dernier fils ou le de´but ou fin d’une boucle.
Remarquer que les tests concernant P loop sont effectue´s seulement dans evClosureDat .
Exemple 5.5.2 Soit P le validateur datalog contenant (entre autres) les re`gles de l’exemple 5.5.1. Sup-
posons un arbre XML ou` la racine est associe´e au label a et ou` la concate´nation de ses enfants donne le
mot bbc. Une mise a` jour sur cet arbre transforme le mot bbc dans le mot bbmc en violant la contrainte de
sche´ma. Dans ce cas, notre expression re´gulie`re est E = B∗0 .C1 ; snl = 0 ; snr = 1 et snew = 2. La me´thode
dGREC obtient les expressions re´gulie`res E1 = B
∗
0 .M2!.C1, E2 = (B0.M2!)
∗.C1, et E3 = (M2! + B0)
∗.C1.
Remarquer que, dans ce cas, il s’agit de l’insertion d’un sous arbre dont la racine a l’e´tiquette m. Les
fils de cette racine doivent respecter le sche´ma de´fini par M qui est suppose´ de´ja` connu (ne´anmoins, si
Trad(snew) = Trad(M) n’est pas connu, il suffit d’appliquer la fonction Trad, de´finition 5.5.1, pour le
calculer). En plus des re`gles de Trad(M), nous devons ajouter les re`gles correspondant a` l’e´volution de
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l’expression E. En effet, dGRECDat obtient les programmes P1 P2 et P3 correspondant a` E1 ; E2 ; et E3 ;
respectivement. Le programme P1 est obtenu par evAndDat (case 1) alors que P2 et P3 sont obtenus par
evClosureDat (case 3).
Pour obtenir P3, les re`gles suivantes sont a` ajouter :
1) posREE,2(y)← posREE,0(x), NS(x, y), Pm(y), schM (y), ;
2) posREE,2(y)← posREE,2(x), NS(x, y), Pm(y), schM (y) ;
3) posREE,1(y)← posREE,2(x), NS(x, y), Pc(y), schC(y) ;
4) posREE,2(y)← FC(x, y), Pm(y), schM (y) ;
5) posREE,0(y)← posREE,2(x), NS(x, y), Pb(y), PB(y) ;
Remarquer que Pstand correspond aux re`gles de 1-3 ; Pfirst correspond a` la re`gle 4 alors que dans Ploop la
seule re`gle qui n’est pas incluse dans Pstand est la re`gle 5. Les autres programmes sont des sous ensemble
de P3. Ainsi P1 ne contient pas la re`gle 5 alors que P2 ne contient pas la re`gle 4. 2
Proposition 5.5.1 Soit E′ une expression re´gulie`re dans l’ensemble dGREC obtenue a` partir d’une ex-
pression E et des positions snl, snr, snew (proposition 5.4.1). Le calcul de dGREC
Dat (de´finition 5.5.2) est
correct, c’est-a`-dire, e´tant donne´ un ensemble C ′ ∈ dGRECDat(C, E, E, snl, snr, snew), l’ensemble (C ∪ C
′ ∪
Trad(symb(snew))), ou` C est le re´sultat de Trad(F ) (avec F : a[E]), est e´gal au re´sultat obtenu par
Trad(F ′) (avec F ′ : (a[E′]). 2
Preuve (sketch) : Voir [dHM07]
Proposition 5.5.2 Soit P un programme Datalog contenant Trad(F ) (ou` F : a[E]) et ayant le pre´dicat
“valid” comme re´ponse souhaite´e (section 5.5.1) . Soit T un arbre tel que P(T ) est “valid”. Supposons une
mise a` jour (insertion ou suppression) sur les enfants d’un nœud p de T qui re´sulte en T ′, tel que P(T ′)
n’est plus “valid”. Supposons que cette mise a` jour de´clenche une e´volution de sche´ma (avec snl, snr, snew
comme dans la proposition 5.4.1).
Soit P ′ un programme datalog obtenu par l’ajout de C ′ ∈ dGRECDat(C, E, E, snl, snr, snew) et du re´sultat
de Trad(symb(snew)) a` P. Pour tout arbre T tel que P(T ) est e´value´ comme ”valid”; P
′(T ) est aussi
e´value´ comme ”valid”. De plus, P ′(T ′) est e´value´ comme ”valid”. 2
Preuve (sketch) : Voir [dHM07]
Une caracte´ristique tre`s inte´ressante de dGRECDat est la possibilite´ de manipuler/faire e´voluer le type
du document XML inte´gralement et non seulement une partie (via les expressions re´gulie`res).
5.6 Extensions et imple´mentations
Dans notre approche, l’e´volution de sche´ma est de´clenche´e a` partir d’une unique mise a` jour sur
un document XML. Une extension naturelle de cette me´thode consiste a` prendre en compte une liste
de mises a` jour au lieu d’une seule. Cette extension a` e´te´ conside´re´e dans la cadre de la version GREC
([Dua05, BDHM07]) pour donner naissance a` GREC-e. Dans cette extension, le mot w′ est le re´sultat d’une
suite de mises a` jour sur w. Dans ce me´moire nous ne pre´sentons pas les de´tails de cette extension, mais
simplement une rapide discussion sur ce point. Pour plus des de´tails, voir [Dua05, BDHM07].
L’algorithme qui calcule l’ensemble d’expressions re´gulie`res candidates pour GREC-e est similaire a`
l’algorithme qui calcule les expressions pour GREC. Ne´anmoins, l’extension GREC-e doit prendre en compte
plusieurs n-uplets 〈snl, snr, snew〉, un pour chaque mise a` jour sur w. Ainsi, dans l’extension GREC-e la
boucle (lignes 07 − 08) de l’algorithme de la figure 5.4 est modifie´e par l’ajout d’un appel re´cursif. La
fonction LookForGraphAlternative propose des graphes candidats G1 en prenant en compte un n-uplet
〈snl, snr, snew〉. Ensuite, sur chaque graphe candidat G1, GREC-e est appele´ dans le but construire un
candidat, a` partir de G1, en prenant en compte les autres n-uplets (pas encore traite´s). En effet, pour
chaque graphe candidat pour une insertion, des nouveaux graphes sont construits en conside´rant les autres
n-uplets 〈snl, snr, snew〉 et ainsi de suite. Soit k le nombre de graphes candidats en appliquant une fois les
modifications propose´es par GREC-e. Dans le pire de cas, GREC-e construit kn candidats ou` n est le nombre
de n-uplets 〈snl, snr, snew〉. Comme les insertions sur une meˆme position sont conside´re´es dans une meˆme
e´tape, la valeur n est atteinte seulement quand les positions de mise a` jour sont toutes distinctes.
En rappelant que la complexite´ de la proce´dure de re´duction est O(m2) (section 5.4), ou` m est le
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nombre des nœuds d’un graphe candidat donne´, la complexite´ de GREC-e est O(kn × m2). Malgre´ ce
re´sultat de´courageant, les tests effectue´s ont montre´ la viabilite´ de l’utilisation de GREC-e dans le contexte
d’e´volution de sche´ma6. Les re´sultats de nos expe´rimentations ont e´te´ re´sume´s dans [BDHM07].
Il est inte´ressant de remarquer que la relation contenant les n-uplets 〈snl, snr, snew〉 est construite pen-
dant un pre´-traitement qui consiste a` comparer w et w′ ([Dua05, BDHM07]). Une autre relation, appele´e
STrans est aussi construite dans l’e´tape de pre´-traitement. Elle contient des contraintes supple´mentaires
qui imposent un ordre sur les nouveaux e´tats snew et doivent eˆtre prises en compte dans la construction
des graphes candidats.
Un point critique de notre me´thode pour l’e´volution des sche´ma (plus pre´cise´ment des expressions
re´gulie`res) est le nombre de candidats. Dans l’extension GREC-e ce proble`me est encore plus important.
Une fac¸on d’ame´liorer la situation est de proposer des choix a` l’utilisateur de fac¸on a` diminuer le nombre
de cas a` exploiter.
La version dGREC n’a pas encore e´te´ e´tendue pour traiter plusieurs mises a` jour mais cela est possible
en suivant les meˆmes ide´es applique´es dans GREC-e. L’imple´mentation de dGREC pour une seule mise a`
jour est de´taille´e dans [dL07] et pre´sente de tre`s bons re´sultats. Une optimisation de la fonction Update
est a` pre´voir.
5.7 Travaux lie´s
La plupart des travaux sur l’e´volution de sche´ma (ou type) propose des ope´rations pour le changement
du sche´ma et, ensuite, diffe´rentes manie`res d’adapter les documents au nouveau type. L’e´tat de l’art de
la the`se [Dua05] discute certains de ces travaux. Les propositions dans [KLP02, SKR01] sont similaires
dans leur de´marche ayant trois e´tapes principales : (1) E´tablissement d’un ensemble d’ope´rations de
transformation de type en prenant en compte des relations se´mantiques entre les sche´mas. (2) Proposition
d’un mode`le qui leur permet de comparer le couˆt de l’application des ope´rations. (3) Pre´sentation d’un
algorithme, fonde´ sur le mode`le de couˆt, qui calcule une suite d’ope´rations pour transformer un type source
dans un type cible. La se´quence d’ope´rations est utilise´e pour engendrer les ope´rations de transformation
des documents XML.
Dans [GMR05] un ensemble de primitives pour changer le sche´ma est propose´. Cet ensemble de pri-
mitives d’e´volution est correct (applique´ sur un sche´ma cohe´rent7 fournit un sche´ma cohe´rent) et complet
(n’importe quel sche´ma peut eˆtre engendre´ a` partir du sche´ma vide en appliquant les primitives). Ensuite,
l’impact de l’e´volution sur les documents originalement valides est analyse´. L’ide´e de base est d’e´viter
la validation de tout le document, en identifiant les parties du sche´ma qui, duˆ fait des changements, de-
mandent une revalidation. Cela est fait par l’examen de la primitive d’e´volution et ses parame`tres. Tout
d’abord, les auteurs de´terminent les primitives qui n’ont aucun impact sur la validite´ (validity preser-
ving primitives) comme par exemple l’insertion d’un e´le´ment optionnel ou une extension de cardinalite´.
Ensuite, ils conside`rent que le nouveau sche´ma Υ′, obtenu a` partir du sche´ma Υ via des primitives d’e´vo-
lution, est repre´sente´ par un graphe (type graph). Un sche´ma est vu comme un type compose´ de sous
types de´finissant des sous arbres. Soient τ et τ ′ des sous types de Υ et Υ′, respectivement. Une proce´dure
d’e´tiquetage associe un label a` chaque nœud du graphe qui correspond a` un type en suivant le raisonne-
ment suivant :
(i) Initialement, tous les nœuds type sont associe´s au label OK (cela signifie que le langage L(τ) ⊆ L(τ ′)).
(ii) Chaque primitive utilise´e dans l’e´volution du sche´ma original vers le nouveau sche´ma est conside´re´e.
(iii) Selon la primitive analyse´e, le label du type peut changer en KO (si L(τ)∩L(τ ′) = ∅) ou MAY BE
(si L(τ) 6⊆ L(τ ′)∧L(τ)∩L(τ ′) 6= ∅). Remarquer que l’analyse d’une suite de primitives peut transformer
un nœud MAY BE en nœud OK.
(iv) La phase de propagation, exe´cute´ a` la fin de la proce´dure d’e´volution, consiste a` propager l’e´tiquetage
aux anceˆtres.
(v) Les anceˆtres servent de base pour de´terminer ou` la revalidation est ne´cessaire.
La validation par rapport a` un sche´ma qui a e´volue´ depuis la dernie`re validation est aborde´e dans [RS04].
Le sce´nario conside´re´ comporte un sche´ma source Υ et un sche´ma cible Υ′ ainsi que des documents va-
6Il est raisonnable, meˆme dans le cadre de XML, de conside´rer que les modifications de sche´ma restent moins fre´quentes
que les modifications sur les documents.
7Dans [GMR05], un sche´ma cohe´rent est de´finit selon une grammaire STTG.
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lides8 par rapport a` Υ qui doivent eˆtre ve´rifie´s par rapport a` Υ′. La question ici est comment le fait de
savoir qu’un document est valide par rapport a` Υ, peut aider a` de´terminer s’il est valide par rapport a`
Υ′. Le but de l’approche e´tant de profiter des similarite´s (et des diffe´rences) entre sche´mas pour e´viter
la revalidation de certaines parties des documents. La me´thode est fonde´e sur la comparaison des sous
types et des deux notions suivantes :
Subsumed type : Un type β est subsumed par un type β′ si valid(β) ⊆ valid(β′).
Disjoint type : Deux types β et β′ sont disjoints si valid(β) ∩ valid(β′) = ∅.
Remarquer que valid(β) est l’ensemble des arbres valides par rapport a` un type β et les types β et β ′
peuvent eˆtre des sous-types des sche´mas diffe´rents. L’algorithme fonctionne sur deux relations qui stockent
les sous-types subsumed et disjoints par rapport aux sche´mas Υ et Υ′. Ainsi, si pendant la validation
un sous-arbre d’un document valid par rapport a` β de Υ est teste´ par rapport a` β ′ de Υ′ et si β est
subsumed par β′, alors le sous-arbre n’a pas besoin d’eˆtre ve´rifie´, il peut eˆtre conside´re´ comme valide.
Contrairement, si β et β′ sont disjoints ; le document est invalide par rapport a` Υ′.
5.8 Conclusions
L’ide´e de base de notre approche d’e´volution de sche´ma, pre´sente´e dans ce chapitre, est :
Si une mise a` jour sur un document XML est incompatible avec le sche´ma (type) du document,
nous pouvons adapter le sche´ma au document mis a` jour en pre´servant la validite´ des autres
documents (non mis a` jour).
Notre approche pour l’e´volution de sche´ma est tre`s originale. La majorite´ des travaux dans ce domaine
conside`re des ope´rations capables de transformer le sche´ma directement. Suite a` une de ces transformations
sur un sche´ma Υ, pour obtenir le sche´ma Υ′, les documents valides par rapport a` Υ n’ont plus l’assurance
de validite´ par rapport a` Υ′. Ces documents doivent alors eˆtre revalide´s et adapte´s par rapport au nouveau
sche´ma. Contrairement a` ce raisonnement, notre approche est fonde´e sur les deux aspects suivants :
1. L’e´volution de sche´ma pre´serve la cohe´rence des documents qui e´taient valides par rapport au sche´ma
original. Cette solution est inte´ressante notamment quand les documents sont stocke´s dans diffe´rents
sites. Chaque candidat propose´ par notre me´thode correspond a` un sche´ma (expression re´gulie`re,
ou programme datalog) plus ge´ne´ral que l’original. Ne´anmoins, nous ne sommes pas inte´resse´s par
des solutions triviales. Notre inte´reˆt est de proposer des sche´mas candidats similaires au sche´ma
initial, en pre´voyant une e´volution se´mantique adapte´e a` l’application (c’est un administrateur qui
prend cette de´cision se´mantique a` partir des options donne´es par notre algorithm).
2. L’e´volution de sche´ma est de´clenche´e par une mise a` jour prioritaire sur le document. Cette de´-
marche s’inse`re dans un contexte d’aide a` la maintenance des applications par des administrateurs
non spe´cialistes en informatique mais capables de prendre des de´cisions sur l’e´volution de leurs
applications.
Contrairement aux travaux cite´s dans la section 5.7, l’e´volution de sche´mas propose´e par GREC et
dGREC ne conside`re pas un sche´ma XML en entier, c’est-a`-dire, elle prend en compte l’e´volution de chaque
sous sche´ma repre´sente´ par une expression re´gulie`re et non l’arborescence qui doit de´finir la structure du
document XML. En d’autres termes les mise a` jour consiste a` inse´rer ou ajouter une position dans un
mot. Cela peut eˆtre conside´re´ comme une limitation de notre me´thode qui proposera ainsi des solutions
locales a` un utilisateur, sans lui donner une vision d’ensemble du sche´ma.
Par contre, un programme datalog repre´sente tout le sche´ma. Meˆme si l’approche dGRECDat suit les
lignes des dGREC, il permet de conside´rer l’insertion ou la suppression d’un sous arbre duˆ aux aspects
suivants : (i) Des re`gles datalog sont ajoute´es a` un programme P pour exprimer l’e´volution d’une expres-
sion re´gulie`re de´finissant le sche´ma associe´ a` une position p (ces re`gles expriment la transformation de E
en E′ dans dGREC). (ii) Le programme datalog correspondant au nouveau sche´ma associe´ a` la position
d’insertion p.i est ajoute´ a` P .




Mises a` jour multiples et les
contraintes d’inte´grite´ : validation
incre´mentale
Comme dans les bases de donne´es traditionnelles, les donne´es XML peuvent eˆtre spe´cifie´es par des
contraintes de types et des contraintes d’inte´grite´. D’une fac¸on ge´ne´rale, le type impose des contraintes
sur la structure du document, alors que les contraintes d’inte´grite´ imposent des restrictions sur les valeurs.
Puisque XML est devenu le standard pour les donne´es du Web et un mode`le pour l’inte´gration de donne´es,
les contraintes d’inte´grite´ sont essentielles non seulement pour la conception du sche´ma, l’optimisation
des requeˆtes et l’efficacite´ de stockage et d’acce`s (comme dans le mode`le relationnel) mais aussi dans
la pre´servation de la se´mantique des donne´es lors d’un changement de mode`le ou dans la de´tection des
incohe´rences lors d’une inte´gration de donne´es [Fan05].
Quelques langages pour la conception des sche´mas XML permettent la spe´cification des certaines
contraintes d’inte´grite´. La proposition de XML Schema (XSD) permet de de´finir des cle´s et des cle´s
e´trange`res. La proposition des attributs ID et IDREF d’une DTD comme, respectivement, cle´s et cle´s
e´trange`res d’un document XML est une des premie`res tentatives d’introduction des contraintes d’inte´grite´
dans le cadre de XML. Les limites de ces attributs sont bien connues : (1) Un attribut ID doit avoir une
valeur unique, mais parmi tous les attributs ID du document XML. (2) L’utilisation des attributs ID
comme cle´, nous limite au cas des cle´s unaires. (3) Un seul attribut ID par e´le´ment peut eˆtre spe´cifie´ alors
que, dans la pratique plusieurs cle´s peuvent eˆtre souhaite´es. (4) La porte´e d’un attribut IDREF(S) n’est
pas claire puisqu’une re´fe´rence IDREF peut correspondre a` n’importe quel ID dans le document.
L’extension des contraintes d’inte´grite´ du relationnel vers XML n’est pas triviale. En particulier, le
langage pour l’expression des contraintes d’inte´grite´ XML doit eˆtre plus riche que celui utilise´ par les
contraintes relationnelles. La nature hie´rarchique des documents XML demande l’introduction de deux
cate´gories de contraintes. Les contraintes absolues ve´rifie´es par tout le document XML et les contraintes
relatives ve´rifie´es par une partie d’un document. Ainsi, dans la premie`re partie du chapitre nous consi-
de´rons le proble`me de l’expression des contraintes d’inte´grite´. Pour spe´cifier les parties d’un document
XML concerne´es par une contrainte, nous avons besoin d’un langage de chemin. Comme XPath est un
langage permettant la se´lection des nœuds d’un arbre XML, il est naturel de le conside´rer pour cette
taˆche. Ne´anmoins non seulement l’expression des contraintes d’inte´grite´ ne ne´cessite pas tout le pouvoir
d’expression de XPath mais aussi son utilisation s’ave`re tre`s complique´e [BFK03, BDF+03]. Les langages
de chemin propose´s correspondent, en ge´ne´ral, a` des fragments de XPath. Ce chapitre fait une synthe`se de
nos travaux, tout en proposant un nouveau regard sur le langage de de´finition des contraintes. Ainsi, dans
ce me´moire, nous introduisons les requeˆtes arbre (inspire´es de [BFK03, Deb05, GI06, GKS04, HT06]) pour
de´finir les contraintes en proposant un paralle`le entre ce formalisme et les chemins line´aires normalement
utilise´s (y compris dans nos articles [ABH+04, BCH+07, BHL07]).
Un autre point important dans le traitement des contraintes d’inte´grite´ XML est la question de
l’e´galite´. La valeur d’un nœud est spe´cifie´e non seulement par son label mais aussi par les valeurs de ses
descendants. De plus, les contraintes ont souvent besoin de faire la diffe´rence entre l’e´galite´ de nœuds
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(qui met en jeu la position du nœud) et l’e´galite´ de valeurs (qui prend en compte l’e´tiquette et le type
du nœud ainsi que ses descendants). Dans ce chapitre nous de´finissons ce deux types d’e´galite´.
Apre`s avoir traite´ ces deux aspects importants (le langage pour la spe´cification de contraintes et la
question de l’e´galite´), nous pre´sentons rapidement les de´pendances fonctionnelles (XFD), les de´pendances
d’inclusion (XID), les cle´s et les cle´s e´trange`res. En utilisant un formalisme homoge`ne nous pouvons
aborder de fac¸on simple les diffe´rentes propositions de la litte´rature.
La fin du chapitre pre´sente notre me´thode de validation incre´mentale par rapport aux contraintes
d’inte´grite´. Dans ce me´moire, nous pre´sentons l’algorithme de base en expliquant rapidement la me´thode
utilise´e. L’algorithme est fonde´ sur celui pre´sente´ dans le chapitre 4 pour la validation des contraintes de
sche´ma. Ainsi, la validation de contraintes d’inte´grite´ est faite dans un parcours du document XML. En
effet, nos travaux de recherche dans ce domaine ont commence´ par la proposition d’une me´thode de vali-
dation des cle´s et des cle´s e´trange`res, from scratch dans [BHM03] et ensuite incre´mentale dans [ABH+04].
Dans ces travaux la validation du sche´ma e´tait faite en paralle`le a` la validation des cle´s par un automate
d’arbre auquel nous avons inte´gre´ des fonctions de sorties pour remonter les valeurs de fac¸on bottom-up.
L’utilisation d’une grammaire d’attribut a` la place des fonctions associe´es a` l’automate a donne´ plus de
lisibilite´ a` notre me´thode [BCH+07].
Plusieurs points aborde´s dans ce chapitre font partie de la the`se de Maria Adriana Lima (ex Abra˜o)
que je co-encadre. Dans sa the`se, en plus des de´tails concernant la me´thode de validation incre´mentale
par rapport aux contraintes d’inte´grite´, Maria Adriana Lima doit re´unir dans un formalisme homoge`ne
les propositions actuelles concernant les principales contraintes d’inte´grite´ pour XML. Dans ce me´moire,
je donne un aperc¸u de cette de´marche (qui est de´ja` pre´sente´e dans [BHL07]) tout en proposant un autre
formalisme - les requeˆtes arbre. Mon but est de faire un paralle`le entre ces deux formalismes ainsi que
d’ouvrir des perspectives de recherche, en particulier vers l’adaptation de l’approche [GI06] aux contraintes
d’inte´grite´.
6.1 L’expression des contraintes d’inte´grite´ : langages de re-
queˆtes et types d’e´galite´
Pour exprimer les contraintes d’inte´grite´ nous avons besoin de de´signer certaines parties d’un document
XML pour ensuite pouvoir les comparer en testant, par exemple, si ces parties sont identiques. Pour cela
nous devons d’abord de´finir un langage de requeˆte et ensuite de´finir une ou plusieurs notions d’e´galite´.
La de´signation d’une partie d’un document est, en ge´ne´ral, faite via un langage de chemin, allant
de la se´quence d’e´tiquettes a` des langages plus expressifs, comme XPath [XPab]. Les travaux sur les
contraintes d’inte´grite´ utilisent des langages de chemins plutoˆt simples. Dans nos travaux [BHL07], nous
avons conside´re´ un langage de chemin similaire au langage de [BDF+03].
Langage de chemin PL : Dans ce me´moire un chemin en PL est de´fini par q ::=  | l | q/q | q//l ou` 
repre´sente le chemin vide1, l est une e´tiquette dans Σ, le symbole ”/” est l’ope´ration de concate´nation et
”//” est un wildcard qui repre´sente n’importe quelle se´quence finie (e´ventuellement vide) d’e´tiquettes de
nœuds.
Ne´anmoins, meˆme si, en ge´ne´ral, les langages de chemins utilise´s dans la plupart des travaux de´fi-
nissent des chemins line´aires, la manipulation des contraintes d’inte´grite´ demande l’examen de diffe´rentes
branches d’un arbre XML. Autrement dit, dans le contexte des contraintes d’inte´grite´ nous sommes sou-
vent inte´resse´s par un “chemin arborescent”. Dans la suite nous introduisons les requeˆtes arbre pour
ensuite de´finir des chemins line´aires majoritairement utilise´s pour les contraintes. Nous comptons ainsi
faire un paralle`le entre ces deux manie`res d’exprimer les contraintes.
1A` ne pas confondre avec la position de la racine d’un arbre. Nous rappelons que l/ = /l = l et //l = //l.
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6.1.1 Les requeˆtes arbre
La notion de requeˆte arbre que nous introduisons dans ce me´moire est proche du tree pattern utilise´
dans [BFK03] et est une version simplifie´e des propositions trouve´es dans [Deb05, GI06, GKS04, HT06].
Notre requeˆte arbre est de´finie comme un arbre ou` chaque arc est associe´ a` une e´tiquette. Nous supposons
seulement deux e´tiquettes d’arc et nous conside´rons que les nœuds a` se´lectionner sont les nœuds feuilles
de la requeˆte arbre. Selon la contrainte a` spe´cifier nous verrons que d’autres nœuds spe´ciaux peuvent eˆtre
ne´cessaires.
De´finition 6.1.1 - Requeˆte arbre : Soit Σ un alphabet. Une requeˆte arbre Query est un n-uplet
Query = (Dq, q, Labq, Sq) ou` (Dq , q) est un arbre sur Σ, Labq est une fonction qui associe a` chaque couple
(u, v) tel que u est le pe`re de v une e´tiquette dans l’ensemble {/, //} et Sq est le n-uplet des nœuds
se´lectionne´s, c’est-a`-dire, Sq est de la forme [µ1, . . . , µn] ou` chaque µi correspond a` une des n feuilles de
(Dq , q). 2
E´tant donne´e une requeˆte arbre, nous nous inte´ressons a` un parcours (instantiation) arborescent,
introduit dans la de´finition ci-dessous.
De´finition 6.1.2 - Parcours arborescent : Soit un arbre T = (D, t). Un parcours arborescent sur T
est un couple = = (D=, t=) tel que D= ⊆ D et D= est ferme´ par pre´fixe et pour toute position p ∈ D=,
t=(p) = t(p). 2
L’arbre T est lui meˆme le plus grand parcours arborescent sur T , mais, en ge´ne´ral, un parcours
arborescent n’est pas un arbre car D= peut ne pas respecter toutes les conditions ne´cessaires pour eˆtre
un domaine d’arbre (de´finition 2.1.1).
Exemple 6.1.1 Soit l’arbre XML de la figure 6.1. Le parcours =0 = (D=0 , t
=
0 ) ou` :
D=0 = {, 0, 0.0, 0.0.2, 0.0.2.0, 0.0.2.1, 0.0.2.0.0, 0.0.2.1.0} et
t=0 = {(, fac), (0, students)(0.0, student), (0.0.2, courseTaken), (0.0.2.0, courseCode), (0.0.2.1, deptName),
(0.0.2.0.0, data), (0.0.2.1.0, data)} est un parcours arborescent sur T . Remarquer que (D=0 , t
=
0 ) n’est pas
un arbre car les positions 0.0.0 et 0.0.1 n’existent pas dans D=. 2
L’instantiation (ou le plongement) d’une requeˆte arbre, que nous appelons la projection d’un arbre
T sur une requeˆte Query, note´e ΠQuery(T ), correspond a` un parcours arborescent. Cette notion est a`
rapprocher de celle utilise´e dans [BCCN06]. De´finir ΠQuery(T ) signifie de´finir un morphisme entre Query
et T (comme dans [Deb05, GI06]).
De´finition 6.1.3 - Projection d’un arbre T sur une requeˆte Query : Soient un arbre T = (D, t)
et une requeˆte arbre Query = (Dq , q, Labq, Sq). Une projection ΠQuery(T ) (ou un plongement) est une
fonction injective h : Dq → D ve´rifiant les proprie´te´s suivantes :
– La racine de la requeˆte Query est associe´e a` la racine de l’arbre T , c’est-a`-dire, q() = t().
– Chaque position p ∈ Dq est associe´e a` une unique position h(p) ∈ D c’est-a`-dire, q(p) = t(h(p)).
– Pour chaque couple (v, u) tel que v, u ∈ Dq , v ≺ch u et Labq(v, u) = / il existe un couple (h(v), h(u))
tel que h(v), h(u) ∈ D et h(v) ≺ch h(u).
– Pour chaque couple (v, u) tel que v, u ∈ Dq, v ≺ch u et Labq(v, u) = // il existe un couple
(h(v), h(u)) tel que h(v), h(u) ∈ D et h(v) ≺∗ch h(u).
– Pour toutes les positions p, p′ ∈ Dq , si p ≺∗ch p
′ alors h(p) ≺∗ch h(p
′) ; si h(p) = h(p′) alors p = p′. 2
Les nœuds se´lectionne´s composent ainsi un n-uplet contenant h(µ1), . . . , h(µn), c’est-a`-dire, les posi-
tions se´lectionne´es par la requeˆte. Dans plusieurs cas, nous nous inte´ressons aux valeurs associe´es a` ces
positions.
Exemple 6.1.2 Soit l’arbre XML de la figure 6.1 et la requeˆte arbre de la figure 6.2. Le parcours
arborescent =0 = (D=0 , t
=
0 ) de l’exemple 6.1.1 est celui obtenu par une projection de T sur Query. Ce
parcours est montre´ en trait continu (bleu) dans la figure 6.2. 2
Les requeˆtes arbre permettent la de´finition des contraintes d’inte´grite´. Ne´anmoins dans la grande
majorite´ des travaux (y compris le noˆtre [ABH+04, BCH+07]) les contraintes sont de´finies a` partir de
chemins line´aires (non arborescents). Pour faire un paralle`le entre ces deux fac¸ons de voir les choses, dans
la suite nous rappelons (en adaptant) des de´finitions concernant les chemins line´aires et nous proposons
une nouvelle de´finition d’une projection ΠQuery(T ), similaire a` la de´finition 6.1.3, mais constructive et
permettant des liens avec les chemins line´aires.
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En effet, notre requeˆte arbre est une sorte d’abre´viation repre´sentant une collection de chemins expri-
me´s dans un langage de chemin (comme PL). Autrement dit, meˆme si les requeˆtes arbre sont des requeˆtes
n-aires dont l’e´valuation avec des me´thodes plus sophistique´es pourrait eˆtre envisage´es, dans ce me´moire,
cela n’est pas pris en compte. En fait, ici, les requeˆtes arbre indiquent un ensemble de requeˆtes unaires
(chemins) dont l’e´valuation peut eˆtre faite requeˆte par requeˆte.
Dans la suite nous introduisons aussi les notions ne´cessaires pour pouvoir traiter les informations
incomple`tes. En effet, puisque les documents XML ont des parties optionnelles, l’importance du traitement
de l’information incomple`te n’est pas moindre. Un document XML peut eˆtre valide par rapport a` un
sche´ma tout en ayant des branches (optionnelles) qui manquent. Dans l’analyse de contraintes d’inte´grite´,
les informations manquantes peuvent correspondre a` des donne´es concernant une contrainte et il faut ainsi
prendre cela en conside´ration.
6.1.2 Les chemins line´aires
Commenc¸ons donc par rappeler la de´finition d’un chemin line´aire simple.
De´finition 6.1.4 - Chemin line´aire simple : Un chemin (line´aire) simple P est une se´quence de
labels l1/ . . . /ln, ou` n ≥ 1. Le chemin simple P est dit un pre´fixe du chemin Q = q1/ . . . /qm, note´ P ⊆ Q,
si n ≤ m et l1 = q1, . . . , ln = qn. Deux chemins P et Q sont e´gaux, note´ P = Q si P est un pre´fixe de Q
et Q est un pre´fixe de P . Le chemin simple P est dit un pre´fixe strict du chemin Q, note´ P ⊂ Q, si P est
un pre´fixe de Q et P 6= Q. 2
remarque - Dans la suite du chapitre, nous adoptons la nomenclature suivante : chemin correspond a`
une expression (dans un langage donne´) pouvant contenir des wildcards, alors que chemin simple est une
expression sans wildcards. Remarquer qu’un chemin peut eˆtre traduit dans un ensemble, e´ventuellement
infini, de chemins simples.
Exemple 6.1.3 Soit le document XML partiellement illustre´ dans la figure 6.1 et soit le langage PL.
Le chemin P0 = fac//name/data de´termine toutes les donne´es associe´es a` un e´le´ment name a` savoir, les
noms des e´tudiants et des cours. Le chemin P1 = fac/students/student est un pre´fixe strict du chemin
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nameId courseTaken courseTaken marriedTo mainDept
. . .
. . . . . .. . .
deptName
nameid courseTaken courseTaken courseTaken marriedTo mainDept
courseCode deptName
courseCode
Fig. 6.1: Arbre XML.
68
E´tant donne´ un chemin P et un arbre T , trouver une instance de P sur T signifie trouver les parcours
dans T qui respectent P . Dans un arbre T , il peut y avoir ze´ro ou plusieurs instances d’un chemin P donne´.
Par exemple selon les indications de la figure 6.1, le document XML en question posse`de 50 instances du
chemin fac/course/code, qui sont ε/1/1.0, ε/2/2.0, . . .ε/50/50.0.
De´finition 6.1.5 - Parcours line´aire simple : Soit un arbre T = (D, t). Un parcours (line´aire simple)
sur T est une se´quence de positions v1/ . . . /vn telle que pour tout vi (1 < i ≤ n), vi ∈ D et vi est fils
de vi−1. Deux parcours I1 = v1/ . . . /vn et I2 = v
′
1/ . . . /v
′
n sont distincts si vi 6= v
′
i pour un i, tel que
1 ≤ i ≤ n. Un parcours I1 = v1/ . . . /vn est un pre´fixe d’un autre parcours I2 = v′1/ . . . /v
′
m si n ≤ m
et vi = v
′
i pour tout i, 1 ≤ i ≤ n. La fonction LastPosition retourne la dernie`re position d’un parcours
(LastPosition(I1) = vn). 2
Le langage que nous avons conside´re´ dans [ABH+04, BHL07] nous permet de construire des expressions
de chemin correspondant a` des cas spe´ciaux d’expressions re´gulie`res. Nous pouvons donc conside´rer qu’un
chemin P de´finit un automate d’e´tat fini AP . Trouver les instances d’un chemin P sur un arbre XML t
correspond a` trouver les parcours appartenant au langage L(AP ) de´fini par AP .
De´finition 6.1.6 - Instance d’un chemin P sur un arbre T : Soit P un chemin dans un langage
de chemin donne´ et soit AP l’automate d’e´tat fini de´fini par P . Soit T = (D, t) un arbre XML. Un
parcours I = v1/ . . . /vn dans t est une instance de P sur T ssi la concate´nation t(v1). . . . .t(vn) est un
mot du langage L(AP ) (par abus de notation nous disons I ∈ L(AP )). On note Instances(P, t) le langage
contenant toutes les instances d’un chemin P dans un arbre T .
Un parcours I = v1/ . . . /vk dans t est une instance incomple`te de P sur T ssi il est une instance d’un
pre´fixe strict de P qui respecte les conditions suivantes :
(i) δˆ(s0, t(v1).t(v2) . . . t(vk)) = s ou`, pour l’automate d’e´tat fini AP , δˆ est sa fonction de transition
e´tendue2, s0 est son e´tat initial et s est un e´tat non final de AP et
(ii) il n’existe aucun fils vk.i de vk tel que δ(s, t(vk.i)) est une transition de AP . 2
Un document XML peut eˆtre incomplet, c’est-a`-dire, il peut ne pas contenir des instances pour tous les
chemins P d’un ensemble PathT donne´, alors qu’il contient des instances pour un pre´fixe de P . Meˆme si
le document est conforme a` un sche´ma, ce sche´ma peut comporter des parties optionnelles. Le traitement
correct des informations incomple`tes est fondamental, aussi bien pour le calcul des requeˆtes que pour la
ve´rification des contraintes d’inte´grite´.
Exemple 6.1.4 Soit T l’arbre XML de la figure 6.1. Soit le chemin simple fac/students/student/course
Taken/CourseCode/data. Le parcours /0/0.0/0.0.2/0.0.2.0/0.0.2.0.0 est une instance de P sur T . Le
parcours /0/0.0/0.0.3 est une instance incomple`te de P sur T . 2
Une requeˆte arbre peut eˆtre traduite par un ensemble de chemins ayant un pre´fixe commun et en
particulier par un ensemble fini de chemins simples ferme´ par pre´fixe qui correspond a` la de´finition de motif
utilise´ dans [BHL07, VLL04]. En effet, dans [BHL07] nous conside´rons l’existence d’un motif maximal,
dont la de´finition est similaire a` celle de l’ensemble de chemins le´gaux de [VLL04]. Le motif maximal
est un ensemble fini de chemins (ferme´ par pre´fixe et donc tous les chemins ont un pre´fixe commun) qui
de´crit tous les chemins possibles dans un arbre XML. Les motifs applicables sur un arbre XML sont des
sous ensembles d’un motif maximal donne´. Nous nous inte´ressons par de motifs (applicables) de´finis a`
partir d’une requeˆte (contrainte).
En ge´ne´ral, e´tant donne´e une requeˆte arbre Query = (Dq, q, Labq, Sq) nous serons inte´resse´ par l’en-
semble LongestPathQuery, l’ensemble de chemins de Query qui ne sont pre´fixes
3 d’aucun autre chemin de
Query. Plus pre´cise´ment, LongestPathQuery contient les chemins line´aires compose´s par la concate´nation
des labels des nœuds et des arcs obtenus en partant de la racine de la requeˆte Query jusqu’a` chacune de
ses feuilles, comme illustre´ par l’exemple ci-apre`s.
Exemple 6.1.5 Soit la requeˆte arbre Query de la figure 6.2. L’ensemble LongestPath Query contient deux
chemins, a` savoir fac//student/courseTaken/deptName/data et
fac//student/courseTaken/courseCode/data.
2La fonction de transition e´tendue ([HMU01]) de´crit le re´sultat (l’e´tat) obtenu via un parcours sur l’automate d’e´tat fini
qui commence par un e´tat donne´, en lisant une suite de symboles d’entre´e. La fonction δˆ est construite sur la fonction de
transition δ : δˆ(s, ) = s (si s est un e´tat de l’automate et aucun symbole est lu) et δˆ(s, w) = δ(δˆ(s, x), a) (ou` w = xa).
3Pour simplifier, un pre´fixe est de´fini de fac¸on comple`tement syntaxique, c’est-a`-dire, une sous chaˆıne d’une chaˆıne
donne´e. Ainsi, les chemins r/A/B et r//B ont r comme unique pre´fixe commun.
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correspond au motif (selon [BHL07]) de´fini a` partir de LongestPathQuery et ainsi associe´ a` Query. Remar-
quer que l’ensemble de labels composant ces chemins simples est le projecteur de [BCCN06]. 2
Un parcours arborescent est compose´ d’un ensemble non vide de parcours simples ayant un pre´fixe
commun. Trouver une projection ΠQuery(T ) d’un arbre T sur une requeˆte Query correspond a` trouver
un parcours arborescent qui est, en fait, compose´ des parcours (simples) ayant un pre´fixe commun. La
de´finition suivante repre´sente une nouvelle vision (constructive) de la de´finition 6.1.3 en s’appuyant sur
la notion de chemins line´aires. En effet, cette de´finition est e´quivalente a` la notion d’instance de motif
de´finie dans [BHL07] et similaire a` la notion de projection propose´e dans [BCCN06]4.
De´finition 6.1.7 - Projection d’un arbre T sur une requeˆte Query (Version constructive) : Soit
un arbre T = (D, t). Soit une requeˆte arbre Query = (Dq , q, Labq, Sq) tel que q() = t(). Soient
LongestPathQuery l’ensemble de chemins de Query qui ne sont pre´fixes d’aucun autre chemin de Query.
Soit SetPathInst un ensemble de parcours qui ve´rifie les conditions suivantes :
1. Pour tout chemin P ∈ LongestPathQuery il existe un et un seul parcours parc ∈ Instances(P, t) dans
SetPathInst.
2. Pour tout parcours parc ∈ SetPathInst il existe un chemin P ∈ LongestPath Query tel que parc ∈
Instances(P, t).
3. Pour tous parcours parc et parc′ dans SetPathInst, tel que parc ∈ Instances(P, t) et parc′ ∈
Instances(P ′, t), le plus long pre´fixe commun de parc et parc′ correspond a` un meˆme parcours de
P0 dans T (P0 e´tant le plus grand (chemin) pre´fixe commun a` P et P
′).
Une projection de T sur Query, note´e ΠQuery(T ), de´finit un parcours arborescent (D
=, t=) sur T ou` :
– D= =
⋃
parc∈SetPathInst{p | p est une position dans parc}
– t=(p) = t(p) 2
Autrement dit, ΠQuery(T ) de´finit le parcours arborescent qui contient les parcours simples de SetPa-
thInst. Remarquer que dans le cas des informations incomple`tes, la de´finition 6.1.7 est e´tendue pour que
l’ensemble SetPathInst contienne aussi des parcours incomplets (de´finition 6.1.6).
Exemple 6.1.6 Comme dans l’exemple 6.1.5, soit l’arbre XML de la figure 6.1 et la requeˆte arbre
de la figure 6.2. Non seulement le parcours arborescent = = (D=0 , t
=
0 ) (en bleu dans la figure 6.2) de
l’exemple 6.1.1 correspond a` une projection de T sur Query, mais aussi le parcours incomplet =1 =
(D=1 , t
=
1 ) (trait avec tirets et points, en vert, dans la figure 6.2) ou` D
=
1 = {, 0, 0.0, 0.0.3, 0.0.3.0, 0.0.3.0.0}
et t=1 = {(, fac), (0, students)(0.0, student), (0.0.3, courseTaken),
(0.0.3.0, deptName),(0.0.3.0.0, data)}.
Remarquer que =2 = (D=2 , t
=
2 ) (trait avec tirets, en rouge, dans la figure 6.2) ou` D
=
2 = {, 0, 0.0, 0.0.2,
0.0.2.0, 0.0.2.0.0, 0.0.4, 0.0.4.0, 0.0.4.0.1} et t=2 = {(, fac), (0, students)(0.0, student), (0.0.2, courseTaken),
(0.0.2.0, courseCode), (0.0.2.0.0, data), (0.0.4, courseTaken), (0.0.4.0, deptName), (0.0.4.0.1, data)} n’est
pas une projection. En effet, le plus grand chemin pre´fixe commun P0 de la de´finition 6.1.7 est le chemin
fac//student/courseTaken et donc I2 ne respecte pas la de´finition 6.1.7. 2
Soient Query une requeˆte arbre et T un arbre. En suivant la de´finition 6.1.7, le n-uplet Sq de Query
contient les positions atteintes par les chemins line´aires dans LongestPathQuery. Nous conside´rons main-
tenant une relation ou` chaque n-uplet correspond aux valeurs de´termine´es par une projection ΠQuery(T ),
c’est-a`-dire, aux valeurs associe´es aux positions composant le n-uplet Sq . La de´finition ci-dessous formalise
cette notion qui nous permet de comparer les diffe´rentes valeurs obtenues par une requeˆte sur un arbre.
Remarquer que nous conside´rons l’extension des de´finitions 6.1.3 et 6.1.7 ou` les informations incomple`tes
sont prises en compte.
De´finition 6.1.8 - N-uplet re´sultat de Query sur T : Soient Query une requeˆte arbre et son ensemble
LongestPathQuery. Soit ΠQuery(T ) une projection d’un arbre T sur Query. Selon la de´finition 6.1.7, ΠQuery(T )
4Dans [BCCN06] le re´sultat de la projection est un arbre obtenu par l’ajout du l’arbre vide sur les branches ne cor-
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nameId courseTaken courseTaken marriedTo mainDept
. . .
. . . . . .. . .
deptName
nameid courseTaken courseTaken courseTaken marriedTo mainDept
courseCode deptName courseCode deptName
. . .
Fig. 6.2: Requeˆte arbre et sa projection sur l’arbre. Le parcours en rouge n’est pas une projection.
contient une et une seule instance de chaque Pj ∈ LongestPathQuery (nous notons Ij l’instance du chemin
Pj , 1 ≤ j ≤ n). Le n-uplet re´sultat de Query sur T par rapport a` ΠQuery(T ), note´ τQuery[P1, . . . , Pn], est
tel que :
τQuery[P1, . . . , Pn] = [value(LastPosition(I1)), . . . , value(LastPosition(In))]
ou` la fonction value fournit pour le dernier nœud p de´termine´ par Ij : (1) sa valeur, si elle existe ou (2)
sa position, si p n’est pas un nœud associe´ a` une valeur5 ou (3) une valeur null si Ij est une instance
incomple`te. 2
Le n-uplet τQuery[P1, . . . , Pn] est construit selon la perspective nomme´e des bases de donne´es relation-
nelles [AHV95] (c’est-a`-dire que les noms des attributs composant le n-uplet sont connus). Bien entendu,
deux n-uplets τ1[P1, . . . , Pn] et τ2[P1, . . . , Pn] sont e´gaux ssi ∀i ∈ [1 . . . n], τ1[Pi] = τ2[Pi].
Exemple 6.1.7 Soit l’arbre XML de la figure 6.1 et la requeˆte arbre de la figure 6.2. Conside´rons
maintenant les projections ΠQuery(T ) converties en n-uplet, c’est-a`-dire, les n-uplets re´sultat de Query sur
T . La relation ci-dessous repre´sente ces n-uplets (sans les doublons). Remarquer que dans la figure 6.1
nous n’avons pas repre´sente´ tout le document XML . Nous supposons que la relation ci-dessous repre´sente








De´finition 6.1.9 - Projections de Query qui co¨ıncident sur un chemin P : Soient Π1Query(T ) et
Π2Query(T ) deux projections d’un arbre T sur une requeˆte Query. Nous disons que Π
1
Query(T ) et Π
2
Query(T )
co¨ıncident sur un chemin simple P (P partant de la racine) ssi I est le (seul) parcours de P dans Π1Query(T ),
J est le (seul) parcours de P dans Π2Query(T ) et I = J . 2
Exemple 6.1.8 Soit l’arbre XML de la figure 6.1 et la requeˆte arbre de la figure 6.2. Soient les projec-
tions conside´re´es dans les exemples 6.1.1 et 6.1.6 de´finissant les parcours arborescents = (en gras dans
la figure 6.2) et =1 (trait avec des tirets et point dans la figure 6.2). Ces projections co¨ıncident sur
5Dans la repre´sentation d’un arbre XML que nous avons prise en compte les seuls nœud associe´s a` une valeur sont les
nœuds data (section 2.2, figure 2.2).
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fac/students/student/, et e´videment, sur tous les pre´fixes de ce chemin. 2
6.1.3 Les types d’e´galite´
Apre`s avoir re´cupe´re´ certaines parties d’un document, nous devons les comparer. Nous pouvons pre´voir
des contraintes qui comparent les positions d’un arbre, ou les valeurs associe´es aux positions data, ou des
valeurs null... Selon les caracte´ristiques des informations a` comparer, nous devons utiliser diffe´rents types
d’e´galite´. Cela donne diffe´rentes se´mantiques aux travaux sur les contraintes d’inte´grite´.
Dans nos travaux [BHL07, Lim07] nous proposons deux types d’e´galite´. En plus de l’e´galite´ pour
indiquer que deux positions d’un arbre sont les meˆmes (e´galite´ de nœuds) utilise´e, par exemple, dans la
de´finition 6.1.5, nous introduisons l’e´galite´ en valeur qui prend en compte si une position repre´sente un
nœud du type e´le´ment ou data (ou attribut).
De´finition 6.1.10 - E´galite´ en valeur : Deux nœuds de positions p et q sont e´gaux en valeur, e´galite´
note´e p =V q, si les conditions suivantes sont respecte´es :
(i) t(p) = t(q) (ils ont la meˆme e´tiquette) ;
(ii) si p et q sont des nœuds data (c’est-a`-dire, nœuds associe´s a` des valeurs) alors ils ont la meˆme valeur
sur leur donne´e6 ;
(iii) si p et q sont des nœuds e´le´ment alors il existe une fonction bijective entre les fils de p et les fils de
q qui associe chaque position p.i a` une position q.j telle que p.i =V q.j 2
Dans la figure 6.1 le nœud CourseTaken de la position 0.0.2 est e´gal en valeur au nœud CourseTaken
de la position 0.1.3. Remarquer que l’e´galite´ par valeur ne prend pas en compte l’ordre des fils d’un nœud.
La de´finition suivante permet d’indiquer que deux nœuds concordent sans pre´ciser par quelle e´galite´.
De´finition 6.1.11 - Concordance de nœuds : Soient deux nœuds n1 et n2 de meˆme e´tiquette dans
un arbre T . Les nœuds n1 et n2 concordent, ce qui se note n1 =E n2, pour E ∈ {V, N}, s’il sont e´gaux en





pour exprimer que n1 =E1 n
′
1 et n2 =E2 n
′
2. 2
Par de´faut nous conside´rons l’e´galite´ de valeurs. De meˆme, les chemins finissant dans un nœud data
(ou attribut) peuvent eˆtre associe´s seulement a` l’e´galite´ de valeurs.
6.2 Les contraintes d’inte´grite´ en XML
Nous conside´rons maintenant diffe´rentes contraintes d’inte´grite´ sur un document XML. Dans [BHL07,
Lim07], un panorama, guide´ par une syntaxe homoge`ne est propose´. Dans ce me´moire nous pre´sentons
un re´sume´ du panorama en question et nous montrons aussi comment les requeˆtes arbre peuvent re-
pre´senter chaque contrainte. Le tableau ci-dessous donne un aperc¸u des principales contraintes traite´es
dans [BHL07, Lim07] en re´fe´renc¸ant la requeˆte arbre correspondante. Nous conside´rons les de´pendances
fonctionnelles (XFD), les de´pendances d’inclusion (XID), les cle´s (XKey) et les cle´s e´trange`res (XForei-
gnKey). D’autres contraintes (par exemple les contraintes d’inversion et les contraintes de domaine) sont
traite´es dans [BHL07, Lim07].
Table 6.2.1 - Table de contraintes d’inte´grite´ :
Contraintes Syntaxe Requeˆte arbre
XFD (C, ({P1 [E1], . . . , Pk [Ek]} → Q [E])) figure 6.3(a)
XID (C, ({P1, . . . , Pk} ⊆ {Q1, . . . , Qk})) figure 6.3(b)
XKey (C, (Tg, {P1, . . . , Pk})) figure 6.3(c)
XForeignKey (C, (TgR, {P R1 , . . . , P
R
k }) ⊆ (Tg, {P1, . . . , Pk})) figure 6.3(d)
La table 6.2.1 montre que les chemins de´finissant des contraintes sont partage´s en sous-chemins (C,
P , Q, Tg) qui sont, eux aussi, des chemins de´crits dans le langage PL (de´fini au de´but de la section 6.1).
6Remarquer que les attributs (quand ils sont conside´re´s) sont aussi des nœuds associe´s a` des valeurs et sont donc soumis
a` la meˆme condition.
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La correspondance avec des requeˆtes arbre est aussi illustre´e.
Pour toutes les contraintes de la table 6.2.1, C est un chemin qui commence a` la racine et repre´sente
le contexte dans lequel la contrainte doit eˆtre ve´rifie´e. Si C = , alors les chemins suivants partent de la
racine et les contraintes peuvent eˆtre pre´sente´es de fac¸on abre´ge´e, sans le chemin C. Dans ce cas, nous
parlons d’une contrainte absolue, alors que si C 6=  nous avons une contrainte relative.
Nous supposons l’existence d’une fonction de traduction qui permet le passage d’une requeˆte arbre
aux sous-chemins ne´cessaires pour la de´finition d’une contrainte et vice-versa. Pour cela nous e´tendons
la de´finition de requeˆte arbre (de´finition 6.1.1) de fac¸on a` marquer des nœuds spe´ciaux, ayant un roˆle
important dans la de´finition des contraintes. Par exemple, nous devons ajouter a` Query le nœud c, le
nœud contexte, et nœud tg, le nœud cible (target) : Query = (Dq , q, Labq, c, tg, Sq)
7.
Dans une requeˆte arbre, le dernier nœud du chemin C est donc marque´ comme e´tant le nœud contexte
de la requeˆte. Pour les contraintes de cle´ et de cle´ e´trange`re, Tg est un chemin qui commence au nœud
contexte pour ensuite de´terminer le nœud cible, c’est-a`-dire, celui qui sera identifie´ par les valeurs de la
cle´. Des conditions particulie`res sont impose´es a` un nœud cible lors de la de´finition des cle´s. Dans la suite

























c tg tg tg
Fig. 6.3: Requeˆtes arbre pour la spe´cification des contraintes d’inte´grite´ : (a) XFD, (b) XIC , (c) XKey et (d)
XForeignKey.
6.2.1 De´pendances fonctionnelles
Nous reformulons la de´finition de la se´mantique des XFD en utilisant les concepts utilise´s dans ce
me´moire. Tout d’abord nous conside´rons le cas ou` les informations sont comple`tes.
De´finition 6.2.1 - Satisfaction d’une XFD - Soient T = (D, t) un arbre XML et Query la requeˆte
arbre de la figure 6.3(a), correspondant a` la XFD γ = (C, ({P1 [E1], . . . , Pk [Ek]} → Q [E])). L’arbre
T satisfait γ (et cela s’e´crit T |= γ) si quels que soient les parcours arborescents Π1Query(T ) et Π
2
Query(T ),
obtenus par des projections de T sur Query co¨ıncidant au moins sur C, la condition suivante est respecte´e :
Si τ1Query[C/P1, . . . , C/Pk] =Ei,i∈[1...k] τ
2







Query, sont des n-uplets re´sultats de Query sur T , par rapport aux projections Π
1
Query(T ) et
Π2Query(T ), respectivement et Ei indique un type d’e´galite´. 2
Exemple 6.2.1 Conside´rons les XFD suivantes sur l’arbre de la figure 6.1 :
XFD1 : (fac, ({/students/student/id} → /students/student [N ] )) : Deux e´tudiants distincts (c’est-
a`-dire, repre´sente´s par deux nœuds distincts) ne peuvent pas avoir le meˆme nume´ro d’identification. Le
contexte de XFD1 est la racine et donc la de´pendance doit eˆtre ve´rifie´e dans tout l’arbre T .
XFD2 : (fac, ({/students/student/id}→ /students/student)) : Deux e´tudiants ayant le meˆme nume´ro
d’identification doivent eˆtre e´gaux en valeur, dans tout l’arbre T .
XFD3 : (fac/students, ({/student/id} → /student [N ] )) : Cette de´pendance est similaire a` XFD1,
mais son contexte n’est pas le meˆme. Dans le contexte students, deux e´tudiants distincts ne peuvent pas
7D’apre`s la de´finition 6.1.3, la position contexte sur un arbre T est de´finie par h(c) alors que la position cible est de´finie
par h(tg). Dans la section 6.3 nous montrons que notre algorithme de validation de contraintes trouve ces positions en
utilisant des automates d’e´tat finis.
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avoir le meˆme nume´ro d’identification.
XFD4 : (fac, ({/course/name, /course/fromDept} → /course/code)) : Les cours d’un meˆme de´parte-
ment ayant le meˆme titre, ont le meˆme code. 2
Dans le cas d’informations incomple`tes, comme pour le mode`le relationnel, deux types de satisfaction
des XFD sont envisage´es. Une satisfaction forte suppose que la XFD doit eˆtre satisfaite dans tous les
mondes possibles. Cela veut dire qu’un document incomplet est valide si seulement si le remplacement
d’une valeur null par une valeur diffe´rente de null n’implique pas une revalidation par rapport a` la XFD.
Une satisfaction faible suppose que la XFD doit eˆtre satisfaite dans au moins un monde : dans ce cas, si
une valeur null est remplace´e par une valeur diffe´rente de null, la revalidation est ne´cessaire pour ve´rifier
si la XFD est toujours respecte´e.
La satisfaction faible des XFD peut eˆtre traite´e comme dans le mode`le relationnel. Pour cela, au
moment de construire les n-uplets re´sultats de Query sur T , nous conside´rons que les valeurs null sont
diffe´rentes les unes des autres. Une fois que nous avons les n-uplets τ , nous appliquons l’algorithme
appele´ chase [LL99]. Le principe de la proce´dure chase consiste a` exe´cuter la boucle suivante, dont nous
expliquons les concepts dans la suite. Soit R une instance de relation compose´e de tous les n-uplets
τ [P1, . . . , Pn, Q], qui contiennent e´ventuellement des valeurs inconnues ⊥ij .
Tant que il existe τ1, τ2 ∈ R et
il existe une XFD P → Q telle que
τ1[P ] = τ2[P ] et ¬(τ1[Q] ∼= τ2[Q]) faire
τ1[Q], τ2[Q] := lub(τ1[Q], τ2[Q])
Dans cet algorithme, les concepts de base sont les suivants :
1. On conside`re un domaine EV contenant les valeurs (ou donne´es) possibles dans T , e´tendu par des
valeurs null (qui peuvent eˆtre distingue´es ou non, selon la politique utilise´e pour traiter les null).
2. E´tant donne´es deux valeurs νi et νj dans EV, νi est e´quivalent en information (information-wise
equivalent) a` νj (νi ∼= νj), ssi νi et νj sont identiques syntaxiquement, c’est-a`-dire qu’ils ont les
meˆmes noms. Si νi n’est pas e´quivalent en information a` νj , on e´crit ¬(νi ∼= νj). Par exemple,
⊥ ∼= ⊥, ⊥2 ∼= ⊥2 et iris ∼= iris, mais ¬(iris ∼= hilary), ¬(⊥2 ∼= ⊥1).
3. L’e´galite´ utilise´e dans le chase est une e´galite´ a` trois valeurs (vraie, fausse et inconnue). E´tant
donne´es deux valeurs νi et νj dans EV, l’e´galite´ a` trois valeurs est de´finie selon les cas ci-dessous :
(a) Si νi et νj sont des valeurs diffe´rentes de null alors νi = νj est e´value´e comme vraie si νi ∼= νj ;
sinon elle est e´value´e comme fausse.
(b) ⊥ = ⊥ est e´value´e comme inconnue.
(c) ⊥ = ⊥i est e´value´e comme inconnue.
(d) ⊥j = ⊥i est e´value´e comme vraie si i = j , sinon elle est e´value´e comme inconnue.
(e) Si νi est une valeur null (avec ou sans indices) et νj est une valeur diffe´rente de null, alors
νi = νj est e´value´e comme inconnue.
4. Une relation d’ordre partiel (v) est de´finie sur les valeurs. Les valeurs diffe´rentes de null sont
incomparables. De plus nous avons ⊥ v nonnull values v inc ou` inc est un type de valeur null qui
indique une incohe´rence.
5. Least upper bound operator (lub) : la plus petite borne supe´rieure de deux valeurs ν1 et ν2 dans EV
est de´finie de la fac¸on suivante :
(a) Si ν1 v ν2 alors lub(ν1, ν2) = ν2 ; sinon
(b) Si ν2 v ν1 alors lub(ν1, ν2) = ν1 ; sinon
(c) Si ¬(ν2 v ν1) et ¬(ν1 v ν2) alors lub(ν1, ν2) = inc.
L’instance de relation R satisfait faiblement une XFD ssi la proce´dure chase est cohe´rente (aucune
valeur inc n’est introduite par la boucle). Ainsi, pour prendre en compte les informations incomple`tes,
il suffit de conside´rer une extension de la de´finition 6.2.1 ayant comme condition pour la satisfaction la
re´ussite du chase ([BHL07]).
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Exemple 6.2.2 Soit la XFD
γ = (fac, ({//student/courseTaken/courseCode}→ //student/courseTaken/deptName))
exprime´e par une requeˆte arbre Query. La relation R ci-dessous obtenue a` partir des projections ΠQuery(T )
est la meˆme que celle illustre´e dans l’exemple 6.1.7 ou` les valeurs null sont conside´re´es comme e´tant
diffe´rentes.









Comme la table obtenue (ci-apre`s) en utilisant le chase ne contient pas des incohe´rences, notre document









Nous re´fe´renc¸ons [AL02, HT06, VLL04] pour des propositions d’axiomatisation ou des formes nor-
males. Il est aussi possible de choisir une satisfaction forte des XFD. Dans ce cas, il faut conside´rer
toutes les valeurs null comme ⊥ (sans diffe´rence de nom) pour construire les n-uplets qui composent R
et d’appliquer l’algorithme SatFort sur R ([LL99]).
6.2.2 De´pendances d’inclusion
Comme dans la section pre´ce´dente, nous reformulons la de´finition de la se´mantique des XID.
De´finition 6.2.2 - Satisfaction d’une XID : Soient T = (D, t) un arbre XML et QueryP , QueryQ
les requeˆtes arbre de la figure 6.3(b), correspondant a` la XID γ = (C, ({P1, . . . , Pk} ⊆ {Q1, . . . , Qk})).
L’arbre T satisfait γ (et cela s’e´crit T |= γ) si pour tout parcours arborescent de´fini par ΠQueryP (T ),
il existe un parcours de´fini par ΠQueryQ(T ), qui co¨ıncide avec le parcours arborescent de ΠQueryP (T ) au
moins en C, et tel que :
τQueryP [C/P1, . . . , C/Pk] v τQueryQ [C/Q1, . . . , C/Qk]
ou` τQueryQ , τQueryP sont des n-uplets re´sultats de QueryQ et QueryP sur T par rapport aux projections
ΠQueryQ(T ) et ΠQueryP (T ) respectivement, et ou` le symbole v indique la relation d’ordre partiel introduite
dans la section 6.2.1 (⊥ v nonnull values v inc) et prend en compte l’e´galite´ multivalue´e. 2
Exemple 6.2.3 Soit l’arbre T de la figure 6.1. Soit la XID
γ = (fac, ({//student/courseTaken/courseCode} ⊆ {/course/code})
exprime´e par les requeˆtes arbres Query1 et Query2. A` titre d’exemple, pour illustrer la de´finition 6.2.2,
nous conside´rons que les n-uples obtenus via deux projections ΠQuery1(T ) sont stocke´s dans la relation
RQuery
1
= {〈C−DB−07S2〉, 〈⊥1〉}. De manie`re similaire, nous obtenons RQuery
2
= {〈C−DB−07S2〉, 〈C−
Theory−07S1〉} via des projections ΠQuery2(T ). Dans ce cas, pour ces projections, la XID est satisfaite. 2
6.2.3 Cle´s
Selon la syntaxe expose´e dans la table 6.2.1 les cle´s sont compose´es de trois parties : (i) le contexte
dans lequel la cle´ se ve´rifie, (ii) l’e´le´ment identifie´ par la cle´, et (iii) les parties de l’e´le´ment qui forment la
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cle´. La se´mantique d’une cle´ est donne´e par la de´finition ci-dessous : cette de´finition impose qu’a` partir
de chaque nœud n identifie´ par la cle´ (c’est-a`-dire, chaque nœud target) il existe une et une seule instance
pour chaque chemin Pi (troisie`me partie d’une cle´).
De´finition 6.2.3 - Satisfaction d’une cle´ : Soient T = (D, t) un arbre XML et Query la requeˆte
arbre de la figure 6.3(c), correspondant a` la cle´ γ = (C, (Tg, {P1, . . . , Pk})). Quelque soient les projections
Π1Query(T ) et Π
2
Query(T ) co¨ıncidant au moins en C, les proprie´te´s suivantes sont respecte´es :
1. Soit I i l’instance du chemin C/Tg sur T et pre´fixe commun des parcours simples dans la projection
ΠiQuery(T ). A` partir de la position LastPosition(I
i ), il n’existe pas d’autre projection possible de Pj
(pour tout 1 ≤ j ≤ k) que celle de ΠiQuery(T ).
2. Le n-uplet τ1Query[C/Tg/P1, . . . , C/Tg/Pk] ne contient aucune valeur null et si
τ1Query[C/Tg/P1 . . . C/Tg/Pk] = τ
2







Query sont des n-uplets re´sultats de Query sur T par rapport aux projections Π
1
Query(T ) et
Π2Query(T ), respectivement. 2
Sur le document de la figure 6.1, soit la cle´ K1 = (fac(/students/student, ({id}))) qui, dans notre
exemple, indique que le nume´ro d’identification d’un e´tudiant est unique dans tout le document (puisque
la racine est le nœud fac).
6.2.4 Cle´s e´trange`res
Les cle´s e´trange`res sont un cas particulier de de´pendances d’inclusion ou` le cote´ droit de la de´pendance
est une cle´. Un arbre T satisfait une cle´ e´trange`re γ = (C, (TgR, {P R1 , . . . , P
R
k }) ⊆ (Tg, {P1, . . . , Pk}))
ssi la cle´ (C, (Tg, {P1, . . . , Pk})) est satisfaite et si la XID exprime´e par la figure 6.3(d) l’est aussi
(de´finition 6.2.2).
Comme exemple sur le document de la figure 6.1, soit la cle´ e´trange`re FK1 :
(fac, (/students/student, {/courseTaken/courseCode} ⊆ (/students/course, {code}))
qui assure que les e´tudiants suivent des cours enregistre´s a` la fac.
6.3 Ve´rification des contraintes d’inte´grite´
Comme dans la validation de sche´ma, pre´sente´e dans le chapitre 4, dans nos travaux nous proposons
une validation des contraintes d’inte´grite´ qui correspond a` un parcours a` la SAX de l’arbre XML. La
premie`re validation (from scratch) peut stocker certaines informations qui seront utilise´es et mises a` jour
pendant la validation incre´mentale. Dans nos travaux [BCH+07, BHL07], nous avons conside´re´ seulement
la validation par rapport aux cle´s et aux cle´s e´trange`res. Ne´anmoins, cette me´thode peut eˆtre adapte´e
pour les autres contraintes d’inte´grite´. Dans ce me´moire nous proposons une description ge´ne´rale de
l’e´tape de validation, par rapport aux contraintes d’inte´grite´ de la section pre´ce´dente.
La syntaxe de nos contraintes d’inte´grite´ inspire une me´thode de validation homoge`ne qui ne´cessite
simplement un parame´trage diffe´rent selon le type de contrainte que nous voulons ve´rifier. Cette me´thode
de validation est compose´e de deux parties principales, a` savoir :
1. De´terminer les nœuds concerne´s par la contrainte : les nœuds contextes et les nœuds finaux, com-
portant les informations qui doivent eˆtre compare´es. Dans le cas des cle´s et des cle´s e´trange`res il
faut aussi de´terminer les nœuds cibles.
2. Remonter les valeurs implique´es dans la contrainte vers leur contexte afin de les tester a` ce niveau.
Comme nous avons vu dans la section 6.2, chaque contrainte est spe´cifie´e par diffe´rentes parties d’un
chemin simple. Les nœuds se´lectionne´s via ces diffe´rentes parties de chemin ont un roˆle bien de´fini dans la
ve´rification de la contrainte. Pour de´terminer les nœuds concerne´s par une contrainte, nous conside´rons
ces diffe´rentes parties de chemin la composant et nous utilisons un automate d’e´tats fini pour chacune. En
d’autres termes, e´tant donne´ un chemin de´fini par deux parties principales P = C/Q, au lieu de travailler
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avec un seul automate d’e´tats fini AP , nous utilisons les deux automates AC et AQ pour pouvoir bien
e´tablir le roˆle des nœuds importants dans le contexte de la contrainte.
La table 6.3.1 indique les automates d’e´tats finis (FSA) ne´cessaires pour chacune de nos contraintes.
Les automates AP et AQ sont spe´ciaux. Les multiples chemins (P1, . . . , Pk) sont repre´sente´s dans un
automate AP (via des branches OR) mais son comportement correspond a` conside´rer plusieurs automates,
un pour chaque chemin Pi. Par exemple, la contraint (m, {a/b, c/d} de´finit P1 = a/b et P2 = c/d.
Pour simplier les explications, l’automate AP est repre´sente´ par un diagramme ayant une bifurcation
partant d’un e´tat initial et allant dans deux e´tats diffe´rents, selon la lecture de a ou c. Ne´anmoins, le
comportement de AP consiste a` conside´rer deux automates, a` savoir : un construit a` partir de a/b et
l’autre construit a` partir de c/d. L’automate AQ est construit de fac¸on similaire. De plus, remarquer que,
selon la contrainte, nous pouvons avoir diffe´rents automates pour repre´senter les diffe´rentes parties des
chemins. Pour les de´pendances fonctionnelles et d’inclusion, l’automate AP repre´sente le cote´ gauche et
l’automate AQ repre´sente le cote´ droit. Les cle´s et les cle´s e´trange`res ont besoin des automates ATg .
La proce´dure de ve´rification des contraintes d’inte´grite´ peut eˆtre effectue´e par une grammaire d’attri-
buts. Les grammaires d’attributs (introduites par Knutt en 1968) fournissent un me´canisme pour marquer
les nœuds d’un arbre avec des attributs via des re`gles se´mantiques qui peuvent fonctionner de fac¸on bottom-
up (pour les attributs synthe´tise´s) ou de fac¸on top-down (pour les attributs he´rite´s) [ASU88]. Ainsi, une
grammaire d’attributs est une grammaire hors contexte, e´tendue par des attributs. Pour ajouter de l’in-
formation aux symboles non terminaux d’une grammaire hors contexte nous leur associons un ensemble
d’attributs. Chaque attribut a un domaine de valeurs. La valeur de chaque attribut a` chaque nœud de
l’arbre est de´finie par des re`gles se´mantiques.
Table 6.3.1 - Contraintes d’inte´grite´ : leurs automates d’e´tats finis et leurs attributs
Contraintes FSA Types d’attributs
(C, ({P1 [E1], . . . , Pk [Ek]} → Q [E])) AC , AP et AQ he´rite´ : conf
synthe´tise´s : c et f
(C, ({P1, . . . , Pk} ⊆ {Q1, . . . , Qk})) AC , AP et AQ he´rite´ : conf
synthe´tise´s : c et f
(C, (Tg, {P1, . . . , Pk})) AC , ATg et AP he´rite´ : conf
synthe´tise´s : c, tg et f
(C, (TgR, {P R1 , . . . , P
R




P he´rite´ : conf
ATg et AP synthe´tise´s : c, tg et f
Dans ce cadre de ve´rification des contraintes, la grammaire a` enrichir avec des attributs aurait pu eˆtre
celle qui de´finit le type du document, c’est-a`-dire, le sche´ma (section 2.2). Ne´anmoins, dans nos travaux,
comme les contraintes d’inte´grite´ sont des contraintes inde´pendantes du sche´ma, la grammaire utilise´e
est celle qui de´crit un arbre XML ge´ne´ral, a` savoir :
(1) Une re`gle ge´ne´rale pour indiquer, a` partir d’un nœud ayant l’e´tiquette a, la de´rivation de n fils :
A→ α1, . . . , αn
(2) Une re`gle spe´ciale pour de´finir la racine : R→ α1, . . . , αn.
(3) Une re`gle spe´ciale pour de´finir des feuilles associe´es a` des donne´es : A→ data.
Cette grammaire est e´tendue par l’ajout de re`gles se´mantiques compose´es des attributs et des actions
contenant des informations concernant les contraintes d’inte´grite´.
Pendant le parcours de la racine vers les feuilles l’algorithme de validation de´termine, avec l’aide des
automates a` e´tats finis, le roˆle de chaque nœud par rapport a` la contrainte d’inte´grite´ : chaque nœud
contient un attribut, appele´ confi, pour chaque contrainte γi devant eˆtre ve´rifie´e. L’attribut he´rite´ confi
contient une information (nous parlons de la configuration de l’automate d’e´tats fini) qui exprime le roˆle
du nœud par rapport a` la contrainte γi.
Ainsi, nous parcourons l’arbre XML en suivant les automates d’e´tat finis correspondant aux contraintes.
La valeur de l’attribut he´rite´ confi refle`te le roˆle d’un nœud par rapport a` la contrainte γi. Soit AC l’au-
tomate d’e´tats fini concernant le chemin contexte de γi. Nous commenc¸ons avec AC dans son e´tat initial
e0 : confi de la racine contient la configuration AC .e0 (c’est-a`-dire, confi = {AC .e0}). Ensuite, nous
calculons confi pour chaque fils de la racine en exe´cutant l’automate AC sans oublier de ve´rifier si nous
avons besoin de changer d’automate, c’est-a`-dire, si nous sommes arrive´s a` un e´tat final de AC . Quand
cela se produit, l’automate suivant (ATg ou AP ) est utilise´ dans le calcul de confi. La proce´dure continue
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et ainsi les nœuds contexte ont pour configuration AC .fAC . ou` fAC . est l’e´tat final de AC , les nœuds cible
(pour les cle´s) ont pour configuration ATg .fATg ou` fAT g est l’e´tat final de ATg et les nœuds finaux ont
pour configuration AP .fAP ou` fAP est l’e´tat final de AP . De plus, les noeuds se trouvant sur les chemins
ont une configuration associe´e, ce qui va permettre de faire transiter les valeurs a` tester depuis les feuilles
vers les nœuds contextes.
Exemple 6.3.1 Dans la figure 6.4 nous faisons un zoom sur une partie du document de la figure 6.1
pour illustrer la validation de la de´pendance fonctionnelle :
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conf = { AP .e4, AQ.e′4}
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conf = { AP .e5} conf = { AP .e5} conf = { AQ.e6}
conf = { AP .e4, AQ.e′4}
conf = { AQ.e6} conf = { AQ.e6} conf = { AP .e5}conf = { AP .e5}
conf = { AP .e4, AQ.e′4} conf = { AP .e4, AQ.e
′
4}
conf = { AP .e3, AQ.e′3}
conf = { AC .e0}
conf = { AP .e3, AQ.e
′
3}
conf = { AQ.e6}
conf = { AC .e1, AP .e2, AQ.e′2}
Fig. 6.4: Ide´e ge´ne´rale de la validation de la XFD γ = (fac/students, ({/student/courseTaken/courseCode} →
{/student/courseTaken/deptName})). Le calcul des attributs he´rite´s.
Les automates AC , AP et AQ utilise´s dans la validation sont aussi illustre´s dans la figure 6.4. L’attribut
conf est calcule´ de manie`re top-down. Il est initialise´ avec la configuration AC .e0 pour indiquer que le point
de de´part est l’e´tat initial de l’automate AC . A` la position 0 de l’arbre, conf = {AC .e1, AP .e2, AQ.e′2},
nous sommes a` l’e´tat final de AC et a` l’e´tat initial
8 de AP et AQ . 2
Une fois arrive´ aux feuilles, nous utilisons la direction bottom-up, c’est-a`-dire, les attributs synthe´-
tise´s pour remonter des valeurs concernant les contraintes a` ve´rifier (voir la figure 6.5). Pour chaque
contrainte, diffe´rents attributs sont utilise´s : chaque roˆle diffe´rent, initialement spe´cifie´ par la syntaxe
des contraintes, correspond a` un attribut he´rite´. La table 6.3.1 donne un aperc¸u des attributs ne´cessaires
a` chaque contrainte. Les de´pendances fonctionnelles et d’inclusion ont besoin des attributs c pour les
8Dans l’imple´mentation ce n’est pas ne´cessaire de stocker l’e´tat final de l’automate AC
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valeurs contexte et f pour les valeurs finales. Les cle´s ont aussi un attribut tg pour les valeurs cibles. A`
chaque nœud ces attributs rec¸oivent des valeurs qui varient selon leur roˆle par rapport a` la contrainte γi
et aussi selon les attributs he´rite´s de leurs fils.
Aux feuilles associe´es a` une contrainte, les attributs f re´cupe`rent les valeurs qui doivent eˆtre remonte´es.
Aux positions p, correspondant a` un anceˆtres de´termine´ par la contrainte ces valeurs sont regroupe´s en
n-uplet. Ensuite, les n-uplets sont regroupe´s en ensemble de n-uplets jusqu’a` arriver au contexte pour une
ve´rification qui varie selon la contrainte prise en compte. L’attribut c stocke le re´sultat de cette ve´rification.
Les re´sultats des ve´rifications sont remonte´s a` la racine, donnant la de´cision pour le document complet.
A` chaque e´tape de cette remonte´e, des tests spe´cifiques aux contraintes peuvent eˆtre faits, comme par
exemple tester un n-uplet sur un nœud target pour ve´rifier si toutes les composantes d’une cle´ existent
(c’est-a`-dire, si tous les chemins P1 . . . Pk sont associe´s a` des instances de chemins comple`tes).
Remarque : Dans ce me´moire nous pre´sentons une ide´e ge´ne´rale de la me´thode. Les de´tails de l’approche,
expose´es dans [Lim07], ne sont pas traite´s ici. En effet, pour les XFD, [Lim07] utilise un attribut f
pour chaque chemin P1, . . . , Pk, Q (c’est-a`-dire, f1, . . . , fk, fQ). De plus, la combinaisons des valeurs pour
construire les n-uplets contenant les donne´es obtenus via P1, . . . , Pk ainsi que les donne´es obtenus via le
chemin Q est faite via un attribut fcombination. Ici, nous illustrons cette me´thode via un exemple tre`s
simple et sans faire la distinction entre les diffe´rents types d’attributs f . Nous remarquons seulement que
la combinaison des valeurs est faite sur les nœuds correspondant aux intersections entre les instances de
chemins de la XFD.
Exemple 6.3.2 Dans la figure 6.5 nous conside´rons encore le zoom de la figure 6.4 pour illustrer le calcul
des attributs c et f dans la validation de la de´pendance fonctionnelle :
γ = (fac/students, ({/student/courseTaken/courseCode} → {/student/courseTaken/deptName}))
Les attributs c et f sont calcule´s de fac¸on bottom-up. Toutes les valeurs concernant γ sont stocke´es aux
feuilles, dans les attributs f pour ensuite eˆtre regroupe´es en n-uplets (dans la figure 6.5, les positions
pe`re de celles contenant les valeurs). Dans la figure 6.5, nous remarquons qu’aux positions e´tiquete´es
par student des ensembles de n-uplets sont forme´s et que, aux positions e´tiquete´es students, les tests
concernant la XFD γ sont effectue´s. Le re´sultat montre (meˆme si l’exemple ne montre pas l’instance
comple`te du document) que l’arbre XML est valide par rapport a` γ. 2
En conclusion, les attributs synthe´tise´s servent a` ce processus de remonte´e : un attribut f est utilise´
entre une feuille et un nœud cible (dans le cas des cle´s) ou entre une feuille et un nœud contexte (dans le
cas des de´pendances) ; un attribut tg est utilise´ entre un nœud cible et un nœud contexte, et un attribut
c est utilise´ entre un nœud contexte et la racine. L’attribut c est donc calcule´ a` partir des attributs
pre´ce´dents (tg ou f , selon la contrainte) et l’attribut tg est calcule´ a` partir de l’attribut f .
Une ve´rification d’une contrainte d’inte´grite´ se re´alise donc pendant le parcours line´aire du document
XML (a` la SAX ). Pendant ce parcours, nous construisons un index des valeurs des contraintes, utile pour
ve´rifier les de´pendances d’inclusion et les cle´s e´trange`res et pour re´aliser une ve´rification incre´mentale
en cas de mise a` jour du document. Dans [BCH+07], nous discutons les de´tails de toute la me´thode de
validation de´crite ci-dessus applique´e aux cle´s et aux cle´s e´trange`res.
6.4 Validation incre´mentale par rapport aux contraintes d’inte´-
grite´
E´tant donne´ un arbre T = (D, t), un ensemble de contraintes d’inte´grite´ et une liste de mises a` jour L,
la validation incre´mentale par rapport aux contraintes d’inte´grite´ consiste a` ve´rifier si l’arbre mis a` jour
respecte ces contraintes en testant seulement les parties concerne´es par les mises a` jour. Nous proposons
un algorithme similaire a` l’algorithme 4.1.1 qui fait un parcours a` la SAX de l’arbre XML et qui traite
seulement les positions suivantes9 :
1. Toutes les positions qui sont un pre´fixe d’une position d’insertion.
2. Toutes les positions dont le pre´fixe est une position de suppression ou de remplacement.
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conf = { AP .e3, AQ.e′3}
f = {〈 C-Theory-07S1, ⊥2〉, 〈C-BD-07S2,Computing 〉}
students
student







f = {〈C-Theory-07S1, ⊥2〉}
. . .
. . .
f = {〈C-BD-07S2,Computing 〉}
f = {〈Computing 〉}
studentf = {〈C-BD-07S2,Computing 〉, 〈⊥1 Math 〉, 〈 C-Theory-07S1, Computing 〉}
c = {〈 true 〉}
c = {〈 true 〉}
f = {〈C-BD-07S2,Computing 〉}
f = {〈C-BD-07S2 〉}
f = {〈⊥1, Math 〉}
f = {〈 C-Theory-07S1, Computing 〉}
f = {〈 Math 〉}
f = {〈C-Theory-07S1 〉} f = {〈Computing 〉}
f = {〈Computing 〉}f = {〈C-BD-07S2 〉}f = {〈C-Theory-07S1 〉}
Fig. 6.5: Ide´e ge´ne´rale de la validation de la XFD γ = (fac/students, ({/student/courseTaken/courseCode} →
{/student/courseTaken/deptName})). Le calcul des attributs synthe´tise´s.
Pour effectuer une validation incre´mentale par rapport aux contraintes d’inte´grite´, des structures auxi-
liaires stockant des valeurs associe´es aux contraintes sont ne´cessaires. Ces structures (une par contrainte)
sont initialise´es pendant la premie`re validation from scratch et mises a` jour pendant la validation incre´-
mentale. L’algorithme suivant de´crit notre me´thode ge´ne´rale pour la validation incre´mentale par rapport
aux contraintes d’inte´grite´.
Algorithme 6.4.1 - Incremental Validation of Integrity Constraints wrt Multiple Updates
Input :
(i) doc : An XML document.
(ii) UpdateTable : A relation that contains updates to be performed on doc, similar to the one in Algo-
rithm 4.1.1.
(iii) ConstraintFSA : Set of finite state automata describing the paths that appear in the constraints.
(iv) AUX : Structure that contains the values resulting from the last validation performed on doc.
Output :
If doc remains valid after all operations in UpdateTable the algorithm returns the boolean value true,
otherwise false.
Local Variables :
(i) CONF : structure storing the inherited attributes.
(ii) SY NT : structure storing the synthesized attributes.
(iii) AuxTemp : copy of the initial AUX .
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(1) AuxTemp := AUX
(2) CONF := InitializeInhAttributes(ConstraintFSA)
(3) for each event v in doc do
(4) switch (v) do
(5) case start of element a at position p
(6) Compute CONFp using ConstraintFSA
(7) for each insert operation on position p in UpdateTable do
(8) if the insertion is not accepted then report “invalid” and halt
(9) if in UpdateTable there is no update on a position p′ such that p ≺ p′
(10) then skipSubTree(doc, a, p) ;
(11) case end of element a at position p
(12) Compute SY NTp using CONFp
(13) if there is a delete operation on position p in UpdateTable do
(14) then if the deletion is not accepted then report “invalid” and halt
(15) if there is a replace operation on position p in UpdateTable do
(16) then if the replacement is not accepted then report “invalid” and halt
(17) case value
(18) str := value(p)
(19) Compute SY NTp using CONFp and str
(20) if (¬valid(AuxTemp)) then report “invalid” and halt
(21) return true 2
L’algorithme 6.4.1 commence par copier la structure AUX dans une“copie de travail”AuxTemp. Cette
copie sera modifie´e pendant la validation incre´mentale qui prend en compte toute une liste de mises a`
jour. A` la fin, quand toute la liste a e´te´ prise en compte, si AuxTemp est cohe´rente, la structure AUX
sera remplace´e par AuxTemp.
L’algorithme utilise deux structures pour stocker les valeurs des attributs, a` savoir, CONF et SY NT .
A` chaque position p, la structure CONFp stocke les diffe´rents roˆles de p par rapport aux contraintes a`
ve´rifier. En effet, CONFp contient, pour la position p, un attribut conf pour chaque contrainte. La
structure SY NTp contient pour la position p, un n-uplet compose´ des attributs f , tg et c pour chaque
contrainte.
En arrivant a` une balise ouvrante a` la position p, l’algorithme 6.4.1 calcule les valeurs he´rite´es qui seront
stocke´es dans CONFp et traite les insertions sur p. De fac¸on similaire, en arrivant a` une balise fermante a`
la position p, l’algorithme 6.4.1 calcule les valeurs synthe´tise´es qui seront stocke´es dans SY NTp et traite
les suppressions et les remplacements. Nous rappelons que le calcul des valeurs synthe´tise´es de´pend non
seulement de CONFp mais aussi des re´sultats de chaque SY NTp′ , ou` p
′ est un fils de p.
Les insertions, les suppressions et les remplacements sont traite´s par des algorithmes spe´cifiques qui
ne sont pas pre´sente´s dans ce me´moire ([BCH+07]). Ces algorithmes effectuent diffe´rents tests, selon la
contrainte a` ve´rifier. Ils sont imple´mente´s comme des fonctions qui retournent vrai si les mises a` jour
sont accepte´es et faux dans le cas contraire. Remarquer que nous restons dans le contexte des mises
a` jour multiples et donc, dans certaines circonstances, une mise a` jour e´le´mentaire peut eˆtre accepte´e
temporairement : la de´cision finale sera prise seulement apre`s avoir pris en compte toute la liste de mises
a` jour. Par exemple, soit l’insertion d’une instance d’une cle´ e´trange`re a` une position p et supposez que les
valeurs de la cle´ correspondante n’existent pas dans l’arbre. Dans ce cas, nous pouvons accepter l’insertion
en espe´rant que les valeurs de la cle´ correspondante seront inse´re´es dans la suite de la mise a` jour multiple.
La structure AUX enregistre le fait que cette information n’est pas encore valide. Apre`s avoir traite´ toute
la liste, la structure AUX est ve´rifie´e (ligne 20).
Dans [BCH+07] nous pre´sentons la validation incre´mentale des cle´s et cle´s e´trange`res. Nous re´fe´renc¸ons




<!ATTLIST keyTree nameKey CDATA #REQUIRED>
<!ELEMENT context (target+)>
<!ATTLIST context pos CDATA #REQUIRED>
<!ELEMENT target (key+)>
<!ATTLIST target pos CDATA #REQUIRED refCount CDATA #REQUIRED>
<!ELEMENT key #PCDATA>]
Fig. 6.6: DTD de´crivant la structure d’un keyTree
expe´rimentaux. Dans ce me´moire nous allons seulement illustrer la validation incre´mentale via l’exemple
qui est pre´sente´ dans la the`se de Adriana de Lima ([Lim07]).
Nous rappelons que pendant la validation from scratch par rapport aux cle´s et aux cle´s e´trange`res, la
structure AUX (qui dans le cas des cle´ est appele´e KeyTree) est cre´e. Le KeyTree garde toutes les valeurs
de la cle´ trouve´es dans le document, indiquant la position du contexte correspondant, la position de la
cible, et les valeurs associe´es a` chaque composant de la cle´. La figure 6.6 de´crit cette structure d’index
avec la notation de DTDs. Pour chaque cle´ K qui doit eˆtre respecte´e par le document XML, nous cre´ons
le keyTreeK correspondant. Aussi, pour chaque cle´, un compteur de re´fe´rences, appele´ refCount stocke le
nombre de cle´s e´trange`res faisant re´fe´rence a` la cle´.
Exemple 6.4.1 Soient l’arbre T de la figure 6.7 et la se´quence suivante de mises a` jour :
(1) Une insertion d’une nouvelle recette a` la position 0.1 ;
(2) Une suppression dans la position 0.2 ;













































Fig. 6.7: Arbre XML qui de´crit une collection de recettes.
L’arbre T initial est valide par rapport aux contraintes suivantes :
K : (bd/collection, (//recette, {/nom, /auteur}))
FK : (bd/collection, (/recettes preferees/preferee, {/nom recette, /nom auteur}) ⊆ (//recette, {/nom,
/auteur}))
Une copie du keyTree original est conserve´e dans AuxTemp (ici appele´ keyTreeTemp). La structure key-
TreeTemp est temporaire et sera employe´e dans la validation des mises a` jour sur T concernant K et FK.
La se´quence de mises a` jour est examine´e pendant le parcours de l’arbre T , en suivant l’algorithme 6.4.1.
Nous pouvons constater que les tests sont exe´cute´s dans l’ordre suivant :
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1. Quand la balise d’ouverture de l’e´le´ment recette dans la position 0.1 est atteinte, il existe une
insertion devant eˆtre exe´cute´e. Le nouveau sous-arbre repre´sente une nouvelle recette qui contient
des instructions et ingre´dients pour la pre´paration d’une soupe de brocolis. Pour ve´rifier si l’insertion
est valide, la proce´dure insert (ligne 7 de l’algorithme 6.4.1) est exe´cute´e.
Remarquer qu’une condition ne´cessaire pour l’insertion d’un nouveau sous-arbre T ′ dans un arbre
T est que T ′ soit valide localement, c’est-a`-dire, que T ′ n’ait aucun proble`me interne de validite´ par
rapport aux contraintes qui sont pose´es sur T , comme par exemple, des valeurs double´es pour une
cle´. Ici, nous conside´rons l’insertion d’un arbre localement valide.
En suivant l’algorithme insert, si la position de mise a` jour est une position dans un chemin
cible (comme c’est le cas ici), alors les nouvelles valeurs cle´s doivent eˆtre enregistre´es dans key-
TreeTempK sous le contexte correspondant. Cependant, les valeurs cle´s peuvent exister de´ja` dans
keyTreeTempK :
(i) Si les valeurs cle´s de´ja` existantes sont venues d’une insertion incomple`te (de´clenche´e par une
insertion pre´ce´dente d’une cle´ e´trange`re) alors pos = 0 et l’insertion est a` comple´ter en remplac¸ant
la valeur de cet attribut pos par une valeur de position d’insertion.
(ii) Si la duplication ne vient pas d’une insertion incomple`te, alors il existe des valeurs cle´s double´es
et cette violation est marque´e en ajoutant l’attribut dup = “yes” a` l’instance de cle´ originale dans
keyTreeTempKi .
Dans notre cas, les valeurs a` inse´rer n’existent pas encore. Les nouvelles valeurs de cle´ sont ajoute´es
a` keyTreeTempK sous la collection de soupes (contexte a` la position 0, pre´fixe de la position 0.1),
comme le montre la figure 6.8. Notons que les attributs pos ne sont pas encore mis a` jour.





















Fig. 6.8: KeyTreeTempK apre`s l’insertion dans la position 0.1.
2. Quand la balise de fermeture de l’e´le´ment recette dans la position 0.2 est atteinte, une suppres-
sion doit eˆtre exe´cute´e (l’exclusion de la recette de Soupe aux champignons). Pour ve´rifier si la
suppression est accepte´e, l’ope´ration delete (ligne 13 de l’algorithme 6.4.1) est exe´cute´e.
Si la position de suppression p est une position dans un chemin cible et s’il existe des instances de cle´
devant eˆtre supprime´es sous un contexte de p, et si ces instances ne sont re´fe´rence´es par aucune cle´
e´trange`re, alors la suppression est accepte´e. Sinon, le nœud cible correspondant a` l’instance de cle´
dans keyTreeTempK est marque´ pour que la suppression soit faite poste´rieurement. La suppression
sera faite a` la fin si et seulement si toutes les re´fe´rences ont e´te´ retire´es.
Dans notre cas, la suppression concerne la cle´ K et donc les valeurs de K sous la position 0.2
doivent eˆtre exclues du keyTreeTempK par rapport au contexte dans la position 0. La figure 6.9
montre que cette suppression est retarde´e, puisque l’attribut refCount associe´ a` l’instance de cle´
Soupe aux champignons est e´gal a` 1. Pour cela, l’attribut del = yes est ajoute´ a` l’instance de cle´
dont la position cible est 0.2.
3. Quand la balise de fermeture de l’e´le´ment recette preferee dans la position 0.3.0 est atteinte, la
suppression de la recette pre´fe´re´e ayant numero = 1 doit eˆtre faite.
Dans l’algorithme delete, si la position de mise a` jour p est une position dans un chemin cible
d’une cle´ e´trange`re, alors la suppression est accepte´e et les attributs refCount correspondants sont
de´cre´mente´s dans keyTreeTempK pour les cle´s re´fe´rence´es. Si l’attribut refCount est affecte´ avec
0 et si l’instance de la cle´ dans keyTreeTempKi a e´te´ marque´e pre´ce´demment pour eˆtre supprime´e











































Fig. 6.10: KeyTreeTempK apre`s la suppression de la position 0.3.0.
Dans notre cas, la suppression concerne la cle´ e´trange`re FK (qui fait re´fe´rence a` K). Les valeurs au-
dessous de la position 0.3.0 doivent eˆtre exclues de keyTreeTempK dans la collection de soupes (contexte
dans position 0). Cette exclusion est accomplie en retirant 1 a` l’attribut refCount correspondant a` Soupe
aux champignons. A` ce point, puisque refCount revient a` 0 et le n-uplet associe´ a` Soupe aux champignons
a e´te´ marque´ pour une suppression poste´rieure, alors cette suppression est effectue´e, et la figure 6.10
montre le keyTreeTempK re´sultant. A` la fin de la se´quence de mises a` jour, il est ne´cessaire de traverser le
keyTreeTempK pour : (a) mettre a` jour les attributs pos et (b) ve´rifier l’existence de marques de violation
de contrainte. 2
Dans l’algorithme 6.4.1, chaque position de mise a` jour active une e´tape de validation qui de´pend du
type de la mise a` jour demande´e. Pour de´couvrir si une contrainte est concerne´e par une mise a` jour,
les algorithmes consultent la liste Listaux qui contient le re´sultat de la validation locale du sous arbre
T subp (a` inse´rer ou a` supprimer). La liste Listaux est une structure auxiliaire qui contient, pour le sous
arbre T subp , les valeurs stocke´es par les attributs synthe´tise´s ainsi que certaines informations a` stocker
dans AUX . Elle est structure´e selon les contraintes que nous voulons ve´rifier et est construite en temps
O(|T subp |) car, en ge´ne´ral, nous devons parcourir le sous arbre pour connaˆıtre les valeurs concernant les
contraintes a` valider.
Les algorithmes qui traitent les mises a` jour font des tests sur Listaux et comparent ses valeurs avec
celles stocke´es dans AUX . Cette ope´ration de´pend du type de contrainte, mais peut eˆtre effectue´e en
temps O(n.N) ou` n est le nombre de contraintes et N le nombre d’occurrences pour une contrainte.
Ainsi, les m mises a` jour sont traite´es en temps O(m(|T subp |+ n.N)).
6.5 Travaux lie´s
Dans nos travaux nous nous sommes inte´resse´s a` la validation incre´mentale des contraintes d’inte´grite´.
Ne´anmoins, diffe´rents types de proble`mes lie´s aux contraintes d’inte´grite´ ont e´te´ traite´s dans la litte´rature.
Dans cette section nous offrons un aperc¸u de ces travaux, en les classant dans diffe´rents the`mes. Nous
conside´rons d’abord les diffe´rentes contraintes d’inte´grite´ traite´es en XML, en particulier les de´pendances
fonctionnelles. Comme dans le mode`le relationnel, il est important d’e´tudier les proble`mes de de´cision
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concernant les contraintes d’inte´grite´. Nous re´fe´renc¸ons des travaux dans ce domaine ainsi que ceux
mentionnant le traitement des informations incomple`tes. Les relations entre les contraintes de sche´ma
et les contraintes d’inte´grite´ me´ritent d’eˆtre discute´es, comme montre´ dans certaines publications. Nous
comparons notre travail avec autres propositions pour la validation de contraintes d’inte´grite´. Finalement,
nous re´fe´renc¸ons des travaux ou` les requeˆtes arbre ou l’ide´e de projection sur un document XML sont
utilise´es.
Les contraintes d’inte´grite´
Dans nos travaux nous avons conside´re´ les cle´s et les cle´s e´trange`res en suivant l’approche des travaux
de l’Universite´ de Pennsylvanie (voir, par exemple, [BDF+03]). Ainsi, nos cle´s sont de´finies de fac¸on
inde´pendante du type du document.
Dans [LLL02] nous trouvons un des premiers travaux sur les XFD. Les ide´es propose´es sont inte´res-
santes mais les concepts ne sont pas pre´cis. Par exemple, les auteurs n’ont pas de´fini leur notion d’e´galite´.
Dans [AL02, VLL04, LVL03, HT06, WT05] nous trouvons des propositions plus connues et pre´cises
concernant les XFD. Les points de divergence et d’accord entre plusieurs de ces travaux ont e´te´ discute´s
dans [HT06, WT05]. Dans [BHL07, Lim07] notre but est d’introduire une syntaxe homoge`ne pour repre´-
senter diffe´rents types de contraintes d’inte´grite´ tout en de´finissant une se´mantique capable d’englober
plusieurs aspects de ces travaux. Ce me´moire de HDR re´sume l’approche pre´sente´e dans [BCH+07, BHL07]
et, en plus, propose l’utilisation des requeˆtes arbre qui, a` mon avis, rend les explications plus simples et
ouvre une perspective de recherche inte´ressante.
Des petites variations existent entre les langages de chemins propose´s dans [AL02, VLL04, WT05]. Le
langage de chemin dans [AL02, VLL04] spe´cifie seulement des chemins simples. Le langage de chemins
de [WT05] a plus de pouvoir d’expression. Dans [WT05] les chemins peuvent eˆtre simples, compose´s,
ascendants ou descendants. Un chemin simple est descendant et ne contient pas de wildcards alors qu’un
chemin compose´ consiste en un chemin ascendant suivi d’un chemin descendant. Dans toutes ces approches
le langage de chemin utilise´ correspond a` un langage de requeˆte unaire. L’approche de [HT06] est diffe´rente
car le langage de chemin est n-aire. En effet, la requeˆte de chemin est repre´sente´e par un arbre.
Dans tous les travaux cite´s auparavant ([AL02, BDF+03, HT06, VLL04, WT05]) les chemins de´finis
dans un langage donne´ sont ensuite instantie´s sur le document XML. Pour cela chaque auteur propose une
de´finition compatible avec ses langages de chemin. Par exemple, la de´finition de XFD de [AL02] introduit
la notion de tree tuple qui est une fonction qui associe a` un chemin une position d’un arbre XML. A`
partir de cette notion, les auteurs de´finissent une arborescence sur l’arbre XML (notion a` rapprocher
de notre de´finition 6.1.7) et conside`rent des n-uplets (similaire a` nos n-uplets de la de´finition 6.1.8) qui
sont compare´s pendant la ve´rification d’une XFD. Dans [VLL04] le concept d’un ensemble de chemins
simples et ferme´ sur pre´fixe correspond au concept de motif que nous avons utilise´ dans [BHL07]. Mais,
chez ces auteurs toutes les de´finitions sont faites sur le concept de chemin simple, descendant. Bref, l’ide´e
(plutoˆt pe´dagogique) d’un chemin et d’un parcours arborescent n’est pas utilise´e. Comme nous avons de´ja`
dit, la de´finition de XFD de [HT06] est a` rapprocher du concept de requeˆte arbre que nous utilisons ici.
La de´finition des XFD est faite sur les concepts d’homomorphisme, d’isomorphisme et de v-sous-graphe
(graphe ou arbre qui posse`de un nœud de de´part v et dont la fin est une feuille). L’isomorphisme est utilise´
pour de´terminer l’e´quivalence de deux sous-arbres et cette e´quivalence est similaire a` l’e´galite´ par valeur
a` partir de la racine (de´finition 6.1.10). Meˆme si le point de de´marrage (un langage de requeˆte n-aire)
est diffe´rent de celui de [AL02] (un langage de requeˆte unaire), les deux approches sont similaires car
les de´pendances fonctionnelles sont de´finies via des structures arborescentes (des parcours arborescents).
Une originalite´ de [WT05] est l’utilisation de diffe´rents type d’e´galite´.
Les proble`mes de de´cision : la satisfaction et l’implication des contraintes
Dans nos travaux, nous n’avons pas conside´re´ les proble`mes de de´cision. Ne´anmoins, le proble`me de la
satisfaction et de l’implication sont tre`s importants dans plusieurs applications pour assurer la viabilite´
d’un ensemble de contraintes ou pour minimiser le nombre de contraintes a` ve´rifier lors de l’exe´cution
d’une validation ou encore dans l’analyse de la propagation des contraintes sur des vues. Ces proble`mes
ont e´te´ le sujet de certains travaux que nous commentons ici, tout en essayant de placer nos propositions
dans le cadre des re´sultats publie´s.
Proble`me de la satisfaction (finie) des contraintes : E´tant donne´ un ensemble C de contraintes dans un
85
langage L, existe t-il un arbre XML (fini) T qui satisfait C ?
Proble`me de l’implication (finie) des contraintes : E´tant donne´ un ensemble C de contraintes et une
contrainte c, exprime´es dans un langage L, est-ce que n’importe quel document (fini) qui satisfait C
satisfait aussi c ? Autrement dit, nous voulons savoir si C |= c ?
Dans le cadre du mode`le relationnel, les travaux sur les proble`mes de la satisfaction et de l’implication
sont nombreux et certains re´sultats me´ritent d’eˆtre rappele´s ([AHV95, LL99]). Le proble`me de la satis-
faction pour les cle´s et plus ge´ne´ralement pour les de´pendances fonctionnelles est trivial (conside´rer une
base vide). Mais, en plus, e´tant donne´ un ensemble de contraintes contenant des de´pendances fonction-
nelles standards (la partie gauche n’est pas vide) et des de´pendances d’inclusions nous pouvons toujours
trouver une instance finie qui satisfait pre´cise´ment (c’est-a`-dire, pas plus) cet ensemble de contraintes
(et ses conse´quences logiques) [FV83, LL99]. Le proble`me de l’implication dans les cas de de´pendances
fonctionnelles (et aussi pour les cle´s) est de´cidable en temps line´aire, alors que pour les de´pendances d’in-
clusion le proble`me est PSPACE complet. Le proble`me est inde´cidable si les de´pendances fonctionnelles
et d’inclusion sont conside´re´es ensemble. Un re´sultat similaire est obtenu pour l’implication des cle´s et
des cle´s e´trange`res. Ces re´sultats ont motive´ des travaux de recherche prenant en compte des sous classes
des de´pendances d’inclusion comme les de´pendances non circulaires ou les de´pendances unaires ([LL99]).
Dans le cadre de XML la situation peut eˆtre plus complique´e a` cause de la structure hie´rarchique des
donne´es. Comme explique´ dans [BDF+01, BDF+03] certaines propositions de cle´ ne sont pas satisfaisables
de fac¸on finie duˆ aux restrictions d’existence et d’unicite´ impose´es (ces restrictions n’existent pas pour
les autres contraintes). Par exemple, une cle´ K = (//, {k}) ou` le nœud contexte est la racine et le nœud
cible est tout autre nœud du l’arbre, impose a` tout e´le´ment d’avoir une cle´ k (y compris tout e´le´ment
ayant le nom k). En d’autres termes, cette contrainte de cle´ impose une chaˆıne infinie de k nœuds et
ainsi il n’existe pas un document fini capable de satisfaire cette contrainte. La de´finition d’une cle´ forte
de [BDF+03], nous permet de spe´cifier une cle´ comme la cle´ K ci-dessus : (1) le langage de chemin
propose´ permet la de´finition des cibles comme dans K et (2) une cle´ forte impose l’unicite´ et l’existence
des chemins Pi.
Dans notre cas (section 6.2.3), meˆme si nous imposons que chaque chemins Pi existe et soit unique,
la spe´cification d’une telle cle´ n’est pas possible. En effet, le chemin // ne fait pas partie du langage PL
ici conside´re´10. De meˆme, dans nos travaux pre´ce´dents [BCH+07], alors que le langage de chemin est le
meˆme que celui utilise´ dans [BDF+01, BDF+03], les chemins Pi des cle´s sont de´finis comme spe´ciaux car
ils doivent toujours finir sur un nœud data (et donc sans fils). Nos cle´s sont donc des cas plus restreints
des cle´s fortes de [BDF+01, BDF+03]. A` partir des re´sultats de [BDF+03] nous constatons que notre
proposition de cle´ est satisfiable pour des document finis. Cela concerne aussi le proble`me d’implication.
Dans [BDF+03] nous trouvons la preuve de la de´cidabilite´ en PTIME du proble`me de l’implication (finie)
pour les cle´s.
Dans [FS03] nous trouvons une e´tude des proble`mes de l’implication et de l’implication finie des
cle´s et des cle´s e´trange`res (ensemble) sur trois langages de contraintes propose´s par les auteurs. Ces
langages permettent seulement la de´finition des cle´s et des cle´s e´trange`res en termes d’attributs XML.
Pour un langage permettant l’expression des cle´s et cle´s e´trange`res avec plusieurs attributs (similaires
a` celles du mode`le relationnel), les proble`mes de l’implication et de l’implication finie sont inde´cidables.
Ne´anmoins, ces proble`mes sont de´cidables lorsque nous avons une restriction de cle´ (c’est-a`-dire, pour un
type d’e´le´ment, il existe un seul ensemble d’attributs X capable de constituer une cle´). Pour les autres
langages (moins puissants) les proble`mes deviennent de´cidables en temps line´aire.
Une axiomatisation finie pour une classe de XFD est propose´e dans [HT06]. Nos de´pendances fonc-
tionnelles peuvent exprimer celles propose´es par [HT06], mais contrairement a` [HT06], notre utilisation
des deux types d’e´galite´ nous permet de de´finir des XFD concernant des nœuds internes. Nous devons
donc ve´rifier si les axiomes de [HT06] s’appliquent dans ce cas ainsi que dans notre traitement des in-
formations incomple`tes. Meˆme si [AL02, VLL04, WT05] de´finissent une forme normale pour XML, ces
articles ne proposent pas une axiomatisation pour les XFD. Le proble`me de l’implication des XFD avec
des contraintes de sche´ma d’une DTD est aborde´ dans [AL02]. Dans [VSL+04], les auteurs proposent une
axiomatisation pour les XID.




Les documents XML incomplets, c’est-a`-dire ayant des valeurs inconnues, sont mentionne´s dans [AL02]
et la satisfaction faible ou forte peut eˆtre applique´e. Dans [VLL04] la satisfaction forte est adopte´e.
Dans [HT06] les valeurs inconnues sont caracte´rise´es pour eˆtre e´vite´es lors de la de´finition de l’axiome de
transitivite´. De cette fac¸on, leur axiomatisation s’applique a` des XFD comple`tes (sans null). Dans [AL02,
HT06, WT05], des questions concernant l’axiomatisation et des formes normal sont conside´re´es.
Les contraintes d’inte´grite´ et de sche´ma
Un paralle`le entre sche´ma (type du document) et chemin est possible. Un sche´ma e´tablit la structure
voulue d’un document XML. Un arbre XML valide par rapport a` un sche´ma est une instance du sche´ma.
Un chemin P dans un langage de chemin donne´ peut eˆtre vu comme un sche´ma qui de´finit un parcours
vertical et sans branchement sur un arbre XML. Ainsi, un ensemble de chemins PathT est un sche´ma
moins contraignant que ceux pre´sente´s dans la section 2.2. Re´ciproquement, un arbre XML est une
collection d’instances de chemins qui partent de la racine. L’utilisation d’un ensemble de chemins, plutoˆt
qu’un sche´ma nous place dans un contexte plus ge´ne´ral, car la conformite´ d’un arbre XML a` un ensemble
de chemins est moins restrictive que la conformite´ par rapport a` une grammaire LTG ou STTG [VLL04],
surtout parce qu’il n’y a pas de notion d’ordre entre chemins.
Pour autant, la conformite´ d’un arbre par rapport a` un ensemble de chemins est une condition suf-
fisante pour la ve´rification des contraintes d’inte´grite´. C’est la de´marche adopte´e dans [BDF+01], qui
permet de spe´cifier des contraintes d’inte´grite´ inde´pendamment d’un sche´ma, e´galement dans [AL02], qui
utilise l’ensemble de tous les chemins dans une DTD D, note´ Path(D). C’est aussi ce que repre´sente le
graphe-sche´ma utilise´ dans [HT06] et l’ensemble de chemins le´gaux de [VLL04].
Nos travaux prennent en compte cette “inde´pendance” par rapport aux sche´mas. Dans [BHL07] nous
introduisons la notion de motif (qui correspond, en fait, a` l’ensemble de chemins simples, ferme´ par
pre´fixes, de´fini par une requeˆte Query). Pour formaliser la notion de contraintes d’inte´grite´ et leur axio-
matisation, dans [BHL07] nous avons conside´re´ que T est conforme a` X (note´ T / X), ou` X peut eˆtre
Paths(D), un motif, un ensemble de chemins le´gaux ou un graphe sche´ma. Autrement dit, e´tant donne´e
X , un sche´ma Υ et un arbre T , l’arbre T peut eˆtre non valide par rapport a` Υ tout en e´tant conforme
a` X (et cela suffit pour valider T en fonction des contraintes d’inte´grite´). Nous pouvons eˆtre inte´resse´s
par une validation par rapport aux deux types de contraintes tout en gardant leur inde´pendance. C’est
notre approche dans [BCH+07], ou` e´tant donne´ des contraintes de sche´ma et des contraintes de inte´grite´
et supposant qu’elles soient cohe´rentes entre elles, les algorithmes de validation, propose´s de fac¸on inde´-
pendante, peuvent eˆtre inte´gre´s pour permettre la validation de deux types de contraintes dans un seul
parcours du document.
La ve´rification de la cohe´rence des contraintes n’est pas une question simple, mais nous ne la consi-
de´rons gue`re dans nos travaux. En effet, savoir s’il existe un document XML satisfaisant en meˆme
temps des contraintes d’inte´grite´ et des contraintes de type donne´es par une DTD est le the`me des
articles [AFL02, AFL05]. Le but est de valider des spe´cifications XML statiquement (en temps de compi-
lation). Or, contrairement au mode`le relationnel ou` les cle´s et les cle´s e´trange`res peuvent eˆtre spe´cifie´es
sans soucis de cohe´rence avec le sche´ma, dans le cadre de XML des contraintes de type (une DTD) peuvent
interagir avec les cle´s et les cle´s e´trange`res. Cela rend l’analyse de la cohe´rence des contraintes beaucoup
plus complique´e. L’e´tude pre´sente´e dans [AFL02, AFL05] conside`re plusieurs classes de contraintes et
pre´sente les re´sultats de complexite´ pour les proble`mes de la cohe´rence des cle´s, cle´s e´trange`res combine´es
avec les contraintes d’une DTD. Les re´sultats montrent que pour les classes plus ge´ne´rales le proble`me
est inde´cidable, restant NP-complet pour la classe de contraintes absolues unaires. Le test de cohe´rence
est line´aire pour la classe contenant seulement les contraintes de cle´s sur une DTD.
La validation des contraintes d’inte´grite´
Comme nous avons de´ja` dit, dans nos travaux, les contraintes d’inte´grite´ sont spe´cifie´es inde´pendam-
ment des contraintes de type. Nous avons ainsi propose´ des algorithmes de validation inde´pendants. Cette
approche est la meˆme que celle suivie par [BDF+01, VLL04, WT05], entre autres. Dans des propositions
comme [FKS01] les contraintes de types et les contraintes d’inte´grite´ sont conside´re´es, mais en imposant
des restrictions sur la de´finition des types. La validation incre´mentale de contraintes dans [BBG+02] est
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fonde´e sur un ge´ne´rateur de code qui recalcule des formules logiques correspondant a` des contraintes.
Les informations sur le type permettent l’optimisation. Dans [CDZ02], un validateur pour les contraintes
XML est pre´sente´. Meˆme si ce travail est similaire au notre, il se consacre exclusivement aux contraintes
de cle´. De plus, leur validation incre´mentale prend en compte une seule mise a` jour et non des mises a`
jour multiples comme dans nos algorithmes.
Les requeˆtes arbre et les projections
Dans ce me´moire, des requeˆtes arbre sont utilise´es pour exprimer les contraintes d’inte´grite´. Cette
proposition s’inspire des requeˆtes arbre propose´es dans [Deb05, GI06], mais nous restons dans un cadre
beaucoup plus simple : (1) nos requeˆtes utilisent seulement les axes descendant et pe`re (par rapport aux
axes de XPath) ; (2) une requeˆte arbre est une abre´viation d’un ensemble de requeˆtes de chemins dans un
langage comme PL et (3) les nœuds se´lectionne´s sont seulement ceux ne´cessaires dans la de´finition des
contraintes. L’ide´e de requeˆtes arbre n’est pas nouvelle. Ces requeˆtes sont, en ge´ne´ral, plus sophistique´es
que les noˆtres car elles utilisent diffe´rents axes du langage XPath comme labels possibles pour les arcs.
Parmi les travaux ou` l’ide´e de requeˆtes graphe est pre´sente´e, nous pouvons citer [BFK03, Deb05,
GI06, GKS04, HT06]. Dans [BFK03] les concepts de forest pattern et tree pattern sont introduits pour
caracte´riser des requeˆtes XPath. Une requeˆte graphe sur un document XML colore´ permettant l’utilisation
des 13 axes est propose´e dans [Deb05]. Dans ce travail, la possibilite´ d’un nœud OR dans la requeˆte
graphe est une extension des requeˆtes conjonctives de [GKS04]. L’e´valuation sur un document XML T
d’une requeˆte CoreXPath sans ne´gation (cas particulier d’une requeˆte arbre) q a une complexite´ line´aire
(O(|q|.|T |)). Ce re´sultat, publie´ dans [GKS04], est e´tendu dans [Deb05] pour les documents colore´s. Les
requeˆtes arbre dans [GI06] ont des arcs associe´s a` des expressions re´gulie`re sur Σ (l’alphabet de l’arbre
XML). Ces requeˆtes sont descendantes et n-aires. Le but du travail est de´terminer statiquement l’impact
d’une mise a` jour (de´finie par des requeˆtes arbre) sur des vues (e´galement de´finies par des requeˆtes arbre).
Dans [BCCN06] des re`gles de de´duction sont de´finies pour pouvoir, statiquement, infe´rer un projecteur
a` partir d’un chemin XPath P (une requeˆte) et d’une DTD. Le projecteur est un ensemble de labels et
correspond en fait a` la notion de motif que nous avons utilise´ dans [BHL07] et qui peut eˆtre obtenu
a` partir de notre requeˆte Query. L’approche [BCCN06] pre´sente un syste`me d’infe´rence de type pour
obtenir le projecteur (ou motif) en prenant en compte les restrictions d’une DTD. Ce formalisme permet
aux auteurs de prouver que leur projecteur est correct et minimal (sous certaines conditions impose´es sur
la DTD). Contrairement a` [BCCN06], notre de´finition de l’ensemble de chemins simples obtenus a` partir
d’une requeˆte Query est non constructive et inde´pendante du sche´ma. En effet, chez nous, le motif (ou
projecteur) n’est pas calcule´ explicitement - il est exprime´ via les automates d’e´tats finis de´finis par les
contraintes d’inte´grite´.
Dans [BCCN06], une fois le projecteur calcule´, la projection d’un document XML sur ce projecteur
peut eˆtre calcule´e par un parcours SAX du document. Le but de [BCCN06] est l’obtention d’une projec-
tion capable d’eˆtre l’approximation de diffe´rentes requeˆtes. Ainsi, pour re´pondre a` une requeˆte, il n’est
pas ne´cessaire de manipuler tout le document XML mais seulement les parties pouvant influencer la
requeˆte. La proce´dure pour l’obtention de la projection est similaire a` notre e´tape de validation dans
laquelle les automates d’e´tats finis correspondant aux contraintes sont utilise´s. Plus encore, notre struc-
ture auxiliaire (AUX), obtenue lors d’une premie`re validation from scratch, peut eˆtre vue comme une
projection par rapport aux Query qui de´finissent nos contraintes d’inte´grite´. Contrairement a` [BCCN06],
nous conside´rons la mise a` jour de cette projection.
6.6 Conclusions
Dans ce chapitre nous avons pre´sente´ un formalisme homoge`ne pour la spe´cification des contraintes
d’inte´grite´ exprimable via des chemins line´aires ou des requeˆtes arbre. La de´finition de l’instantiation
d’une requeˆte arbre (ou la projection d’un document XML sur cette requeˆte) nous permet de de´finir
pre´cise´ment l’interpre´tation de chaque type de contrainte, y compris en cas d’information incomple`te.
Il est inte´ressant de remarquer qu’une requeˆte arbre de´finit un motif ([BHL07]), notion similaire au
projecteur de [BCCN06].
Nous avons aussi esquisse´ les principes de la validation incre´mentale d’un document par rapport a`
des contraintes d’inte´grite´. Ce processus est line´aire sur la taille du document a` ve´rifier, et s’appuie sur
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l’utilisation d’automates a` e´tats finis et d’une grammaire d’attributs.
Les points communs de notre travail avec, en particulier [BCCN06, GI06], nous permettent d’envisager
des perspectives ayant comme but une analyse statique de l’impact des mises a` jour (de´finies par exemple,




Premiers pas vers la composition des
services web avec PEWS
Dans ce chapitre, comple`tement inde´pendant des pre´ce´dents, je re´sume nos premiers travaux dans le
domaine des services web.
Les services web sont des logiciels autonomes, accessibles via Internet. Ils sont typiquement conc¸us
pour participer a` des applications compose´es ou` l’interaction avec d’autres services est ne´cessaire. Pour
que l’interaction avec d’autres services soit possible, une description de l’interface du service est ne´cessaire.
L’interaction est donc faite en respectant cette description et en utilisant des messages XML.
Actuellement, WSDL (Web Services Description Language) [CCMW01] est le standard pour la des-
cription de l’interface d’un service web. Son succe`s re´side dans la se´paration claire entre la description
abstraite et technique du service. Le langage WSDL permet une description de l’interface visible (ou
publie´e) du service web. Ne´anmoins, WSDL conside`re seulement les aspects statiques d’une interface
(c’est-a`-dire, la liste des ope´rations avec les messages d’entre´e et de sortie) et non le comportement
(l’ordre des ope´rations). Ainsi, une interface WSDL ne fournit pas toutes les informations ne´cessaires a` la
construction de l’interaction avec le service et ne permet pas la ve´rification de la dynamique du syste`me,
contrairement aux besoins exprime´s par le groupe de travail W3C [ABPRT04].
Diffe´rentes solutions ont de´ja` e´te´ propose´es pour ce proble`me. Ces solutions s’e´tendent de la propo-
sition de nouveaux langages d’imple´mentation aux spe´cifications formelles. Parmi les nouveaux langages
permettant la description du comportement d’un service ainsi que la de´finition de services compose´s nous
pouvons citer WSCI [AAF+02], XLANG [Tha01], WSFL [Ley01], BPML [IB02] et BPEL4WS [ACD+03].
Ne´anmoins, aucun de ces langages a e´te´ introduit avec une se´mantique formelle bien de´finie. En ce qui
concerne les spe´cifications formelles, afin d’aborder les questions inte´ressantes concernant la composi-
tion des services web (telles que la synchronisation, la coordination, la maintenance et la manipulation
de la composition), diffe´rents formalismes ont e´te´ envisage´s, comme par exemple, l’alge`bre des proces-
sus [SBS04], les machines a` e´tats finies [BCG+03, HBCS03] ou les re´seaux de Petri [HB03].
Dans ce contexte, notre motivation est la proposition d’un langage de spe´cification simple et formel.
Dans nos travaux ([BCHM05, BHM06]), nous introduisons le langage PEWS (Path Expression for Web
Services), ayant une se´mantique formelle bien de´finie et permettant la spe´cification du comportement
des interfaces des services web simples ou compose´s, comme comple´ment aux descriptions WSDL. Le
langage PEWS donne a` l’utilisateur la possibilite´ de travailler dans les deux niveaux de pre´cision existant
en WSDL : un niveau (plus abstrait) qui prend en compte les ope´rations et un niveau qui conside`re les
messages de chaque ope´ration. PEWS est naturellement adapte´ au mode`le WSDL ; puisque un programme
PEWS peut eˆtre vu dans deux perspectives : une dimension controˆle et une dimension controˆle plus
donne´es. La dimension controˆle e´tablit seulement l’ordre dans lequel les ope´rations (ou les services) doivent
eˆtre exe´cute´s. La dimension donne´es ajoute des contraintes sur les restrictions de controˆle, fournissant
des ope´rateurs qui introduisent, implicitement, des restrictions de communication entre les services.
E´tant donne´ la spe´cification d’une composition en PEWS il est souhaitable de pouvoir ve´rifier l’exis-
tence d’au moins une configuration dans laquelle l’interaction entre les services de la composition fonc-
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tionne correctement. Nous sommes ainsi inte´resse´s par la ve´rification de la correction d’une spe´cification
donne´e. Pour cela, nous avons propose´ dans [BHM06] l’utilisation de la the´orie des traces, introduite
dans [Maz87, Maz95]. Les traces montrent de fac¸on se´quentielle le comportement non se´quentiel d’un
syste`me concurrent. Ne´anmoins, meˆme si les traces nous permettent d’exprimer de fac¸on e´le´gante la com-
munication entre services, l’imple´mentation des outils de ve´rification en utilisant cette the´orie n’est pas
tre`s efficace. Les graphes de de´pendances, e´quivalents aux traces, ont e´te´ utilise´s pour surmonter cette
difficulte´ [BH08].
Dans ce contexte, notre but a` long terme est la construction d’une plate-forme d’aide a` la spe´cification,
a` l’imple´mentation et a` la manipulation des services. Dans un premier temps, cette plate-forme permet-
trait a` un utilisateur non na¨ıf de tester la spe´cification d’une composition qu’il e´labore a` partir des services
stocke´s dans une bibliothe`que de services. Ensuite, il serait inte´ressant d’e´tudier l’ajout d’autres fonction-
nalite´s permettant la manipulation des compositions, comme par exemple le remplacement d’un service
d’une composition par un autre ; avec une ve´rification incre´mentale de la correction de la composition.
Nous envisageons une plate-forme pouvant eˆtre utilise´e comme un outil de haut et de bas niveau pour
la mode´lisation et l’analyse de services. Comme un outil de bas niveau, elle devrait offrir la possibilite´
de traduire une spe´cification PEWS en programme Java (en supposant que les codes des ope´rations ou
des services de base sont disponibles). Comme outil de haut niveau, elle permettrait de faire des tests sur
une composition. Cet objectif a e´te´ adopte´ par nos partenaires dans ce travail : le BRGM (Bureau de
Recherches Ge´ologiques et Minie`res, Orle´ans) qui finance, avec la Re´gion Centre, la bourse de doctorat
de Cheikh Ba ; et le groupe de travail de Martin Musicante a` l’Universidade Federal do Rio Grande do
Norte. En effet, les travaux expose´s ici sont le re´sultat de cette collaboration et font partie de la the`se de
Cheikh Ba, que j’encadre et dont la soutenance est pre´vue pour 2008.
Dans ce me´moire, apre`s un rapide aperc¸u du langage PEWS (section 7.1), nous rappelons les concepts
de base concernant la the´orie des traces et les graphes de de´pendances (section 7.2). Nous montrons com-
ment nous avons e´tendu les ope´rations sur les traces aux graphes de de´pendances (section 7.3) et, ensuite,
nous montrons comment une spe´cification PEWS est traduite en syste`me de traces ou en ensemble de
graphes de de´pendances (section 7.4). Quelques proprie´te´s d’une spe´cification PEWS sont alors discute´es
(section 7.5). Des travaux lie´s (section 7.6) et une conclusion (section 7.7) terminent le chapitre.
7.1 Aperc¸u du langage PEWS
Pour pouvoir placer notre travail dans le domaine des services web, nous adoptons le cadre ge´ne´ral
propose´ dans [SBS04] ou` les langages lie´s aux services sont classe´s en trois cate´gories, a` savoir :
1. La cate´gorie des langages abstraits, utilise´s pour le raisonnement. Dans cette cate´gorie, nous pouvons
placer diffe´rentes propositions comme l’alge`bre de processus, les automates d’e´tats finis, etc.
2. La cate´gorie des langages publics ou d’interface qui contient les langages XML permettant la des-
cription du comportement des services.
3. La cate´gorie des langages d’imple´mentation qui contient les langages utilise´s pour l’imple´mentation
des services.
PEWS se place dans la cate´gorie des langages abstraits, alors que sa version XML, appele´e XPEWS
et pre´sente´e dans [BCHM05] fait partie de la cate´gorie des langages publics. Notre proposition permet
une traduction automatique d’un programme PEWS en XPEWS.
Diffe´rents me´canismes pour la synchronisation de processus ont e´te´ propose´s comme langage pour la
spe´cification de l’interface de services. Dans ce cadre, PEWS adapte les predicate path expressions aux
services web. Les predicate path expressions [And79] ont e´te´ introduites comme un outil pour exprimer la
synchronisation des ope´rations d’un objet. Ces expressions, similaires a` des expressions re´gulie`res, sont
des constructeurs utilise´s pour restreindre les suites d’ope´rations possibles d’un objet. L’utilisation des
pre´dicats dans les path expressions permet un controˆle plus fin. Par exemple l’expression A?.([P ]B +
[not P ]C), ou` A, B et C sont des services et P un pre´dicat, correspond a` un if-then-else, c’est-a`-dire,
l’expression indique que B ou C seront exe´cute´s selon la valeur de ve´rite´ de P . L’exe´cution de B ou C
vient apre`s ze´ro ou plusieurs exe´cutions de A.
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Dans [BCHM05] nous de´crivons la syntaxe et la se´mantique de PEWS en conside´rant seulement
les ope´rateurs disponibles dans la dimension controˆle. Dans [MP06], il a e´te´ montre´ que la dimension
controˆle de PEWS peut exprimer la plupart des motifs des flux de controˆle de´finis dans [ATKB03].
L’article [BHM06] introduit la dimension donne´es plus controˆle que nous pre´sentons ici.
Pour illustrer notre approche, rappelons d’abord que la se´mantique WSDL offre quatre mode`les d’in-
teraction, c’est-a`-dire, quatre types d’ope´rations : one way (une seule entre´e) , notification (une seule
sortie), request-response (entre´e-sortie) et solicit-response (sortie-entre´e).
Conside´rons maintenant une description WSDL contenant des ope´rations comple´mentaires comme
command et order (pour envoyer et recevoir une commande) ; bill et recBill (pour envoyer et recevoir
une facture) ; payment et sendPayment (pour recevoir et envoyer un paiement) ; receipt et recReceipt
(pour envoyer et recevoir un rec¸u) et l’ope´ration sendSellInfo (pour envoyer le nombre total d’articles















Fig. 7.1: Un extrait d’un fichier WSDL. Description des ope´rations order et command.
Nous supposons ensuite les spe´cifications PEWS des services OrderTreatment et Client. Dans le cas
du service OrderTreatment la contrainte a` respecter est l’envoie d’un rec¸u seulement apre`s avoir encaisse´
le paiement. Dans le cas du service Client il est possible d’effectuer un paiement avant de recevoir la
facture :
service OrderTreatment = (order.bill.payment.receipt).sendSellInfo
service Client = (command.(recBill.sendPayment + sendPayment. recBill).recReceipt)
Soit maintenant une composition S construite a` partir de OrderTreatment et Client en imposant des
contraintes sur les messages (les donne´es) :
service S = (Client <‖> OrderTreatment)
L’ope´rateur <‖> indique une exe´cution en paralle`le de deux services. Dans ce cas, les restrictions
sur le flux de donne´es ne sont pas strictes : OrderTreatment et Client peuvent communiquer en syn-
chronisant leurs entre´es et sorties mais il n’est pas ne´cessaire que la synchronisation se fasse pour toutes
les entre´es et sorties des deux services. Autrement dit, l’ope´rateur <‖> n’impose pas que la composition











Fig. 7.2: Composition de OrderTreatment et Client. Le service S a une seule sortie.
Pour pouvoir analyser des compositions en prenant en compte la dimension donne´es, nous avons
propose´ dans [BHM06] l’utilisation de la the´orie des traces, introduite dans [Maz87, Maz95]. Par exemple,
dans le cas de notre composition S ci-dessus, le langage de trace obtenu pour le service OrderTreatment
contient la trace ci-dessous qui montre dans quel ordre les messages sont envoye´s ou attendus :
[morder? mbill! mpay? mrec! mSellInfo!]
ou` ? indique une entre´e et ! une sortie. De fac¸on similaire, pour le service Client, plusieurs suites de
messages sont possibles. La trace :
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[morder! mbill? mpay! mrec?]
ou` mbill? et mpay! sont conside´re´s comme des messages inde´pendants, c’est-a`-dire, des messages dont
l’ordre peut eˆtre inverse´ ; repre´sente, en effet, l’ensemble de suites {morder! mbill? mpay! mrec?, morder!
mpay! mbill? mrec?}. En analysant le syste`me de traces de chaque service de la composition S, nous
pouvons conclure qu’il existe une configuration permettant un maximum de synchronisations entre les
messages de Client et OrderTreatment. En effet, la synchronisation entre les messages comple´mentaires
est possible et le syste`me re´sultant contient la trace :
[morder\ mbill\ mpay\ mrec\ mSellInfo!]
ou` \ indique les messages synchronise´s, et conside´re´s maintenant comme des messages internes d’un nou-
veau service S. A` partir de l’analyse du syste`me de trace associe´e a` une composition, nous pouvons, par
exemple, ve´rifier si la composition est correcte, c’est-a`-dire, s’il existe au moins une possibilite´ de com-
munication entre les services de la composition qui respecte les contraintes impose´es par la spe´cification.
7.2 La the´orie des traces et les graphes de de´pendances
Dans cette section, nous rappelons d’abord les principaux concepts dans [Maz87, Maz95] concernant
la the´orie des traces, en les adaptant a` notre contexte. Ensuite nous proposons un rappel des concepts
pre´sente´s dans [HR95] concernant les graphes de de´pendances.
7.2.1 The´orie des traces
La the´orie des traces de Mazurkiewicz [Maz87, Maz95] permet la mode´lisation des e´ve´nements dans
les syste`mes concurrents ainsi que l’e´tude des proprie´te´s concernant l’exe´cution de ces syste`mes. En effet,
l’inde´pendance de certains e´ve´nements dans un syste`me concurrent permet l’obtention de diffe´rentes suites
d’e´ve´nements pour repre´senter une meˆme exe´cution. Dans ce cadre, un mode`le fonde´ sur des chaˆınes
de caracte`res, utilise´ pour traiter les syste`mes se´quentiels, est insuffisant. Les e´ve´nements concurrents
composent un ensemble de se´quences repre´sentant une meˆme ope´ration. Le mode`le de traces prend en
compte ces se´quences qui peuvent eˆtre repre´sente´es par des classes d’e´quivalence compose´es de chaˆınes
de caracte`res.
Exemple 7.2.1 Supposons un service S qui attend comme entre´e les informations d’un fournisseur (c’est-
a`-dire, un message f) et d’un client (c’est-a`-dire, un message c), pour pouvoir effectuer un calcul. Les
entre´es peuvent arriver dans n’importe quel ordre - cela est indiffe`rent pour le service. Comment pour-
voir repre´senter la suite des messages en sachant que l’ordre importe peu ? En utilisant des chaˆınes de
caracte`res, l’ensemble {fc, cf} repre´sente les deux suites possibles. La the´orie des traces nous permet
de faire cette repre´sentation diffe´remment : la trace [fc], ou` f et c sont des messages inde´pendants, est
e´quivalente a` l’ensemble {fc, cf}. 2
Un alphabet A est un ensemble fini de messages. Chaque message m peut eˆtre de´core´ comme m?, m!
et m\ pour indiquer, respectivement, une entre´e, une sortie et un message interne. Deux messages a et
b sont comple´mentaires (c’est-a`-dire, a = b) ssi a = m! et b = m? ou vice-versa. Pour simplifier, nous
repre´sentons les de´corations seulement dans certains cas absolument ne´cessaires. Par exemple, l’alphabet
{m1?, m1!, m1\, m2?, m2!, m2\} est repre´sente´ par {m1, m2}.
Un alphabet de concurrence est une paire ordonne´e Σ = (A, D) ou` A est un alphabet et D est
une relation binaire, syme´trique et re´flexive sur A, que nous appelons relation de de´pendances de Σ. En
particulier, nous avons l’alphabet de concurrence vide (∅, ∅), l’alphabet de concurrence identite´ (A, IDA)
(avec les plus petites de´pendances sur A) et l’alphabet de concurrence complet (A, A2) (avec les plus
grandes de´pendances sur A). E´tant donne´s deux alphabets de concurrence Σ1 = (A1, D1) et Σ2 =
(A2, D2), on de´finit :
Σ1 ∪ Σ2 = (A1 ∪ A2, D1 ∪D2)
Σ1 ∩ Σ2 = (A1 ∩ A2, D1 ∩D2)
Σ1 ⊆ Σ2 ⇔ (A1 ⊆ A2, D1 ⊆ D2)
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La relation IΣ = A
2 \D est connue par le nom de relation d’inde´pendance de Σ. Bien entendu, IΣ est
une relation syme´trique et non re´flexive. Deux symboles a, b dans A sont mutuellement de´pendants dans
Σ si (a, b) ∈ D ; sinon ils sont inde´pendants.
Exemple 7.2.2 [Maz87, Maz95] : Let Σ = ({a, b, c}, {a, b}2 ∪ {a, c}2) un alphabet de concurrence. La
relation IΣ = {(b, c), (c, b)} indique que seulement b, c sont inde´pendants. 2
E´tant donne´ un alphabet de concurrence Σ, on de´finit ≡Σ une relation d’e´quivalence de´finie sur le
mono¨ıde1 (A∗, ·, ). La relation d’e´quivalence ≡Σ est de´finie de fac¸on que, e´tant donne´ a, b ∈ A, nous
avons : (a, b) ∈ IΣ ⇒ ab ≡Σ ba. En d’autres termes, si deux symboles de l’alphabet sont inde´pendants,
alors ils peuvent eˆtre permute´s car l’ordre selon lequel ils apparaissent dans une suite peut eˆtre modifie´ sans
changer la se´mantique. Ainsi, w′ ≡Σ w
′′ ssi il existe une suite finie de mots (w′ = w0, w1, . . . , wn = w
′′)
(avec n ≥ 0) telle que pour chaque 1 ≤ i ≤ n, il existe des mots u, v et des symboles a, b tels que
(a, b) ∈ IΣ avec wi−1 = uabv et wi = ubav.
A` partir de la de´finition de ≡Σ nous pouvons bien comprendre qu’une trace correspond a` une classe
d’e´quivalence contenant toutes les chaˆınes de A∗ qui sont e´quivalentes. La trace engendre´e par la chaˆıne
w est de´note´ [w] (ou` [w]Σ si nous avons besoin d’expliciter l’alphabet de concurrence). Par exemple, si
(a, b) ∈ IΣ, la trace [ab] = {ab, ba} et la trace [aab] = {aab, aba, baa}. Nous rappelons les proprie´te´s
suivantes de la the´orie des traces :
– L’alphabet de la chaˆıne w1 est aussi l’alphabet de la trace [w1] (appele´ α[w1]). Dans le contexte




αh[w1] contenant les symboles de trace de´core´s par ?, ! et \, respectivement.
– [u].[w] = [uw], ou` u et w sont des chaˆınes de symboles d’un alphabet donne´.
– t.[] = [].t = t, ou` t est une trace.
– t1.(t2.t3) = (t1.t2).t3, pour les traces ti (avec i = 1, 2, 3).
– Pour n’importe quelles traces β1, β2, γ1 et γ2 nous avons β1β2 = γ1γ2 ssi il existe des traces
t1, t2, t3, t4 telle que β1 = t1.t2, β2 = t3.t4, γ1 = t1.t3, γ2 = t2.t4 et αt2 × αt3 ⊆ IΣ.
Un pre´fixe d’une trace t dans Σ est une trace t0 pour laquelle il existe une trace t1 tel que t = t0.t1.
Nous notons Prefix (t) l’ensemble de tous les pre´fixes de t. Nous pouvons e´tablir une relation d’ordre
partiel (une relation pre´fixe)  telle que t1  t2 ⇔ t1 ∈ Prefix (t2). Nous pouvons ainsi e´tablir un
ordonnancement qui commence avec le pre´fixe [] (la trace vide) et continue en augmentant la chaˆıne
de symboles. Il est important de remarquer qu’il s’agit d’un ordonnancement partiel, puisque chaque
pre´fixe de traces est aussi une trace et repre´sente ainsi toute une classe d’e´quivalence. Ainsi, un pre´fixe
d’une trace t peut eˆtre vu comme une exe´cution possible qui de´marre a` l’e´tat initial [] et qui continue,
en construisant la chaˆıne selon l’ordre des pre´fixes de la trace jusqu’a` l’obtention de l’e´tat d’exe´cution
repre´sente´ par la trace t.
Nous de´notons par ΠΣ2 [t] la (trace) projection de la trace [t]Σ1 sur l’alphabet de concurrence Σ2. Le
re´sultat de cette projection est une trace sur l’alphabet de concurrence Σ = Σ1 ∩ Σ2 = (A, D) de´finie
comme ΠΣ2([t]Σ1 ) = [ΠA(t)]Σ. Nous rappelons que ΠA(t) est une chaˆıne ou` tous les symboles qui ne sont
pas dans A sont supprime´s.
Pour chaque langage L ⊆ A∗, nous de´finissons le langage de trace [L]Σ = {[w]Σ | w ∈ L}. Nous
de´notons Θ(Σ) l’ensemble de toutes les traces sur Σ. Un langage de traces T est ferme´ par pre´fixe si
T = Prefix(T ). Nous rappelons les proprie´te´s suivantes, ou` X et Y sont des langages de mots :
– [∅] = ∅
– [X ].[Y ] = [X.Y ]
– X ⊆ Y ⇒ [X ] ⊆ [Y ]
– [X ] ∪ [Y ] = [X ∪ Y ]
– [X ]∗ = [X∗]
Un syste`me de traces T est une paire ordonne´e (Σ, T ) ou` Σ est un alphabet de concurrence et T est
un langage de traces dans Θ(Σ).
1Comme d’habitude A∗ est l’ensemble de toutes les chaˆınes d’e´le´ments de A, . est l’ope´ration de concate´nation et l’e´le´ment
neutre  est la chaˆıne vide.
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7.2.2 Graphes de de´pendances
Au lieu de voir une trace comme un ensemble d’objets (mots), nous pouvons la voir comme un
unique objet : le graphe de de´pendances. Les graphes de de´pendances sont des repre´sentations graphiques
des chaˆınes de symboles qui rendent explicite l’ordre de l’occurrence de ces symboles dans les traces.
E´tant donne´ un alphabet de concurrence Σ = (A, D), chaque mot x sur A correspond a` un graphe de
de´pendances (appele´ graphe de de´pendances concret). Il s’agit d’un graphe fini, dirige´, acyclique dont
les nœuds sont e´tiquete´s par des labels (ou symboles) dans A. Dans ce graphe, deux nœuds sont lie´s par
un arc ssi ils sont des nœuds distincts et e´tiquete´s par des symboles de´pendants. La de´finition ci-apre`s
formalise cette notion.
De´finition 7.2.1 - Graphe de de´pendances ([HR95]) : Soient Σ = (A, D) un alphabet de concur-
rence et x = a1 . . . an un mot sur A, avec n ≥ 0. Le graphe de de´pendances de x, de´note´ 〈x〉Σ, est le graphe
acyclique, oriente´ et e´tiquete´ G = (V, E, l), ou` : (1) V = {1, . . . , n} ; (2) pour tout i, j ∈ V , (i, j) ∈ E
ssi i < j et (ai, aj) ∈ D, et (3) pour tout i ∈ V , l(i) = ai. Le graphe vide, c’est-a`-dire, le graphe ou`
l’ensemble de nœuds est vide est note´ G∅. Le graphe G = ({id}, ∅, {(id, )}), ou` id est un identificateur
de nœud spe´cial, correspond a` la trace []. 2
Comme dans la de´finition 7.2.1 la relation D est re´flexive, les nœuds distincts du graphe de de´pendances
ayant un meˆme label (sans prendre en compte les de´corations) sont connecte´s.
Si nous faisons abstraction des identite´s des nœuds dans un graphe de de´pendances concret (de´fini-
tion 7.2.1) nous obtenons les graphes abstraits, c’est-a`-dire, des classes de graphes isomorphes. En d’autres
termes, un graphe de de´pendances abstrait repre´sente toutes les chaˆınes qui appartiennent a` la trace. Un
graphe g est un graphe de de´pendances sur Σ pour x, s’il est isomorphe a` 〈x〉Σ (nous notons g ∼= 〈x〉Σ).
Ainsi, les graphes de de´pendances ne sont pas vraiment des repre´sentations des mots, mais des re-
pre´sentations de traces. En effet, deux mots sont des e´le´ments d’une meˆme trace ssi leurs graphes de
de´pendances sont isomorphes [HR95]. E´tant donne´ un graphe de de´pendances 〈x〉Σ, nous pouvons trou-
ver de fac¸on non de´terministe tous les mots wk appartenant a` la trace [x] en effectuant un tri topolo-
gique [HR95] : conse´cutivement, pour i = 1, . . . , n le ieme e´le´ment du mot wk est un des nœuds minimaux
du graphe re´sultant de 〈x〉Σ apre`s avoir supprimer les e´le´ments 1
er, . . . , (i− 1)eme de´ja` choisis (avec leurs
arcs entrants). Un nœud minimal d’un graphe est un nœud sans arcs entrants. Les mots qui peuvent eˆtre
lus a` partir du graphe abstrait composent le langage du graphe. Remarquer qu’a` partir d’un graphe nous












Fig. 7.3: Graphe de de´pendances 〈x1〉Σ1 et les diffe´rentes manie`res de le voir : graphe concret et graphe abstrait
Exemple 7.2.3 Soit Σ1 = (A1, D1) un alphabet de concurrence tel que A1 = {a, b, c, d} et D1 =
{(a, c)2, (b, c)2, (b, d)2}. La figure 7.3 montre le graphe concret pour le mot x1 = a?.b!.c!.d!.a? ainsi que
sa version abstraite. Ses nœuds minimaux sont 1 et 2, c’est-a`-dire, les nœuds sans arcs entrants. Remar-
quer que les nœuds minimaux repre´sentent des messages inde´pendants. Le graphe abstrait repre´sente
la trace t1 = [a?.b!.c!.d!.a?] laquelle contient non seulement le mot x1 mais aussi x2 = b!.a?.d!.c!.a?,
x3 = a?.b!.d!.c!.a?, etc. 2
The´ore`me 7.2.1 [HR95] : Soit Σ = (A, D) un alphabet de concurrence et soit x et y des mots sur A.
Alors 〈x〉Σ ∼= 〈y〉Σ ssi x ≡Σ y. 2
Dans ce contexte, un syste`me de traces peut eˆtre de´fini comme un ensemble de graphes de de´pendances
sur Σ. Soit T = (Σ, T ) un syste`me de traces ou` le langage de traces est T = {[x1], . . . , [xn]}. Nous
de´finissons G = {G1, . . . , Gn} ou` chaque Gi est le graphe de de´pendances 〈xi〉Σ. Nous disons que G est
un graphe de de´pendances pour un syste`me de trace (TSDG, pour simplifier).
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7.3 Les ope´rations de base
7.3.1 Du cote´ des traces
Dans cette section nous de´finissons des ope´rations spe´ciales sur les syste`mes de traces. La premie`re
d’entre elles est le produit shuﬄe. Intuitivement, le shuﬄe me´lange les traces des syste`mes pour composer
un syste`me de traces.
De´finition 7.3.1 : Shuﬄe des syste`mes de traces - Soient Σ1 = (A1, D1) et Σ2 = (A2, D2) deux
alphabets concurrents. E´tant donne´ des syste`mes de traces T 1 = (Σ1, T1) et T 2 = (Σ2, T2) le shuﬄe
T 1 ⊗ T 2 est de´fini comme le syste`me de traces T = (Σ, T ) tel que : Σ = Σ1 ∪ Σ2 et
T ={[γ1.β1.γ2.β2 . . . γn.βn] | γi ∈ A
∗
1, βi ∈ A
∗
2, and [γ1.γ2 . . . γn] ∈ T1 and [β1.β2 . . . βn] ∈ T2}. 2
Exemple 7.3.1 Soient T 1 = (({m1, m2}, ID), ({[m1!.m2?]}) et T 2 = (({m1, m2}, ID), {[m1?m2!]}). Le
shuﬄe, T 1 ⊗ T 2 = (({m1, m2}, ID), {[m1!m2?m1?m2!]}). 2
La synchronisation est diffe´rente du shuﬄe car les messages comple´mentaires sont apparie´s (matched)
alors que les messages non comple´mentaires sont me´lange´s, comme dans un shuﬄe.
Dans la de´finition ci-dessous, Σ|β est un alphabet de concurrence Σ restreint aux symboles trouve´s
dans le mot β.
De´finition 7.3.2 : Synchronisation des syste`mes de traces - Soient T 1 = (Σ1, T1) et T 2 = (Σ2, T2)
deux syste`mes de traces. Pour chaque t1 ∈ T1 et t2 ∈ T2 tel que t1 = [γ1.a1 . . . γn.an.γn+1] et t2 =
[β1.b1 . . . βn.bn.βn+1], ou` ai et bi sont des messages comple´mentaires et γi et βi sont des chaˆınes n’ayant
pas deux messages comple´mentaires (c’est-a`-dire, γi et βi ne contiennent pas m? et m!), nous notons T γi,βi
le syste`me de traces obtenu par le shuﬄe T γi ⊗T βi ou` T γi = (Σ1|γi , {[γi]}) et T βi = (Σ2|βi , {[βi]})). La
synchronisation T 1 s T 2 est de´finie par le syste`me de traces T = (Σ, T ) tel que Σ = Σ1 ∪ Σ2 et
T = {[t] | [t] = [ν1.c1\ . . . νn.cn\.νn+1] ou` le nombre de ci\ est maximal et
νi appartient au langage de traces de T γi,βi} 2
La de´finition 7.3.2 est un peu diffe´rente de celle pre´sente´e dans [Maz87, Maz95] car elle prend en compte
les de´corations des messages (entre´e et sortie) pour les transformer en messages internes. Remarquer aussi
que, par soucis d’efficacite´, nous sommes inte´resse´s seulement par des re´sultats permettant de synchroniser
le plus grand nombre de messages.
Exemple 7.3.2 Soient T 1 = (({m1, m2}, ID), {[m1!m2?]}) et T 2 = (({m1, m2}, ID), {[m2!m1?]}). La
synchronisation T 1 s T 2 = (({m1, m2}, ID), {[m1\m2\]}).
Nous conside´rons maintenant un alphabet de concurrence complet. Soient T 1 = (({m1, m2}, {m1, m2}
2),
{[m1!m2?]}) et T 2 = (({m1, m2}, {m1, m2}2), {[m2!m1?]}). La synchronisation T 1 s T 2 donne comme
re´sultat (({m1, m2}, {m1, m2}2), {[m1!m2\m1?], [m2!m1\m2?]}). 2
Il est important de remarquer que si un des syste`mes de traces est vide, alors les re´sultats du shuﬄe
ou de la synchronisation co¨ıncide avec le syste`me non vide.
Dans certaines situations, nous souhaitons imposer la synchronisation sur tous les messages d’un
ensemble pre´e´tabli. Pour exprimer ce type de restriction, nous introduisons un deuxie`me ope´rateur de
synchronisation, que nous appelons synchronisation par rapport a` un alphabet. Cet ope´rateur diffe`re de
l’ope´ration s car il impose la synchronisation de tous les e´le´ments d’un alphabet A.
De´finition 7.3.3 : Synchronisation par rapport a` un alphabet - Soit l’alphabet A l’ensemble fini
des messages {c1, . . . , cn}. Dans la de´finition 7.3.2, conside´rons que dans les traces t1 et t2, les messages
ai et bi soient comple´mentaires et concernent tous les messages ci ∈ A. De plus γi et βi sont des chaˆınes
de messages qui ne contiennent aucun message de A.
La synchronisation T 1 sAT 2 est le syste`me de trace T = (Σ, T ) tel que Σ = Σ1 ∪ Σ2 et
T = {[t] | [t] = [ν1.c1\ . . . νn.cn\.νn+1]ou` c1, . . . , cn ∈ A est le re´sultat de l’appariement (matching) des
messages comple´mentaires dans t1, t2 ; et [νi] ∈ T γi,βi} 2
Exemple 7.3.3 Soient T 1 = (({m1, m2}, ID), {[m1!.m2?]}) et T 2 = (({m1, m2}, ID), {[m1?.m2!]}).
Soit α = {m1, m2}. Dans ce cas, la synchronisation T 1 sαT 2 = T 1 s T 2 comme dans l’exemple 7.3.2.
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Nous conside´rons maintenant un alphabet de concurrence complet. Soient T 1 = (({m1, m2}, {m1, m2}
2),
{[m1!m2?]}) et T 2 = (({m1, m2}, {m1, m2}2), {[m2!m1?]}). La synchronisation T 1 sαT 2 donne comme
re´sultat (({m1, m2}, {m1, m2}2), ∅), puisqu’il n’est pas possible d’obtenir une trace ou` tous les messages
de α ont e´te´ synchronise´s. 2
Remarques :
• Par abus de notation nous allons utiliser aussi les ope´rateurs sα et s pour indiquer la synchronisation
de deux traces (au lieu des syste`mes de traces). Par exemple, [m1!.m2?] s[m1?.m2!] = [m1\.m2\].
• Dans la suite de ce chapitre, nous verrons que certaines ope´rations de notre approche sont applique´es
seulement a` des alphabets disjoints. Par exemple, nous conside´rons la synchronisation pour des syste`mes
de traces dont les alphabets co¨ıncident seulement sur les symboles concerne´s par la synchronisation.
Ite´ration d’un langage de traces : E´tant donne´ un langage de trace T , nous rappelons le concept
d’ite´ration des traces de [Maz87, Maz95], note´ T ?. Dans T ? l’ite´ration est faite de fac¸on inde´pendante, pour
chaque composant de la connexion. Selon [HR95], l’ite´ration d’un langage de trace est obtenue de la fac¸on
suivante : (i) la de´composition des e´le´ments du langage en composants connecte´s (notion qui est plus claire
en conside´rant les graphes) et (ii) l’utilisation de la fermeture de Kleene (∗) sur le langage decompose´.
Par exemple, soit T = (({a, b}, ID), {[ab]}). Nous avons T ? = (({a, b}, ID), {[], [ab], [abab], [baabba],
[aaaabbbb], . . .}).
7.3.2 Du cote´ des graphes de de´pendances
Pour de´crire la composition des services web il est souvent ne´cessaire de spe´cifier que l’exe´cution de
deux services doit suivre un ordre e´tabli ou qu’une synchronisation des services est ne´cessaire. Dans la
suite nous de´finissons donc la connexion et la synchronisation sur des graphes de de´pendances. Dans
les deux cas nous conside´rons des graphes de de´pendance disjoints par rapport a` un alphabet. Dans les
de´finitions ci-apre`s, il faut rappeler qu’un graphe de de´pendance G est construit par rapport a` un alphabet
de concurrence Σ = (A, D).
De´finition 7.3.4 - Graphes de de´pendances disjoints : Soient deux graphes de de´pendances G1 =
(V1, E1, l1) et G2 = (V2, E2, l2) ou` V1 ∩ V2 = ∅. Les graphes G1 et G2 sont disjoints si pour tout v1 ∈ V1
et v2 ∈ V2 , l(v1) 6= l(v2) (mise a` part la de´coration). En d’autres termes G1 et G2 sont disjoints si
A1 ∩ A2 = ∅ 2
De´finition 7.3.5 - Connexion des graphes de de´pendances disjoints : Soient G1 = (V1, E1, l1)
et G2 = (V2, E2, l2) deux graphes de de´pendances disjoints (diffe´rents de G∅ et de G) tels que v1 < v2
pour tout v1 ∈ V1 et v2 ∈ V2. Une connexion de G1 et G2, exprime´e par G1.G2, est un graphe de de´pen-
dances G = (V, E, l) ou` : V = V1 ∪ V2 ; E = E1 ∪ E2 ∪ E′ avec E′ = {(v1, v2) | v1 ∈ V1 ∧ v2 ∈ V2} et
l(v) =
{
l1(v) if v ∈ V1
l2(v) if v ∈ V2.
De plus, nous de´finissons G1.G = G.G1 = G1 et G1.G∅ = G∅.G1 = G∅ 2
La connexion de G1 et G2 peut eˆtre faite en temps O(|V1| × |V2|).
Remarque : La concate´nation comme base pour l’ite´ration
La de´finition 7.3.5 peut eˆtre adapte´e pour introduire la concate´nation , de´finie dans [Maz87] et qui sera la
base de l’ope´ration d’ite´ration sur les graphes. Soit un alphabet de concurrence Σ = (A, D) et deux graphes
de de´pendances G1 = (V1, E1, l1) et G2 = (V2, E2, l2) (pas forcement disjoints) sur Σ, tels que V1∩V2 = ∅
et pour tout v1 ∈ V1 et v2 ∈ V2 , v1 < v2. La concate´nation G = G1G2 est un graphe similaire au graphe
G de la de´finition 7.3.5, sauf pour les arcs, car nous avons E = E1∪E2∪{(v1, v2) ∈ V1×V2 | (l1(v1), l2(v2))
(sans prendre en compte la de´coration) est une de´pendance de D}.
Ci-dessous nous de´finissons la synchronisation par rapport a` un alphabet α donne´. Cette synchroni-
sation est applicable dans un contexte plus restreint que les de´finitions ge´ne´rales de la section pre´ce´dente
(de´finitions 7.3.2 et 7.3.3). Ici, nous partons du principe que seulement les noeuds dont le label correspond
a` un symbole dans α sont a` synchroniser et tous les autres sont des symboles distincts. Par exemple, soit
α = {a} et soient G1 et G2 des graphes dont les nœuds ont des labels a!, a!, b! et a?, a?, b!, respectivement.
La synchronisation de G1 et G2 par rapport a` α n’est pas de´finie.
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De´finition 7.3.6 - Synchronisation des graphes de de´pendances par rapport a` un alphabet :
Soit α un alphabet. Soient G1 = (V1, E1, l1) et G2 = (V2, E2, l2) deux graphes de de´pendances disjoints
sur A = ((A1 ∪ A2) \ α). Une synchronisation G1 sαG2 est un graphe de de´pendances G = (V, E, l) tel
qu’il existe une fonction f : V1 ∪ V2 → V qui respecte toutes les proprie´te´s ci-dessous ou` Gi = (Vi, Ei, li)
pour i = 1, 2 :
– Pour tout v ∈ Vi tel que li(v) 6∈ α, il existe un nœud f(v) ∈ V pour lequel l(f(v)) = li(v).
– Pour tout v ∈ Vi tel que li(v) ∈ α (ou` i ∈ {1, 2}), il existe un nœud u ∈ Vj (ou` si i = 1 alors j = 2,
sinon j = 1) tel que li(v) = lj(u) et il existe un seul nœud f(v) ∈ V tel que f(v) = f(u) avec
l(f(v)) = m\ (ou` m est le message qui doit synchroniser).
– Pour tous les arcs (v, u) ∈ Ei il existe un arc du nœud f(v) au nœud f(u) dans le graphe G.
– La fonction f est surjective et :
– Chaque f(v) ∈ V tel que l(f(v)) 6∈ α, correspond a` un nœud v dans V1 ou dans V2, mais non
dans les deux, ayant le meˆme label (c’est-a`-dire, l(f(v)) = li(v))).
– Pour tout f(v) ∈ V tel que l(f(v)) ∈ α et l(f(v)) = m\, il existe un unique nœud v1 ∈ V1 tel que
f(v) = f(v1) et l1(v1) = m? (ou l1(v1) = m!) et un unique nœud v2 ∈ V2 tel que f(v) = f(v2) et
l2(v2) = l1(v1).
– Pour tout arc (f(v), f(u)) ∈ E il existe un arc de v a` u dans V1 ou dans V2. 2
L’algorithme pour calculer la synchronisation parcourt en paralle`le les deux graphes via le tri to-
pologique, en testant les nœuds minimaux et en construisant un nouveau graphe de de´pendances qui
correspond a` la synchronisation. Cet algorithme permet de calculer la synchronisation de deux graphes
en temps O(|G1|+ |G2|) ou` |Gi| = |Vi|+ |Ei| indique la taille d’un graphe Gi.


































Fig. 7.4: Synchronisation de G1 et G2 par rapport a` α = {a, b} .
Exemple 7.3.5 Soit α = {a, b}. La figure 7.5 montre les graphes G1, G2. Dans ce cas la synchronisation
n’est pas possible. En effet, si nous conside´rons la synchronisation G1 sαG2 ; nous pourrions imaginer
que le nœud 1 de G1, ayant comme comple´mentaire le nœud 4 de G2 soit associe´ au nœud 1 de G. Dans
ce cas, f(1) = 1. Ensuite, nous pourrions proposer que le nœud 1 de G1, ayant comme comple´mentaire
le nœud 5 de G2 soit toujours associe´ au nœud 2 de G. Mais, dans ce cas, nous devons avoir f(1) = 2.
Cela n’est pas une synchronisation car f (de la de´finition 7.3.6) n’est pas une fonction.
Si nous conside´rons la synchronisation G2 sαG1, nous pourrions imaginer que les nœud 4 et 5 de G2,
ayant comme comple´mentaire le nœud 1 de G1 soient tous les deux, associe´s au nœud 1 de G (figure 7.5-
d). Autrement dit, f(4) = f(5) = f(1) = 1. Dans ce cas, G n’est pas un graphe de de´pendances car nous
avons un un cycle (figure 7.5-d). 2
Le produit shuﬄe peut eˆtre de´finit de fac¸on similaire a` la synchronisation sur un alphabet (de´fini-
tion 7.3.6). Pour cela il faudrait conside´rer une fonction f bijective : chaque nœud de V1 ∪ V2 est associe´
a` un nœud dans V (= V1 ∪ V2) et vice-versa. La de´finition de la synchronisation s est le´ge`rement diffe´-
rente de la de´finition de sα (de´finition 7.3.6) : au lieu d’utiliser un alphabet α nous utilisons l’ensemble
maximal de synchronisation introduit dans la de´finition suivante. Dans les deux synchronisations s et
sα ; si β ou α sont vides, le re´sultat est un graphe de de´pendances repre´sentant un shuﬄe.

































Gf(1) = f(4) = 1
f(3) = f(6) = 4
f(1) = f(4) = f(5) = 1
f(2) = 3
f(2) = 2
f(3) = f(6) = 3
G
Fig. 7.5: Synchronisation impossible de G1 et G2 par rapport a` α = {a, b} .
(V2, E2, l2) deux graphes de de´pendances tels que V1 ∩ V2 = ∅. Un ensemble maximal de synchronisation










2 )} ou` toutes les proprie´te´s suivantes sont respecte´es :
1. Chaque couple dans β est compose´ des nœuds vi1 ∈ V1 et v
i


































3. Il n’existe aucun autre ensemble β′ maximal de synchronisation tel que β ⊂ β′. 2
Ainsi, pour obtenir G = G1 s G2 deux e´tapes doivent eˆtre effectue´es : (1) Trouver les ensembles
maximaux de synchronisation β selon la de´finition 7.3.7. Ces ensembles indiquent ou` la synchronisation
doit eˆtre faite. Remarquer que β fournit les identificateurs des nœuds dans chaque graphe G1 et G2. (2)
Effectuer la synchronisation de G1 et G2 sur chaque ensemble β. Pour atteindre ce but, nous pouvons
utiliser un algorithme similaire a` celui pre´sente´ dans [BH08] : le raisonnement est le meˆme mais la
proce´dure doit prendre en compte l’identite´ des nœuds et non les labels.
Exemple 7.3.6 La figure 7.6 montre les graphes G1, G
′
2 et leur synchronisation G
′ = G1 s G
′
2. Par la
de´finition 7.3.7, nous avons βA = {(2, 7), (3, 9), (4, 11)} et βB = {(2, 7), (3, 9), (4, 10)}. Remarquer que
l’ensemble {(2, 7), (3, 9), (4, 5)} n’est pas un ensemble maximal de synchronisation car il ne respecte pas
la seconde condition de la de´finition 7.3.7. La figure 7.6 illustre la synchronisation sur βA. L’algorithme





































Fig. 7.6: Synchronisation de G1 et G′2 par rapport a` βA
7.4 Composition des services avec PEWS
Comme nous l’avons de´ja` dit, PEWS permet la spe´cification des services compose´s a` partir des ser-
vices de base (spe´cifie´s aussi avec PEWS). La spe´cification d’une composition est faite via les diffe´rents
ope´rateurs de PEWS et peut eˆtre pre´sente´e selon deux dimensions diffe´rentes. La dimension de controˆle
conside`re des ope´rateurs qui imposent des contraintes sur le flux de controˆle, c’est-a`-dire, sur l’ordre
des ope´rations. La dimension de donne´es (ou dimension controˆle plus donne´es) introduit des ope´rateurs
imposant aussi des restrictions sur les donne´es, c’est-a`-dire, sur les messages e´change´s entre les services.
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Dans ce me´moire, nous conside´rons seulement cette deuxie`me dimension. Nous pre´sentons une re´vision
des ope´rateurs propose´s dans [BHM06] en montrant leur se´mantique dans le cadre de la the´orie des traces
et des graphes de de´pendances ([BH08]).
Nous donnons la grammaire d’un programme PEWS :
P ::=(var X = ArithExp)∗(def Z = ArithExp)∗(service Y = S)∗S
S ::= O | Y | S + S | S? | {S} | [C]S | S <‖> S | S ‖ S | S ‖ S | S ‖> S | S.S
Un programme PEWS P est compose´ d’une se´quence de :
– De´finitions de variables : Une variable X est de´finie pour stocker la valeur re´sultant de l’e´valuation
d’une expression arithme´tique (ArithExp). La valeur d’une variable peut eˆtre modifie´e par le pre´dicat
attribution (qui est toujours e´value´ true). Un programme PEWS nous permet aussi de de´finir (def)
des variables spe´ciales Z qui seront e´value´es a` chaque fois que la variable est ne´cessaire pendant
l’exe´cution. Il s’agit ici de la de´finition d’une fonction simple, qui a e´te´ introduite dans [BCHM05],
mais que nous ne rappelons pas dans ce me´moire.
– Expressions des services : Une path expression S est associe´e a` un identificateur Y .
– Une path expression : Cette expression repre´sente le service de´fini par le programme. Remarquer
que O correspond a` des ope´rations (selon la de´finition donne´e dans le document WSDL associe´ au
programme) alors que C est un pre´dicat PEWS (une condition boole´enne ou une attribution qui
peut contenir des compteurs et des noms de variables). Les ope´rateurs pour la construction des path
expressions sont similaires a` ceux utilise´s dans les expressions re´gulie`res. La grammaire S, ci-dessus,
de´finit qu’une expression peut eˆtre une ope´ration WSDL (O), un service de´finit en PEWS (Y ), un
choix non de´terministe (+), la composition se´quentielle ( . ) ou paralle`le avec diffe´rentes restrictions
sur les messages ( <‖> , ‖ , ‖ , ‖> ), les re´pe´titions paralle`les ({. . .}) ou se´quentielles (?) ou
l’exe´cution conditionnelle d’un service ([C]S).
7.4.1 Approche par la the´orie des traces
Soit S la spe´cification d’un service. Un syste`me de traces pour les messages T (S) est une paire
(ΣS , P refix(T (S))) ou` ΣS est un alphabet de concurrence et T (S) est un langage de traces.
De´finition 7.4.1 : Alphabet de concurrence - Soit S un programme PEWS. Son alphabet de
concurrence ΣS = (AS , DS) contient l’ensemble des messages associe´s a` S par une spe´cification WSDL
et la relation de de´pendances DS . Pour chaque S, ΣS est de´fini de la fac¸on suivante :
– ΣO = (AO , DO) ou` AO est l’ensemble des messages associe´s a` l’ope´ration O par une spe´cification
WSDL et DO est de´finie comme suit :
DO =
{
{m}2 si O est une ope´ration one-way m? ou notification m!.
{m1, m2}2 si O est une ope´ration request-response m1?.m2! ou solicit-response m2!.m1?.
– ΣY = ΣS1 ou` “service Y = S1” apparaˆıt dans le programme PEWS. L’alphabet de concurrence
d’un identificateur de service Y est l’alphabet de concurrence de la path expression correspondant.
– E´tant donne´s ΣS1 = (A1, D1) et ΣS2 = (A2, D2) avec A1 ∩A2 = ∅, alors
ΣS1.S2 = (A1 ∪ A2, D1 ∪D2 ∪ (A1 ×A2) ∪ (A2 ×A1)).
L’alphabet de concurrence d’une se´quence de path expressions contient une relation de de´pendances
ou` tous les messages du premier service sont de´pendants de tous les messages du deuxie`me service.
Tous les messages du premier service sont distincts des messages du deuxie`me service.
– E´tant donne´s ΣS1 = (A1, D1) et ΣS2 = (A2, D2) avec A1 ∩A2 = ∅, alors :
ΣS1+S2 = (A1 ∪ A2, D1 ∪D2).
101
L’alphabet d’un choix multiple est de´fini par l’union disjointe des alphabets concerne´s dans chaque
ope´ration. Ne´anmoins, si ΣS1 = ΣS2 nous de´finissons ΣS1+S2 = (A1, D1).
– E´tant donne´s ΣS1 = (A1, D1) et ΣS2 = (A2, D2) avec ((A1 ∩ A2) \ α) = ∅, alors :
Σ
S1 ‖ S2 = ΣS1 <‖> S2 = ΣS1 ‖ S2 = ΣS1 ‖> S2 = ΣS1 ∪ ΣS2
L’alphabet de concurrence des communications paralle`les est de´fini comme l’union des alphabets
concerne´s dans chaque ope´ration.
– ΣS? = Σ{S} = Σ[B]S = ΣS
L’alphabet de concurrence d’une ite´ration ou d’une expression conditionnelle est l’alphabet de
concurrence de l’expression qui apparaˆıt dans le corps de la spe´cification. 2
Exemple 7.4.1 Soient ΣS1 = ({m1, m2}, ID) et ΣS2 = ({m3}, {m3}
2) deux alphabets de concurrence.
Soit S = S1.S2 un service compose´. Alors, ΣS = ({m1, m2, m3}, {m1, m3}2∪{m2, m3}2}. Remarquer que
m1 et m2 restent inde´pendants dans S. 2
De´finition 7.4.2 : Syste`mes de traces - Soit S une spe´cification PEWS. Le syste`me de traces
T (S) est de´fini comme T (S) = (ΣS ,Prefix(T (S))) ou` T (S) est de´fini de manie`re inductive sur les path
expressions :
– T (O) =
{
[m] si O est une ope´ration one-way ou notification m
[m1.m2] si O est une ope´ration request-response ou solicit-response m1.m2
L’ensemble des traces d’une ope´ration unique contient une seule trace compose´e des messages de´finis
par la spe´cification WSDL pour l’ope´ration.
– T (Y ) = T (S1) ou` “service Y = S1” apparaˆıt dans le programme PEWS. L’ensemble des traces
d’un identificateur de service Y est l’ensemble de traces de la path expression correspondant.
– T ([C]S) = T (S) ∪ {[]}. L’ensemble des traces d’une ope´ration conditionnelle contient l’ensemble
des traces de la sous expression (si la condition C est e´value´e a` true) et la trace vide (pour indiquer
la possibilite´ de la condition C d’eˆtre e´value´e a` false).
– T (S1 + S2) = T (S1) ∪ T (S2). L’ensemble des traces d’un choix multiple est l’union (disjointe) des
ensembles de traces concerne´s par l’ope´ration.
– T (S1.S2) = T (S1).T (S2). L’ensemble des traces d’une se´quence est la concate´nation des ensembles
des traces concerne´s par l’ope´ration.
– T (S?) =
⋃
i≥0 T
i(S) ou` T 0 = {[]}, T 1 = T et pour i > 1, T i = T.T i−1. L’ensemble des traces
d’une ite´ration sur un meˆme ensemble de de´pendances D, contient la concate´nation des traces in-
dividuelles de l’expression dans l’ite´ration.
– T ({S}) =
⋃
i≥0 T
i (avec T = T (S)) ou` T 0 = {[]}, T 1 = T et pour i > 1, T i = T ⊗ T i−1. L’en-
semble de traces d’une re´pe´tition paralle`le est forme´ par le shuﬄe des ensembles individuels. Il n’y
a pas de synchronisation entre deux occurrences d’un service S.
– Les langages de traces pour les diffe´rentes formes de communication en paralle`le sont contraints
par quelques conditions. Ci-dessous, soient αint et α
out
t les alphabets d’entre´e et de sortie d’une
trace t et soit T (S1  S2) =
⋃
1≤i≤n,1≤j≤m X i,j pour chaque ope´rateur paralle`le  ∈ { <‖> , ‖> ,
‖ , ‖ }. Pour chaque ti1 ∈ T (S1) et t
j
2 ∈ T (S2), la trace X i,j est de´finie selon l’ope´rateur de
la manie`re suivante :
1. T (S1 <‖> S2) : Nous avons X i,j = ti1 sαt
j
















S1 <‖> S2 indique que les services S1 et S2 peuvent communiquer entre eux et avec d’autres
services.







= ∅ alors X i,j = ti1 sαt
j








. Sinon X i,j =
[∅]. Intuitivement, S1 ‖> S2 indique que certains messages de sortie d’un service S1 peuvent
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correspondre a` certains messages d’entre´e du service S2. L’ope´rateur permet la communication
de S1 a` S2 mais interdit la communication de S2 a` S1.













, alors X i,j = ti1 sα t
j









non X i,j = [∅]. La spe´cification S1 ‖ S2 de´finit un syste`me clos : toutes les communications
sont effectue´es entre S1 et S2.














= ∅ alors X i,j = ti1 sα t
j





X i,j = [∅]. Intuitivement, S1 ‖ S2 indique que tous les messages de sorties d’un service S1
correspondent a` tous les messages d’entre´e d’un service S2. Aucune communication de S2 a` S1
est possible.
Il est utile de pre´ciser certains changements par rapport a` la version de PEWS pre´sente´e dans [BHM06] :
(1) Dans ce me´moire, nous ne conside´rons pas les ope´rateurs se´quentiels spe´ciaux, qui, en effet, utilisent
l’ope´rateur de se´quence et des ope´rateurs paralle`les. Ils peuvent ainsi eˆtre obtenus a` partir des ope´rateurs
traite´s ci-dessus ([Ba08]).
(2) Pour des raisons pratiques (et de complexite´) nous avons change´ la se´mantique de l’ope´rateur { } par
rapport a` celle pre´sente´e dans [BHM06].
(3) Les conditions sur les ope´rateurs paralle`les sont exprime´es en prenant en compte les alphabets spe´-
cifiques de chaque trace. Cela est une manie`re plus affine´e et pre´cise de les de´finir, car dans certains
cas spe´cifiques, conside´rer l’alphabet du service globalement peut rendre difficile l’analyse des proprie´te´s
d’une composition.
Exemple 7.4.2 Soient les spe´cifications PEWS S1, S2, S3 et S4 telles que :
T 1 = T (S1) = (({a, b, c}, {a, b}2 ∪ {b, c}2), {[a?b!c?]}), T 2 = T (S2) = (({d, e}, {d, e}2), {[d!e?]}),
T 3 = T (S3) = (({b, e, d}, {b, e}2 ∪ {b, d}2), {[b?e!d?]}) et T 4 = T (S4) = (({a, c}, {a, c}2), {[a!c!]}).
Soit S = ((S1.S2) <‖> S3) ‖ S4. Nous avons T (S1.S2) = (({a, b, c, d, e}, {a, b}2 ∪ {b, c}2 ∪ {d, e}2 ∪
{(a, d)}2 ∪ {(a, e)}2 ∪ {(b, d)}2 ∪ {(b, e)}2 ∪ {(c, d)}2 ∪ {(c, e)}2), [a?b!c?d!e?]). Ensuite nous avons
T ((S1.S2) <‖> S3) = (({a, b, c, d, e}, {a, b}2∪{b, c}2∪{d, e}2∪{(a, d)}2∪{(a, e)}2∪{(b, d)}2∪{(b, e)}2∪
{(c, d)}2∪{(c, e)}2), [a?b\c?d\e\]). Finalement T = T (S) = (({a, b, c, d, e}, {a, b, c, d, e}2), {[a\b\c\d\e\]}). 2
7.4.2 Approche par les graphes de de´pendances
Dans l’approche par les graphe de de´pendances, les de´finitions sont e´quivalentes a` celles de la section
pre´ce´dente ; seulement les TSDG remplacent les syste`mes de traces.
De´finition 7.4.3 Soit S une spe´cification PEWS. Le TSDG G(S) est de´fini de manie`re inductive sur les
path expressions :
– PEWS spe´cifie des services simples a` partir d’un ensemble d’ope´rations et des messages dans un
fichier WSDL. Si O est une ope´ration one-way ou notification alors G(O) est l’ensemble conte-
nant seulement le graphe G = ({1}, ∅, l) ou` l(1) = a. Si O est une ope´ration request-response ou
solicit-response alors G(O) est un ensemble contenant seulement le graphe G = ({1, 2}, {(1, 2)}, l)
ou` l(1) = a et l(2) = b. Remarquer que a ou b repre´sentent des messages avec des de´corations ? ou
!, c’est-a`-dire, a = m? ou a = m!.
– G(Y ) = G(S1) ou` “service Y = S1” apparaˆıt dans le programme PEWS. Le TSDG d’un identifica-
teur de service Y est le TSDG du path expression correspondant.
– G([C]S) = G(S)∪G ou` G contient seulement G. Le TSDG d’une ope´ration conditionnelle contient
le TSDG de la sous expression (si les conditions sont e´value´es comme true) et G  (pour indiquer la
possibilite´ de la condition d’eˆtre e´value´e comme false).
– G(S1 + S2) = G(S1) ∪ G(S2). Le TSDG d’un choix multiple est l’union des TSDG des expressions
concerne´es dans l’ope´ration en conside´rant les graphes isomorphes comme un seul graphe dans G.
Dans la suite, si G(S1) = {G11, . . . , G
n
1} and G(S2) = {G
1
2, . . . , G
m











2 } ou` ◦ est un des ope´rateurs de l’ensemble {., s,⊗}.
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– G(S1.S2) = G(S1).G(S2). Le TSDG d’une se´quence est la connexion (de´finition 7.3.5) de chaque




i (avec G = G(S)) ou` G0 = {G}, G
1 = G et pour i > 1, Gi = G  Gi−1 (la concate´-
nation de i copies de G). Le TSDG d’une ite´ration contient la concate´nation des TSDG individuels




i (avec G = G(S)) ou` G0 = {G}, G
1 = G et pour i > 1, Gi = G ⊗ Gi−1.
Le TSDG d’une re´pe´tition paralle`le est forme´ par le shuﬄe des TSDG individuels. Il n’y a pas de
synchronisation entre deux occurrences d’un service S.
– Les langages de traces pour les diffe´rentes formes de communication en paralle`le sont contraints
par quelques conditions. Ci-dessous, soient αinG et α
out
G les alphabets d’entre´e et de sortie d’un
graphe de de´pendances G et soit G(S1  S2) =
⋃
1≤i≤n,1≤j≤m X i,j pour chaque ope´rateur paralle`le
 ∈ { <‖> , ‖> , ‖ , ‖ }. De fac¸on similaire a` ce que nous avons pour les traces, pour chaque
Gi1 ∈ G(S1) et G
j
2 ∈ G(S2), le graphe X i,j est de´fini selon l’ope´rateur de la manie`re suivante :



























= ∅ alors X i,j = Gi1 sαG
j








. Sinon X i,j =
{G∅}. L’ope´rateur permet la communication de S1 a` S2 mais interdit la communication de S2
a` S1.













, alors X i,j = Gi1 sα G
j









Sinon X i,j = {G∅}. La spe´cification S1 ‖ S2 de´finit un syste`me clos.














= ∅ alors X i,j = Gi1 sα G
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G1 G2 G3 G4 G
((S1.S2) <‖> S3) ‖ S4







Fig. 7.7: (a) L’e´valuation de l’expression PEWS S = ((S1.S2) <‖> S3) ‖ S4, avec G(S) = {G} et G(Si) =
{Gi}. (b) Temps pour ve´rifier la correction d’une expression.
Exemple 7.4.3 La figure 7.7 illustre la composition S = ((S1.S2) <‖> S3) ‖ S4 de l’exemple 7.4.2.
Pour simplifier la figure, les arcs entre nœuds de´ja` connecte´s par un autre chemin n’ont pas e´te´ repre´sen-
te´s. 2
7.5 Proprie´te´s
Notre but e´tant la construction d’une plate-forme d’aide a` la conception des services web ; nous sommes
inte´resse´s par la ve´rification de certaines proprie´te´s de nos compositions. Dans nos travaux nous avons
conside´re´ les tests suivants :
1. La compatibilite´ de services qui ve´rifie si deux ou plusieurs services forment un syste`me clos.
2. La correction d’une composition qui assure la satisfaction d’une composition propose´e par un uti-
lisateur,
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3. La possibilite´ de substitution d’un service qui assure que, dans une composition, un service donne´
peut eˆtre remplace´ par un autre sans avoir a` modifier sa collaboration avec d’autres services de la
composition.
Dans la suite, nous pre´sentons ces concepts du point de vue des traces ainsi que du point de vue des
graphes, faisant le paralle`le entre les deux formalismes.
De´finition 7.5.1 Correction (Soundness) - Une expression PEWS S est correcte ssi G(S) 6= {G∅},
c’est-a`-dire, ssi T (S) 6= (ΣS , ∅). 2
Ainsi pour tester si la composition peut marcher, nous devons tester si le langage de traces (ou le
TSDG) correspondant a` la composition n’est pas vide. Remarquer que dans l’exemple 7.4.3, la composition
est correcte.
Les notions de subsumption et d’e´quivalence sont importantes pour traiter les possibilite´s de substi-
tution.
De´finition 7.5.2 : Subsumption et e´quivalence des services - Soient S1, S2 deux expressions
PEWS. Nous disons que S1 est subsumed par S2, note´ S14S2, ssi G(S1) ⊆ G(S2), c’est-a`-dire, les graphes
abstraits de G(S1) appartiennent a` G(S2).
En termes de traces ; en supposant que T (S1) = (ΣS1 , P refix(T (S1))) et T (S2) = (ΣS2 , P refix(T (S2))),
nous disons que S14S2 ssi ΣS1 ⊆ ΣS2 et T (S1) ⊆ T (S2).
Les spe´cifications S1 et S2 sont e´quivalentes, note´ S1 ≡ S2, ssi S14 S2 et S24 S1. 2
Le the´ore`me suivant ([Ba08]) e´tablit qu’un service S1 peut eˆtre remplace´ par un service S2 si S2 assure
au moins toutes les conversations de S1.
The´ore`me 7.5.1 Soient S, S1, S2 des expressions PEWS. Si S14 S2 et S1 est une sous-expression de
S, alors S4 S[S1/S2], ou` S[S1/S2] est une expression PEWS obtenue par la substitution de S1 par S2
dans S. 2
Complexite´ et imple´mentation
Une imple´mentation partielle de l’e´diteur PEWS a de´ja` e´te´ faite (UFRN, Bre´sil) et un prototype du
programme de ve´rification de la composition est disponible sur la forme d’une API java [Ba08]. Cette
imple´mentation a e´te´ faite sur l’approche graphe de de´pendances, puisque l’imple´mentation des traces
via des chaˆınes de caracte`res s’est ave´re´e moins efficace.
En supposant qu’une bibliothe`que de services est disponible, contenant des spe´cifications PEWS ou des
TSDG de´ja` calcule´s, la version actuelle de notre API fait la ve´rification de la correction d’une composition
S construite a` partir des services dans la bibliothe`que. La figure 7.7 montre les temps d’exe´cution de cette
proce´dure pour diffe´rentes expressions PEWS. Dans [BH08] nous trouvons les de´tails sur l’algorithme de
synchronisation.
Il est important de remarquer que l’imple´mentation de la synchronisation dans l’approche de traces
(c’est-a`-dire, avec des mots) est moins efficace. En effet, la synchronisation de deux traces, dans le pire
de cas, est O(n!) ou` n est la taille de la trace. Cela se justifie car nous avons besoin de ve´rifier toutes les
permutations possibles (des symboles inde´pendants) pour trouver la bonne solution. Par exemple, dans
l’exemple 7.4.3, la trace t = [a?b!c?d!e?] est repre´sente´e par G1.G2 et t1 = [b?e!d?] est repre´sente´e par
G3. Pour synchroniser t et t1, il est ne´cessaire de prendre en compte le fait que t1 = {b?e!d?, b?d?e!}
pour ensuite faire la synchronisation en conside´rant le mot b?d?e! (le cas qui nous permet un nombre
maximal de synchronisation). Les graphes de de´pendances coupent l’ordre line´aire impose´ par les chaˆınes
de caracte`res et permettent des imple´mentations plus efficaces.
La ve´rification de la correction d’une composition PEWS est faite en temps O(nm × t) ou` n est le
nombre de graphes de de´pendances dans chaque G(Si), m est le nombre d’ope´rateurs PEWS et t est la
complexite´ de la synchronisation ou de la connexion. Il est important de remarquer que si nous utilisons
une bibliothe`que de services stockant des TSDG de´ja` calcule´, la valeur de m est souvent petite. Dans
les exemples de la figure 7.7, le temps est calcule´ pour des exe´cutions sur un PC Intel Pentium(R) M
Processor 1.70 GHz, 512 Mo RAM., avec n = 1.
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7.6 Travaux lie´s
Dans le cadre de la composition de services, d’un cote´ nous trouvons diffe´rentes propositions qui ont
comme but de devenir des langages standards pour l’industrie, d’un autre cote´ nous trouvons des propo-
sitions des formalismes pour la description et la ve´rification des proprie´te´s des services ([MM04]). Dans
le premier groupe, le langage le plus cite´ pour spe´cifier la composition des services est BPEL [ACD+03]
(Business Process Execution Language). Un programme BPEL de´finit des services web en centralisant
la description de la composition dans une seule unite´, c’est-a`-dire, BPEL est un langage d’orchestration.
Meˆme si BPEL est tre`s utilise´, ce langage offre des possibilite´s de ve´rification tre`s limite´es ; motivant
ainsi diffe´rentes propositions qui visent a` ame´liorer cette situation. Par exemple, dans [Ake04] nous trou-
vons un outil pour l’analyse statique de BPEL alors que [VvdA05] de´crit certains constructeurs BPEL
en utilisant des re´seaux de Petri. Ne´anmoins, a` notre connaissance, il n’existe pas encore d’outils pour
ve´rifier la correction d’un programme BPEL [MM04], ni pour analyser les possibilite´s de substitution et
de compatibilite´ des services.
Plusieurs propositions re´centes admettent l’importance d’une analyse formelle des protocoles des ser-
vices ([BCPT05, BCH05, BFHS03, FBS04, SCZ04]). Le traitement formel des interactions de services
web peut eˆtre exploite´ dans la composition automatique que nous ne conside´rons pas dans nos travaux.
Nous nous plac¸ons dans une plate-forme d’aide a` l’utilisateur : L’utilisateur connaˆıt tre`s bien son do-
maine d’application et posse`de des bases fondamentales pour utiliser un langage de spe´cification comme
PEWS. Il peut ensuite demander une ve´rification pour tester si sa composition peut fonctionner, c’est-
a`-dire, si elle est correcte. Notre choix est motive´ par les besoins des professionnels voulant composer
des services web a` partir d’une bibliothe`que de services mise a` disposition par diffe´rents partenaires.
Contrairement a` nous, diffe´rents travaux conside`rent le proble`me de la composition automatique, comme
par exemple [CFB04, PBB+04, PTBM05].
Nous proposons PEWS comme langage pour la spe´cification de interfaces des services web et nous
utilisons la the´orie des traces et les graphes de de´pendances pour analyser les possibles interactions
entre services. Des travaux similaires, proposant d’autres formalismes, sont pre´sente´s, par exemple,
dans [dAH01, BCH05, BCPT05, HB03, SBS04]. Il est inte´ressant de remarquer que plusieurs proble`mes
dans le domaine de services web trouvent une correspondance dans le domaine des composants de logi-
ciels (voir [dAH01] comme exemple). Les diffe´rences plus marquantes entre la plupart de ces approches
et la noˆtre sont : la de´finition d’une composition comme e´tant seulement un service clos, sans prendre
en compte d’autres possibilite´s ; les tests de corrections et de remplacement, de´finis dans une approche
“pessimiste”, c’est-a`-dire, fonde´s sur la ve´rification que toutes les possibilite´s d’exe´cution me`nent a` un
re´sultat correct, et non seulement sur l’existence d’une possibilite´ d’exe´cution correcte.
En effet, comme dans [dAH01], notre travail se place dans une approche “optimiste”, c’est-a`-dire, nos
algorithmes re´pondent favorablement a` une composition propose´e par l’utilisateur s’il existe une possibilite´
d’exe´cution correcte. Cette prise de position nous permet d’avoir des algorithmes plus le´gers et efficaces
par rapport aux propositions de l’approche “pessimiste” adopte´ pour plusieurs travaux.
Bien que les approches de´crites dans [BCH05, SBS04] soient pessimistes, certains points en commun
avec la noˆtre sont a` remarquer. Dans [SBS04] l’alge`bre de processus est propose´e comme formalisme
pour de´crire, raisonner et faire des ve´rifications sur les interfaces des services web. L’alge`bre de processus
est aussi le formalisme adopte´ dans [MBSR06, Yeu06], entre autres. Dans [BCH05], le comportement
d’un service est spe´cifie´ par une interface de protocole qui de´crit l’exe´cution des actions, utilisant les
automates d’e´tats finis. Les deux travaux conside`rent les proble`mes d’e´quivalence entre services et de
la correction d’une composition. Ne´anmoins, e´tant dans une approche pessimiste la bissimulation est la
me´thode utilise´e pour ve´rifier la possibilite´ de remplacement, ce qui rend les algorithmes plus complexes
que le noˆtre.
Dans [BCPT05] nous trouvons une spe´cification comportementale de service nomme´e timed protocol.
La mode´lisation utilise des automates d’e´tat finis ou` les transitions sont active´es par des messages ou par
des timeouts. Dans [BCPT05] les traces sont des suites d’e´ve`nements alors que dans notre approche une
trace est une classe d’e´quivalence sur l’ensemble de toutes les chaˆınes. Dans PEWS les pre´dicats englobant
le temps sont possibles ([BCHM05]) et nous pouvons ainsi exprimer les timeouts. La notion de compati-
bilite´ de [BCPT05] est incluse dans notre de´finition de correction. Finalement, meˆme si dans [BCPT05]
diffe´rents types de remplacements sont de´finis cette notion reste similaire a` la notre.
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Dans [HB03] une alge`bre pour la composition de services web, fonde´e sur les re´seaux de Petri, est
propose´. Certains ope´rateurs propose´s trouvent leur e´quivalents en PEWS, mais ceux qui imposent des
restrictions sur la communication ne sont pas pris en compte dans [HB03] ou` le flux de controˆle reste la
pre´occupation principale. Ce travail est similaire au noˆtre car, a` partir d’une composition exprime´e en
re´seaux de Petri, il est possible d’effectuer des tests sur la correction de la composition ainsi qu’e´valuer
certaines possibilite´s de substitution. Par contre, dans [KP06] nous trouvons une approche ou` les flux
des donne´es sont aussi conside´re´s. Le concept de traces semble pouvoir simuler les runs utilise´s par les
auteurs ; mais dans nos travaux nous n’avons pas conside´re´ la correction par rapport a` une condition
donne´e (exprime´e avec la logique temporelle LTL dans [KP06]).
7.7 Conclusions
L’utilisation des path expressions comme base du langage PEWS ainsi que l’emploi de la the´orie des
traces pour le raisonnement sur la composition des services web est l’originalite´ de notre approche.
PEWS a comme avantage le fait d’eˆtre un langage formel simple, similaire aux expressions re´gulie`res.
La traduction d’une spe´cification PEWS dans la the´orie des traces ou dans les TSDG est comple`tement
transparente pour l’utilisateur. Les ve´rifications statiques offertes par notre approche pour la correction
et la substitution peuvent eˆtre implemente´s par des algorithmes ayant une bonne performance dans la
pratique (selon nos premiers tests).
La comparaison entre les diffe´rentes propositions dans notre contexte doit prendre en compte le pouvoir
d’expressions des formalismes conside´re´s. PEWS est naturellement adapte´ au mode`le WSDL ; puisque un
programme PEWS peut eˆtre vu dans la dimension controˆle ou dans la dimension controˆle plus donne´es.
La dimension controˆle de PEWS peut exprimer la plupart des motifs de flux de controˆle, comme montre´






Des difficulte´s sont a` pre´voir lors de la mise a` jour d’une base de donne´es ayant des contraintes a`
respecter, car, des donne´es originalement cohe´rentes par rapport aux contraintes peuvent devenir inco-
he´rentes suite aux mises a` jour. Depuis mon doctorat, ce the`me est pre´sent dans mes travaux, meˆme s’il
est e´tudie´ dans des contextes tre`s diffe´rents. En effet, il est possible de classer mes travaux de recherche
dans quatre contextes principaux, a` savoir :
1. Les aspects dynamiques des bases de donne´es de´ductives.
2. La maintenance incre´mentale des entrepoˆts de donne´es via des ope´rateurs de la logique temporelle.
3. Les mises a` jour et la validation incre´mentale des bases de donne´es XML.
4. Les langages pour la de´finition, la composition et la manipulation des services web.
Alors que le the`me 1 est le sujet de ma the`se de doctorat, les the`mes suivants repre´sentent des
recherches entame´es a` diffe´rentes pe´riodes apre`s mon doctorat. Ce me´moire de´crit mes recherches dans
les the`mes 3 et 4.
Ainsi, dans le domaine XML nous avons propose´ diffe´rentes politiques pour la pre´servation de la
cohe´rence de la base, a` savoir, le simple rejet de la mise a` jour, la modification des donne´es stocke´es et
meˆme, dans certaines circonstances spe´ciales, le changement des contraintes impose´es sur les donne´es. Les
contraintes de sche´ma et d’inte´grite´ ont e´te´ conside´re´es mais de fac¸on inde´pendante. Nos algorithmes de
validation sont fonde´s sur l’exe´cution d’un automate d’arbre, mais la validation via programme logique
(datalog monadique) a aussi e´te´ aborde´e.
Des prototypes pour la validation incre´mentale par rapport aux contraintes d’inte´grite´ et de type
ainsi que pour l’e´volution de sche´ma ont e´te´ imple´mente´s et il serait inte´ressant de mettre en place une
plate-forme ou` les fonctionnalite´s propose´es par nos travaux soient disponibles.
Dans le domaine des services web, nos travaux sont plus re´cents, mais illustrent assez bien notre
objectif d’introduire un langage formel mais simple, se´mantiquement bien de´fini, pour la spe´cification de
services simples ou compose´s. Des ve´rifications statiques concernant la correction et la substitution des
services d’une composition ont e´te´ discute´es et imple´mente´es.
Diffe´rentes perspectives dans les deux domaines, XML et services web, sont envisageables. Dans ce
chapitre, je pre´sente les perspectives XML que nous avons de´finies comme but dans le projet WebDex
(projet ANR soumis en 2007). Ces objectifs concernent la conside´ration des types non re´guliers ainsi
que les ve´rifications statiques de validite´. Du cote´ des services web, nous comptons continuer l’e´tude des
proprie´te´s de PEWS ainsi que la conception des outils ne´cessaires pour la construction de la plate-forme
d’aide a` la spe´cification et manipulation des services web.
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8.1 Du cote´ de XML
Nouvelles primitives de mises a` jour et les contraintes de type au dela` des grammaires
re´gulie`res
Les ope´rations de mises a` jour conside´re´es dans nos travaux (de´finition 3.2.1) pourraient eˆtre classe´es
comme des mises a` jour “horizontales” en opposition a` d’autres mises a` jour que nous classerons comme
les mises a` jours “verticales”. Pour illustrer la diffe´rence, nous conside´rons un arbre a(t1, t2, t3) ou` a est un
label et chaque ti est un sous arbre. Un exemple de mise a` jour “horizontale” serait le remplacement d’un
sous arbre par un autre, en transformant par exemple a(t1, t2, t3) en a(t1, tnew, t3). Un exemple d’une
mise a` jour verticale serait l’insertion ou la suppression d’un niveau de la hie´rarchie dans l’arbre, comme
la transformation de l’arbre a(t1, t2, t3) en a(k(t1, t2), t3) et vice-versa (ou` k est un label). L’inte´reˆt pour
des mises a` jour verticales peut exister, meˆme en sachant que il est possible de les simuler par une suite
de mises a` jour horizontales (dans l’exemple pre´ce´dent, par la suppression des sous arbres t1 et t2 et
l’insertion de k(t1, t2)).
Nous pouvons argumenter que la restriction des mises a` jour aux ope´rations“horizontales”s’explique en
partie par le fait que les contraintes XML imposent une vison par niveau, et donc une vision“horizontale”.
Par exemple, les contraintes de sche´ma capables de restreindre la structure d’un document correspondent
a` des grammaires d’arbre avec des re`gles A → a[E] imposant des contraintes sur les fils d’un nœud de
l’arbre (qui doivent respecter E).
Aucun langage de sche´ma actuel n’impose des contraintes qu’on pourrait conside´rer comme “vertica-
les”. Par exemple, supposons une contrainte C → c(A|n.B|n) qui imposerait a` un nœud d’avoir l’e´tiquette
c, un premier fils A ayant lui meˆme n fils A et un deuxie`me fils B ayant lui meˆme le meˆme nombre de fils
que son fre`re. Ce type de contrainte ne correspond pas a` des grammaires re´gulie`res d’arbre. Des forma-
lismes plus puissants sont ne´cessaires pour les exprimer et cet aspect concerne une de nos perspectives
de recherche.
Nous sommes ainsi inte´resse´s par la repre´sentation des sche´mas de´finissant des langages d’arbres non
re´guliers. Certains travaux ont pris en compte des contraintes horizontales non re´gulie`res, c’est-a`-dire, des
contraintes (plus puissantes que les expressions re´gulie`res) impose´es sur les fils d’un nœud. Par exemple
les contraintes de comptage ont e´te´ e´tudie´es dans [DL02, SSM03] alors que dans [GT07] des contraintes
plus ge´ne´rales (de type alge´brique sont introduites. Des travaux concernant les contraintes synchronise´es
sur les grammaires de n-uplets d’arbres ([LS06, RCC05]) montrent comment exprimer des contraintes
synchronise´es verticales pour les arbres d’arite´ fixe.
Dans ce cadre, et en conside´rant l’e´volution des sche´mas, un premier objectif peut eˆtre l’extension
de l’approche dGRECDat a` un contexte non re´gulier. Par exemple, nous supposons que les contraintes
impose´es sur les fils d’un nœud sont e´tablies par une grammaire hors contexte (CFG) et nous proposons
d’e´tendre l’approche dGRECDat . Le but est de conside´rer le meˆme proble`me traite´ par [dHM07] dans un
nouveau cadre ou` les expressions re´gulie`res sont remplace´es par les CFG et les programmes datalog sont
remplace´s par les programmes logiques. L’ide´e ge´ne´rale de cette approche est donc de caracte´riser le
programme logique qui repre´sente un type non re´gulier et de l’utiliser comme un validateur, de la meˆme
fac¸on que nous avons utilise´ le validateur datalog. Dans le cadre des arbres d’arite´ fixe, il existe une
hie´rarchie de langages d’arbre et les grammaires correspondantes (parfois exprime´es par des programmes
logiques) ([LS06]). Le but ici est d’e´tendre ces travaux aux arbres d’arite´ variables pour proposer un
algorithme d’e´volution de sche´mas capable de traiter des sche´mas (types) non re´guliers.
Le traitement des contraintes plus puissantes (sur la verticale) impose l’ajout de nouvelles primitives
de mise a` jour, notamment celles permettant l’ajout ou la suppression d’un niveau de la hie´rarchie. Par
exemple, nous pouvons proposer createFather(pbeg , pend, lab) qui introduit un nœud avec label lab a` la
position pbeg prenant comme fils les sous-arbre enracine´s de pbeg a` pend. Autrement dit, le premier fils du
nœud pbeg dans le nouvel arbre correspond au sous arbre de racine pbeg de l’arbre original, le deuxie`me
au fre`re de droite de pbeg (dans l’arbre original) et ainsi de suite jusqu’au dernier fils qui correspondra
au sous arbre de racine pend (dans l’arbre original). C’est donc l’ope´ration createFather(0, 1, k) qui
permettrais de transformer l’arbre a(t1, t2, t3) en a(k(t1, t2), t3). Une ope´ration inverse serait, par exemple,
dismissFather(p). L’introduction de ces ope´rations implique une re´vision des re´sultats obtenus dans nos
travaux jusqu’a` maintenant.
En ce qui concerne l’e´volution de sche´ma, d’autres politiques pourraient aussi eˆtre prises en compte
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comme par exemple, l’e´volution des sche´mas non conservatrice (via des ope´rations de modification du
sche´ma). Une telle ope´ration pourrait eˆtre envisage´e et mise en place en accord avec une validation
incre´mentale (concernant seulement les parties modifie´es, comme dans [GMR05]) et la correction des
documents devenus non valides par rapport au nouveau sche´ma.
Un langage de mises a` jour
Comme je l’ai de´ja` signale´ dans ce me´moire, nous avons jusqu’a` maintenant conside´re´ seulement un
ensemble de primitives de mises a` jour, sans prendre en compte leur inte´gration dans un langage de requeˆte.
En effet, jusqu’a` maintenant, nous avons conside´re´ qu’un utilisateur manipule un document XML (ou une
partie d’un document) via un e´diteur qui lui donne une vision de l’arbre XML et fournit des possibilite´s de
modifications : l’utilisateur peut signaler les positions (dans l’arbre XML) ou` il souhaiterait effectuer des
insertions, des suppressions ou des remplacements. Ces changements seraient applique´s aux documents,
seulement suite a` une ope´ration de committ, a` sa demande. Malheureusement l’imple´mentation de cette
interface n’a pas encore e´te´ faite (seulement des prototypes ont e´te´ pre´sente´s par des e´tudiants de master).
La de´finition des mises a` jour et des contraintes via un langage de requeˆte ouvre une autre perspec-
tive a` nos travaux. L’utilisation des requeˆtes arbre pourrait bien s’adapter aux cadre conside´re´ jusqu’a`
maintenant, permettant a` l’utilisateur d’avoir une vison graphique des mises a` jour et des contraintes a`
e´tablir. Ne´anmoins, d’autres possibilite´s restent a` exploiter et pour cela, nous devons prendre en compte
les langages de´ja` propose´s pour la spe´cification des mises a` jour et l’inte´gration de nos primitives a` ces
langages.
L’utilisation d’un langage de mise a` jour nous dirige vers la recherche de me´canismes pour des analyses
statiques. Par exemple, soient une contrainte d’inte´grite´ et une mise a` jour, exprime´es, par exemple, par
une requeˆte arbre. L’analyse statique de ce deux “requeˆtes” devrait pouvoir nous dire si la mise a` jour
peut violer cette contrainte. Cette perspective nous approche des travaux de´ja` mentionne´s ici, comme
par exemple [GI06, GRS07]. Jusqu’a` maintenant toutes nos ve´rifications de validite´ des contraintes sont
dynamiques.
Une autre perspective de recherche que je conside`re inte´ressante est la transposition des re`gles de
mises a` jour propose´es dans ma the`se au contexte XML. E´tant donne´es des mises a` jour, nous voulons
engendrer, a` partir des re`gles de mise a` jour, une liste non contradictoire, contenant les mises a` jour
donne´es et de´duites par les re`gles de mises a` jour. Plusieurs questions peuvent eˆtre analyse´es dans ce
cadre, notamment l’analyse de la cohe´rence des re`gles de mise a` jour ainsi que leur interaction avec les
autres contraintes de type et d’inte´grite´.
8.2 Du cote´ de PEWS
L’e´tude des proprie´te´s de notre formalisme, comme l’e´quivalence entre diffe´rentes expressions PEWS,
peut donner des re´sultats inte´ressants en ce qui concerne l’optimisation des spe´cifications. Cette e´tude
a de´ja` commence´, dans le cadre de la the`se de Cheikh Ba ainsi que dans des travaux de fin d’e´tude des
e´tudiants de Martin Musicante. Ainsi, l’e´quivalence S1 · S2 ≡ (S1.S2) <‖> B, ou` · est un ope´rateur
se´quentiel avec des restrictions sur les donne´es ([BHM06]) et B est un service “buffeur”, a e´te´ prouve´e
dans [dS06]. La possibilite´ d’avoir aussi des algorithmes qui imple´mentent une approche pessimiste est a`
e´tudier.
Une comparaison plus de´taille´e de notre approche avec d’autres formalismes propose´s dans la litte´-
rature me´rite conside´ration, en particulier la de´finition de nos limites ou avantages face aux approches
fonde´es sur les re´seaux de Petri ainsi que les rapports des spe´cifications PEWS avec les contrats de
PiDuce1. Cette e´tude est sans doute laborieuse, mais peut ouvrir des portes a` diffe´rentes perspectives.
Dans nos travaux actuels les synchronisations entre messages sont traite´es de manie`re abstraite, c’est-
a`-dire, nous ne pre´cisons pas comment un message d’entre´e m? correspond au message de sortie m!.
Supposons par exemple, qu’un service S1 attend comme entre´e un message contenant le prix d’un pro-
duit, alors qu’un service S2 envoie un message concernant le couˆt d’un produit. Pourront ils communiquer ?
Il nous faut donc e´tablir cette correspondance. L’utilisation des syste`mes de types, comme dans les lan-
gages de programmation, est envisageable. Une autre option serait de prendre comme base une ontologie
1http ://www.cs.unibo.it/PiDuce/
111
spe´cifique. Nous n’avons pas encore exploite´ ces directions.
Diffe´rentes extensions de la plate-forme d’aide a` la conception de services web sont envisageables.
L’e´volution efficace des spe´cifications PEWS par le remplacement, l’ajout ou la suppression des services
composants. L’ide´e serait de pouvoir mettre a` jour une composition, en remplac¸ant certains services
par d’autres plus re´cents ou disponibles. Une perspective beaucoup plus ambitieuse serait de rendre la
composition dynamique, comme sugge´re´ dans [Ama03] : au lieu de spe´cifier (manuellement) le service a`
utiliser dans une composition, la spe´cification serait faite par des requeˆtes de´finissant le service souhaite´.
Au moment de l’utilisation du service compose´ les services composants seraient cherche´s parmi les services
disponibles capables de re´pondre aux requeˆtes.
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Annexe A
Preuve du The´ore`me 3.2.1
The´ore`me 3.2.1 : Soit L une suite non contradictoire de mises a` jour e´le´mentaires (respectant les
conditions e´tablies par la De´finition 3.2.1). Soient L1, L2, . . . Lm des suites de mises a` jour construites a`
partir de L en changeant l’ordre des mises a` jour e´le´mentaires, c’est-a`-dire, L1, L2, . . . Lm sont des suites
de mises a` jour diffe´rentes entre elles uniquement par l’ordre des mises a` jour e´le´mentaires. Soit T un
arbre XML et soient les mises a` jour multiples (De´finition 3.2.3) T
(L1)
−→ T ′1, . . . , T
(Lm)
−→ T ′m.
Les arbres T ′1 . . . T
′
m, re´sultats des mises a` jour multiples ainsi de´finies, sont isomorphes. Plus particulie`-
rement, si la liste L ne contient pas plusieurs insertions sur une meˆme position alors les arbres re´sultats




Preuve : La preuve est faite par induction sur la longueur de L.
Base : Si |L| = 1 alors nous sommes dans le cas trivial des mises a` jour e´le´mentaires. Nous conside´rons
donc le cas de |L| = 2. Soient upd1 = (op1, p1, Γ1) et upd2 = (op2, p2, Γ2) les deux mises a` jour dans L.
Nous analysons tous les cas possibles.
notation : Sur un arbre T = (D, t) (e´ventuellement Ti = (Di, ti), avec un indice) la fonction root est
applique´e sur t pour indiquer le label de racine, c’est-a`-dire, root(t) = t().
1. op1 = op2 = insert
(a) Soit p1 = p2 = p, c’est-a`-dire, deux ope´rations d’ insertion sur une meˆme position.
Supposons d’abord que upd1 est la premie`re mise a` jour de la liste L. Soit p = u.i. La mise a` jour
upd1 provoque un ShiftRight d’une position sur l’arbre original T = T0 et sur le corps de la liste
L. Ainsi, apre`s que upd1 est conside´re´e, la liste de mises a` jour est L1 = [(insert, u.(i+1), Γ2)].
Si u.i ∈ D, alors la deuxie`me mise a` jour sera faite toujours a` gauche du sous arbre qui e´tait a`
la position u.i de l’arbre original T . Si u.i ∈ frins, alors upd2 sera faite a` la frontie`re de l’arbre
T1 (obtenu en conside´rant la mise a` jour upd1). Les tableaux suivants re´sument la situation en
montrant comment les fre`res de p sont affecte´s par la mise a` jour multiple.
Si p ∈ D : Supposons que T , a` la position p, a une e´tiquette A.
Arbre original Arbre apre`s la Arbre apre`s la
premie`re mise a` jour deuxie`me mise a` jour
t0(u.i) = A t1(u.i) = root(τ1) t2(u.i) = root(τ1)
t1(u.(i + 1)) = A t2(u.(i + 1)) = root(τ2)
t2(u.(i + 2)) = A
Si p ∈ frins :
Arbre original Arbre apre`s la Arbre apre`s la
premie`re mise a` jour deuxie`me mise a` jour
Position u.i t1(u.i) = root(τ1) t2(u.i) = root(τ1)
n’est pas dans t2(u.(i + 1)) = root(τ2)
D
Supposons maintenant que upd2 est la premie`re mise a` jour de la liste L. Les tableaux suivant
re´sument la situation
Si p ∈ D : Supposons que T , a` la position p, a une e´tiquette A.
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Arbre original Arbre apre`s la Arbre apre`s la
premie`re mise a` jour deuxie`me mise a` jour
t0(u.i) = A t1(u.i) = root(τ2) t2(u.i) = root(τ2)
t1(u.(i + 1)) = A t2(u.(i + 1)) = root(τ1)
t2(u.(i + 2)) = A
Si p ∈ frins :
Arbre original Arbre apre`s la Arbre apre`s la
premie`re mise a` jour deuxie`me mise a` jour
Position u.i t1(u.i) = root(τ2) t2(u.i) = root(τ2)
n’est pas dans t2(u.(i + 1)) = root(τ1)
D
Nous prouvons ainsi que, dans ce cas, les arbres obtenus sont isomorphes.
(b) Soit p1 ≺ p2 (p1 est pre´fixe de p2).
Supposons p1 = u.i et p2 = u.i.u
′, ou` u′ ∈ N∗ et u′ 6= . La position p1 est force´ment dans
D. En effet, si p1 ∈ fr
ins(T ) (c’est-a`-dire, p1 6∈ D) alors p2 6∈ fr
ins(T ) et p2 6∈ D ce qui
est contraire aux conditions de la de´finition 3.2.3. La position p2 peut eˆtre dans D ou dans
frins(T ).
Conside´rons le cas ou` p2 ∈ D. Soit upd1 la premie`re mise a` jour de la liste. Cette mise a`
jour provoque un ShiftRight sur toutes les positions ayant u.i comme pre´fixe (sur l’arbre et
sur la liste L). Ainsi, l’application du ShiftRight sur le corps de L transforme p2 = u.i.u
′ en
p2 = u.(i+ 1).u
′. Le tableau ci-dessous re´sume la situation. Supposons que la position p1 de T
est associe´e a` une e´tiquette A alors que, dans l’arbre original, la position p2 est associe´e a` une
e´tiquette B.
Arbre original Arbre apre`s la Arbre apre`s la
premie`re mise a` jour deuxie`me mise a` jour
t0(u.i) = A t1(u.i) = root(τ1) t2(u.i) = root(τ1)
t0(u.i.u
′) = B t1(u.(i + 1)) = A t2(u.(i + 1)) = A
ou` u′ = w.j(w ∈ N∗; j ∈ N) t1(u.(i + 1).u
′) = B t2(u.(i + 1).w.j) = root(τ2)
Soit upd2 la premie`re mise a` jour de la liste. Cette mise a` jour n’a pas d’influence sur la position
de upd1 puisque p1 ≺ p2. Le tableau ci-dessous re´sume la situation. Nous partons des meˆmes
suppositions que celles faites pour le cas pre´ce´dant.
Arbre original Arbre apre`s la Arbre apre`s la
premie`re mise a` jour deuxie`me mise a` jour
t0(u.i) = A t1(u.i) = A t2(u.i) = root(τ1)
t0(u.i.u
′) = B t1(u.i.w.j) = root(τ2) t2(u.(i + 1)) = A
ou` u′ = w.j(w ∈ N∗; j ∈ N) t1(u.i.w.(j + 1)) = B t2(u.(i + 1).w.j) = root(τ2)
t2(u.(i + 1).w.(j + 1)) = B
Conside´rons le cas ou` p2 ∈ frins(T ). Supposons que la position p1 de T est associe´e a` une
e´tiquette A. Soit upd1 est la premie`re mise a` jour de la liste :
Arbre original Arbre apre`s la Arbre apre`s la
premie`re mise a` jour deuxie`me mise a` jour
t0(u.i) = A t1(u.i) = root(τ1) t2(u.i) = root(τ1)
t0(u.i.u
′) ∈ frins(T ) t1(u.(i + 1)) = A t2(u.(i + 1)) = A
ou` u′ = w.j(w ∈ N∗; j ∈ N) t0(u.(i + 1).u
′) ∈ frins(T ) t2(u.(i + 1).w.j) = root(τ2)
t2(u.(i + 1).w.(j + 1)) ∈ fr
ins(T )
Soit upd2 est la premie`re mise a` jour de la liste :
Arbre original Arbre apre`s la Arbre apre`s la
premie`re mise a` jour deuxie`me mise a` jour
t0(u.i) = A t1(u.i) = A t2(u.i) = root(τ1)
t1(u.i.w.j) = root(τ2) t2(u.(i + 1)) = A
t0(u.i.u
′) ∈ frins(T ) t1(u.i.w.(j + 1)) ∈ fr
ins(T ) t2(u.(i + 1).w.j) = root(τ2)
ou` u′ = w.j(w ∈ N∗; j ∈ N) t2(u.(i + 1).w.(j + 1)) ∈ fr
ins(T )
Nous prouvons donc que dans ce cas, les arbres obtenus sont identiques.
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(c) Il n’y a pas une relation de descendance directe entre p1 et p2 et p1 est une position plus a`
gauche que p2.
Nous pouvons encore distinguer le cas ou` p1 est un fre`re d’un anceˆtre de p2 ou de p2 lui meˆme.
Dans ce contexte, supposons p1 = u.i et p2 = u.k.v.j avec v ∈ N∗ et i, k, j ∈ N et i < k. Dans
ce cas p1 est dans D duˆ aux meˆmes raisons que celles explique´es dans l’item 1b. Si p2 est dans
frins, la situation est similaire.
Soit upd1 la premie`re insertion. Cette mise a` jour provoque un ShiftRight sur l’arbre et la
liste. La position de upd2 change de p2 = u.k.v.j a` p2 = u.(k + 1).v.j. Le tableau ci-dessous
re´sume la situation. Pour faciliter la visualisation, nous conside´rons que dans l’arbre d’origine
t(u.i) = A, t(u.k) = B et t(u.k.v.j) = C.
Arbre original Arbre apre`s la Arbre apre`s la
premie`re mise a` jour deuxie`me mise a` jour
t0(u.i) = A t1(u.i) = root(τ1) t2(u.i) = root(τ1)
t0(u.k) = B t1(u.(i + 1)) = A t2(u.(i + 1)) = A
t0(u.k.v.j) = C t1(u.(k + 1)) = B t2(u.(k + 1)) = B
t1(u.(k + 1).v.j) = C t2(u.(k + 1).v.j) = root(τ2)
t2(u.(k + 1).v.(j + 1)) = C
Soit upd2 la premie`re mise a` jour de la liste. Cette mise a` jour n’a pas d’influence sur la position
de upd1 puisque p1 est a` gauche de p2. Le tableau ci-dessous re´sume la situation. Nous partons
des meˆmes suppositions que celles faites pour le cas pre´ce´dant.
Arbre original Arbre apre`s la Arbre apre`s la
premie`re mise a` jour deuxie`me mise a` jour
t0(u.i) = A t1(u.i) = A t2(u.i) = root(τ1)
t0(u.k) = B t1(u.k) = B t2(u.(i + 1)) = A
t0(u.k.v.j) = C t1(u.k..v.j) = root(τ2) t2(u.(k + 1)) = B
t1(u.k.v.(j + 1)) = C t2(u.(k + 1).v.j) = root(τ2)
t2(u.(k + 1).v.(j + 1)) = C
Dans ce cas, les arbres obtenus sont identiques.
Si p1 et p2 ne sont pas dans la situation conside´re´e ci-dessus (c’est-a`-dire, p1 n’est ni un fre`re
d’un anceˆtre de p2 ni un fre`re de p2 lui meˆme) alors, les mises a` jour sont comple`tement
inde´pendantes. Ainsi, upd1 n’a pas d’influence sur la position de upd2 et vice-versa.
Nous prouvons donc que quand aucune relation de descendance existe entre p1 et p2, les arbres
obtenus sont identiques.
Ainsi, si la liste non contradictoire L d’une mise a` jour multiple U contient deux ope´rations insert,
alors, les arbres obtenus par l’application de U sont isomorphes (ou identiques, dans certains cas),
inde´pendamment de l’ ordre des ope´rations dans L.
2. op1 = delete et op2 = delete.
D’apre`s la de´finition 3.2.2, si p1 = p2 ou si p1 ≺ p2 alors la mise a` jour est contradictoire. Nous
conside´rons donc seulement le cas ou` p1 est une position a` gauche de p2 (sans lien de descendance
directe). Ce cas est similaire a` celui traite´ dans l’item 1c.
Si p1 est un fre`re d’un anceˆtre de p2 ou de p2 lui meˆme, alors nous pouvons supposer que p1 = u.i
et p2 = u.k.v.j avec v ∈ N
∗, k, j ∈ N et i < k. Si upd1 est la premie`re suppression, cette mise
a` jour provoque un ShiftLeft sur l’arbre et la liste. La position de upd2 change de p2 = u.k.v.j a`
p2 = u.(k − 1).v.j. Le tableau ci-dessous re´sume la situation. Pour faciliter la visualisation, nous
conside´rons que dans l’arbre d’origine t(u.i) = A, t(u.(i + 1)) = M , t(u.k) = B et t(u.k.v.j) = C.
Arbre original Arbre apre`s la Arbre apre`s la
premie`re mise a` jour deuxie`me mise a` jour
t0(u.i) = A t1(u.i) = t0(u.(i + 1)) = M t2(u.i) = M
t0(u.k) = B t1(u.(k − 1)) = B t2(u.(k − 1)) = B
t0(u.k.v.j) = C t1(u.(k − 1).v.j) = C t2(u.(k − 1).v.j) = t1(u.(k − 1).v.(j + 1)) = N
si (u.(k − 1).v.(j + 1)) est dans D1) (∗)
sinon u.(k − 1).v.j n’est plus dans D2)
Le sous arbre dont Les sous arbres dont
la racine avait pour les racines e´taient A et C
e´tiquette A n’existe plus. n’existent plus.
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∗ : Cela veut dire que le sous arbre enracine´ a` la position u.(k − 1).v.(j + 1) de T1 (s’il existe) est le meˆme
sous arbre que celui enracine´ a` la position u.k.v.(j+1) de l’arbre original T0 . Nous supposons que l’e´tiquette
de cette racine (si elle existe) est N .
Soit upd2 la premie`re mise a` jour de la liste. Cette mise a` jour n’a pas d’influence sur la position de
upd1 puisque p1 est a` gauche de p2. Le tableau ci-dessous re´sume la situation en partant des meˆmes
suppositions que ci-dessus.
Arbre original Arbre apre`s la Arbre apre`s la
premie`re mise a` jour deuxie`me mise a` jour
t0(u.i) = A t1(u.i) = A t2(u.i) = T1(u.(i + 1)) = M
t0(u.k) = B t1(u.k) = B t2(u.(k − 1)) = B
t0(u.k.v.j) = C t1(u.k.v.j) = t0(u.k.v.(j + 1)) = N ; t2(u.(k − 1).v.j) = N ;
si (u.k.v.(j + 1)) est dans D0 (∗∗) si (u.k.v.j) est dans D1
sinon u.k.v.j n’est plus dans D1
Le sous arbre dont Les sous arbres dont
la racine e´tait C les racines e´taient A et C
n’existe plus. n’existent plus.
(∗∗) : Le ShiftLeft provoque un ”mouvement” vers la gauche. Si le sous arbre a` la position u.k.v.(j + 1) de
l’arbre original T0 existe, alors il passe a` la position u.k.v.j de T1. Nous supposons que t0(u.k.v.(j+1)) = N .
Cela est la preuve que dans ce cas, les arbres obtenus sont identiques.
Comme dans l’item 1c, si p1 et p2 ne sont pas dans la situation conside´re´e ci-dessus, les mises a` jour
sont comple`tement inde´pendantes.
Nous prouvons donc que si la liste non contradictoire L d’une mise a` jour multiple U contient deux
ope´rations delete alors, les arbres obtenus par l’application de U sont identiques, inde´pendamment
de l’ordre des ope´rations dans L. En d’autres mots, si deux ope´rations delete (correctes sur un arbre
T ) sont non contradictoires, alors elles sont commutatives.
3. op1 = replace et op2 = replace
D’apre`s la de´finition 3.2.2, si p1 = p2 ou si p1 ≺ p2 alors la mise a` jour est contradictoire. Nous
conside´rons donc seulement le cas ou` p1 une position a` gauche de p2 (sans descendance directe).
Ne´anmoins, dans ce cas, les mises a` jour sont inde´pendantes, car un replace ne provoque ni un
ShiftLeft ni un ShiftRight des positions fre`res de la position de mise a` jour.
Si la liste non contradictoire L d’une mise a` jour multiple U contient deux ope´rations replace,
alors, les arbres obtenus par l’application de U sont identiques, inde´pendamment de l’ ordre des
ope´rations dans L. En d’autres mots, si deux ope´rations replace (correctes sur un arbre T ) sont non
contradictoires, alors elles sont commutatives.
4. op1 = insert et op2 = delete
(a) Si p1 = p2 = p, alors la mise a` jour correspond a` un replace (on suppose que le pre´-traitement
fait le remplacement).
(b) Soit p1 ≺ p2 (p1 est pre´fixe de p2). Remarquer que si p2 ≺ p1 alors la liste de mise a` jour est
contradictoire.
La preuve est similaire a` celle faite dans l’item 1b. Supposons p1 = u.i est p2 = u.i.u
′, ou`
u′ ∈ N∗ et u′ 6= . La position p2 est force´ment dans D ( de´finition 3.2.3) et donc p1 aussi.
Soit upd1 la premie`re mise a` jour de la liste. Cette mise a` jour provoque un ShiftRight sur
toutes les positions ayant u.i comme pre´fixe (sur l’arbre et sur la liste L). Ainsi, l’application
du ShiftRight sur le corps de L transforme p2 = u.i.u
′ en p2 = u.(i+1).u
′. Le tableau ci-dessous
re´sume la situation. Supposons que la racine du sous arbre de T a` la position p1 a une e´tiquette
A alors que la racine du sous arbre de T a` la position p2 a une e´tiquette B .
Arbre original Arbre apre`s la Arbre apre`s la
premie`re mise a` jour deuxie`me mise a` jour
t0(u.i) = A t1(u.i) = root(τ1) t2(u.i) = root(τ1)
t0(u.i.w.j) = B t1(u.(i + 1)) = A t2(u.(i + 1)) = A
t0(u.i.w.(j + 1)) = C t1(u.(i + 1).w.j) = B t2(u.(i + 1).w.j) = C
si u.i.w.(j + 1) est t1(u.(i + 1).w.(j + 1)) = C
dans D0
Le sous arbre dont la racine
e´tait B n’existe plus
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Soit upd2 la premie`re mise a` jour de la liste. Cette mise a` jour n’a pas d’influence sur la position
de upd1 puisque p1 ≺ p2. Le tableau ci-dessous re´sume la situation. Nous partons des meˆmes
suppositions faites pour le cas pre´ce´dent.
Arbre original Arbre apre`s la Arbre apre`s la
premie`re mise a` jour deuxie`me mise a` jour
t0(u.i) = A t1(u.i) = A t2(u.i) = root(τ1)
t0(u.i.w.j) = B t1(u.i.w.j) = C t2(u.(i + 1)) = A
t0(u.i.w.(j + 1)) = C t2(u.(i + 1).w.j) = C
si u.i.w.(j + 1) est si u.i.w.(j + 1) est
dans D0 dans D0
Le sous arbre dont la racine
e´tait B n’existe plus
Nous prouvons donc que dans ce cas, les arbres obtenus sont identiques.
(c) Conside´rons le cas ou` il n’y a pas une relation de descendance entre p1 et p2 mais une position
est a` gauche de l’autre. Dans ce cas, de manie`re similaire a` l’item 1c, nous devons conside´rer
le cas ou` p1 et p2 sont fre`res ou l’un est fre`re d’un anceˆtre de l’autre.
Supposons d’abord que p1 = u.i et p2 = u.k.v.j avec v ∈ N∗ et k, j ∈ N (i < k). Dans ce cas les
deux positions sont dans D. Soit t(u.k.v.j) = C. L’insertion upd1 provoque un ShiftRight sur
l’arbre et la liste. La position de upd2 change de p2 = u.k.v.j a` p2 = u.(k + 1).v.j. Comme le
changement est le meˆme sur la liste de mise a` jour et sur l’arbre, upd2 supprime le sous arbre
dont la racine est C. Si la mise a` jour upd2 est la premie`re de la liste, alors la suppression
upd2 e´limine le sous arbre dont la racine est C. La position p1 ne change pas puisque p1 est a`
gauche de p2. Ensuite, upd1 ajoute un nouveau sous arbre a` la position p1 = u.i provoquant
un ShiftRight sur l’arbre. L’arbre mis a` jour via la suite (upd2 ;upd1) est donc identique a`
celui obtenu par la suite (upd1 ; upd2).
Supposons maintenant le contraire, c’est-a`-dire, p2 = u.i et p1 = u.k.v.j (i < k). Dans ce cas
p2 est dans D mais p1 peut eˆtre a` la frontie`re d’insertion.
Supposons que upd1 est la premie`re mise a` jour. Si t(u.k.v.j) = E, alors l’insertion upd1 ajoute
un nouveau sous arbre comme fre`re gauche de celui dont la racine est E. Si (u.k.v.j) ∈ frins(T )
alors upd1 ajoute un nouveau sous arbre a` une extre´mite´ de T . La position de upd2 ne change
pas, puisque p2 est a` gauche de p1. La suppression upd2 provoque un ShiftLeft sur l’arbre.
Supposons que upd2 est la premie`re mise a` jour. La suppression upd2 provoque un ShiftLeft
sur l’arbre et la liste. La position de upd1 change de p1 = u.k.v.j a` p1 = u.(k − 1).v.j.
Comme le changement est le meˆme sur la liste de mise a` jour et sur l’arbre, si originalement
t(u.k.v.j) = E, alors t1(u.(k − 1).v.j) = E et upd1 ajoute un nouveau sous arbre comme
fre`re gauche de celui dont la racine est E. Si dans l’arbre d’origine (u.k.v.j) ∈ frins(T ), alors
u.(k − 1).v.j ∈ frins(T1) et la deuxie`me mise a` jour ajoute un nouveau sous arbre a` une
extre´mite´ de T1.
Si la liste non contradictoire L d’une mise a` jour multiple U contient les ope´rations (correctes sur T )
delete et insert, alors, les arbres obtenus par l’application de U sont identiques, inde´pendamment
de l’ordre des ope´rations dans L.
5. op1 = insert et op2 = replace
A` partir des preuves pre´ce´dentes, il est facile de prouver que si la liste non contradictoire L d’une
mise a` jour multiple U contient les ope´rations (correctes sur T ) insert et replace, alors, les arbres
obtenus par l’application de U sont identiques, inde´pendamment de l’ordre des ope´rations dans L.
Cela est duˆ aux faits suivants : (a) l’ope´ration replace ne provoque pas de shift et (b) le ShiftRight
provoque´ par l’ope´ration insert est applique´ non seulement a` l’arbre mais aussi aux mises a` jour
encore dans L dont les positions sont des descendants de p1 ou des positions a` droite de p1.
6. op1 = delete et op2 = replace
La seule possibilite´ de ne pas avoir des ope´rations contradictoires co¨ıncide avec le cas ou` il n’y a pas
une relation de descendance directe entre p1 et p2 mais une position est a` gauche de l’autre. Dans
ce cas, de manie`re similaire a` ce que nous avons fait pre´ce´demment, nous devons conside´rer le cas
ou` p1 et p2 sont fre`res ou l’un est fre`re d’un anceˆtre de l’autre. La preuve est simple et similaire
aux pre´ce´dentes.
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Ainsi, si la liste non contradictoire L d’une mise a` jour multiple U contient les ope´rations (cor-
rectes sur T ) delete et replace, alors, les arbres obtenus par l’application de U sont identiques,
inde´pendamment de l’ordre des ope´rations dans L.
Induction : Nous supposons |L| ≥ 2. Soit n un entier arbitraire et supposons que Ln est une liste avec
n mises a` jour interchangeables. Nous avons donc n! fac¸on d’e´crire cette liste.
Soit L la liste avec n+1 mises a` jour obtenue par l’ajout d’une nouvelle mise a` jour updn+1 a` Ln. Soit
i la position de la mise a` jour updn+1 dans L. Nous pouvons e´changer cette mise a` jour avec n’importe
quelle mise a` jour upd dans une position j 6= i de L :
– Si i < j, e´changer upd avec la mise a` jour dans la position j − 1 de L. Continuer les e´changes
jusqu’a` placer la mise a` jour upd a` la position i + 1. Tous ces changements sont possibles car, par
l’hypothe`se d’induction les mises a` jours de Ln sont interchangeables.
– E´changer la mise a` jour updn+1 (position i) avec upd (position i + 1). Cela est possible, selon la
preuve de la base de l’induction.
– Pour i > j le raisonnement est syme´trique.
Nous avons donc (n + 1)! fac¸on d’e´crire cette liste. 2
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Annexe B
Les e´tapes de la transformation des
expressions re´gulie`res
Dans les sections pre´ce´dentes les ide´es ge´ne´rales du calcul des expressions re´gulie`res dans GREC et dGREC
ont e´te´ pre´sente´es. Dans dGREC, l’expression re´gulie`re originale est de´compose´e en sous-expressions et le
calcul est fait pour chaque sous-expression. Dans GREC, la hie´rarchie des orbites du graphe de Glushkov
guide la proce´dure de re´duction et transformation. Dans cette section nous conside´rons les modifications
faites sur l’expression re´gulie`re originale. Nous montrons les conditions teste´es et les changements effectue´s
en faisant un paralle`le entre les versions dGREC et GREC. Le but est de montrer que dans les deux approches
les meˆmes cas sont conside´re´s et les meˆmes solutions sont propose´es.
rappel : Dans les deux versions, remarquer que, pour simplifier la notation, nous utilisons le symbole !
pour repre´senter ? ou ∗. Ainsi, l’expression a.n! est un raccourci pour a.n? ou a.n∗.
Dans l’algorithme de la figure 5.4, la fonction LookForGrapheAlternative a un roˆle essentiel puis-
qu’elle est la responsable de la construction de nouveaux graphes (correspondant aux expressions re´gulie`res
candidates). LookForGrapheAlternative utilise les re`gles R1, R2, R3, ainsi qu’une re`gle R4 introduite
pour re´gler la situation des fermetures de Kleene, pour guider les modifications apporte´es au graphe a`
re´duire. Nous ne pre´sentons pas dans ce me´moire les de´finitions comple`tes pour chaque modification (elles
sont pre´sente´es dans [BDH+04b, Dua05]). Les figures B.1 a` B.3 montrent les testes (colonne Condition)
et les modifications effectue´es quand les conditions teste´es sont satisfaites (colonne Result).
Ce me´moire pre´sente une version re´vise´e de celle pre´sente´e dans [Dua05]. En effet, dans [Dua05] e´tant
donne´ un nœud x du graphe Gwo, les ensembles Q
+(x) et Q−(x) sont utilise´s dans les conditions a` tester,
pour de´terminer les modifications que GREC doit effectuer. Dans la version re´vise´e que nous proposons ici,
la proce´dure de re´duction reste la meˆme (c’est-a`-dire, celle introduite dans [CZ00] et qu’utilise Q+(x) et
Q−(x)), mais les conditions a` tester pour de´finir les solutions de GREC ne sont plus construites sur Q+(x)
et Q−(x). En effet, ces conditions sont construites sur les ensembles Foll(x) et Prev(x) de´finis dans la
suite :
De´finition B.0.1 - Ensemble des nœuds pre´de´cesseurs et des nœuds successeurs dans un
graphe : E´tant donne´ un un graphe G = (X, U), et un nœud x ∈ X , de´finir Foll(x) = {y ∈ X | (x, y) ∈
U} et Prev(x) = {y ∈ X | (y, x) ∈ U}. 2
Remarquer que la diffe´rence entre les couples d’ensemble Foll(x) et Prev(x) par rapport a` Q+(x)
et Q−(x) (de´finition 5.2.1) est le graphe d’origine de leurs de´finitions. Les premiers sont de´finis sur un
graphe de Glushkov alors que les deuxie`mes sont de´finis sur le graphe sans orbite.
Dans la section 5.3 le calcul de dGREC est fonde´ sur le re´sultat des fonctions evAnd , evOr , evOpt et
evClosure . Ces fonctions effectuent des testes qui sont construits avec les fonctions pre´sente´es dans la
section 5.1.2. De plus, elles utilisent la fonction Update(E, F, G) qui retourne une nouvelle expression
re´gulie`re E′, obtenue en remplac¸ant la sous-expression F par la sous-expression G dans E. Par exemple,
si E = a1.b2.(c3 + d4), F = (c3 + d4) et G = g5?.(c3 + d4), alors Update(E, F, G) rend comme re´sultat
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E′ = a1.b2.g5?.(c3 + d4).
Nous conside´rons que x et y sont deux nœuds du graphe Gwo sur lesquels les re`gles de re´duction
peuvent eˆtre applique´es. Nous remarquerons donc, dans la suite, que les cas teste´s et les solutions propose´es
sont les meˆmes de´crits pour les deux versions. Nous comparons les fonctions evAnd , evOr , evOpt et
evClosure aux conditions et transformations propose´es par GREC, selon les re`gles R1, R2, R3 et R4.
B.0.1 Changement dans une sous-expression AND
Il s’agit de l’insertion dans une sous-expression de la forme F.G. Deux cas sont conside´re´s. Dans le
premier cas, nous testons si l’insertion est faite entre un dernier symbole de F et un premier symbole
de G. La solution consiste a` concate´ner le nouveau symbole a` la fin de F . Par exemple, supposons que
E = a1.b2 et w = ab. Si w
′ = anb, alors snl = 1 et snr = 2 et les expressions re´gulie`res candidates
sont a1.n3?.b2 et a1.n
∗
3.b2. Le deuxie`me cas arrive quand la sous-expression F.G peut se re´pe´ter. Le teste
ve´rifie si un nouveau symbole apparaˆıt entre un dernier symbole de G et un premier symbole de F .
La solution consiste a` concate´ner le nouveau symbole a` la fin de G ou au de´but de F . Par exemple, si
E = a1.(b2.c3)
∗.d4, w = abcbcd et w
′ = abcnbcd, avec snl = 3 et snr = 2. Les nouvelles expressions
re´gulie`res sont E = a1.(b2.c3.n5!)
∗.d4 et E = a1.(n5!.b2.c3)
∗.d4.
A- Dans dGREC : evAnd(F, G, E, snl, snr, snew) est l’ensemble d’expressions re´gulie`res obtenu par l’e´vo-
lution de la sous-expression F.G dans l’expression originale E. evAnd(F, G, E, snl, snr, snew) est calcule´
par Algorithme 4 :
Algorithm 4 evAnd(F, G, E, snl, snr, snew)
var R := ∅ // Solutions calculated so far.
if snl ∈ Last(F ) ∧ snr ∈ First(G) then
R := R ∪ Update(E,F,F.snew !) // Case 1.
end if
if snr ∈ First(F ) ∧ snl ∈ Last(G) then
R := R ∪ Update(E,F, snew !.F ) ∪ Update(E,G, G.snew !) // Case 2.
end if
return R
B- Dans GREC : C’est la re`gle R1 qui de´finit cette situation. La figure B.1 montre comment LookForGraph-
Alternative construit des nouveaux graphes quand la re`gle R1 est applique´e.
Soient x et y deux nœuds du graphe Gwo sur lesquels R1 peut eˆtre applique´e. Il s’agit de tester, pour
le premier cas, si (i) le nœud x correspond a` snl et (ii) le nœud y correspond a` snr. Le deuxie`me cas
arrive quand snl est une porte de sortie d’une orbite O et si snr est une porte d’entre´e de O.
B.0.2 Changement dans une sous-expression OR
Il s’agit de l’insertion dans une sous-expression de la forme F + G. Si l’insertion se faite entre un
dernier symbole de F et un successeur de ce symbole, la solution consiste a` concate´ner le symbole inse´re´
a` la fin de F . Par exemple, si E = a1.(b2 + c3).d4, w = abd et w
′ = abnd, avec snl = 2 et snr = 4
alors l’expression candidate est E ′ = a1.(b2.n5! + c3).d4. Pour une situation syme´trique, une solution
syme´trique est propose´e. Si l’insertion se faite entre un pre´de´cesseur d’un premier symbole de F et le
successeur d’un dernier symbole de F , la solution consiste a` cre´er une nouvelle branche du OR. Par
exemple, si E = a1.(b2 + c3)?.d4, w = ad et w
′ = and, alors E′ = a1.(b2 + c3 + n5!)?.d4.
A- Dans dGREC : evOr(F, G, E, snl, snr, snew) est l’ensemble d’expressions re´gulie`res obtenu par l’e´vo-
lution de la sous-expression F + G dans l’expression originale E. evOr(F, G, E, snl, snr, snew) est calcule´
par Algorithme 5.
B- Dans GREC : C’est la re`gle R2 qui de´finit cette situation. La figure B.2 montre comment LookForGraph-
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Fig. B.1: Conditions et modifications a` tester avant d’appliquer la re`gle R1.
Algorithm 5 evOr(F, G, E, snl, snr, snew)
var R := ∅ // Solutions calculated so far.
for (X := F,G) do
if snl ∈ Last(X) ∧ snr ∈ Follow (E, snl) then
R := R ∪ Update(E,X, X.snew !) // Case 1.
end if
end for
for (X := F,G) do
if snr ∈ First(X) ∧ snl ∈ Previous(E, snr) then
R := R ∪ Update(E,X, snew !.X) // Case 2.
end if
end for
if snl ∈ Previous(E, First(F )) ∧ snr ∈ Follow (E,Last(F )) then
R := R ∪ Update(E,G, G + snew !) // Case 3.
end if
return R
B.0.3 Changement dans une sous-expression optionnelle
Il s’agit de l’insertion dans une sous-expression de la forme F ?. Si le nouveau symbole est inse´re´
entre un pre´de´cesseur d’un premier symbole de F et un successeur d’un dernier symbole de F , alors
trois diffe´rentes solutions peuvent eˆtre propose´es. Par exemple, si E = a1.b2?.c3, w = ac et w
′ = anc,
avec snl = 1 et snr = 3, les nouvelles expressions re´gulie`res propose´es sont E
′





3 = a1.(n4! + b2)?.c3.
A- Dans dGREC : evOpt(F, E, snl, snr, snew) est l’ensemble d’expressions re´gulie`res obtenu par l’e´volu-
tion de la sous-expression F ? dans l’expression originale E. evOpt(E, F, snl, snr, snew) est calcule´ par
Algorithme 6.
Algorithm 6 evOpt(F, E, snl, snr, snew)
var R := ∅ // Solutions calculated so far.
if snl ∈ Previous(E, First(F )) ∧ snr ∈ Follow (E,Last(F )) then
R := R ∪ Update(E,F, snew !.F ) ∪ Update(E,F,F.snew !) ∪ Update(E,F, snew ! + F )
end if
return R
B- Dans GREC : C’est la re`gle R3 qui de´finit cette situation. La figure B.3 montre comment LookForGraph-


























x = snl ∧ snr ∈ Foll(x)
x = snr ∧ snl ∈ Prev(x)
snl ∈ Prev(x) ∧ snr ∈ Foll(x)
Fig. B.2: Conditions et modifications a` tester avant d’appliquer la re`gle R2.
B.0.4 Changement dans une sous-expression e´toile´e
Il s’agit de l’insertion dans une sous-expression de la forme F ∗ ou F+. Si le nouveau symbole est inse´re´
entre un dernier et un premier symbole de F deux diffe´rentes solutions sont propose´es. Par exemple, si
E = a∗1, w = aa et w
′ = ana, ou` snl = 1 et snr = 1, nous obtenons E
′
1 = (n2!.a1)
∗ et E′2 = (a1.n2!)
∗. Si le
nouveau symbole est inse´re´ entre un pre´de´cesseur d’un premier symbole de F et un premier symbole de
F , alors deux solutions sont propose´es. Par exemple, E = a1.b
∗
2, w = abb et w
′ = anbb, nous avons snl = 1
et snr = 2 et E
′
1 = a1.(n3!.b2)
∗ et E′2 = a1.(n3 + b2)
∗. Le troisie`me cas est syme´trique au deuxie`me.
A- Dans dGREC : evClosure(F, E, snl, snr, snew) est l’ensemble d’expressions re´gulie`res obtenu par l’e´vo-
lution de la sous-expression F + ou F ∗ dans l’expression originale E. evClosure(E, F, snl, snr, snew) est
calcule´ par Algorithme 7.
Algorithm 7 evClosure(F, E, snl, snr, snew)
var R := ∅ // Solutions calculated so far.
if snl ∈ Last(F ) ∧ snr ∈ First(F ) then
R := R ∪ Update(E,F, snew !.F ) ∪ Update(E,F,F.snew !) ∪ Update(E,F,F + snew !) // Case 1.
end if
if snr ∈ First(F ) ∧ snl ∈ Previous(E, snr) then
R := R ∪ Update(E,F, snew !.F ) ∪ Update(E,F, snew + F ) // Case 2.
end if
if snl ∈ First(F ) ∧ snr ∈ Follow(E, snl) then
R := R ∪ Update(E,F,F.snew !) ∪ Update(E,F, snew + F ) // Case 3.
end if
return R
B- Dans GREC : Il est important de remarquer que les re`gles R1, R2 et R3 sont d’abord applique´es a`
l’inte´rieur de chaque orbite du graphe, en respectant la hie´rarchie des orbites. Par ailleurs, pendant le
processus de re´duction, chaque orbite O du graphe d’origine est re´duite a` un noeud, qui contient l’expres-
sion qui sera de´core´e avec un plus (+). Avant d’appliquer la de´coration, on doit conside´rer l’insertion du
noeud snew dans l’orbite O. La figure B.4 re´sume les conditions dans lesquelles le graphe d’origine peut















snl ∈ Prev(x) ∧ snr ∈ Foll(x)
Fig. B.3: Conditions et modifications a` tester avant d’appliquer la re`gle R3.
B.0.5 Les suppressions
Les suppressions sont plus simples que les insertions : une suppression correspond a` rendre un sym-
bole optionnel. Dans GREC cela signifie qu’il faut transformer un e´tat de l’automate ME en e´tat optionnel
(figure B.5). La proce´dure LookForGraphAlternative est appele´e en sachant que maintenant snew repre´-
sente un nœud existant dans le graphe. Lorsque GREC traite une suppression, les seules re`gles concerne´es
sont les re`gles R1 et R2 car la re`gle R3 n’est applique´e qu’aux noeuds de´ja` optionnels.
Dans l’approche dGREC, l’ope´ration Delete(E, p) est introduite.
De´finition B.0.2 Delete(E, p) est l’expression re´gulie`re obtenue par l’e´volution d’une expression re´gu-
lie`re E, en rendant optionnelle la position p de E. La fonction Delete(E, p) peut eˆtre de´finie inductivement
sur la structure de l’expression re´gulie`re E.
Delete(E, p) peut eˆtre inductivement calcule´e de la fac¸on suivante :
Delete(∅, p) = ∅
Delete(ε, p) = ε
Delete(αx, p) =

αx? if x = p
αx otherwise
Delete(F + G, p) =

Delete(F, p) + G if p ∈ Pos(F )
F + Delete(G, p) if p ∈ Pos(G)
Delete(F.G, p) =

Delete(F, p).G if p ∈ Pos(F )
F.Delete(G, p) if p ∈ Pos(G)
Delete(F+, p) =

F ∗ if |Pos(F )| = 1 ∧ Pos(F ) = p
(Delete(F, p))+ otherwise
Delete(F ∗, p) = (Delete(F, p))∗
Delete((F ), p) = (Delete(F, p))
Delete(F ?, p) = (Delete(F, p))? 2
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sOrbit new={z,         }
z
sOrbit new={z,         }
z = snl ∧ snr ∈ Foll(z) ∧ O = {z}
snl ∈ Prev(z) ∧ z = snr ∧ O = {z}














L’annexe contient des publications repre´sentatives des sujets traite´s dans ce me´moire de HDR. La
plupart de mes publications sont disponibles sur ma page web1 ou peuvent eˆtre demande´es via email.
Dans ce me´moire j’ai de´crit mes travaux dans le domaine de XML en les comple´tant, quelques fois,
par des pre´cisions qui ne sont pas dans les publications (par exemple, la commutativite´ des mises a` jour
non contradictoires, le paralle`le entre dGREC et GREC ainsi que l’utilisation des requeˆtes arbre simples pour
exprimer les contraintes). Par contre, puisque mes travaux sur web services sont plus re´cents, ils ont e´te´
pre´sente´s de fac¸on plus succincte.
Dans ce cadre, cet annexe fournit un article pour illustrer chaque the`me XML discute´ dans ce me´-
moire. Par soucis d’e´quilibre et pour montrer l’e´volution de nos recherches sur les services web, tous nos
travaux publie´s sont annexe´s.
1. L’article [BCH+07] de´crit notre approche de validation incre´mentale par rapport aux contraintes
de sche´ma et aux contraintes de cle´s.
2. L’article [BCHS06b] pre´sente notre me´thode de correction des documents XML inte´gre´e a` la pro-
ce´dure de validation incre´mentale.
3. L’article [dHM07] de´crit l’approche dGREC, pour l’e´volution des sche´mas ainsi que l’utilisation d’un
validateur datalog.
4. Les articles [BCHM05, BHM06, BH08] montrent l’e´volution de notre travail dans le domaine de ser-
vices web. L’article [BH08] vient d’eˆtre accepte´ dans le 23rd ACM Symposium on Applied Computing
- SAC - SIGAPP, Special Track on Web Technologies.
1http ://www.sir.blois.univ-tours.fr/ mirian/
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