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Abstract
Sufficient conditions are obtained that guarantee the existence of at least two positive solutions for
the equation (g(u′(t)))′ + a(t)f (u)= 0 subject to boundary conditions, by a simple application of a
new fixed-point theorem due to Avery and Henderson.
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1. Introduction
Recently, two-point, three-point and m-point boundary value problems for second-
order ordinary differential equations have been studied extensively, one may see [6–9]
and references therein. As far as the authors know, in the existing literature, there are three
papers [1–3] dealing with the three-point or m-point boundary value problems for the one-
dimensional p-Laplacian. In [3], the authors developed a generalized method of upper
and lower solutions to study some two-point, three-point, and four-point boundary value
problems. In a recent paper [2], Wang considered the following boundary value problem(
φp(u
′)
)′ + a(t)f (u)= 0, 0 < t < 1,
u(0)= 0, u(η)= u(1), (1)
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where φp(v) = |v|p−2v, p > 1, η ∈ (0,1) is a constant. Under some super-linearity or
sub-linearity assumptions imposed on the nonlinearity f , they showed the existence of at
least one positive solution of (1) by means of the Krasnosell’skii fixed-point theorem [4].
Motivated by the papers mentioned above, we consider in this paper the following
quasilinear second-order differential equation(
g
(
u′(t)
))′ + a(t)f (u)= 0, 0 < t < 1, (2)
subject to one of the following two pairs of boundary conditions:
u(0)−B0
(
u′(η)
)= 0, u′(1)= 0, (3)
and
u′(0)= 0, u(1)+B1
(
u′(η)
)= 0, (4)
where g(v) = |v|p−2v, p > 1 is called a p-Laplacian operator, η ∈ [0,1] is a constant.
B0,B1 satisfy that there are nonnegative numbers B,A such that
Bx  Bi(x)Ax, x ∈ R, i = 0,1.
Throughout, it is assumed that:
(C1) f ∈ C([0,∞), [0,∞)).
(C2) a(t) is nonnegative measurable function defined in (0,1), and a(t) does not iden-
tically vanish on any subinterval of (0,1). Furthermore a(t) satisfies
0 <
1∫
0
a(t) dt <∞.
Our main results will depend on an application of a fixed-point theorem which deals
with fixed points of a cone-preserving operator defined on an ordered Banach space. For
the convenience of the reader, we provide here some definitions cited from cone theory in
Banach spaces.
Definition 1.1. Let (E,‖·‖) be a real Banach space. A nonempty, closed, convex set P ⊂E
is said to be a cone provided the following are satisfied:
(a) if y ∈ P and λ 0, then λy ∈ P .
(b) if y ∈ P and −y ∈ P, then y = 0.
If P ⊂E is a cone, we denote the order induced by P on E by , that is,
x  y if and only if y − x ∈ P.
Definition 1.2. Given a cone P in a real Banach space E, a functional ψ :P → R is said
to be increasing on P , provided ψ(x)ψ(y), for all x, y ∈ P with x  y .
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Definition 1.3. Given a nonnegative continuous function γ on a cone P of a real Banach
space E, we define for each d > 0 the set
P(γ, d)= {x ∈ P : γ (x) < d}.
The following fixed-point theorem due to Avery and Henderson [5] is fundamental in
the proofs of our main results.
Theorem 1.1. Let P be a cone in a Banach space E. Let φ and γ be increasing, non-
negative, continuous functionals on P , and let θ be a nonnegative continuous functional
on P with θ(0)= 0 such that for some c > 0 and M > 0
γ (x) θ(x) φ(x) and ‖x‖Mγ(x),
for all x ∈ P(γ, c). Suppose there exists a completely continuous operator Φ :P(γ, c)→
P and 0 < a < b < c such that
θ(λx) λθ(x), for 0 λ 1 and x ∈ ∂P (θ, b),
and
(i) γ (Φx) > c, for all x ∈ ∂P (γ, c);
(ii) θ(Φx) < b, for all x ∈ ∂(θ, b);
(iii) P(φ,a) = ∅, and φ(Φx) > a, for all x ∈ ∂P (φ, a).
Then Φ has at least two fixed points x1, x2 belonging to P(γ, c) such that
a < φ(x1), with θ(x1) < b,
and
b < θ(x2), with γ (x2) < c.
2. Existence of multiple positive solutions
In this section, we impose growth conditions on f which allow us to apply Theorem 1.1
to establish the existence of twin positive solutions of (2), (3) or (4). We note that from
the nonnegativity of a,f , a solution u of (2), (3) or (4) is both nonnegative and concave
down on [0,1].
We first deal with the boundary value problem (2), (3). Let the Banach space E =
C[0,1] be endowed with the norm ‖u‖ = min0t1 |u(t)|, and choose the cone P ⊂ E
defined by
P = {u ∈E: u(t) 0, u(t) is concave on [0,1], u′(1)= 0}.
Lemma 2.1. If u ∈ P , then
u(t) t‖u‖, for t ∈ [0,1].
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Proof. Since u′′(t) 0 for a.e. t ∈ [0,1], and u′(1)= 0, then ‖u‖ = u(1) and
u(t)− u(0)
t − 0 
u(1)− u(0)
1− 0 ;
thus
u(t) tu(1)+ (1− t)u(0) tu(1)= t‖u‖.
The proof is complete. ✷
From now on, fix l such that
0 < η < l < 1,
and define the nonnegative, increasing, continuous functionals, γ , θ , and φ, by
γ (u)= min
ηtl
u(t)= u(η),
θ(u)= max
0tη
u(t)= u(η),
and
φ(u)= min
lt1
u(t)= u(l).
We see that, for every u ∈ P ,
γ (u)= θ(u) α(u).
In addition, for each u ∈ P , γ (u)= u(η) ηu(1)= η‖u‖. Hence
‖u‖ 1
η
γ (u), for all u ∈ P. (5)
We also find that
θ(λu)= λθ(u), for λ ∈ [0,1] and u ∈ P(θ, b).
Finally, for notational convenience, we denote by
λ= (η+B)g−1
( 1∫
η
a(r) dr
)
,
ξ =Ag−1
( 1∫
η
a(r) dr
)
+ ηg−1
( 1∫
0
a(r) dr
)
,
λl = (B + l)g−1
( 1∫
l
a(r) dr
)
.
We now present our result of the paper.
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Theorem 2.1. Let 0 < a < (λl/ξ)b < η(λl/ξ)c, and suppose that f satisfies the following
conditions:
(A) f (w) > g(c/λ), for cw  c/η.
(B) f (w) < g(b/ξ), for 0w  b/η.
(C) f (w) > g(a/λl), for a w a/l.
Then the boundary value problem (2) and (3) admits at least two positive solutions u1, u2
such that
a < φ(u1), with θ(u1) < b,
and
b < θ(u2), with γ (u2) < c.
Proof. To begin with, we define a completely continuous operator Φ :P →E by
w(t)= (Φu)(t) :=B0
(
g−1
( 1∫
η
a(r)f
(
u(r)
)
dr
)
+
t∫
0
g−1
( 1∫
s
a(r)f
(
u(r)
)
dr
)
ds, 0 t  1,
for every u ∈ P . Obviously, w(t) 0 for t ∈ [0,1].
From the definition of Φ , we claim that for each u ∈ P , w =Φu ∈ P and satisfies (3),
and w(1) is the maximum value of w on [0,1], since
w′(t)= g−1
( 1∫
t
a(r)f
(
u(r)
)
dr
)
 0, 0 < t < 1, (6)
is continuous and nonincreasing in (0,1). Moreover,(
g
(
w′(t)
))′ = −a(t)f (u(t)) 0 a.e. t in (0,1).
It is well known that each fixed point of Φ in P is a solution of (2), (3). We proceed to
verify that the conditions of Theorem 1.1 are met.
Let u ∈ P(γ, c). By the nonnegativity of a and f , for 0 t  1,
(Φu)(t)= B0
(
g−1
( 1∫
η
a(r)f
(
u(r)
)
dr
))
+
t∫
0
g−1
( 1∫
s
a(r)f
(
u(r)
)
dr
)
ds  0.
Moreover, by (6), w′′(t)  0 for t ∈ [0,1], and it is clear that (Φu)′(1) = 0 and
(Φu)′(t) 0 on [0,1]. This implies (Φu)(t) is nondecreasing on [0,1].
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Again, since
(Φu)(0)= B0
(
g−1
( 1∫
η
a(r)f
(
u(r)
)
dr
))
= B0
(
Φ ′(η)
)
,
so (Φu)(t) 0 on [0,1]. As a result, Φu ∈ P , we conclude Φ :P(γ, c)→ P .
We now show that (i)–(iii) of Theorem 1.1 are satisfied.
Firstly, we prove that (i) of Theorem 1.1 is satisfied. For each u ∈ ∂P (γ, c), γ (u) =
minηtl u(t) = u(η) = c. Then u(t)  c, η  t  1. Recalling that ‖u‖  (1/η)γ (u)=
c/η, we have
c u(t) c
η
, for η t  1.
As a consequence of (A),
f
(
u(s)
)
> g(c/λ), for η s  1.
Therefore,
γ (Φu)= (Φu)(η)
=B0
(
g−1
( 1∫
η
a(r)f
(
u(r)
)
dr
))
+
η∫
0
g−1
( 1∫
s
a(r)f
(
u(r)
)
dr
)
ds
B0
(
g−1
( 1∫
η
a(r)f
(
u(r)
)
dr
))
+ ηg−1
( 1∫
η
a(r)f
(
u(r)
)
dr
)
ds
> (B0 + η)g−1
( 1∫
η
a(r) dr
)
× c
λ
= c.
Secondly, we show that (ii) of Theorem 1.1 is fulfilled. We choose u ∈ ∂P (θ, b).
Then θ(u) = max0tη u(t) = u(η) = b. This implies 0  u(t)  b, 0  t  η, and
b  u(t)  ‖u‖ = u(1), for t ∈ [η,1]. Moreover, ‖u‖  (1/η)γ (u) = (1/η)θ(u) = b/η.
Thus
0 u(t) b
η
, 0 t  1.
By (B) we have
f
(
u(s)
)
< g(b/ξ), 0 s  1,
and so
θ(Φu)= (Φu)(η)
=B0
(
g−1
( 1∫
η
a(r)f
(
u(r)
)
dr
))
+
η∫
0
g−1
( 1∫
s
a(r)f
(
u(r)
)
dr
)
ds
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<Ag−1
( 1∫
η
a(r)f
(
u(r)
)
dr
)
+
η∫
0
g−1
( 1∫
0
a(r)f
(
u(r)
)
dr
)
ds
<
[
Ag−1
( 1∫
η
a(r) dr
)
+ ηg−1
( 1∫
0
a(r) dr
)]
× b
ξ
= b.
Finally, we verify that (iii) of Theorem 1.1 is also satisfied. We note that u(t) ≡ a/3,
0 t  1, is a member of P(φ,a) and φ(u)= a/3 < a. So P(φ,a) = ∅.
Now, let u ∈ ∂P (φ, a); then φ(u)=minlt1 u(t)= u(l)= a. This means that
a  u(t) a
l
, l  t  1.
From assumption (C), we have f (u(s)) > g(a/λl), l  s  1. As Φ(u) ∈ P ,
α(Φu)= (Φu)(l)
=B0
(
g−1
( 1∫
η
a(r)f
(
u(r)
)
dr
))
+
l∫
0
g−1
( 1∫
s
a(r)f
(
u(r)
)
dr
)
ds
B0
(
g−1
( 1∫
l
a(r)f
(
u(r)
)
dr
))
+
l∫
0
g−1
( 1∫
l
a(r)f
(
u(r)
)
dr
)
ds
> (B + l)g−1
( 1∫
l
a(r) dr
)
× a
λl
= a.
Therefore BVP (2), (3) has at least two positive solutions u1 and u2 in P(γ, c) such that
a < α(u1), with θ(u1) < b,
and
b < θ(u2), with γ (u2) < c.
This completes the proof. ✷
Remark. In Theorem 2.1, by the definitions of ξ and λl , we get ηλl  ξl, thus a/l  c.
Now we deal with (2) and (4). The method is just similar to what we have done above.
We choose a fixed number r ∈ (0, η), and define the nonnegative, increasing functionals
γ, θ , and φ on P respectively as
γ (u)= min
rtη
u(t)= u(η),
θ(u)= max
ηt1
u(t)= u(η),
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and
φ(u)= min
0tr
u(t)= u(r).
Define the cone P ⊂E by
P = {u ∈E: u(t) 0 for t ∈ [0,1], u(t) is concave on [0,1], u′(0)= 0}.
Lemma 2.2. If u ∈ P , then
u(t) (1− t)‖u‖.
The proof of Lemma 2 is immediate from the nonincreasing and concavity of u(t) on
[0,1].
Let
λ1 = (B + η)g−1
( η∫
0
a(r) dr
)
,
ξ1 =Ag−1
( η∫
0
a(r) dr
)
+ ηg−1
( 1∫
0
a(r) dr
)
,
λr = (B + 1− r)g−1
( r∫
0
a(r) dr
)
.
We have
Theorem 2.2. Let 0 < a < (λr/ξ1)b < (1 − η)(λr/ξ1)c and suppose that f satisfies the
following conditions:
(D) f (w) > g(c/λ1), for cw  c/(1− η).
(E) f (w) < g(b/ξ1), for 0w  b/(1− η).
(F) f (w) > g(a/λr), for a w  a/(1− r).
Then the boundary value problem (2), (4) has at least two positive solutions u1, u2 such
that
a < φ(u1), with θ(u1) < b,
and
b < θ(u2), with γ (u2) < c.
The proof of Theorem 2.2 is similar to that of Theorem 2.1 and then omitted.
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3. Example
In this section, we present a simple example to explain our result.
Consider the following boundary value problem with g(x)= x , x ∈ R, i.e.,
u′′(t)+ t−1/3f (u(t))= 0, 0 < t < 1, (7)
u(0)− 2u′(1/2)= 0, u′(1)= 0, (8)
where
f (u)=


10, 0 u 600,
p(u), 600 u 700,
100u+350√
u
, u 700,
and p(u) satisfies
p(600)= 10, p(700)= 7035√
7
, p′′(u)= 0, for u ∈ (600,700).
We notice that a(t) = t−1/3, η = 1/2, A = B = 2; a(t) is singular at t = 0. Choose
l = 3/4; it follows from a direct calculation that
λ=
(
2+ 1
2
)
g−1
( 1∫
1/2
t−1/3 dt
)
= 15
4
(
1−
(
1
2
)2/3)
,
ξ = 2g−1
( 1∫
1/2
t−1/3 dt
)
+ 1
2
g−1
( 1∫
0
t−1/3 dt
)
= 15
4
− 3 1
2
(
1
2
)2/3
,
λ3/4 = (B + l)g−1
( 1∫
3/4
t−1/3 dt
)
= 33
8
(
1−
(
3
4
)2/3)
.
If we take a = 2, b = 300, c= 700, then we get
f (u)= 10 > 48
33
(
1− ( 34)2/3) = g(a/λl), for 2 u
8
3
,
f (u)= 10 < 800
15− 12( 12)2/3 = g(b/ξ), for 0 u 600,
f (u)= 100u+ 350√
u
 2800
15
(
1− ( 12)2/3) = g(c/λ), for 700 u.
Then all the conditions of Theorem 2.1 are satisfied. Therefore, by Theorem 2.1 we
know that (7) has at least two positive solutions u1 and u2 satisfying
2 < max
0t3/4
u1(t), with max
0t1/2
u1(t) < 600,
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and
600 < max
0t1/2
u2(t), with min
1/2t3/4
u2(t) < 700.
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