By obtaining intervals of the parameter λ, this paper is concerned with the existence and nonexistence of positive solution of the second-order nonlinear dynamic equation on time scales
Introduction
Consider the following second-order boundary value problem (BVP) on time scales Recently, there have been many papers working on the existence of positive solutions of dynamic equations on time scales, see, [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] . These papers have relied on methods such as the Schauder fixed point theorem, the nonlinear alternative of Leray-Schauder or on disconjugacy to prove the existence of solutions to second-order BVPs on time scales subject to linear, separated boundary conditions. In particular, we would like to mention some results of Anderson [1] and Atici and Guseinov [4] . In [1] , Anderson considered the following second-order BVP on a Measure Chain:
αx(a) − βx (a) = 0, γ x(σ (b)) + δx (σ (b)) = 0.
(1.2)
By using fixed point theory in a cone, the author established the existence of positive solutions and obtained the existence of eigenvalue intervals of BVP (1.2). In the case λ = 1, w(t) ≡ 1, Atici et al. [4] established the existence of positive solutions for BVP (1.1) under the assumption that f satisfies f 0 = lim x→0
. Motivated by the results mentioned above, in this paper we show that appropriate combinations of superlinearity and sublinearity of f (t, x) with respect to x at zero and infinity guarantee the existence, multiplicity, and nonexistence of positive solutions for BVP (1.1) and describe the dependence of positive solutions of BVP (1.1) on the parameter λ. By using new techniques to overcome difficulties arising from the appearances of L x := −[ p(t)x (t)] ∇ + q(t)x(t) and T is a time scale, we will show that the number of positive solutions of BVP (1.1) is determined by the parameter λ. On the other hand, to the best of our knowledge, there is no literature considering the existence, multiplicity, and nonexistence of positive solutions of dynamic equations, even for the problem (1.1). The arguments are based upon fixed point theorems in a cone.
The following lemmas are crucial to prove our main results. 
be completely continuous, where θ denotes the zero element of E and P is a cone in E. Suppose that one of the two conditions (i) Ax ≤ x , ∀x ∈ P ∩ ∂Ω 1 and Ax ≥ x , ∀x ∈ P ∩ ∂Ω 2 , or (ii) Ax ≥ x , ∀x ∈ P ∩ ∂Ω 1 , and Ax ≤ x , ∀x ∈ P ∩ ∂Ω 2 , is satisfied. Then A has at least one fixed point in P ∩ (Ω 2 \ Ω 1 ).
Lemma 1.2 ([15]).
Let Ω 1 , Ω 2 and Ω 3 be three bounded open sets in Banach space E, such that θ ∈ Ω 1 andΩ 1 ⊂ Ω 2 , Ω 2 ⊂ Ω 3 . Let operator A : P ∩ (Ω 3 \ Ω 1 ) → P be completely continuous, where θ denotes the zero element of E and P is a cone in E. Suppose that
Then A has at least two fixed points x * , x * * in P ∩ (Ω 3 \ Ω 1 ), and x * ∈ P ∩ (Ω 2 \ Ω 1 ), x * * ∈ P ∩ (Ω 3 \Ω 2 ). The paper is organized in the following fashion. In Section 2, we provide some necessary background and introduce several definitions on time scales. In particular, we state some properties of the Green's function associated with BVP (1.1). In Section 3, the main result will be stated and proved.
Preliminaries
Let J = [a, b], where a, b ∈ T and a ≤ b. The basic space used in this paper is E = C[a, b] of real-valued continuous (in the topology of T) functions x(t) defined on [a, b] . It is well known that E is a Banach space with the norm · defined by x = max t∈J |x(t)|. Let K be a cone of E, K r = {x ∈ K : x < r }, ∂ K r = {x ∈ K : x = r }, where r > 0.
The following assumptions will stand throughout this paper:
with respect to the topology of R × R and f (t, ξ ) ≥ 0 for ξ ∈ R + , where R + denotes the set of nonnegative real numbers.
For convenience, we introduce several definitions on time scales we refer to [18] [19] [20] [21] [22] , and give some properties of the Green's function associated with BVP (1.1) and some lemmas which are useful in proving our main results in the rest of this section. Definition 2.1. A time scale T is a nonempty closed subset of R. Definition 2.2. Define the forward (backward) jump operator σ (t) at t for t < sup R (ρ(t) at t for t > inf T) by
for all t ∈ T. We assume that T has the topology that it inherits from the standard topology on R and say t is rightscattered, left-scattered, right-dense and left-dense if σ (t) > t, ρ(t) < t, σ (t) = t and ρ(t) = t, respectively. Finally, we introduce the sets T k and T k which are derived from the time scale T as follows. If T has a left-scattered maximum
Definition 2.3. Fix t ∈ T and let y : T → R. Define y (t) to be the number (if it exists) with the property that given ε > 0 there is a neighbourhood U of t with
Definition 2.4. Fix t ∈ T and let y : T → R. Define y ∇ (t) to be the number (if it exists) with the property that given ε > 0 there is a neighbourhood U of t with
for all s ∈ U . Call y ∇ (t) the (nabla) derivative of y(t) at the point t.
Definition 2.5. A function f : T → R is called rd-continuous provided it is continuous at all right dense points of T and its left sided limit exists (finite) at left dense points of T. Definition 2.6. A function f : T → R is called ld-continuous provided it is continuous at all left dense points of T and its right sided limit exists (finite) at right dense points of T. Throughout this paper, we assume T is a closed subset of R with a ∈ T k , b ∈ T k . In this paper, the Green's function of the corresponding homogeneous BVP defined by
where φ and ψ satisfy
2)
It is not difficult from [4] to show that
] > 0 and (i) φ is nondecreasing on J and φ ≥ 0 on J ; (ii) ψ is nonincreasing on J and ψ ≥ 0 on J .
It is easy to prove that G(t, s) has the following properties. 
where
In fact, for t ∈ [θ , b + a −θ], we have
It is easy to see that 0 < Γ < 1. For the sake of applying Lemmas 1.1 and 1.2, we construct a cone in E = C[a, b] by
It is easy to see K is a closed convex cone of E.
By (2.9), it is well known that BVP (1.1) has a positive solution x if and only if x ∈ K is a fixed point of T λ .
Proof. For x ∈ K , by (2.9), we have T λ x(t) ≥ 0 and
On the other hand, by (2.6), (2.9) and (2.10), we obtain
Next by standard methods and Ascoli-Arzela theorem one can prove T λ : K → K is completely continuous. So it is omitted.
Main results

Write
where β denotes 0 or ∞.
In this section, we apply the Lemmas 1.1 and 1.2 to establish the existence of positive solutions for BVP (1.1).
Theorem 3.1. Let (H 1 )-(H 4 ) hold. In addition, letting one of the following two conditions (i) f 0 = 0 and f ∞ = ∞; (ii) f 0 = ∞ and f ∞ = 0 be satisfied, then, for all λ > 0, BVP (1.1) has at least one positive solution x * (t).
Proof. Let T λ be cone preserving, completely continuous operator that was defined by (2.9).
(i) Considering f 0 = 0, there exists r 1 > 0 such that f (t, x) ≤ ε 1 x, for 0 ≤ x ≤ r 1 , t ∈ J , where ε 1 > 0 satisfies
So, for x ∈ ∂ K r 1 , we have from (2.5)
Consequently, for x ∈ ∂ K r 1 , t ∈ J , we have
Next, turning to f ∞ = ∞, there existsr 2 > 0 such that f (t, x) ≥ ε 2 x for x ≥ r 2 , t ∈ Jθ , where ε 2 satisfies
Thus, T λ x ≥ x . Hence, for x ∈ ∂ K r 2 we have
Applying (i) of Lemma 1.1 to (3.1) and (3.2) yields that T λ has a fixed point x * ∈K r 1 ,r 2 , r 1 ≤ x * ≤ r 2 and x * (t) ≥ Γ x * > 0, t ∈ Jθ . Thus it follows that BVP (1.1) has a positive solution x * for all λ > 0.
(ii) Considering f 0 = ∞, there exists r 3 > 0 such that f (t, x) ≥ ε 3 x, for 0 ≤ x ≤ r 3 , t ∈ Jθ , where ε 3 > 0 satisfies 1 Λ λΓ 2 φ(θ )ψ(b + a − θ )ε 3 b+a−θ θ w(s)∇s ≥ 1. So, for x ∈ ∂ K r 3 , t ∈ J θ , we have from (2.6)
Consequently, for x ∈ ∂ K r 3 , t ∈ Jθ , we have
Next, turning to f ∞ = 0, there existsr 4 > 0 such that f (t, x) ≤ ε 4 x, for x ≥r 4 , t ∈ J , where ε 4 > 0 satisfies
It is not difficult to see that M < +∞. Choosing r 4 > max{r 3 ,r 4 , 2M}, then we get M < 1 2 r 4 . Now, we choose x ∈ ∂ K r 4 arbitrarily. Lettingx(t) = min{x(t),r 4 }, thenx ∈ ∂ Kr 4 . In addition, writing e(x) = {t ∈ [ρ a , b] : x(t) >r 4 }. Therefore, for t ∈ e(x), we getr 4 < x(t) ≤ x = r 4 . By the choosing of r 4 , for t ∈ e(x), we have f (t, x(t)) ≤ ε 4 r 4 .
Thus for x ∈ ∂ K r 4 , we have from (2.5)
Consequently, from (3.5), for x ∈ ∂ K r 4 , t ∈ J , we have
Applying (ii) of Lemma 1.1 to (3.4) and (3.6) yields that T λ has a fixed point x * ∈K r 3 ,r 4 , r 3 ≤ x * ≤ r 4 and x * (t) ≥ Γ x * > 0, t ∈ Jθ . Thus it follows that BVP (1.1) has a positive solution x * for all λ > 0. The proof is complete.
Theorem 3.2. Let (H 1 )-(H 4 ) hold. In addition, letting the following two conditions
be satisfied, then there exists λ 0 > 0 such that for all λ > λ 0 , BVP (1.1) has at least one positive solution x * (t).
So, for x ∈ ∂ K r 5 , we have from (2.5)
w(s)∇s ≤ x . Consequently, for x ∈ ∂ K r 5 , we have
If f ∞ = 0, similar to the proof of (3.6), there exists r 6 > ρ 1 such that f (t, x) ≤ ε 6 x, for x ≥ r 6 , t ∈ J , where
ρ(a) w(s)∇s ≤ 1, and, for x ∈ ∂ K r 6 , t ∈ J , we have
Consequently, for x ∈ ∂ K ρ 1 , t ∈ Jθ , we have T λ x ≥ x , which implies that there exists λ 0 > 0 such that for x ∈ ∂ K ρ 1 , λ > λ 0 , we have
(3.9)
By Lemma 1.1, for all λ > λ 0 , (3.7) and (3.9), (3.8) and (3.9), respectively, yield that T λ has a fixed point x * ∈K r 5 ,ρ 1 , r 5 ≤ x * < ρ 1 and x * (t) ≥ Γ x * > 0, t ∈ Jθ or x * ∈K ρ 1 ,r 6 , ρ 1 < x * ≤ r 6 and x * (t) ≥ Γ x * > 0, t ∈ Jθ . Thus it follows that BVP (1.1) has a positive solution x * for all λ > λ 0 . Theorem 3.3. Let (H 1 )-(H 4 ) hold. In addition, letting the following two conditions
be satisfied, then there exists λ 0 > 0 such that for all 0 < λ < λ 0 , BVP (1.1) has at least one positive solution x * (t).
The remaining of the proof is similar to that of Theorem 3.2. 
be satisfied, then there exists λ 0 > 0 such that for all λ > λ 0 , BVP (1.1) has at least two positive solutions x * (t), x * * (t).
Proof. The proof similar to Theorem 3.2. By Lemma 1.2, (3.7)-(3.9) yield that T λ has at least two fixed points x * , x * * , where x * ∈K r 5 ,ρ 1 , r 5 ≤ x * < ρ 1 and x * (t) ≥ Γ x * > 0, t ∈ Jθ , x * * ∈K ρ 1 ,r 6 , ρ 1 < x * * ≤ r 6 and x * * (t) ≥ Γ x * * > 0, t ∈ Jθ . Thus it follows that BVP (1.1) has at least two positive solutions x * , x * * for all λ > λ 0 . be satisfied, then there exists λ 0 > 0 such that for all 0 < λ < λ 0 , BVP (1.1) has at least two positive solutions x * (t), x * * (t).
The remaining of the proof is similar to that of Theorem 3.4. Theorem 3.6. Let (H 1 )-(H 4 ) hold. In addition, letting f 0 < ∞ and f ∞ < ∞ be satisfied, then there exists λ 0 > 0 such that for all 0 < λ < λ 0 , BVP (1.1) has no positive solution.
Proof. Since f 0 < ∞ and f ∞ < ∞, then there exist η 3 > 0, η 4 > 0, h 3 > 0 and h 4 > 0 such that h 3 < h 4 and for t ∈ J , 0 ≤ x ≤ h 3 , we have 10) and for t ∈ J , x ≥ h 4 , we have f (t, x) ≤ η 4 x. Thus, for t ∈ J, x ∈ R + , we have In fact, for 0 < λ < λ 0 , t ∈ J , since (T y)(t) = y(t) which is a contradiction. The proof is complete.
