In recent years, there has been a growing need for active systems that can react automatically to events. Some events are generated externally and deliver data across distributed systems, while others are materialized by the active system itself. Event materialization is hampered by uncertainty that may be attributed to unreliable data sources and networks, or the inability to determine with certainty whether an event has actually occurred. Two main obstacles exist when designing a solution to the problem of event materialization with uncertainty. First, event materialization should be performed efficiently, at times under a heavy load of incoming events from various sources. The second challenge involves the generation of a correct probability space, given uncertain events. We present a solution to both problems by introducing an efficient mechanism for event materialization under uncertainty. A model for representing materialized events is presented and two algorithms for correctly specifying the probability space of an event history are given. The first provides an accurate, albeit expensive method based on the construction of a Bayesian network. The second is a Monte Carlo sampling algorithm that heuristically assesses materialized event probabilities. We experimented with both the Bayesian network and the sampling algorithms, showing the latter to be scalable under an increasing rate of explicit event delivery and an increasing number of uncertain rules (while the former is not). Finally, our sampling algorithm accurately and efficiently estimates the probability space.
INTRODUCTION
In recent years, there has been a growing need for active systems that react automatically to events. The earliest active systems were in the database realm [25] , impacting both industry (triggers) and academia (view materialization). New applications in areas such as Business Activity Monitoring (BAM), Business Process Management (BPM) [4] , sensor networks [7] , security applications (e.g., bio hazards, computer security, and prevention of DoS attacks), engineering applications (e.g., forecasting networked resources availability), and scientific applications (e.g., utilization of grid resources) all require sophisticated mechanisms to manage events and materialize new events from existing ones.
An event is a mechanism for delivering data to an active system. Some events are generated externally and deliver data across distributed systems, while other events and their related data are materialized by the active system itself, based on other events and a mechanism for predefined event pattern specifications (e.g., rules in active databases [9] ). Event materialization has a clear trade-off between materializing events with certainty, using full and complete information, and the need to provide a quick notification of newly revealed events. Timely event materialization is therefore hampered by the gap between the actual occurrences of events, to which the system must respond, and the ability of active systems to accurately generate events. This gap results in uncertainty and may be attributed to unreliable data sources (e.g., an inaccurate sensor reading), an unreliable network (e.g., packet drop at routers), or the inability to determine with certainty whether a phenomenon has actually occurred (e.g., declaring an epidemic-see detailed example below).
A concrete example of this situation exists in syndromic surveillance systems, which are designed to detect outbreaks of epidemics or bio-terrorist attacks. Such systems use data from external data sources (e.g., transactional databases) and expert knowledge (see Shmueli and Fienberg [22] ) to identify outbreaks and to quantify the outbreak attributes, such as the severity of an attack. Responding quickly to such attacks requires recognizing an attack has occurred-a difficult task as no direct indications of it exists. Therefore, hazard events must be materialized based on available data sources, which often provide insufficient information to determine hazard occurrence with certainty. [22] demonstrated that over-the-counter and pharmacy medication sales, calls to nurse hotlines, school absence records, Web hits of medical Web sites, and complaints of individuals entering hospital emergency departments can all serve as indicators of disease outbreak. These measures can be collected by querying local stores, physician databases, or data warehouses. Figure 1 (based on [22] ) provides an illustration of the daily sales of over-the-counter cough medication from a large grocery chain in Pittsburgh, Pennsylvania. The data was gathered by intermittent querying of the chain's transactional database. The presentation of the data as a time series illustrates both the problem of uncertainty in event information and our methodology. Figure 1 displays the changes in sales during the months of November and December 1999, where a gradual, yet constant and significant increase of sales indicates the outbreak of the flu. Table 1 provides a simple example of the source of the data in Figure 1 . The data points of Table 1 are marked as points A-F in Figure 1 .
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Figure 1: Over-the-counter cough medication sales
The problem can be stated simply: Given a set of events and a set of rules, materialize new events, their associated data, and their level of certainty (even if it is less than 100% certainty) Therefore, events carrying over-the-counter cough medication sales data can serve in processing a rule that assigns a 90% chance of a flu outbreak whenever there is an increase in overthe-counter cough medication sales for four sequential days to a total increase of 350 units. Together, the events and rules determine whether an event of a flu outbreak should be materialized. 1 From Table 1 , however, it is not clear whether an event of flu outbreak should be materialized. First, note that the provided data is rounded to the nearest ten. For example, note the increase from November 30 (with 600 units sold) to December 4 (with 950 units sold). Although there seems to be an increase there of 350 units, rounding may also suggest a smaller increase of 341 units. This is considered uncertainty at the source. In addition, an increase of 350 units in sales suggests only a high probability of a flu outbreak; does that mean such an event should be materialized? We call this aspect of uncertainty materialization uncertainty. Finally, the impact of uncertainty at the source on the materialization uncertainty should be quantified. In particular, uncertainty at the source reduces the materialization uncertainty. We present a model for uncertainty in Section 3 and provide an efficient algorithmic solution for its computation in Section 4.
The rule we presented is a simplified version of rules expected to exist in the real world. For example, instead of just specifying a single certainty level of 90%, one would probably compute the probability of an outbreak as a function of the amount of increase (e.g., computing the probability to be min(90+(X-350)/10,100) where X is the minimum daily sales over a four-day count and should be at least 350). However, even such a simple setup of a single source and a single rule does not seem to have a straightforward solution. Real-life applications, however, need to process multiple rules with multiple data sources. To illustrate, consider a situation in which we are provided with another rule, aimed at identifying an anthrax attack (see Figure 2 for the illustration of this more complex example). This rule combines data from events that come from different data sources and gives a lower probability to an anthrax attack whenever a flu outbreak is recognized (perhaps 30%) and a higher probability (perhaps 80%) otherwise. Therefore, if on December 4 (see Table 1 ), a flu outbreak event is not materialized, a smaller increase of hospital emergency department visits with respiratory complaints is enough to materialize an anthrax attack event. Other examples of complex rules may involve correlating data among pharmacies or across regions.
Two main obstacles exist when designing a solution to the event materialization problem. First, event materialization should be performed efficiently, sometimes under a heavy load of incoming events from various sources. Event materialization should also scale for a large number of (possibly inter-related) rules and complex rules that involve several sources of evidence. In the type of applications we envision, waiting too long to respond (e.g., hours in the case of bio or network attacks and seconds in the case of RFID sensor data) may mean that mitigating actions have little effect once they are applied. In biosurveillance applications, late response (see point G in Figure 1 ) may mean it is too late to treat the infected population or to react in other ways, such as stockpiling and dispensing vaccine and medication. This is especially true in the event of bio-terrorist attacks. The second challenge involves the generation of a correct probability space, given uncertain events. Clearly, correct quantification of the probability of materialized events serves as an important tool for decision making. Consider once more an event of an anthrax attack. To determine whether an anthrax attack has actually occurred, one should determine whether a flu outbreak was detected. However, even if materialized, a flu outbreak event, has an associated probability of 90%. How does that propagate to set the probability of an anthrax attack? Event generation under uncertainty should therefore be accompanied with an appropriate mechanism for probability computation. Wrong probability computation may cause an event to materialize either too early or too late. We have discussed the costs associated with late materialization already, yet we need to keep in mind that early response may also have its consequences. Therefore, wrongly determining that an anthrax attack has occurred (e.g., point H in Figure 1 ) and carrying out measures such as stockpiling and closure of schools and workplaces could be economically costly.
Figure 2: Anthrax rule
Clearly, a brute force solution in which the arrival of a new event is evaluated against all possible rules does not scale. It may involve an exponential number of evaluations, depending on the amount of dependency among rules. To illustrate this point, let us consider a natural way of interpreting uncertain events using possible world semantics, where a possible world corresponds to a set of possible events (and the data they carry). A possible world is associated with a probability measure, stating the probability of it being the one true world. Clearly, an explicit representation of each of these possible worlds separately, for the sake of evaluating new event materialization, is practically infeasible. Therefore, our main goal is to provide an efficient (yet generic) mechanism for reasoning with uncertain events.
In this work, we present a generic framework for representing uncertain events and rules with uncertainty. We then present an algorithm to construct the probability space that captures the semantics and defines the probabilities of possible worlds using an abstraction based on a Bayesian network and discuss its complexity. To improve materialization efficiency, we employ a sampling technique over a set of rules, show that the approximations it provides truly represent the probabilities defined by the original probability space, and discuss the algorithm complexity. We validate our solution using a simulation environment, simulating external event generation, and materialize events using our proposed sampling algorithm.
To summarize, the paper makes the following contributions:
• We describe a simple yet powerful generic model for representing the materialization of new events under uncertainty. By doing this, we extend the current complex event processing literature on managing data under uncertainty to allow uncertain materialization of events and data.
• We develop an algorithm, based on Bayesian network representation, to materialize new events given the arrival of an uncertain event and to compute its probability. Bayesian network modeling is not a trivial task and we offer a fully automatic mechanism for its generation.
• We develop a sampling algorithm for efficient approximation of new event materialization. The algorithm enables a quick method to compute the probabilities of a set of events. Its unique contribution is sampling over the set of rules, rather than sampling from the Bayesian network (which is the common solution in the AI literature). In this way, we can produce an efficient solution without constructing a Bayesian network.
• We present experiments that demonstrate the scalability and accuracy of the sampling algorithm.
The rest of the paper is organized as follows. Section 2 discusses related work. Section 3 introduces our complex event model. Sections 4 and 5 describe our solution. Section 6 presents experimental results and Section 7 concludes.
RELATED WORK
Complex event processing is supported by systems from various domains. These include ODE [14] for active databases and the Situation Manager Rule Language [2] , a general purpose event language. All but two existing languages, to the best of our knowledge, enable only deterministic materialization of events. Therefore, solutions adopted in the active database literature, such as the Rete network algorithm [13] , [25] fail to provide an adequate solution to the problem, since they cannot estimate probabilities. Wasserkrug, Gal, and Etzion proposed an initial approach for managing uncertain rules [23] . Their work was followed by Balazinska, Khoussainova, and Suciu, who proposed a probabilistic event language for supporting RFID readings [3] . We extend the work in [23] by providing algorithms for materializing uncertain events and empirical evidence to the scalability of the approach. Our proposed model shares some commonalities with [3] , namely uncertainty specification at both the event occurrence and the uncertainty level (as suggested in [23] ), specifying uncertain rules, and providing an algorithm for uncertain event materialization. However, our framework does not limit the type of temporal expressions it can handle nor does it limit attribute derivation types.
Recent works have focused on event stream modeling, proposing formal languages to support situations such as event negations [12] . Various aspects of event-oriented computing were discussed at CIDR 2007 (e.g., [11] , [15] ). Our focus in this work is on modeling and efficiently managing uncertainty in complex event systems, which was not handled by these works. Modeling probabilistic data and events was suggested in [11] , [21] , [16] , [24] . This work extends those models by proposing a model and a probability space representation of rule uncertainty.
A Bayesian network [20] is a method for graphically representing a probability space, which utilizes probabilistic independencies to enable a relatively sparse representation of the probability space. The network is, in most applications, manually constructed for the problem at hand. We propose an algorithm to automatically construct a Bayesian network from a set of events and rules, following the KBMC paradigm [5] .
Existing works [8] , [18] , [6] for processing complex events in specific security domains tailor probabilistic models or direct statistical models (e.g., regression) to the application. No general framework was defined there to materialize uncertain events, a gap we strive to fill in this work. An additional shortcoming of application-specific tailored models is their inability to combine the results of different models. We propose to overcome this shortcoming using a general framework that supports such a feature.
PROBABILISTIC EVENT MODEL
Event Model
An event is an actual occurrence or happening that is significant (falls within a domain of interest to the system), instantaneous (takes place at a specific point in time), and atomic (it either occurs or not). This definition, while limited, suits our specific needs. Examples of events include termination of workflow activity, report on daily sales, and a person entering or leaving a certain geographical area. We differentiate between two types of events. Explicit events are signaled by event sources, external to the active system. Materialized events are events that are materialized based on other events (see Section 3.2).
Data can be associated with the occurrence of an event. Some data are common to all events (e.g., occurrence time), while others are specific only to some events (e.g., amount of sales). The data items associated with an event are termed attributes.
Similar to other works in this area [10] , [3] , we record an event (either explicit or materialized) using an Event Instance Data (EID) relation, which captures the information of the system. For example, the structure of an EID for daily sales (see Table 1 ) is DS(EID,Date,dailySales), representing the date and the daily sales of each event. Events that share the same set of attributes are of the same type, e.g., the DS event type in the example above.
Events that have no uncertainty associated with them can be represented by a single tuple of values 1 , , n val val … (one value for each type of data associated with the event). When an event is uncertain, it is represented by several tuples, where each such tuple has an associated probability. The probability associated with a value of the form 1 , , n val val … is the probability that this event has occurred, and the value of its attributes is 1 , , n val val … . The complementary probability is the probability that the event has not occurred. In this work, we use the closed world assumption with regards to event occurrence. Therefore, an event has not occurred unless it is explicitly captured as an EID (either explicit or materialized).
An event history is the set of all events (of interest to the system), as well as their associated data, whose occurrence time falls between and . Uncertainty regarding individual events leads to uncertainty regarding the event history. Figure 3 illustrates the rule components and roles. is a function from a set of selectable events to its power set. It returns subsets of events, such that each subset is associated with a newly materialized event. The final function is a probability function that determines the probability of the materialized events. receives as input a set of events in and the output of r on these events, and assigns it a real value that is interpreted as a probability. This function's signature is
Materialization Model
Our materialization model is based on rules, which together with information regarding explicit events (Section 3.1) define the probability space of interest (Section 3.3) at each time point.
Our rule definition extends deterministic rule definitions (e.g., [2] ) to handle uncertainty. For ease of exposition, we refrain from presenting complete rule language syntax. Rather, we focus on the elements that serve in defining the mechanism for generating events under uncertainty (see Section 4).
A rule defines how many new events (or EIDs) should be materialized and helps calculate their attributes and probabilities. Intuitively, assume that the set of possible event histories prior to evaluating rule r is H. Moreover, assume that the actual event history is known to be some . Given that this is the actual event history, four conditions should be satisfied. First, newly materialized events should be considered possible according to rule r iff the event pattern of r evaluates to true on this event 
Probability Space Definition
The main novelty of our model is in the support of the calculation of probabilities associated with materialized events, at a given time point t. At t, the set of possible materialized events is determined by the EIDs known at t (together with the defined rules). Therefore, since different sets of EIDs are available at different time points, a (possibly) different probability space needs to be defined for each time point separately. Figure 4 provides an illustration of two equivalent representations of the probability space. An intuitively appealing way to define this probability space involves possible world semantics (see [16] ). The probability space at time t is a triple , where is a set of possible worlds (marked as ovals in Figure  4) , with each possible world corresponding to a specific possible event history at t, is a σ-algebra over and is a probability measure over . We assume that each possible world corresponds to an event history that is finite in size and that the real world is one of the possible worlds. 
PROABILISTIC EVENT MATERIALIZATION
We now describe an algorithm for uncertain materialization of events. In a nutshell, the proposed algorithm works as follows: Given a set of rules and a set of EIDs at time t, we automatically construct a Bayesian network that correctly represents the probability space at t. Probabilities of new events are then computed using standard Bayesian network methods. The Bayesian network construction algorithm iteratively selects a rule and creates a Bayesian network segment that corresponds to this rule.
Rule Triggering Order and Eligibility
Rule triggering order impacts both determinism and termination. The former requires that, given an event history containing only explicit EIDs at the start of the materialization process, the process always results in the same probability space. The latter requires that the materialization algorithm terminates.
To ensure determinism and termination we enforce rule ordering such that 1) rules are triggered according to the defined order, 2) rule ordering is independent of event histories, and 3) an event may trigger a rule at most once. The last requirement ensures termination. The second requirement ensures determinism.
We define an order using an event triggering graph where nodes represent event types. An edge between two nodes u and v exists iff the event type u may serve as input to the materialization of events of the type v using rule r. In this graph, we say that an event class et corresponds to node v iff either v is a node corresponding to the explicit event class et or v corresponds to r and et is the class of events inferred by r. Definition 1 defines a triggering graph as a step towards rule ordering specification. 
Definition 1 Given a set of explicit
A quasi-topological order generalizes topological orders for arbitrary directed graph that may include cycles. It is easy to show that a quasi-topological order on a DAG is a topological ordering. In Figure 2 , the quasi-topological order is also a topological order, in which the rule for detecting flu epidemic precedes the rule of detecting an anthrax attack. An efficient algorithm for finding a quasi-topological ordering appears in [1] .
Given a triggering graph and a quasi-topological order, we define the triggering order by constructing a triggering graph of the rules and event types of the application and finding a quasi-topological order on the rules. Rules would then be triggered according to the quasi-topological order. 
Bayesian Network Construction Algorithm
In this section, we present an algorithm that constructs a Bayesian network that represents the probability space of a set of explicit events and rules. Recall that one of the two main roles of a rule is to define how many new events (or EIDs) should be inferred, and to enable calculating their attributes and probabilities. This role is defined formally as follows: Let be the set of EIDs inferred by rule r on a set of possible event histories H. 
Therefore, the construction algorithm creates a Bayesian network representing a probability space in which Equations (1) - (3) hold.
For the sake of completeness, we provide here a brief description of a Bayesian network. As discussed in Section 2, a Bayesian network is the most widespread paradigm for the representation and efficient inference of a probability space defined over a set of random variables. A Bayesian network has two main components: qualitative and quantitative. The qualitative component of the network is a graph, , where is a set of vertices which describe the random variables and is a set of edges that describe the direct probabilistic dependencies between the random variables. Unlike the static triggering graph that represents event types and their relationships, this graph represents event instances. The quantitative component is a Conditional Probability Table ( CPT), which defines the probabilities of each random variable based on the probabilistic dependencies. For example, Figure 5 contains a depiction of the qualitative (graph) part of a Bayesian network which defines a probability space over five random variables: , , ,
, and , depicted as vertices. The edges indicate direct probabilistic dependencies. This is an example of a Bayesian network that may be generated by our algorithm for the Anthrax rule in Figure 2 , where and correspond to over-the-counter cough medication sales events, corresponds to a flu outbreak event, corresponds to an event describing a high volume of emergency department visits with respiratory complaints, and corresponds to an anthrax attack event. As noted in Section 3.1, each EID may be assigned various values, each with a different probability. Therefore, we can view EIDs in our model as random variables. A Bayesian network is well suited to describe probability spaces based on statements such as equations (1)-(3). In addition, Bayesian networks utilize probabilistic independencies to make such a representation more efficient. In our setting, such independencies exist due to the selection function, which determines which EIDs are relevant for the materialization of other events. We use the term selectable EIDs to refer to such EIDs. We refrain from presenting selectable EIDs formally due to a lack of space. Also, an exact definition of the probabilistic independencies induced by is beyond the scope of this work. Informally, any EID , materialized by rule r, is conditionally probabilistically independent of all nonselectable EIDs that exist at the point of materialization, given that known values of the EIDs are selectable by rule r. r s r E Algorithm 1 constructs a Bayesian network from explicit events and rule definitions that describes the desired probability space. The algorithm is triggered with a new event arrival, traverses the rules according to their quasi-topological ordering, and generates conditional probabilities for simple and materialized events. For each rule r, each iteration of the while loop (lines 8-39) creates a Bayesian network segment (i.e., a segment with relevant nodes, edges, and CPTs) for a specific rule, satisfying equations (1)- (3), and utilizing probabilistic independencies. After carrying out these steps for all rules, the Bayesian network is complete and the at t are calculated based on the Bayesian network (line 40, using standard Bayesian network inference algorithms). addCPT in line 5 defines the CPTs of explicit EIDs. For each rule, the set of selectable EIDs is returned by the function calculateSelectableEID, the specification of which is omitted due to lack of space. From probabilistic independencies, the materialization of EIDs according to rule r uses only EIDs that are selectable by r and exist prior to its materialization (lines 14-38).
Lines 15-33 ensure that equations (1) and (2) hold. Every event history for which it is possible that a materialized event exists is associated with this EID, and placed in assignedEventHistories. After line 37, each materialized EID is associated with the event history that inferred it. However, the conditional probability table for each inferred EID is only partially specified, since the conditional probabilities are specified for the materialized EID r only for the case in which the values of the EIDs in the selectable set of event history r represent the event history assigned to r . Therefore, the next step is to complete the CPT entries for each inferred EID for all of the possible event histories in r . This is carried out by the function completeCPTs. This function ensures that Equation (3) holds, by associating zero probability with each event history that is not associated with this EID. There are three important comments to make regarding Algorithm 1. First, materialization according to the rules must be carried out continuously in near-real time with every new event. This continuous process requires that the Bayesian network is dynamically updated to ensure that the constructed network reflects, at each time point t, the probability space . Moreover, information may be non-monotonic. For example, new information regarding an event occurrence may cause previously selectable EIDs to become non-selectable, or may lower the probability of a materialized event. To support constant, and possibly non-monotonic, updates of the network, the network needs to be constructed from scratch with each new explicit event. Secondly, we assume that the explicit EIDs are probabilistically independent. While this assumption may seem to be restrictive, it can be easily overcome by using a set of rules t P e R to define the probabilistic dependencies between the explicit EIDs. These rules result in a set of dependent materialized EIDs. With this new set of rules, other rules can be defined based solely on the dependent materialized EIDs. Finally, the algorithm is equipped to handle rules in which the probability is computed online, when generating the new event. Since the construction process is dynamic, the probability of the new event is injected into the network once the event is created and propagated upwards dynamically.
Correctness and Complexity
Let r be a rule and let H be the set of event histories prior to the activation of r. We need to show that the probability space defined by the Bayesian network as constructed by Algorithm 1 fulfills the semantics of the rules as defined in Section 3.2: 1) newly materialized events should be considered possible according to rule r iff the event pattern of r evaluates to true on this event history (i.e., ); 2) if , the number of materialized events should be ; 3) for each materialized event, given that it has in fact occurred, the values of the set of events belonging to determine its values through the mapping expressions, i.e., the values of its attributes should be ; 4) for each materialized event, given that the pattern has evaluated to true, its probability should be determined by the probability assignment component ; and 5) the probability space should contain the probabilistic independencies induced by the selection function. n : The number of rules in rule set R and the maximum number of EIDs selectable by a rule in R.
• i: The maximum number of events materialized by any rule for any given event history.
The maximum time complexity of the respective functions r s , r p , r a , and r pr for any rule r when given an event history of size n as input. We assume that this complexity can be bounded by the number of events in the event history. • es : The maximum complexity of function r es for any rule r.
• addCPT: the complexity of adding an entry to the conditional probability table in BN.
Based on the above, the complexity of Algorithm 1 is described below by Theorem 3.
Theorem 3:
The overall complexity of Algorithm 1 is
The algorithm is exponential in the number of selectable events and polynomial in the number of rules and possible worlds (which is ). It is worth noting that while ' n n m ' n n ≤ , we expect most of the events to be filtered out using r s . Therefore, we typically have that ' n n << r i . In addition, while the maximum number of events materialized for any rule is , for event history h, rules typically aggregate information or correlate events, and therefore it is expected that in many cases, i<<|h|. Finally, if we denote by the maximum number of events inferred by rule r, then we must have that In Algorithm 1, the Bayesian network is constructed from scratch with each new event, due to the non-monotonic reasoning of the rules. An alternative approach, and one which may be more efficient, is to dynamically update the Bayesian network. While such an algorithm is a part of our framework, we do not detail it here due to lack of space. ' h h h ← ∪ 26. end while 27. return h Algorithm 1 generates a Bayesian network from which the exact probability of each event can be computed. Given a Bayesian network, it is efficiently possible to approximate the probability of an event occurrence using a sampling algorithm. Given a Bayesian network with nodes , , , to calculate an approximation for the probability that
SAMPLING ALGORITHM
one would proceed by first generating m independent samples using a Bayesian network sampling algorithm. Then,
where is the number of samples in which
n n E ccurre can be shown to hold and given a sample of size m, a confidence interval for the approximation can be compute. Given desired precision in terms of a confidence α and an interval size β , one would need The challenge in using this method to obtain an efficient sampling algorithm is that the generation of the Bayesian network is exponential in the number of events. Therefore, the goal is to efficiently obtain a sample from the Bayesian network without actually constructing it. It turns out that this is possible by sampling on the rules themselves, as presented in Algorithm 2.
The main principles underlying the algorithm operation are the following: First, a sample for the explicit events is generated using the mutual independence assumption (lines 2-5). Then, the algorithm traverses the rules in the quasi-topological order and materializes events according to each rule, given the sampled event history. In addition, the materialization according to each rule is based on the probabilistic rule definitions. Note that the Bayesian network does not need to be built as part of Algorithm 2.
Let be the random variables (EIDs) in a Bayesian network BN. The correctness of RuleSamp is determined below: A detailed proof of Theorem 3 is beyond the scope of this article. However, the principles underlying this proof are the following: Both the sampling algorithm and the Bayesian network construction are derived from the formal probabilistic definition of the rules in equations (1)- (3). Therefore, the sampling algorithm samples in a manner consistent with these equations, and (by Theorem 2) the probability space represented by the Bayesian network constructed by Algorithm 1 is also consistent with those equations. In addition, both the sampling and the Bayesian network construction are carried out according to the quasi-topological order defined on the rules.
EMPIRICAL STUDY
We experimented with both the Bayesian network and the sampling algorithms. We conducted an extensive empirical study, showing that RuleSamp accurately and efficiently estimates the probability space. It displays nice scalability characteristics as the number of possible worlds increases. The number of samples required for all tested precisions grows sub-linearly in the number of possible worlds. In addition, our performance results are of the same order of magnitude as the deterministic event system analyzed in [2] . Although it is difficult to directly compare the results between the two works, this result is encouraging since in our setting, repeated deterministic inference is carried out to enable the sampling. Finally, we observe that the percentage of relevant events and the desired precision are significant performance factors.
Datasets, Experiment Setup and Evaluation
In our experiments we varied control parameters that impact performance the most. These parameters include the number of relevant events, the number of possible worlds, the approximation precision, and the rule probabilities. A summary of the variable settings for the RuleSamp algorithm appears in Table 3 . All of the experiments were based on a rule set with two types of rules: Level 1 rules materialize events based only on explicit events, and level 2 rules materialize events based on events that were materialized by level 1 rules. In all experiments, for each explicit event, samples for the materialized events were generated by the RuleSamp algorithm described in Section 5 until the probability of each event was approximated within the desired precision. In all experiments, 20,000 explicit events were generated, and the total time to process these explicit events was measured. The performance measure used in all experiments was the event processing rate per second, calculated as . In addition, the results presented were averaged over five runs, to take into account possible variations in individual runs. The number of possible worlds was controlled by changing the number of rules. In our setting, each rule corresponded to a single materialized event. Therefore, the number of possible worlds was always calculated as rs , where rs is the number of rules in the scenario. In all experiments, the confidence ( ) was set to 0.05. The functions r s , , , and were implemented using custom code. The simulation environment and the RuleSamp Algorithm were implemented in Java version 1.6.03, using JDK version 5.0, on the Windows XP operating system, and were carried out on a single computer with 1GB of memory and an AMD Athlon 64 3200 CPU. Explicit events were generated using a Bernoulli distribution. We varied the number of level 1 rules from 2 to 36. Each rule uses between 2 to 15 explicit events. Level 2 rules materialize events based on events that were materialized by level 1 rules. Each level 2 rule uses between 2 to 34 level 1 events and no explicit events.
Scalability: Event Relevance Analysis
In this experiment, we tested the sensitivity of our framework to the percentage of explicit events relevant for materialization. This experiment was modeled after the performance experiments carried out in [2] , where the performance of a deterministic event materialization system was tested. We wish to stress here that an exact comparison between our results and the results obtained in [2] cannot be made. The main reason for this is that in [2] , the deterministic event materialization rules were implemented in a general purpose language intended for such materialization, while in our experiments, the deterministic parts of the rule were implemented using custom Java code. In addition, the experiments in [2] were carried out three years ago on a weaker hardware platform. Therefore, we use this set of experiments as a feasibility study of our approach.
In order to carry out these tests, four scenarios were defined. The first is Standby scenario, in which all generated events were irrelevant to event materialization. This gives an upper bound on the event rate that can be handled by the system. Note that the processing time of the system is due to the need to both read in the event, and discard it based on filtering criteria.
The second scenario is the Noisy scenario. Here, only 1% of the explicit events were relevant to event materialization. In the third scenario (called the Filtered Scenario), 20% of the explicit events were relevant. Finally, the fourth scenario is the Complex scenario, in which 80% of the explicit events were relevant for materialization. These four scenarios correspond to the Standby World, Noisy World, Filtered World, and Complex World scenarios in [2] . In all of our scenarios, six rules were used (again, similar to [2] ), which corresponds to 64 possible worlds. The results of these experiments appear in Table 4 . In this table, the results from our experiments are in the rows denoted by (P).
The results from the work in [2] appear in the row marked (D).
For three out of the four precision values, our framework achieves performance on the same order of magnitude as the deterministic system in [2] . Only for in the Filtered and Complex scenarios the performance impact is such that the performance of our framework is approximately 8-11% of the deterministic system. It is not surprising that for the performance is significantly impacted, because when , it is expected that the required number of samples will approach infinity. Despite the caveats described above, this result is encouraging. It shows that despite the significantly larger effort required by our algorithm to obtain the samples, the same order of performance can be achieved. Moreover, our algorithm lends itself to massive parallelism, and can be optimized so that samples can be generated independently on different machines or CPUs. We observe that the percentage of relevant events has significant performance implications. When the percentage of relevant events is non-trivial (e.g., 20% as in the Filtered scenario), the performance is several orders of magnitude less than those cases in which only a small percentage of events are relevant. Indeed, it can be seen that for both the Standby and Noisy scenarios, the same level of performance is achieved, outperforming the results obtained in [2] . This difference is attributed due to the differences outlined above between our setting and the setting in [2] .
Scalability: Possible Worlds Analysis
In our second set of experiments, we tested the scalability of our algorithm as the number of possible worlds increases. We carried out this type of experiment for both the Filtered Scenario and Complex scenario. For the RuleSamp algorithm, the event rate decays sub-linearly relative to the growth in the number of possible worlds. This demonstrates that the RuleSamp algorithm is scalable in connection with the number of possible worlds. The rate is affected by the required accuracy of sampling. This impact remains more or less constant, independent of the number of possible worlds. The Bayesian network algorithm demonstrates an exponential decline in performance with the increase in the number of worlds. Beyond 2 29 possible worlds, the algorithm processing rate was less than one event per second.
The reason for this phenomenon is that in many cases, as the number of possible worlds grows, many worlds have a negligible (or even zero) probability of occurring. In such cases, our sampling algorithm (almost) never samples such worlds, concentrating instead on the possible worlds that have significant probability. For Bayesian networks, even worlds with a very small probability must be represented.
Accuracy: Precision Analysis
In this experiment, we tested several settings of the confidence width β (0.05. 0.1, 0.15, and 0.2). We tested the effect of the different settings for both the Complex and the Filtered scenarios. In addition, for each scenario, several settings for the possible worlds were tested. The results for the Filtered scenario appeared in Figure 7 . Similar trends were observed in the Complex scenario.
As observed in Figure 6 , the required precision obviously has an impact on the performance. However, this impact depends on other factors as well, especially the number of possible worlds. In Figure 7 , we observe that the decay in event rate is uniform and depends on the number of possible worlds. For example, for the case of 2 36 possible worlds, the rate of decay is linear.
Finally, we tested the accuracy of the sampling algorithm. To do so, we ran the Bayesian network algorithm to gather the exact probabilities and measured the distance between the exact probabilities and the results of the RuleSamp algorithm. Figure 6 showed the poor performance of Algorithm 1. As a result, we needed to devise a method in which we could increase the number of possible worlds without deteriorating the performance beyond the feasible limits of our system. The number of possible worlds increases in one of three ways. First, new events increase the number of possible worlds. New rules also do that same thing.
Finally, if a rule is updated with additional conditions and probabilities, the number of possible worlds increases. The last method does not result in any change to the Bayesian network; only the marginal distribution tables need to be updated. Therefore, the computational impact on the system becomes reasonable, allowing us to perform the experiment with up to 2 20 possible worlds. For each probability estimation, we ran RuleSamp 80 times on average. Table 5 summarizes the results of this set of experiment runs. We observed that for all experimented numbers of possible worlds, the actual accuracy exceeded the expected one.
To better understand the algorithm performance we tracked the true interval parameter. We define the true interval to be the size of an interval such that only 5% of samples are outside the interval. The results show the true interval to be significantly smaller than the expected interval. Also, all samples were within the 0.05 expected interval. To summarize, we have shown that the RuleSamp algorithm performs well in a benchmark of four scenarios. Its performance deteriorates gracefully with the increase of load (represented by the increase in the number of possible worlds) while Algorithm 1 is shown not to scale well. Sampling precision impacts performance, yet the algorithm's ability to exceed the minimum theoretical confidence indicates that choosing a higher β value is likely to provide accurate probability estimation while keeping performance up.
CONCLUSIONS
In this work, we presented an efficient mechanism for event materialization under uncertainty. A model for representing materialized events was presented and two algorithms for correctly specifying the probability space of an event history were given. The first provides an accurate, albeit expensive, method based on the construction of a Bayesian network. The second is a Monte Carlo sampling algorithm that approximates the materialized event probabilities. We experimented with the sampling algorithm, showing it to be comparable to the performance of a deterministic event composition system. It is scalable under an increasing number of possible worlds (and uncertain rules), while the Bayesian network algorithm does not scale well. Finally, the sampling algorithm provides an accurate estimation of probabilities.
Our work provides a generic mechanism for managing events and the data they deliver under uncertainty conditions. Additional experiments on our sampling algorithm may enable improving its performance. Another promising area of research is the use of machine learning techniques for the automatic generation and maintenance of rules.
