Abstract: A new era of intelligent medical diagnostics is emerging with the development of machine learning-based algorithms to diagnose neurodegenerative diseases (NDDs). In the present work, we discuss an innovative framework that uses principal component analysis (PCA) for feature extraction, Fisher discriminant ratio (FDR) for feature selection and support vector machines (SVM) for classification of Healthy controls, Parkinson's Disease and SWEDD subjects. We have extended our framework to handle the challenge of multi-class disease diagnosis, wherein, accuracy up to 100% has been achieved. This demonstrates the potential of the present methodology to be developed into a clinical relevant diagnostic and decision support system.
Introduction
Parkinson's Disease (PD) is the second most prevalent progressive neurodegenerative disorder, currently affecting 10 million people worldwide (Politis (2014) ). This chronic disease is associated with abnormal motor and non-motor functions resulting from nigrostriatal degeneration (Kordower et al. (2013) ; Obeso et al. (2010) ). PD exhibits four cardinal features that can be abbreviated as TRAP: Tremor at rest, Rigidity, Akinesia (or bradykinesia) and Postural instability (Jankovic (2008) ). It is challenging to diagnose PD in early stages of the disease; either patients do not present with these cardinal symptoms, or the symptoms may bear considerable similarity to other similar agerelated disorders such as SWEDD (scans without evidence of dopaminergic deficit) (Massano and Bhatia (2012) ; Schneider et al. (2007) ; Schwingenschuh et al. (2010) ), essential tremors, and atypical parkinson syndromes, such as progressive supranuclear palsy (PSP) (Litvan et al. (1996) ; Xie et al. (2015) ). A recent study by Adler et al. (2014) reported only 26% accuracy for a clinical diagnosis of de novo PD patients using neuropathological diagnosis as the gold standard. Further, due to lack of observable signs and symptoms in early stages of disease, five-year or lengthier follow-up is required to make accurate clinical PD diagnosis (Rajput and Rajput (2014) ). Typically, the patient's response, over time to administration of the levodopa and dopamine agonists, inform the diagnosis of PD. Untreated patients have poorer quality of life. PET scans can be used to facilitate the diagnosis of early PD, but they are expensive and largely confined to use in clinical trials. Clearly, there is a pressing need to devise other test(s) and/or technique(s) that facilitate accurate earlystage disease diagnosis. Magnetic resonance imaging (MRI), which may demonstrate pathogenic features such as the "humming bird" or "hot cross burn" sign in atypical PD (Brooks (2012) ), and to exclude secondary PD, is otherwise unhelpful, at the present moment, in making a diagnosis of PD. MRI is, however, widely available, non-invasive,and relatively less expensive than PET, making it a suitable to conduct research on using machine learning based tools to find reliable features of PD. In the past two decades, several studies have reported potential biomarkers for differential diagnosis of Alzheimer and Parkinson disease from other similar disorders using group-level analysis on MRIs (Mueller et al. (2006) ; Seppi and Poewe (2010) ; Sitburana and Ondo (2009)) . From a research perspective, these results are fascinating. However, due to considerable variation in disease progression amongst individuals, these results are not directly applicable for routine clinical diagnosis. From a clinical point of view, it is imperative to achieve individual level disease diagnosis. There is a growing interest amongst the neuroimaging community to use machine learning based classification methods to achieve individual level disease diagnosis. These algorithms are naturally suited for analysing MRIs as they can handle high-dimensional multivariate datasets. Extraction of features from these images so as to distinguish between different disease classes is the bottleneck to achieve high classification accuracy. For features extraction, machine learning tools such as self-organising maps (Singh and Lakshminarayanan (2015) ), non-negative matrix factorization (Padilla et al. (2012) ), linear discriminant analysis (Wolz et al. (2011) ) and, principal component analysis (Dyrba et al. (2013) ) have been used. These features are then fed into classification algorithms such as support vector machine (SVM) (Salvatore et al. (2014) ; Tong et al. (2014) ), least square support vector machine (LSSVM) (Singh and Lakshminarayanan (2015) ) for subject classification. Typically, predefined medical descriptors are used to create binary classes such as one for categorizing PD from healthy control (HC) subjects. In practice, making a diagnosis is a multi-class classification problem. It is, thus, difficult to extend workflows designed for a simplified binary classification problem to multiple classes (Shi and Wang (2014) ). In this study, we have proposed a novel framework to handle multi-class classification problems for diagnosing PD. In essence, we have used principal component analysis (PCA) for feature extraction from the high-dimensional imaging data, after which we used the Fisher discriminant ratio (FDR) to quantify the inter-class discriminative ability of the selected features. Features were then arranged in descending order of their combined FDR scores and fed into multi-class support vector machine (SVM) for classification. We demonstrate the applicability of the proposed methodology using equi-numbered patients for PD, SWEDD and HC patients obtained from Parkinson progressive marker initiative (PPMI).
Materials and Methods

Data Acquisition
We obtained T1-weighted MRI images from PPMI 1 . A total of 150 MRIs, equi-numbered, for HC, de novo PD and SWEDD subjects were obtained. The Hoehn and Yahr scale (H&Y) scores and Unified Parkinson's Disease Rating Scale (MDS-UPDRS) were used to adjudge PD symptoms. For cognitive assessment, Montreal Cognitive Assessment (MoCA) and Benton judgment of line orientation (Bjlo) test scores were used. Severity of depressive symptoms was assessed using the Geriatric Depression Scale (GDS). Table 1 shows the demographic and clinical details of the subjects used in this study.
Image Pre-Processing
It is widely known that there exist marked differences in brain size amongst individuals (Pennington et al. (2000) ; Skullerud (1985) ). To account for these differences, brain images were spatially normalized with the ICBM brain template (Mazziotta et al. (1995) ). Voxel based morphometry was used for image co-registration, smoothening and segmentation to produce grey and white matter brain images using VBM8 toolbox (Kurth et al. (2010) ) for statistical parametric mapping (SPM) (Friston (2003) ) v8.0. The final resolution of these images was 121×145×121.
Feature Extraction
Extraction of features from neuroimaging data involved vectorization of MRIs to obtain a feature vector containing 150×2122945 elements for 150 patients used in this study.
In this feature vector, every element in the same column corresponds to intensity of a voxel element that encodes a volume element in grey or white matter volume. We were mindful that every voxel might not be of equal relevance to discriminate between groups of subjects. Eliminating these features have two-fold benefits. Firstly, removal of redundant features reduces computational load that speeds up the learning process . Secondly, reduction in number of features to be supplied to classification algorithms is believed to improve classification accuracy (Chu et al. (2012) ).
We have used principal component analysis (PCA) for reduction in data dimensionality. In PCA, an orthogonal transformation is applied on the data matrix to convert the possibly related features into linearly uncorrelated components called principal components. These components are then arranged in the decreasing order of their variance. The covariance matrix is calculated using Eq. (1).
(1) Here, X is the data matrix and C is the calculated covariance matrix. From the covariance matrix, the eigenvalues and eigenvectors (score matrix) are computed. For N subjects in the data matrix, a total of N-1 components with non-zero eigenvalues were obtained. The "0" valued voxel intensity on MRI lead to zero valued eigenvectors. We found that, only the non-zero components are important as (1) zero valued components don't add any valuable information that can help train the classifier better and (2) they further increase computational complexity. As a result of PCA, we obtained N×N-1 data matrix. It is during the PCA that the zero valued components were eliminated. Thus, starting from data matrix of dimensions N ×2122945, we reduced the dimensions of the data matrix to N × (N − 1) using PCA.
Feature selection
In the past, the Fisher discriminant ratio (FDR) has been applied for choosing features with higher discriminative ability, considering only two classes at once (Ortiz et al. (2014) ; Padilla et al. (2012) ; Singh and Lakshminarayanan (2015) ). For more than 2 classes, one can June 6-8, 2016 . NTNU, Trondheim, Norway vs. HC and SWEDD vs. HC were combined together and compared for binary (Top row) and multi-class classification (Bottom row). We show here results for classification accuracy above 60%. For binary classification, the total number of features was 99 and multi-class were 149. To choose the best choice for number of features, the number of features was increased and subsequently classification results were plotted. Optimal choice of features to be used in the final model was based on obtaining max (accuracy, precision, specificity, sensitivity). Based on this insight, we choose 57 and 76 features for GM and WM based binary-class classification. For multi-class classification 102 and 103 features were chosen for GM and WM tissue respectively derive a similar ratio by summing up the FDRs of all the combination of classes (Lin et al. (2004) ), see Eq. (2).
Here, M is the total number of classes, (µ i , µ j ) denote the means and (σ 2 i , σ 2 j ) denote the variances of particular classes, calculated for every feature. It is interesting to note here that even though the use of FDR for feature selection has been widely reported in literature for discriminating binary classes, for the first time, we have extended this to differentiating multiple classes.
Feature classification
For classification, a multi-class classification algorithm based on support vector machines (SVM) has been employed (Schölkopf et al. (1998); Schölkopf, B. Smola (2002) ). SVM works on the principle of finding an optimal hyperplane between the data points to maximize distance between the classes in a higher dimensional space. As is, SVM is a technique used for only binary classification, but a one versus all approach is used for multiple classes (Duan and Keerthi (2005) ). In this approach, different hyperplanes are constructed by using combinations of different classifiers for different combinations of the classes. Nevertheless, the general decision function still remains the same as in the binary case, see Eq. (3).
Here, a n is a weight constant, t n is a target label, k(x, x n ) is a kernel function and b is a threshold parameter. We have used radial basis function kernel and multi-class SVM has been implemented using quadratic programming (QP). To select optimal number of features, we compared classification results obtained upon increasing the number of features, presented to SVM, starting from one to IFAC DYCOPS-CAB, 2016 June 6-8, 2016. NTNU, Trondheim, Norway maximum number of features obtained after PCA. MultiClass SVM has been implemented using the statistics and bioinformatics toolbox available in MATLAB.
Experimental results and discussion
We have compared the results obtained using the proposed methodology for binary and multi-class classification. Earlier, it has been reported that the use of unequal number of subjects for classes under comparison could lead to bias in the classification performance. When the number of samples in one of the two training classes are higher than in the other, it is possible that the classifier could get overly trained on one class with respect to the other, and thus the classification performance is skewed toward that class (Singh and Lakshminarayanan (2015) ). To eliminate the bias in classification accuracy due to unequal number of subjects, we have chosen same number of subjects for all classes in this study. Fig. 1 shows that the classification accuracy is greatly dependent on the number of features supplied to SVM.
Choice of number of features
This could occur because, in addition to eigenvectors selected by PCA, inclusion of FDR criterion adds inter-class discriminative information to features supplied to SVM. For practical purposes it is only required to choose optimal number of features to obtain highest possible classification accuracy. Table 2 shows accuracy rates for comparison between subject classes for GM and WM brain images. For the columns indicated by "Accuracy>85", we have presented mean classification accuracy for data points (number of features) wherein accuracy of classification was >85%. The total number of occurrences for which accuracy obtained was greater than 85%, upon varying the number of features, has also been indicated as number of occurrences/total number of features. Maximum accuracy achieved for each class has been indicated along with the no of features used. To choose the optimal number of features we iteratively performed classification by increasing the number of features. Detailed results obtained for binary and multi-class classification between PD, SWEDD and HC for GM and WM are shown in Table 2 . For binary classification, we found that better accuracy was obtained on using 57 and 76 features for GM and WM respectively. Whereas, for multi-class classification, [32, 33, 36-41, 51-IFAC DYCOPS-CAB, 2016 June 6-8, 2016. NTNU, Trondheim, Norway 67, 72-86, 89-96, 99-102,109,110] and [103-107, 113 ] features were found to be better for GM and WM. Based on this, we choose 102 features for GM and 103 features for WM based multi-class classification. This choice was based on the premises of obtaining max Accuracy, Precision, Sensitivity, Specificity for every comparison.
Performance Evaluation
We performed k-fold cross-validation to assess the generalizability of this technique for independent datasets. For every comparison, we developed a model wherein, the choice for the number of features to be considered was based on class and type of brain matter, as described earlier in section 3.1. Thereafter, 10-fold cross-validation was performed by using 9 parts (45 patients for each subject class) of the dataset for training and the rest, 1 part (5 patients for each subject class), for testing. The performance of the methodology was evaluated by calculating accuracy for every comparison and precision, sensitivity and specificity for each class separately. 
Binary vs. multi-class classification
Comparison between exiting methods
Design of a computer assisted decision support system is a problem involving optimization of multiple parameters. Extraction of clinically relevant features and the method adopted for feature selection both play a critical role in achieving better accuracy. For feature extraction, Duchesne et al. (2015) used Self-organizing maps. We have used PCA based feature extraction alongwith FDR based feature selection to identify datapoints most suited for discriminating between subject classes. These features were fed into support vector machine to perform subject classification. Further, most of the studies have been conducted using internally-recruited patients. This makes it difficult to reproduce the demonstrated results due to unavailability of dataset in the public domain. Towards this, we have used patient MRIs obtained from PPMI, a public repository. We have used a subset of dataset used in our previous study Singh and Lakshminarayanan (2015) . Furthermore, usually patients are compared in terms of binary classification groups. In real world scenario this diagnostic challenge is a multi-class problem rather than its simplified counterpart, i.e. binary class problem. Approaching it as a multi-class problem would enable the development of intelligent tools with human-like diagnostic capabilities. Very few studies have tried to address this issue. Recently, Liu et al. (2015) have adopted this multi-class approach for AD using multimodal imaging information. They reported highest classification accuracy of 64.07±4.76 % and 91.40±5.56 % for multi-class and binary classification of AD. In the present context, ours is the first study towards developing multiclass diagnostic system for PD. Further, neural networks are state of the art machine learning tools. Towards this, Deena and Raimond (2016) have presented a comparison of machine learning techniques wherein 92.9% was maximum classification accuracy obtained using neural networks (Das (2010) ). However, most of the studies using neural networks have not used neuroimaging datasets but have used data from other clinical tests such as Hoen and Yahr score. This makes it difficult to compare these methodologies on a common ground. Nevertheless, on comparing, our methodology still outperforms the reported accuracy. Table 3 compares the results obtained using our study with already exiting methods.
Limitations and Future work
The performance achieved with the limited dataset is encouraging. However, the proposed methodology needs to be tested on a larger dataset before translating this for clinical use. To develop a medical diagnostic system truly suited for clinical settings, more diseases such as AD, MCI could be included. Nevertheless, the present work entails a framework that has potential for clinical application. Thus, future work will be aimed at inclusion of more diseases and testing of the proposed methodology on larger datasets.
Conclusion
We have proposed an innovative framework for diagnosis of neurodegenerative diseases by multi-class classification. In the present framework, principal component analysis (PCA) is used for dimensionality reduction. Thereafter, Fisher discriminant ratio (FDR) is used to rank selected features. To find the optimal number of features suited for differentiating disease classes, for both binary and multiclass classification, increasing number of features were iteratively supplied to SVM. Application of the developed methodology on T1-weighted images for equi-numbered patients belonging to HC, PD, and SWEDD subjects obtained from PPMI clinical repository yielded an average classification accuracy of >95 % to distinguish patients as binary classes. Whereas, for multi-class classification, an average classification of >85 % has been achieved. As per the knowledge of the authors, this is the highest reported accuracy for multi-class disease diagnosis reported so far. In conclusion, our methodology on comparison with existing methods, outperformed them for both binary and multi-class classification making it an ideal candidate to be translated into medical diagnostic systems for diagnosing neurodegenerative diseases.
