Abstract. We investigate the Green function, the Poisson kernel and the Martin kernel of circular cones in the symmetric stable case. We derive their sharp estimates. We also investigate properties of the characteristic exponent of these estimates. We prove that this exponent is a continuous function of the aperture of the cone.
Introduction
In recent years many results in potential theory of a-stable processes have been obtained ( [2] , [9] , [10] , [12] - [17] , [19] , [20] , [22] - [24] , [27] ). In particular, the behaviour of a-harmonic functions, the Green function and the Poisson kernel in smooth domains ( [19] , [23] ) and Lipschitz domains ( [9] , [10] , [22] ) has been investigated. In case of smooth domains the main tool is the Green function and the Poisson kernel of a ball. The estimates of the Green function and the explicit formula of the Poisson kernel are known ( [8] , [19] , [23] , [25] ). In case of Lipschitz domains the situation is more complicated and it is cones that seem to be a proper tool. On the other hand, cones are Lipschitz domains themselves and they are regular enough to obtain more detailed results than those in [10] . In fact, properties of the Green function, the Poisson kernel and the exit time in bounded and unbounded cones has been studied both in the classical case ( [1] , [3] , [18] ) and a-stable case ( [14] , [21] , [23] , [26] ). The latest results for a < 2 are [2] about the so-called generalized cones and [14] about the Poisson kernel in 'smoothed' bounded cones.
The estimates presented in [23] are proved only for cones of acute aperture. Besides, they are not sharp at the vertex of the cone. The aim of this paper is to improve these estimates and to extend them to all circular cones. The basic tool is the so-called Martin kernel with pole at infinity (introduced in [2] ) and its degree of homogeneity. We also use the estimates of the Green function in smooth domains ( [19] , [24] ) and of the Poisson kernel in Lipschitz domains ( [22] ). Another important tool is a version of the Boundary Harnack Principle ( [27] ).
In section 2 we present basic notation and terminology. Section 3 contains the most important results. First we prove some properties of the Martin kernel with pole at infinity and its degree of homogeneity. They seem to be useful in other applications. Next we obtain estimates of the function f (truncated Green function) used in [22] . With the use of this function we prove sharp estimates of the Green function and the Poisson kernels of bounded cones (Theorems 3.6 and 3.7). With some extra arguments we extend our estimates to unbounded cones (Theorem 3.11). As a consequence of Theorem 3.6 we obtain estimates of the Martin kernel in cones (Theorems 3.12 and 3.13). We also prove the existence of Martin representation in unbounded cones (cf. [9] ) and we show the consistence between the Martin kernel with pole at infinity and the classical Martin kernel with the boundary point at infinity.
Preliminaries
We will denote by j Á j the Euclidean norm of vectors. For B H R d , d b 2 we denote its complement by B c and its characteristic function by 1 B . For x A R d , Bðx; rÞ will denote the open ball centered at x of radius r. For a Borel set B and r > 0 we define rB ¼ frx :
We say D is a Lipschitz domain if there exist constants R 0 , l > 0 such that for every z A qD there is a function F : R dÀ1 ! R and an orthonormal coordinate system y ¼ ðy 1 ; . . . ; y d Þ such that
Moreover, F is Lipschitz with the Lipschitz constant not greater than l. Furthermore, if F is di¤erentiable and 'F is Lipschitz with the Lipschitz constant not greater than l then D is called a C 1; 1 domain. Let ðX t ; P x Þ be the rotation invariant('symmetric') a-stable Levy motion (i.e. homogeneous with independent increments) on R d with its index a A ð0; 2Þ ( [7] ). For a Borel subset B of R d let T B and t B be the first entry time and the first exit time respectively i.e. T B ¼ infft b 0 : X t A Bg and t B ¼ T B c .
In this paper constants are always positive numbers. In equations and inequalities they may change under arithmetic transformations but they will be denoted by the same symbols. The notation of the form c ¼ cða; b; . . .Þ means that the constant c depends only on a; b; . . . .
A nonnegative Borel function h on R d is said to be a-harmonic on D if for each bounded open set B with B H D and for x A B we have
The following theorem ([27, Theorem 3.1]) will be one of the basic tools in our paper. 
When D ¼ Bð0; rÞ, r > 0, the Poisson kernel is given by the following explicit formula
where C d; a ¼ Gðd=2Þp Àd=2À1 sinðpa=2Þ (see [8] , [25] ). For all nonnegative Borel measurable functions f we define the Riesz potential of f by
where
Gððd À aÞ=2Þ=Gða=2Þ (see [7] ). For a Borel set B we define the Green potential of f by 
The existence of this limit follows from the Boundary Harnack Principle (see [9] , [20] ). We will also use the following estimates for the Green function of C ð7Þ
From now on we will assume that r > 0, x A D, y A ðqDÞ c , z; Q A qD.
x 0 A D will be a fixed reference point. From now on we take R 0 so small that d x 0 ðDÞ b R 0 =2. For r a R 0 =32 and Q A qD we denote by A Q; r a point for which BðA Q; r ; krÞ H BðQ; rÞ V D for a certain absolute constant k ¼ kðDÞ
The set of such points is nonempty and A Q; r is not unique. For r > R 0 =32 we set A Q; r ¼ x 1 , where x 1 A D is another fixed point such that jx 0 À x 1 j ¼ R 0 =4. In particular, d x 1 ðDÞ b R 0 =4. Furthermore, let r ¼ rðx; yÞ ¼ maxðd x ðDÞ; d y ðDÞ; jx À yjÞ. For r a R 0 =32 we denote by A ¼ Aðx; yÞ a point for which BðA; krÞ H D V Bðx; 3rÞ V Bðy; 3rÞ. The set of such points is also nonempty and if S A qD is such that d y ¼ jy À Sj, we may take A ¼ A S; d y . If r > R 0 =32, we set Aðx; yÞ ¼ x 1 . See [22] and [11] 
Theorem 2.4. There are constants c ¼ cðd; a; l; R 0 ; diamðDÞÞ, C ¼ Cðd; a; l; R 0 ; diamðDÞÞ such that for x A D, y A ðDÞ c we have
where y 0 ¼ A S; d y and S A qD satisfies d y ¼ jy À Sj.
We will also use the following version of ([10, Lemma 17]), which can be proved in an analogous way.
Lemma 2.5. Let B n and B be open sets such that B n % B. Assume that for x A B we have P x ðX t B A qBÞ ¼ 0 and P x ðt B < yÞ ¼ 1. Then lim n!y P x ðfX t Bn ¼ X t B gÞ ¼ 1. In particular, this implies that lim n!y G B n ðx; yÞ ¼ G B ðx; yÞ for x; y A B and lim n!y P B n ðx; yÞ ¼ P B ðx; yÞ for x A B, y A int B c .
Main results
First we define an unbounded cone with vertex at 0 ¼ ð0; 0; . . . ; 0Þ and symmetric with respect to the d-th axis. This is a set V defined by
where h A ðÀy; yÞ. The aperture of V is the angle g ¼ arccosðh=
unbounded cone with vertex at 0 is a set V 0 isomorphic to the cone V defined above and satisfies rV 0 ¼ V 0 . Finally, an unbounded cone with vertex at 
Furthermore, b ¼ bðV ; aÞ is a strictly decreasing function of g ([2, Lemma 3.3]). We will call b the characteristics of V . We know the explicit formulas of
is not polar and due to [2, Theorem 3.4] we have b > 0. Actually, it is proved in [14] that b ¼ ða À 1Þ=2. We do not know the formula of M V in this case.
Later on, we will prove that M V is nothing but a constant multiple of a classical Martin kernel M V ðx; yÞ defined by (6) (see Theorem 3.13).
We now present further properties of M V . This function plays an important role in further analysis.
Lemma 3.1. For n A N let V n and V be circular cones with vertices at 0, apertures g n and g respectively, characteristics b n and b respectively and Martin kernels with pole at infinity M n and M respectively. Assume that g n , g A ð0; p and 1 ¼ ð0; 0; . . . ; 0; 1Þ is on the axis of symmetry of V and every V n . Then M n ðxÞ ! MðxÞ for all
Proof. Since g n ! g, we may assume that g n > g=2 for all n, without loss of generality. Since g > 0, there is a constant e > 0 such that for every n, Bð1; eÞ H V n V Bð0; 3=2Þ. We will prove that there exists C > 0 such that for every jxj a 1, MðxÞ a C, where C does not depend on V .
Since M is regular a-harmonic on Bð0; rÞ V V for r A ½3=2; 2, we get 
Therefore, for every n and jxj a 1 we have
This implies that for jxj > 1, by homogeneity of M n we get
We know that b n < a for every n and b n increases as g n decreases. Therefore, if g > 0, we may assume by (12) and (13) that there is b 0 < a such that for every n,
It implies that M n are uniformly bounded on every bounded subset B H V . Also, M n are equicontinuous on compact subsets F H V because of the gradient estimates (see [15] ). Therefore, by the Arzeli Theorem and diagonal procedure we find a subsequence M n k almost uniformly convergent to some nonnegative functionM M on V .
We prove now thatM M is a-harmonic on V . Let x A V and r > 0 such that B ¼ Bðx; rÞ H Bðx; rÞ H V n . Then we have
If R > 0 is su‰ciently large, then for jyj > R we have
where C ¼ Cðd; a; r; RÞ. Moreover, by (14) , for every n we have M n ðyÞ a Cjyj 
To show it we define f n ðxÞ ¼ P x ðX t Gn A B c Þ and f ðxÞ ¼ P x ðX t G A B c Þ where
As G n % G, we may assume that x A G n for all n for a given x. Furthermore, Bð1; 1=2Þ H G n . Next we observe that f n and M n are regular a-harmonic on G n and vanish on V Take r > 0 such that Bð0; rÞ H BðÀz; RÞ. Then g is regular a-harmonic on V V Bð0; rÞ and vanishes on V c V Bð0; rÞ. Hence for y su‰ciently close to 0 we obtain gðyÞ a CMðyÞ by similar arguments as for (17) . Therefore, lim y!0 gðyÞ ¼ 0, which implies lim x!z f ðxÞ ¼ 0. Now (18) follows from (17) . Combining this with (16) The next theorem provides some information about b.
Theorem 3.2. Let V n and V be as in Lemma 3. 
where c, C depend on d, a, n and 0 < e 0 < e satisfy e; e 0 ! 0 if g n ! 0 [23, Lemma 3.7] . Since M n and G V n ðÁ; 8 Á 1Þ are regular a-harmonic on V n V Bð0; 6Þ and vanish on V c n V Bð0; 6Þ, we obtain by the Boundary Harnack Principle for all n and x ¼ r Á 1, r a 1
Combining this with (19) we see that cr aÀe 0 a M n ðr Á 1Þ a Cr aÀe . From (10) we have M n ðr Á 1Þ ¼ r b n M n ð1Þ ¼ r b n and this implies that a À e a b n a a À e 0 . Since e; e 0 ! 0 in case n ! y, we get b n ! a. This completes the proof.
r
The rest of the section is devoted to study the behaviour of the Green function, Poisson kernels and Martin kernels for cones of apertures less than p. For any cone V with its vertex at 0 and aperture g < p we define its inner smooth set B V . This will be a fixed C 1; 1 domain such that ðBð0; 3=2ÞnBð0; 1=16ÞÞ V V H B V H ðBð0; 2ÞnBð0; 1=32ÞÞ V V :
We notice that B V can be chosen to be dependent only on d and g. Next we define a bounded ('smooth') cone of length 2 and vertex at 0 by
Similarly we define a bounded ('smooth') cone of length R > 0 and vertex at 0 by V R ¼ ðR=2ÞV 2 . Finally, a bounded ('smooth') cone of length R and vertex at Q is a set of the form Q þ V R . From now on V and V R will denote, respectively, unbounded and bounded cones with vertices at a fixed Q. We also set R V ¼ ð1=8Þ sin g a 1=8. This implies that V V Bðz; 4R V Þ H B V if z A qV V qBðQ; 3=4Þ. Furthermore, let x 0 ¼ ð1=16Þ Á 1 ¼ ð0; 0; . . . ; 0; 1=16Þ.
The next lemma provides sharp estimates for M V .
Lemma 3.3. There exist constants c ¼ cðd; a; gÞ, C ¼ Cðd; a; gÞ such that for every x A V we have
Proof. We may assume that Q ¼ 0 and 1 lies on the axis of V . Let z A qV V qBð0; 1Þ. Since M V is homogeneous, we obtain (21), (22), (23) and (24) . The proof is completed. r
A bounded cone is a Lipschitz domain with a localization radius R 0 and a Lipschitz constant
We know that if D is a Lipschitz domain with its localization radius r 0 , then rD is a Lipschitz domain with its localization radius rr 0 . This implies that f V R has the same scaling property as G V R .
With this remark we are ready to present estimates for f V R .
Lemma 3.4. There exist constants c ¼ cðd; a; gÞ, C ¼ Cðd; a; gÞ such that for every x; y A V R we have
Proof. The steps taken are analogous to those in the proof of Lemma 3.3. We may assume that Q ¼ 0. Let R ¼ 2. We know that f V 2 ðxÞ ¼ G V 2 ðx; x 0 Þ for x su‰ciently close to qV 2 . Let z A qV 2 and x A Bðz; R V Þ. If jzj a 1, then applying the Boundary Harnack Principle to the functions G V 2 ðÁ; x 0 Þ, M V and using Lemma 3.3, we obtain d We also need the following technical lemma.
Lemma 3.5. Let Q ¼ 0. Assume that x; y A V 2 . Then there exist constants c ¼ cðd; a; gÞ, C ¼ Cðd; a; gÞ such that for A ¼ Aðx; yÞ we have c maxðjxj; jyjÞ a jAj a C maxðjxj; j yjÞ:
Proof. We note that for V 2 , R 0 can be chosen to be dependent only on d and g. Recall that r ¼ maxðd x ðV 2 Þ; d y ðV 2 Þ; jx À yjÞ. This gives r a maxðjxj; jyj; jxj þ jyjÞ a 2 maxðjxj; jyjÞ: ð26Þ
Assume first that r a R 0 =32. Then, by definition, A A Bðx; 3rÞ V Bðy; 3rÞ and kr a d A ðV 2 Þ a r. This, combined with (26), leads to jAj a jxj þ 3r a 7 maxðjxj; jyjÞ. Furthermore, jAj b jxj À 3r, jAj b jyj À 3r. This implies that jAj b maxðjxj; jyjÞ À 3r ð27Þ
If r a maxðjxj; j yjÞ=ðk þ 3Þ, then from (27) 
Recall that r ¼ maxðd x ðV 2 Þ; d y ðV 2 Þ; jx À yjÞ. We consider two cases.
Now, combining (25) , (29), (30) and (8) 
:
This completes the proof for G V 2 . The scaling property (4) extends the estimates to all G V R . r
In an analogous way we can obtain estimates for P V R as it is stated in the next theorem. We present the proof for the convenience of the reader. The estimates for P V R ðx; yÞ when d y ðV R Þ a R 0 =32 are the same as in [14, Theorem 3.2] and they have been proved independently and simultaneously. From (35) by the same arguments as for (30) we obtain
. Now using (9) and combining this with (25) and (32)- (36), we obtain the desired estimates for R ¼ 2.
Combining this with (32) and (9), we complete the proof for R ¼ 2. The scaling property (2) for the Poisson kernels completes the proof for every R > 0.
r As a simple application we estimate the probability that the process starting 'near' the vertex of a cone V R exits the cone 'far' from the vertex. We will use this result in further analysis.
Lemma 3.8. Let R > 1 and x A V R V BðQ; R=2Þ. Then there are constants c ¼ cðd; a; gÞ, C ¼ Cðd; a; gÞ such that
Proof. Take Q ¼ 0. From the scaling property (2) we see that
For jx=Rj < 1=2 and jyj b 3=4 we have ð1=3Þj yj a jx=R À yj a ð5=3Þj yj. The proof is completed. r
Now we consider the case of unbounded cones. We have the following Lemma 3.9. For all x A V we have P x ðt V < yÞ ¼ 1 and P x ðX t V A qV Þ ¼ 0.
Proof. Since b > 0, from [2, Theorem 4.1] we have E x t t V < y in case t A ð0; b=aÞ. This implies that P x ðt V < yÞ ¼ 1. Now take x A V V BðQ; R=2Þ. Let R > 1. Since the Lebesgue measure of qV is 0 and P x ðX t V R A qV R Þ ¼ 0, we obtain P x ðX t V R A qV Þ ¼ 0. Hence we have
and, by Lemma 3.8, the last term tends to 0 as R ! y. This completes the proof. r With this lemma we are able to describe the behaviour of the Green function and the Poisson kernel of V R when R ! y. As an immediate consequence of Lemma 2.5 we obtain Lemma 3.10. For x; y A R d we have lim R!y G V R ðx; yÞ ¼ G V ðx; yÞ and lim R!y P V R ðx; yÞ ¼ P V ðx; yÞ.
By this result and Theorem 3.7 we easily obtain the following estimates for G V and P V . Example 2]). This confirms the estimates from Theorem 3.11 as b ¼ a=2 in this case. Note that this formula can be found by choosing a sequence of balls B n % V , using the explicit formulas of the Poisson kernels for B n and applying Lemma 2.5. Now let us focus on Martin kernels of cones. Since a bounded cone is a bounded Lipschitz domain, its Martin kernel may be defined as in (6) . Hence, as an immediate consequence of Theorem 3.6 we obtain the following estimates.
Theorem 3.12. Let R > 0. Every singular a-harmonic function on V R admits the Martin representation in the sense of (5) with the Martin kernel M V R
