Abstract. We study the accuracy of an algorithm which computes the convolution via Radix-2 fast Fourier transforms. Upper bounds are derived for the expected value and the variance of the accompanying linear forms in terms of the expected value and variance of the relative roundoff errors for the elementary operations of addition and multiplication. These results are compared with the corresponding ones for two algorithms computing the convolution directly, via Homer's sums and using cascade summation, respectively.
Introduction
In this paper we use a statistical model of error propagation to derive bounds on the first-order approximation of the absolute roundoff error of the algorithm that computes the convolution product of two vectors via Radix-2 fast Fourier transform (FFT). Circular convolution (CC) is a fundamental computational tool in many different fields where repeated computations of convolution products of large vectors are needed. One such example is the implementation of the class of digital filters which have an impulse response of finite duration. The output samples of such filters are obtained from the results of convolution products of the filter impulse response-the kernel-and sections of the input. Owing to the dimensions of the vectors involved and to the need for repeated computations, the direct evaluation of the convolution product is usually prohibitively expensive [8] . While some studies of the rounding error for the fast Fourier transform can be found in the literature (see [2, 6, 7, 9, 12, 14] ), the issue of the numerical stability of circular convolution is only briefly addressed in [6] .
In the present paper we compare the numerical stability of circular convolution using a unitary scaled Radix-2 FFT with the accuracy of two algorithms which compute the convolution directly.
The model of error propagation employed, based on the usual assumptions of floating-point arithmetic, is both linear and stochastic. The model is linear in the sense that the absolute global errors are approximated by the first-order terms of the Taylor expansion in local relative errors. It is stochastic in the sense that the local relative errors are regarded as random variables, independently and identically distributed (i.i.d.) for each elementary operation in which they arise. This method of analysis makes it possible to measure the error in the final output by its statistical properties, i.e., its expected value and variance, rather than in worst-case terms, thus yielding more realistic bounds on the size of the error. In fact, the relative errors are random variables taking on values at most as large as the constant em used in worst-case estimates. Therefore, their expected value is smaller than Em or, in any case, not larger. It is common practice in stochastic roundoff error analyses to assume that the relative errors have zero mean, leaving to the root mean square the task of measuring the size of the error. In this paper we do not adopt the zero mean assumption for the relative errors in order to take into consideration the case where the expected value of the relative errors for different operations are different and not equal to zero. The statistical properties of the final output will depend in turn on the distributional properties of the local errors arising in elementary operations.
The paper is organized as follows. In §2 we describe the model of roundoff error propagation used and the method of error analysis used. Section 3 contains the mathematical results which make it possible to use the FFT for the computation of the convolution. In §4 we describe the three algorithms and we derive their accompanying linear forms, estimating their expected value and variance. In §5 we discuss the results of some numerical experiments testing the validity of the bounds found in §4.
Assumptions and methodology
The floating-point representation of a real number x ^ 0 in the machine M is of the form x = ±mbl, where b is the base of the machine, / is an integer such that -L < I < U, and the mantissa m is a T-digit number in base b such that b~x < m < 1 . Let x and y be elements of Rm , the finite and discrete set of floating-point representations of the reals in the machine M, and let / be an elementary operation. The machine M will compute /(x, y)A, which is in Rm , where fix,y)A = fix,y)il+e) with \e\ < Sm , the constant Em depending only on M. The quantity e is the local relative error associated with the operation /. Equivalently, r = f(x,y)A-fjx,y)
f(x,y)
The algorithms that we are going to examine start with a set of data, the entries of the two vectors to be convoluted, and produce a set of intermediate results, tx, ... ,tk, such that tk = fk(t\, ■■■ , tk_x ; Xo, ... , x"_i ; yo, ... , yn-\), where fk is an elementary operation which operates on at most two of the values tx, ... ,tk_x;xo, ... , xn-X ;y0, ... , yn-\ • Since in computation each data value x¡, y¡ is replaced by its machine representation, Xj, y¡, and each tj by its computed value tj , if Ek is the local relative error for the kib operation, then tk = fk(tA, ■■■ , 4_x ; xo,... , x"_, ;y0, ■■■ , 3>«-i)(l +£k)-
In the present paper we assume that the initial data are machine numbers, hence our roundoff error analysis does not take into account the effect of rounding the initial data on the accuracy of the output. We will also assume that in the course of the calculation we do not have any problems with underflow or overflow. Since the elementary operations in the algorithms to be considered are differentiable, we can write for each component of tA tA = tk+XkiE) + Oi\\E\\2).
The Xks, homogeneous linear functions of the local errors e = (ex, ... , ek), are known as the accompanying linear forms of the algorithm [10, 11] . The firstorder absolute errors for the intermediate and final results of the algorithms to be considered are completely described by these forms. Since \ek\ < Em , it follows that
from which worst-case type error bounds can be derived.
In the present work we assume that the local relative errors e, are random variables with given distributions. The distributional properties of the firstorder approximation of the absolute global error can be estimated by computing the expected value and variance of the accompanying linear forms in terms of the corresponding parameters for the local errors.
The main results of this paper are the bounds on E(Xa) and E(Xm) for the output of the circular convolution in terms of the expected values of the relative roundoff errors for the elementary operations of addition and multiplication. In the course of the rounding error analysis of the circular convolution we utilize the results of a similar type of analysis for the Radix-2 fast Fourier transform [2] . The bounds for the expected value and variance of the contribution to the linear approximation of the absolute roundoff error coming from additions and multiplications for the Radix-2 fast Fourier transform are functions of the expected values and variances of the relative rounding errors for addition and multiplication, pa , a2, pm , o^ , respectively.
The convolution
If x = {xk} and y = {yk} are two sequences in the space n" of sequences of complex numbers which are periodic with period n and infinite in both directions, their convolution product is defined to be the sequence z = x * y in n" such that
Each component of z is the sum of n products; since n such components need to be computed, the cost of direct calculation of the convolution product according to (1) amounts to n2 complex multiplications.
The following theorem shows how the convolution product can be expressed in terms of Fourier transforms. Theorem 1. The discrete Fourier transform, i, of the convolution product of two n-dimensional vectors x and y is a scalar multiple of the componentwise product of their discrete Fourier transforms, that is,
where O indicates componentwise product and w is the discrete Fourier transform of one period of w, for w = x, y, z, defined as follows:
Let n = 2l and Wj be an n x n block diagonal matrix of the form
where I¡ is the 2>~x x2-/_1 identity matrix and D¡ is the 27_1 x2;_1 diagonal matrix with entries 2ni(p-l)2'-J Dj(p, p) = exp ICorollary 2. If n is a power of 2, then
where F" is the matrix F" = Wr-Wx, F" is its conjugate transpose, and D is the componentwise product. Proof. If n is a power of 2, n = 2l, the discrete Fourier transform of an ndimensional vector z can be computed via the Radix-2 FFT algorithm, that is, z= Wr--Wxz. From Theorem 1 it follows that Fnz=l-((Fnx)U(Fny)).
Since the matrix F" = Wr-Wx is invertible and (T^)-1 = F" , we have z = x*y= -Fn(FnxnFny). D
The convolution product performed according to (3) requires three Fourier transforms and n complex multiplications. Since the computational cost of each Radix-2 FFT is only \ • n log2 n complex multiplications, the computational cost of the circular convolution can be reduced to (| • log2 n + 1 ) • n complex multiplications. The scalar multiplication by £ is not taken into account because it just amounts to a shift in the exponent in the binary representation of the number.
Accompanying linear forms
In this section we compute the accompanying linear forms for three algorithms which compute the convolution product, and we obtain bounds for the mean and the variance of these forms.
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We start with the accompanying linear forms for the algorithm which computes the convolution directly using Homer's sums. To compute recursively Hence, for p = 0, ... , n -2 and k = 0, ... , n -1,
In computation, if we denote by z the floating-point representation of z and by (xopy)A the computed value of xopy, we have
Therefore, for each k and p ,
If we let From (4) we obtain the following recurrence relation for the accompanying linear forms:
Since the linear forms in (6) can be decomposed as The initial conditions for the difference equations (7) and (8) Under the assumption that the a¿)f's are i.i.d. with mean pa and variance <T2, we derive the following bounds on the expected value of the accompanying linear form for addition: (9) .
Under the assumption that the nkj'$ are i.i.d. with mean pm and variance a2,, we have the following bounds for the expected value of (Xm)k n_x :
(10) 1 ""' |£((A/n)*,n-l)| < 'Um J2 \Xqyk-q\ < /¿mW* 00 J 00
9=0
The bounds on the variance of (Xa)kn_x and (A m )kj"-X are as follows: We now turn our attention to the accompanying linear forms for the algorithm that computes the convolution via Radix-2 FFT's. In computation, The bounds for the entries of the covariance matrix of the global error for the particular Radix-2 FFT considered here can be found by utilizing the results of [2] . In particular, since coyFka, = o2\Y^r--m+iZ2Wk^x.-.W/ + WlZ2_xW/ + zA , where Z2 is the n x n diagonal matrix such that
we have for each entry of the matrix cov Fka¡ coviFka¡)ij 
|cov(fAm,)|,7 < \ • (2nlog2n-3n + \Í2n)o2m||x||^ .
We now compute the bounds for the expected value and variance of the accompanying linear forms for the circular convolution. From (14) it follows that, for each entry of E(c(ka)z), we have
Similarly, from (15) it follows that, for each element of E(c(km)z), we have
In order to find bounds for the variance of the components of the vectors c(Aa)z and c(Am)z, that is, for the diagonal entries of their covariance matrices, we express the accompanying linear forms in matrix notation: In order to test numerically the consistency of the results of our roundoff error analysis for the circular convolution using a unitary Radix-2 FFT with the errors actually observed in computations, we generated, for each / = 5,6,...,10, a total of 3000 pairs of «-dimensional vectors, with n = 21, with the real and imaginary parts independent random variables from the uniform [0,1] distribution. Each component was then rounded to eight significant digits and the circular convolution was computed twice, once with the results of each operation rounded to eight digits, and once with all operations performed in double precision. The output vectors were compared componentwise, and the absolute error in each component was calculated. The infinity norms of the sample mean and sample variance for the different values of « are listed in Table 1 (see next page).
The /oo norm of the mean and variance of the global error is a somewhat conservative measure of the error affecting the output, in the sense that it measures the largest sample mean and sample variance of the global error affecting each individual component of the output. In order to provide, in addition, an overall measure of the mean and variance of the global error in the output, we list in Table 2 (see next page) the l2 norms of the mean and variance of the global error. Notice that the l2 norms are much smaller than the corresponding loo norms, because instead of looking for the largest entry we average all entries over the full vector.
The slow growth of the infinity norm of the variance and expected value of the global error predicted by the analysis are confirmed by the numerical experiment, at least when the data has real and imaginary parts uniformly distributed in the interval [0, 1]. More specifically, the ratio of the bounds for the expected error for two successive values of / is of the order of \/2(/ + 1 )//, not far from the ratios of the corresponding sample means. The overall trend observed in the numerical experiments is that of a slow growth of both mean and variance of the global error. The occasional reduction of either parameter as / increases can be attributed to the characteristics of the particular sample selected. Theoretical and numerical estimates of the expected value for the relative error for addition and multiplication of floating-point numbers uniformly distributed in [0,1] suggested that their values are approximately b~'~x and b~2', respectively. In view of this observation, the value of the sample mean for the error in circular convolution at « = 32 is very close to the theoretical bound, which is approximately 1.02//a||x||oo||y||oc .
In order to compare the accuracy of the circular convolution with the accuracy of an algorithm which evaluates the convolution directly, we computed the convolution of the same pairs of vectors used to test the accuracy of circular convolution by means of a cascade summation. The /^ and l2 norms of the sample mean and sample variance of the global error, with 7 = 5,6,7,8,9, are listed in Tables 3 and 4 .
On first sight the entries in Table 3 seem to disagree with the theoretical bound for the expected error, which is approximately log2 «/¿allxHooHylloo , since the /qc norm of the sample mean grows at a rate larger than (/+1 )//. The value of pa , however, is a function of the numbers being added together, hence as the size of the vector increases the interval containing all terms added together becomes larger, thus yielding a larger value for pa . A comparison of the values of the expected value and variance of the global error listed in Tables 1 and 3 suggests that the faster algorithm is as accurate as the one computing the convolution via cascade summations. We conclude by pointing out that the amount of work required by the two algorithms, 0(n2) flops for the direct calculation versus 0(n log2 «) for the circular convolution, together with the results of our error analysis point to the circular convolution using a unitary Radix-2 FFT as the algorithm of choice.
