Introduction
The basic notion of this paper is one of the possible ways to define a norm on a direct sum of a sequence of certain Banach spaces.
Definition 0.1. Let X n be a sequence of subspaces of L 1 (Ω, F , µ, B), where µ is a probability measure. By the independent sum of X 1 , . . . , X n , . . . we mean the space ( ∞ n=1 X n ) ind of sequences (f 1 , . . . , f n , . . .) such that f n ∈ X n and the norm (f 1 , . . . , f n , . . .
is finite, equipped with this norm.
Thus, the independent sum of subspaces of L 1 (Ω, B) can be identified with a subspace of L 1 Ω ∞ , ℓ 2 (B) . In particular, it is a Banach space. Care has to be taken, since contrary to ℓ p -and c 0 -direct sums, uniformly bounded operators acting on X n do not necessarily induce a bounded operator on ( X n ) ind and thus there is no apparent reason for the isomorphism class of the independent sum to depend only on isomorphism classes of the summands. Remedying this issue will be one of the main concerns of Section 5.
The paper is organised as follows. In Section 1 we develop tools needed in the following sections to handle certain special cases of the Stein martingale inequality for p = 1, in particular an improved version of the so-called nonlinear telescoping lemma, originally due to Bourgain [1] and later put to use by Müller [14] . In Section 2 we provide an example of a not yet known complemented and invariant subspace of the Hardy space on the bidisc and prove that it is isomorphic to the independent sum H 1 n (T) ind . In Section 3 we introduce the space H 1 n (δ) ind ⊂ H 1 (δ) (which is isometric to the independent sum ι H 1 n (δ) ind , where ι : H 1 (δ) → L 1 ℓ 2 is the canonical isometric embedding) and give a new proof to the known result of Müller and Schechtman [16] , stating that this space is complemented in H 1 (δ). In Section 4 we prove that the orthogonal projection P : L 2 ℓ 2 → ι H 2 (δ) and the operator ι −1 P : L 2 ℓ 2 → H 2 (δ) are Calderón-Zygmund operators and extend via principal value to weak type operators on respctive L 1 spaces, thus by a theorem of Bourgain [2] yielding the K-closedness of the couple ι H
In Section 5, using a theorem of Johnson and Schechtman [7] , we prove a general theorem about isomorphisms of independent sums and provide two ways to deduce the isomorphism announced in title from it: one based on Wojtaszczyk's [25] construction of an isomorphism between H 1 (T) and H 1 (δ) and the K-closedness, and the other based on later Meyer's construction [12] , without the use of K-closedness. In Section 6 we conclude and point out some open questions raised by the proved results.
We would like to thank P. F. X. Müller for many helpful comments and suggestions.
Non-linear telescoping and related results
In the whole paper, we will denote increasing filtrations by (F n ) and decreasing filtrations by (F * n ). To shorten the notiation we will write E n f instead of E (f | F n ) and E * n f instead of E (f | F * n ). By the signs , , ∼ we mean respectively ≥, ≤, = up to a constant. Let us recall the classical Stein martingale inequality [22] . Theorem 1.1. Let (F * k ) n k=1 be a decreasing filtration on a probability space (Ω, F , µ) and f 1 , . . . , f n be integrable F -measurable functions. Then for 1 < p < ∞,
with a constant depending only on p.
Obviously, the order of the filtration has no influence on the inequality, but for reasons of consistency with subsequent considerations we choose to use the decreasing order. This inequality is false for p = 1 in general, but under certain additional assumptions it remains true for p = 1. One of results of this type is the following inequality of Lepingle [10] . Theorem 1.2. Let (F * k ) n k=1 be a decreasing filtration on a probability space (Ω, F , µ) and f 1 , . . . , f n be integrable functions such that f k is F * k−1 -measurable. Then
The following lemma will be used to estimate the left-hand side in Stein-type inequalities from below. It is routine to check that f is measurable, so by a theorem of Sierpiński [21] f is convex and thus it is a.e. differentiable and equal to the integral of its derivative. Now let 1 ≤ a ≤ t. Then
Thus the function t →
is nonincreasing. For computational convenience let us change the variable from t to t − 1. Then f (0) = 0 and
By convexity, f (t) = t 0 f ′ (τ )dτ ≤ tf ′ (t) a.e. Combining these two inequalites we get f (t) 2 ≤ t, which together with convexity gives f (t) = 0 for almost all t. Taking arbitrarily large t and G such that 1 ⌢ G = t, |||G||| < ε, we can make
t arbitrarily small, which ends the proof. We may now proceed to the announced non-linear telescoping lemma. We will prove a variation of a lemma extracted by Müller in [14] from the work of Bourgain [1] . Although we get a (much) worse estimate in the general case, we get the estimates for the · ind norm. Lemma 1.5. Let λ k and ϕ k for k = 1, . . . , n be nonnnegative integrable random variables.
. Note that both of the norms · L 1 (ℓ 2 ) and · ind are not greater than any of the norms · L 1 (ℓ 1 ) and · L 2 (ℓ 2 ) . Thus
In order to prove (i), we notice that Eg k = λ k − λ k−1 and exploit the telescoping nature of sums of Eg k to get
Now we will prove (ii). In this case Eg
The following observation shows that the estimates for the · L 1 (ℓ 2 ) norms in Lemma 1.5 are, up to a constant, redundant. Corollary 1.6. Let ϕ 1 , . . . , ϕ n be integrable random variables and ψ 1 , . . . , ψ n be independent random variables such that for any k, the distributions of ψ k and ϕ k are the same. Then
In other words,
Since λ k depends only on λ k−1 and the distribution of ϕ k , we have
We first recall basic facts concerning invariant operators. Let G be a compact abelian metric group and Γ be its dual group. For g ∈ G we define the shift
G) are known to be continuous for any f . Let X be a shift-invariant subspace of L 1 (G), which in our case is equivalent to being spanned by a set of characters, say Γ 0 ⊂ Γ. Any bounded invariant operator T : X → X corresponds to its Fourier multiplier, i.e the function (t γ ) γ∈Γ0 such that T f (γ) = t γ f (γ) for γ ∈ Γ 0 . Since for any regular measure µ of bounded variation, the multiplier of the operator
is the sequence ( µ γ ) γ∈Γ , by an abuse of notation, we will write T (γ) = t γ in general case.
An invariant operator T : X → X is called idempotent if T 2 = T or, equivalently, T (γ) ∈ {0, 1}. Bounded invariant operators are in a one-to-one correspondence with invariant and complemented subsapces of X. Indeed, if T is invariant and idempotent, then the range of T is span supp T . On the other hand, if Y is an invariant and complemented subspace of X, then Y = span (Γ 1 ) for some Γ 1 ⊂ Γ 0 . In order to see that Y is an image of an idempotent invariant operator on X (which has to satisfy T = ½ Γ1 ), we apply the following known lemma due to Rudin.
Then any invariant and complemented subspace Y ⊂ X is the image of an invariant projection acting on X.
Proof. Let P be a projection from X onto Y and Q be defined by Qf = 
while the continuity is obvious.
It is easy to see that the family of all supports of idempotent multipliers is a Boolean ring (containing all finite sets in the case of compact G). We will call it the idempotent ring of X. The Cohen-Helson-Rudin theorem states that for X = L 1 (G) (in the full locally compact abelian, possibly non-metrizable generality) it is generated by cosets of open subgroups of Γ. For f ∈ H 1 (T) = span{e int : n = 0, 1, 2, . . .} ⊂ L 1 (T) the idempotent ring is bigger. Indeed, for and any lacunary sequence (n k )
holds, with a constant dependent only on inf n k+1 n k . Thus for any sequence of signs ε 1 , ε 2 , . . . the map n a n e int → k ε k a n k e in k t , which we will denote by
equipped with L 2 norm) and consequently as an H 1 (T) → H 1 (T) one. This implies that the idempotent ring of H 1 (T) besides arithmetic sequences and finite sets (as restrictions of L 1 (T) multipliers) contains also lacunary sequences. It has been conjectured by Pe lczyński and proved by Klemes [9] that they are in fact its generators.
In this section we will be concerned with the space
(not to be confused with
. Clearly, for any invariant operators T 1 , T 2 acting on H 1 (T), there is an invariant operator T 1 ⊗ T 2 acting on 
by S M n a n e i n,t = n a n e i Mn,t is a (non necessarily surjective) isometry, because (S M f ) (t) = f (M * t). Under the additional assumption of M (N×N) ⊂ N×N, the multiplier of the idempotent operator S
Another way to produce an idempotent multiplier on H 1 (T × T) out of one dimensional case is to take as A 1 and A 2 in the above construction the sequences (2 k ) ∞ k=1 and move any element of the resulting set A 1 × A 2 within its dyadic rectangle. One can prove (cf. [23] ) using the Littlewood -Paley theory, that the sequence obtained in this way is a bounded Fourier multiplier. Hence the idempotent ring of H 1 (T × T) contains all subsets of N × N whose intersections with dyadic rectangles are of bounded cardinality. The main purpose of this section is to give an example of a Fourier multiplier on H 1 (T × T) that could not be derived by the manipulations described above from one-dimensional results. Namely we prove the following.
In order to guarantee that intersections of our B with dyadic rectangles can be arbitrarily large it is enough to assume
Proof. The operator T such that T f = ½ B f is well defined on polynomials and it suffices to examine its boundedness on them. Let L = 1 1 1 −1 . Then the isometry
identifies H 1 (T × T) with an invariant subspace of
is a bounded idempotent on this space and therefore
, it is enough to prove that T is bounded on polynomials whose Fourier transforms are supported in A k .
Let f be such polynomial and let
f we get the reverse estimate and consequently n k=1 ε k f k 1 ∼ f 1 . Applying pointwise the Khintchine inequality we get
This allows us to write
for N k | j and 0 otherwise, the action of T on f k is given by
where ω N is a measure given by ω N (j) = 1 for N | j and 0 otherwise. Thus
It is easy to see that that the convolution with ω N is the orthogonal projection onto the space of F * N k -measurable functions, where F * N is the sigma-algebra of subsets of T whose characteristic functions are 2π N -periodic. Then the action of ω N is given by the formula
Therefore Theorem 2.2 is implied by the following. (ii) For any trigonometric polynomials
The condition N k < N k+1 is here only to reduce the technical difficulties in the proof of implication (ii) =⇒ (i) by guaranteeing the lacunarity of (N k ). It is easy to see by a standard Khintchine-based linearisation argument that if we allow repetitions in the sequence (N k ), then the condition (ii) for sequences
Proof. We will prove first (i) =⇒ (ii). We do not need N k | N k+1 . Suppose that (i) is violated and (ii) holds. Take d
commutes with multiplying by e −id ′ k t . Let us take an arbitrary a. Then there exists k such that d ′ k > N k+a . We may apply the inequality from condition (ii) to
It is easy to check that
and attains only vlaues 0 and
where the last inequality follows from lacunarity of (N k ). Since a was arbitrary, this is a contradiction completing the proof of implication (ii) =⇒ (i).
Since Corollary 1.6 gives (iii) =⇒ (ii) immediately, the only thing left is the proof of implication (i) =⇒ (iii). We can assume without loss of generality
. . , a − 1 and add the resulting inequalities. We will need two lemmas. We will assume that all functions involved are absolutely continuous.
Definition 2.5. For any function f : T → C we put
In order to prove (i) =⇒ (ii), we follow the usual routine of Section 1.
is a decreasing filtration.
Obviously BerE * k+1 f ≤ Berf for nonnegative f . Note that ϕ k is a polynomial of degree at most d k . By Lemma 2.6 for · ℓ 2 2 and Bernstein inequality,
and thus, by lacunarity,
Ultimately, applying Lemma 1.5 to ϕ k and Lemma 1.3 to f k and E * N k we get
completing the proof of the theorem.
It has to be noted that all the information about f 1 , . . . , f n we used in the proof of the crucial implication (i) =⇒ (iii) was contained in Berϕ 1 , . . . , Berϕ n . Thus in the (i) =⇒ (ii) implications in the Theorem 2.3 and Corollary 2.7 we only need Berϕ k N k+a , without the assumption that ϕ k are polynomials or belong to H 1 (T).
The main part of the following corollary is somewhat trivial. We state it separately for its similarity with Theorem 2.9 and Theorem 5.8 (compare results [13] , [8] ) and because we find the fact that the assumption d k N k+a can be weakened in neither Theorem 2.3 nor Corollary 2.7 worth a proof. 
Proof. The implication (i) =⇒ (ii) is almost trivial and does not need
In order to prove the implication (ii) =⇒ (i) we proceed just as in the proof of Theorem 2.3. We assume for the sake of contradiction that (i) is violated and (ii) is true and then modify sequence (d k ) in such a way that (ii) is satisfied without the restriction ϕ k ∈ H 1 (T). Then we choose arbitrary a, C ∈ N and find k such that
We replace the function t → t 1 2 by t → min t 1 2 , M , take the limit with a → ∞ by the law of large numbers and pass with M to infinity by dominated convergence to get 1 EK 2 C 1 2 , which is false when C is large enough, giving the desired contradiction.
We may now combine the results of this section.
ind is isomorphic to a complemented and invariant subspace of H 1 (T × T).
Proof. Take for instance d k = k! = N k+1 . Using the notation of Theorem 2.2, the space X = span e i n,t : n ∈ B is invariant and complemented in
where only finitely many f k are nonzero. Clearly T is one-to-one and has a dense image. Moreover, by the proof of Theorem 2.2 and Corollary 2.7,
since f k (t) and f k (N k t) have the same distribution, which completes the proof.
Although the assumption N k | N k+1 is crucial for our proof of Theorem 2.3, it turns out that at the price of a stronger qualitative assumption on the sequences (d k ) and (N k ) we can retain the comparability of norms proved in Corollary 2.7.
Theorem 2.9. Let d 1 , d 2 , . . . and N 1 , N 2 
Proof. Without loss of generality we may assume a = 1 and 2π
Let us fix k and t k+1 , . . . , t n and denote u k (t) =
By Fejér-Riesz lemma, u k is the modulus of a trigonometric polynomial of degree
By the above inequality and Corollary 1.6,
which gives the desired comparability.
3 Independent sum of H 1 n (δ)
Let us fix the notation concering the Cantor group and briefly recall the basic information about the dyadic Hardy space. A standard reference in this matter is [15] .
Let F n be the sigma-algebra generated by dyadic subintervals of [0, 1] of length 2 −n and F * n be the sigma-algebra of subsets of [0, 1] whose characteristic functions are 2 −n -periodic. It is easy to see that F n and F * n are independent. We will work with the Cantor group Z 
We will frequently use the canonical measure-preserving identification of [0, 1] and the Cantor group given by the formula
In this setting, w A = k∈A r k , where r k (t) = sign sin 2 k πt are the Rademacher functions. The Walsh functions form a complete orthonormal system in
. Also, F n corresponds to the product of full sigma-algebra of subsets of Z {1,...,n} 2 and the trivial sigma-algebra of subsets of Z {n+1,...} 2 , while F * n is the same with the words "trivial" and "full" interchanged. The metric on the Cantor group corresponds, up to scaling, to the dyadic metric on [0, 1].
We denote the standard martinagle differences by ∆ 0 = E 0 , ∆ k = E k − E k−1 for k ≥ 1 and define the square function by
An equivalent definition is
, since the space of F n -measurable functions is span {w A : A ⊂ {1, . . . , n}} and thus the space of n-th martingale diffrences is exactly span {w A 
However, we will sometimes use the H 2 (δ) notation to emphasize that we are dealing with the norm expressed in terms of the square function.
The following theorem of Müller and Schechtman [15] , [16] introduces the space and ∞ n=1 H 1 n (δ) ind . We present a new proof which gives a better constant.
Theorem 3.1. Let (I n ) ∞ n=1 be a family of intervals in N + such that max I n < min I n+1 and let G (I n ) be span {w A : A ⊂ I n }. Then the orthogonal projection P onto the subspace span G (I n ) extends to an bounded
Proof. It is enough to prove boundedness of P on functions f which are finite linear combinations of Walsh functions. Denote I n = [a n , b n ].
Indeed, suppose first that k / ∈ n I n and take A such that A ⊂ I n for some n. Since ∆ k is the projection onto span{w A : max A = k} and max A ∈ I n , we have ∆ k w A = 0, so ∆ k restricted to the image of P f is identically 0. On the other hand, if k ∈ I n0 for some n 0 . By the identification of [0, 1] with Z N + 2 , the operator E * an−1 is the projection onto span {w A : min A ≥ a n }. Thus, operators ∆ k P and E * an−1 ∆ k both correspond to idempotent Fourier multipliers on the Walsh group. We have ∆ k P (A) = 1 iff max A = k and A ⊂ I n for some n, and E * an 0 −1 ∆ k (A) = 1 iff max A = k and min A ≥ a n0 and since n 0 is the only n such that k ∈ I n , these conditions on A are equivalent, which proves the claim.
it is independent on F * an+1−1 and by Corollary 1.7 applied for g n and F * an−1 , we obtain
In order to exibit the connection between the range of the projection in Theorem 3.1 we need the following observation.
Lemma 3.2. Consider the dilation operator T f (x) = f (2x (mod 1)). Then T w A = w A+1 and T (f g) = (T f )(T g). Moreover, T preserves distribution and ST f = T Sf . In particular, T is an isometry in the · H 1 (δ) norm.
Proof. The property T (f g) = (T f )(T g) and preserving distribution are obvious. In the Cantor group seting, T corresponds to the superposition with the map (x 1 , x 2 , . . .) → (x 2 , x 3 , . . .) and thus T r k = r k+1 and consequently T w A = w A+1 . Therefore
Suppose that |I n | = n in the setting of Theorem 3.1. Let T n = T an−1 be the power of T sending H 1 n (δ) to G (I n ). For n = m the elements of G (C n ) and G (C m ) are independent as random variables, since they are built of disjoint sets of Rademacher functions. For these reasons, the space span G (C n ) , · H 1 (δ) is usually denoted by
The notational difference highlights the fact that it is not precisely an independent sum in our sense. However, we have the following Corollary 3.3. The space
Proof. Note that for n = m, the square functions S (T n f n ), S (T m f m ) are independent and S ( T n f n ) 2 = S (T n f n ) 2 , both due to the fact that T n f n and T m f m use disjoint sets of Rademacher functions. By Lemma 3.2
which gives an isometry between span G (C n ) , · H 1 (δ) and ι H 1 n (δ) ind .
The K-closedness result
We recall certain notions from interpolation theory due to Peetre and Pisier [17] , [18] .
Definition 4.1. Suppose that Banach spaces X 0 , X 1 are embedded in a linear topological space X (we will call them then a compatibile couple). For t > 0 and f in the algebraic sum X 0 + X 1 we define the K-functional as
Definition 4.2. Let (X 0 , X 1 ) be a compatible couple and Y i be a subspace of X i for i = 0, 1 (we will call ((Y 0 , Y 1 ) a subcouple of (X 0 , X 1 )). We will say that the couple
where C does not depend on t and f . Lemma 4.3. Let (Y 0 , Y 1 ) be a subcouple of (X 0 , X 1 ) and denote the norms on X i by · i . The following are equivalent.
(ii) For any f ∈ Y 0 + Y 1 and a decomposition f = x 0 + x 1 , where x i ∈ X i , there exists a decomposition f = y 0 + y 1 such that y i ∈ Y i and y i i ≤ C x i i .
Proof. The implication (ii) =⇒ (i) is obvious. We will prove (i) =⇒ (ii). Let f = x 0 + x 1 . If x 0 0 = 0 or x 1 1 = 0, there is nothing to prove. Otherwise let t = x0 0 x1 1 . By K-closedness, there exist y 0 , y 1 such that f = y 0 + y 1 and 
If the operator T acting on L 1 (X, B 1 ) is given by the formula
for any x ∈ X and T L 2 (B1)→L 2 (B2) < C 2 , then T is of weak type 1 − 1 and consequently is bounded from
, where C depends only on C 1 , C 2 and the space (X, d, µ).
Our main tool will be the following result of Bourgain [2] . Lemma 4.5. (Bourgain) Let (X, d, µ) be a space of homogeneous type and S be some linear space of ℓ 2 -valued bounded measurable functions on X. Denote
. Suppose that the orthogonal projection P :
for x / ∈ supp f , where K satisfies the Hörmander condition. Then the couple
, with a constant depending only on the constant in Hörmander condition, the L 2 ℓ 2 → L 2 ℓ 2 norm of P and the space (X, d, µ).
It has been originally stated in a scalar-valued version, but the proof translates verbatim into the ℓ 2 -valued version. We will use it only in the case of p = 2 and P given by the principal value.
Proof. We apply Lemma 4.5 to the case of X = T with Lebesgue measure and metric d(x, y) = e ix − e iy , S = span e int : n ∈ N . The projection P is just the Riesz projection corresponding to the kernel K (x, y) = 1 1−e i(x−y) which is known to satisfy the required conditions. From now on, our space of homogeneous type will be the Cantor group (with dyadic metric and Haar measure). The following trivial observation has to be made.
Lemma 4.7. If the convolution kernel K is radial (i.e. K(x) depends only on d (x, ∅), or, equivalently, on min x), then the integral in the Hörmander condition vanishes.
Proof. Suppose d(x, ∅) ≥ 2r and d(y, ∅) < r. Let m be an integer such that
Thus min x ≤ m < min y, so min(x + y) = min(x) as desired.
Since (E n − E n−1 ) f = max A=n f, w A w A , convolution with the bounded kernel
is exactly the operator ∆ n . An easy calculation shows that
Sums over n involving κ n are defined at each point x = ∅, since they automatically truncate at n = min x. For n ∈ N, we will denote by e * n the n-th coordinate functional on ℓ 2 .
A simple example of utilising Theorem 4.4 is an immediate proof of Theorem 1.1 in the dyadic case. Proof. The equivalence of considering the inequality for the mentioned filtrations is achieved by changing the order of coordinates in the Cantor group, so we will prove it for the reversed dyadic filtration. The orthogonal projection
since j≤k κ j = A⊂{1,...,k} w A and e k ⊗ e * k is the projection onto k-th coordinate. This kernel is expressed (finitely) in terms of kernels κ j , so it is radial (and bounded), so Theorem 4.4 ends the proof.
The following lemma will be used to transform limits arising in principal values into pointwise limits of martingales. 
for almost every x.
which tends to 0 for almost every x since E m |f | → |f | almost everywhere and u m → 0 weakly in ℓ 2 .
We are now ready to prove two main theorems of this section.
The operator f → P.V. (K * f ) coincides with the orthogonal projection P :
and is well defined and continuous as an
Proof. Just as in the proof of Lemma 4.9, denote
By the explicit form of κ n , we have
Let f ∈ L 2 ℓ 2 . Since e n ⊗ e * n is the projection onto n-th coordinate and
The bounded kernel K m induces a norm 1 orthogonal projection and is radial, so by Lemma 4.7 and by Theorem 4.4,
where C is a numerical constant. Passing to the limit with m → ∞ we infer that n |∆ n f n (x)| 2 is finite a.e., so the pointwise limit P.V. 
Proof. It is simply a combination of Lemma 4.5 and Theorem 4.10.
It has to be noted that P is not L 1 ℓ 2 → L 1 ℓ 2 bounded. In fact, it is not even bounded when restriced to the subspace of f such that E k−1 f k = 0, which follows from Theorem 1.4 by restricting the domain to F n -measurable functions and reversing the order of the filtration. Consequently, the map ι
which after averaging over choces of signs would give boundedness of P . However, we can prove a result analogous to Theorem 4.10 for ι −1 P .
The operator f → P.V. (k * f ) coincides with the map ι −1 P :
Proof. Analogously to the proof of Theorem 4.10, we put
The only difference is the proof of existence of a pointwise limit of
By Theorem 4.4 applied to k m , we get
We are going to prove that M n converges to M almost everywhere. By the weak type convergence, M n converges to M in measure, so M an → M almost everywhere for some increasing sequence (a n ). Denote I n = {a n , . . . , a n+1 − 1} and for any j let n(j) be the unique integer such that j ∈ I n(j) . Consider the kernel
where (v j ) n = 0 for n = n(j) and (v j ) n(j) (i) = 1 if i ≥ j and j = a n(j) 0 otherwise for i ∈ I n(j) . It is easy to see that
, then by the maximal inequality of Doob applied to the martingale an<i≤j ∆ i f i j∈In with respect to the filtration (F j ) j∈In we get
which after summing over n gives the L 2 -boundedness of convolution with K (a1,...,am) . Together with the radiality of K (a1,...,am) , this gives the weak type
is finite a.e., so max j∈In an<i≤j ∆ i f i converges to 0 a.e. But an<i≤j ∆ i f i = M j − M an for j ∈ I n , so M j − M a n(j) converges to 0, which together with M a n(j) → M completes the proof.
Isomorphisms between independent sums
We will use the identification of independent sums with certain subspaces of Orlicz spaces [6] , [7] .
, where X is a measure space and B is a Banach space, the Orlicz norm associated with the function Φ is
Note the following routine but useful observations.
Proof. To prove the inequality , take any g, h such that g +h = f . Then, by
2 ) and convexity of Φ 1 ,
gives the desired inequality.
Now take k such that Φ 1
Proof. It is an immediate consequence of Theorem 5.2 and Lemma 5.3.
Below we will be dealing with subspaces X ⊂ L 1 (where L 1 is possibly vector valued; we will sometimes omit indicating the space of values) such that X ∩ L 2 is dense in X. Let X, Y be two such subspaces, possibly with values in different Banach spaces. For an operator T :
and consider a sequence of operators (T n ), where T n : X n → Y n . We will call it R ind -bounded if the operator
The classical notion of R-boundedness arises when we consider operators defined on the whole L 1 space and replace · ind with · L 1 (ℓ 2 ) .
Lemma 5.6. Let T n : X n → Y n be operators between subspaces of L 1 spaces. Suppose that one of the following is satisfied.
with a constant not dependent on n and the operators are uniformly bounded in
Proof. Suppose (i) is satisfied. By Corollary 5.4
where the first ' ' inequality follows from the uniform bound on norms of T n and the second from the uniform bound for the K-closedness constants and Lemma 4.3.
Suppose now that (ii) is satisfied. Take any decomposition f n = g n + h n . Then
and taking the infimum over all choices of g n , h n completes the proof.
It has to be noted that the K-closedness assumption in (i) can not be omitted, since one can find, which we will not do, sequences of functions such that F n p = f n p for p ∈ {1, 2} and (
ind is arbitrarily large. Nonetheless, the K-closedness assumption is trivially satified if X n = L 1 .
We will return for a moment to the issues of Section 2. Namely, we prove a quantitative version of Corollary 2.7.
Proof. For any x we have
Theorem 5.8. Let N 1 , N 2 , . . . be positive integers such that N k | N k+1 for any k. Denote by F k the sigma-algebra generated by intervals of the form
for 0 ≤ j < N k and by F * k the sigma-algebra of subsets of T whose chracteristic functions are
and C is a numerical constant.
Proof. Note that F k and F * k are independent and for general reasons, E * k E k+1 = E k+1 E * k . For any k, the function E k+1 f k is independent of the sigmaalgebra generated by the functions E j+1 f j , where j < k. Indeed, they are F j+1 -measurable and thus F k -measurable, while
Thus, the functions E k+1 f k are independent random variables. By Corrolary 1.6,
where V d k is the de la Vallée-Poussin kernel of order d k . By Lemma 5.7, for p ∈ {1, 2} we have
f L q due to Bernstein inequality. Application of Lemma 5.6 to operators (id − E k+1 ) V d k acting on the whole L 1 (T) ends the proof.
Trivially, the same holds if we replace T with [0, 1] and 2π with 1.
Proof. It is enough to handle the scalar-valued case since we can con- 
Thus, by a suitable choice of a and ε we can make
as small as desired. . . are R ind -bounded. We will say that a sequence (X n ) ∞ n=1 of subspaces of X is a good net if it satisfies the following conditions: (i) X n ⊂ L 2 are finite dimensional (ii) there exist operators P n : X → X n and i n : X n → X such that P n i n = id Xn and sequences (P n ) and (i n ) are indenpendently R-bounded (iii) X n is dense in X in the L 2 norm (iv) for any n 1 , n 2 there is n 3 such that
Proof. The core of the proof is the fact that ( X n ) ind is isomorphic to a complemented subspace of ( Y n ) ind . Consider the finite dimensional subspace M i n X n ⊂ Y . The projection from Y onto this subsapce is given by the formula Q n = M i n P n M −1 . By the conditions (iii) and (iv) for (Y n ), we can findñ such that (id + T n ) M i n X n ⊂ Yñ and T n L 1 →L 2 is as small as desired. Obviously (id + T n ) M i n X n = (id + T n Q n ) M i n X n . By the (ii) part of Lemma 5.6, the sequences (id + T n Q n ) and (id + T n Q n ) −1 are R ind -bounded. Then
(since the inverses of restrictions of i n to i n X n coincide with P n , which are R ind -bounded). The projection from ( Yñ) ind , which is complemented in (
We finish the proof in the spirit of Pe lczyński decomposition principle. Let σ : N → N be any function satisfying #σ −1 (n) = ℵ 0 for any n and denote V = ( X n ) ind , W = ( Y n ) ind ,Ṽ = X σ(n) ind ,W = Y σ(n) ind . Obviously X σ(n) is a good net in X and Y σ(n) is a good net in Y . By the already proved part of the theorem,Ṽ is complemented in V and by obvious properties of the independent sum, V ∼Ṽ ⊕ A ∼Ṽ ⊕Ṽ ⊕ A ∼Ṽ ⊕ V ∼Ṽ for some A. By symmetry, W ∼W . But again, by the already proved part,Ṽ =W ⊕ B for some B. ThusṼ ∼W ⊕ B ∼W ⊕W ⊕ B ∼W ⊕Ṽ . By symmetry,W ∼Ṽ ⊕W and ultimately V ∼Ṽ ∼Ṽ ⊕W ∼W ∼ W .
We recall a claasical Marcinkiewicz-Zygmund inequality. Proof. We want to apply Theorem 5.10 to the case X = ι H 1 (δ) ,
There are two nontrivial facts we need to verify. First is the existence of isomorphism M and the second is the condition (ii) in the trigonometric case (since in the dyadic case i n are just identities and P n = E n act on the whole L 1 ℓ 2 with uniformly bounded L 1 → L 1 and L 2 → L 2 norms).
Approach 1.
We will make use of the K-closedness. The existence of the desired isomorphism M is guaranteed by the following theorem of Wojtaszczyk [25] . Theorem 5.13. The L 2 -normalised Haar system in H 1 (δ) is equivalent to the orthonormal Franklin system in H 1 (T).
Since ι is an isometry in L 2 norms, the isomorphism M transforming the Franklin system into image of the Haar system in ι is an isometry in L 2 norms. Thus, by Lemma are R ind -bounded. In order to prove condition (ii) for H 1 n (T), we will use an observation of Bourgain and Pe lczyński [24] .
Lemma 5.14. There exist uniformly isomorphic and uniformly complemented copies of
Proof. Denote by K n the Fejér kernel and f ⊕g = f (n)e i2nt + g(n)e i(2n+1)t . Let R n :
n (T) be defined by R n n k=0 a k e ikt = n k=0 a n−k e ikt , i n (f ) = f ⊕ R n f , P n (f ⊕ g) = K n * f + R n (K n * g). One easily checks that P n i n = id H 1 n (T) and P n , i n are uniformly bounded in any L p norm.
Since by Lemma 4.3 and Corollary 4.6 the uniform complementation of i n H 1 n (T) in H 1 (T) gives K-closedness of
in L 1 , L 2 , the sequences (i n ) and (P n ) are R ind -bounded by Lemma 5.6.
Approach 2.
We will not make use of the K-closedness results. The fact that sequences (P n ) and (i n ) from Lemma 5.14 are R ind -bounded can be verified directly, by Lemma 5.6 for operators acting on the whole L 1 . Indeed, it is easy to see that |R n f | and |f | have the same dirstribution and (f n ⊕ g n ) ind ∼ (f n ) ind + (g n ) ind , so the result follows from uniform boundedness of the Fejér kernels. In order to prove the R ind -boundedness of the isomorphism, we need a stronger version of Theorem 5.13, proved by Meyer in [12] . h 2 n+1 +j + h 2 n+1 +2 n +j . Therefore, by Lemma 5.11,
for any a, which by Corollary 5.9 gives (f n ) ind ∼ (M f n ) ind as desired.
the fact that is not known whether it is isomorphic to R * . A more detailed discussion can be found in [16] and [15] . A curious thing is that despite the Maurey isomorphism, H 1 n (T) ind is isomorphic to a complemented and invariant subspace of in H 1 (δ), while the natural (based on a minor modification of the proof of Theorem 2.2) invariant embedding of this space into H 1 (T) is not complemented by the Klemes theorem. This shows a substantial difference between the structure of invariant and complemented subspaces of H 1 (T) and H 1 (T × T). The non-isomorphism of these spaces is a nontrivial fact [3] .
By an argument identical to the proof of Lemma 2.1, one can prove that any projection L 1 ℓ 2 → ι H 1 (δ) has to be of the form
with u A , e max A = 1. However, it is not clear to us how to deduce that u A = e max A , giving an orthogonal projection unbounded by the remark preceding the proof of Theorem 4.12.
