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1. Introduction
Let A = (aij) be a matrix deﬁned on S × S where S = {1, 2, . . .}. We deﬁne the norm ‖ · ‖ of A as
follows:
‖A‖ = sup
i∈S
∑
j∈S
|aij|.
It is easy to see that the definition of ‖A‖ is the norm of A as an operator on ∞ (space of bounded
sequenceswith sup-norm). If f = (f1, f2, . . .) is a rowvector,wedeﬁne ‖f ‖ =
∑
j∈S |fj|, ifg = (g1, g2, . . .)′ is
a column vector, we deﬁne ‖g‖ = supi∈S |gi|. The norm deﬁned above satisﬁes the following properties
(see [3]):
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(a) ‖AB‖ ‖A‖ · ‖B‖ for all matrices A and B;
(b) ‖P‖ = 1 for all stochastic matrix P.
These two properties will be used repeatedly in this paper.
Let {Xn,n 0} be a nonhomogeneous Markov chain taking values in state space S = {1, 2, . . .} with
the transition matrices
Pn = (pn(i, j)), i, j ∈ S, n 1, (1)
where pn(i, j) = P(Xn = j|Xn−1 = i). Let f (0) be a distributional row vector, called initial distribution. Let
P(m,n) = Pm+1Pm+2 · · · Pn, p(m,n)(i, j) = P(Xn = j|Xm = i),
f (k) = f (0)P1P2 · · · Pk , f (k)(j) = P(Xk = j).
If the Markov chain is homogeneous, when {Pn} is denoted by P and P(m,m+k) is Pk .
Let P be a stochastic matrix. The delta coefﬁcient of P, denote by δ(P), is deﬁned by
δ(P) = sup
i,k
∞∑
j=1
[p(i, j) − p(k, j)]+,
where [p(i, j) − p(k, j)]+ = max(0, p(i, j) − p(k, j)).
Let Q be a “constant” stochastic matrix (that is, Q is a stochastic matrix each row of which is the
same). The sequence {Pn,n 1} is said to be strongly ergodic (with a constant stochastic matrix Q ) if
for everym 0
lim
n→∞ ‖P
(m,m+n) − Q‖ = 0. (2)
The sequence {Pn,n 1} is said to converge in the Cesàro sense (to a constant stochastic matrix Q ) if
for everym 0
lim
n→∞
∥∥∥∥∥
n∑
t=1
P(m,m+t)/n − Q
∥∥∥∥∥ = 0. (3)
The sequence {Pn,n 1} is said to uniformly converge in the Cesàro sense (to a constant stochastic
matrix Q ) if
lim
n→∞ supm0
∥∥∥∥∥
n∑
t=1
P(m,m+t)/n − Q
∥∥∥∥∥ = 0. (4)
The sequence {Pn,n 1} is called weakly ergodic if for allm, δ(P(m,k)) → 0 as k → ∞.
An irreducible stochastic matrix P, of period d (d  1) partitions the state space S into d disjoint
subspaces C0,C1, . . . ,Cd−1, and Pd yields d stochastic matrices {Tl , 0 l  d − 1}, where Tl is deﬁned
on Cl . If the irreducible periodic stochastic matrix P is ﬁnite, then each Tl is automatically strongly
ergodic, but if the irreducible periodic stochastic matrix P is inﬁnite, the strong ergodicity of Tl is not
guaranteed. As in [2], we shall consider only an irreducible stochastic matrix P, of period d, in which
Tl is strongly ergodic for l = 0, 1, . . . , d − 1. As in [2], such a stochastic matrix will be called periodic
strongly ergodic.
LetQbe the class of stochasticmatricesP forwhich there exists at least onenonnegative eigenvector
ψ , corresponding the eigenvalue 1, such that ‖ψ‖ = 1.
There have been some works on the weak ergodicity, the strong ergodicity and the convergence in
the Cesàro sense for nonhomogeneousMarkov chains. It has beenproved that the strong ergodicity im-
plies the weak ergodicity and the strong ergodicity and the weak ergodicity are equivalent if a Markov
chain ishomogeneous (see [3, Chapter5]). IsaacsonandMadsenproved that ifPn ∈ Qand limn→∞ ‖Pn −
P‖ = 0 where P is weekly ergodic, then the chain is strongly ergodic (see [3, p. 170]). Bowerman et al.
proved that if limn→∞ ‖Pn − P‖ = 0 where P is periodic strongly ergodic, then the chain is uniformly
convergent in the Cesàro sense (see [2]). Isaacson and Senta gave the necessary and sufﬁcient condition
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for strongly ergodic of nonhomogeneousMarkov chains (see [4]). Yang studied the convergence in the
Cesàro sense and the uniform convergence in the Cesàro sense for nonhomogeneous Markov chains
under the condition limn→∞(1/n)
∑n
k=1 ‖Pk − P‖ = 0 and limn→∞ supm0(1/n)
∑n
k=1 ‖Pm+k − P‖ = 0
where P is periodic strongly ergodic which is slightly extension of the results of [2] (see [8]).
There also have been some works on strong law of large numbers for nonhomogeneous Mar-
kov chains. Liu and Liu (see [5]) have obtained a strong law of large numbers for ﬁnite univariate
functions of nonhomogeneous Markov chains. Liu and Yang (see [7]) have studied the strong law of
large numbers and Shannon–McMillan–Breiman theorem for ﬁnite nonhomogeneous Markov chains.
Recently, Yang (see [8]) has studied the convergence in the Cesàro sense and the strong law of large
numbers for bivariate functions of countable nonhomogeneous Markov chains under the condition
limn→∞(1/n)
∑n
k=1 ‖Pk − P‖ = 0 where P is periodic strongly ergodic. The results obtained are then
applied to the Shannon–McMillan–Breiman theorem for Markov chains.
In this paper, we are going to establish another strong law of large numbers for bivariate functions
of countable nonhomogeneous Markov chains under the condition of uniform convergence in the
Cesàro sense of Markov chains. As corollaries, we generalize Liu and Liu’s result and obtain another
Shannon–McMillan–Breiman theorem for Markov chains.
2. Some lemmas
Before proving the main results, we need the following lemmas.
Lemma 1 (see [8]). Let {Xn,n 0} be a nonhomogeneous Markov chain with the transition matrices
{Pn,n 1}. Let P be a periodic strongly ergodic stochastic matrix, and let Q be the constant stochastic
matrix each row of which is the left eigenvector π = (π1,π2, . . .) of P, which is the solution of equations
πP = π and∑i πi = 1.
(a) If limn→∞
1
n
n∑
k=1
‖Pk − P‖ = 0, (5)
then for any positive integer numbers m and v
lim
n→∞
1
n
n∑
k=1
‖P(m+k,m+k+v) − Pv‖ = 0, (6)
and (3) holds.
(b) If limn→∞ supm0
1
n
n∑
k=1
‖Pk+m − P‖ = 0 (7)
or, in particular
lim
n→∞ ‖Pn − P‖ = 0, (8)
then (4) holds.
We will give an example of a nonhomogeneous Markov chain satisfying (5) but not (4).
Example 1. Let
P1 =
(
1
4
3
4
1
4
3
4
)
, P2 =
(
1
2
1
2
1
2
1
2
)
.
Let {Xn,n 0} be a nonhomogeneous Markov chain with
Pn =
{
P1 as n = k4 − k + 1, . . . , k4, k = 1, 2, . . . ,
P2 otherwise.
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Let P = P2. Since ‖Pn − P‖ = 12 for Pn = P1, and ‖Pn − P‖ = 0 for Pn = P2. As k4  n (k + 1)4
1
n
n∑
h=1
‖Ph − P‖
1
k4
(k+1)4∑
h=1
‖Ph − P‖
= 1
2
1 + 2 + · · · + (k + 1)
k4
= (k + 1)(k + 2)
4k4
→ 0 (n → ∞).
Hence (5) holds. Since P1 and P2 are all constant stochastic matrices, it is easy to see for this chain that
P(m,m+k) = Pm+k , and the constant stochastic matrix Q determined by P is also P. For any N, let k  N.
Since ∥∥∥∥∥∥
1
N
N∑
h=1
P(k
4−N,k4−N+h) − Q
∥∥∥∥∥∥ =
∥∥∥∥∥∥
1
N
N∑
h=1
Pk4−N+h − Q
∥∥∥∥∥∥ = ‖P1 − P2‖ =
1
2
.
Hence
lim
N→∞
sup
m0
∥∥∥∥∥∥
1
N
N∑
h=1
P(m,m+h) − Q
∥∥∥∥∥∥ /= 0.
So (4) does not hold.
We also give an example of a nonhomogeneous Markov chain satisfying (4) but not (5).
Example 2. Let n = 1, 2, . . . ,
P2n−1 =
(
0 1
1 0
)
, P2n =
(
1
2
1
2
1
2
1
2
)
.
If there exists P such that (5) holds, giving 0 <  < 1, it is easy to see that at least one of inequalities
‖P1 − P‖ , ‖P2 − P‖  holds. If we assume that ‖P1 − P‖ , then
‖P2 − P‖ ‖P1 − P2‖ − ‖P1 − P‖ 1 − .
Hence we have
1
2n
2n∑
k=1
‖Pk − P‖
1
2
(1 − ).
That (5) fails. Let Q = P2. It is easy to see that P1P2 = P2P1 = Q and Q2 = Q , we have P(m,m+k) = Q for
allm 0 and k > 1, so
sup
m0
∥∥∥∥∥∥
1
n
n∑
k=1
P(m,m+k) − Q
∥∥∥∥∥∥ = supm0
∥∥∥∥1nPm+1 − Q
∥∥∥∥ = 1n‖P1 − Q‖ = 1n .
Hence (4) holds.
Lemma 2. Let {Xn,n 0} be a nonhomogeneous Markov chain taking values in state space S = {1, 2, . . .}.
Let {fn(i, j),n 1} be a sequence of functions deﬁned on S × S, and let {an,n 1} be an increasing sequence
which converges to inﬁnity. Let {ϕn(x),n 1} be a sequence of nonnegative, even functions on R such that
ϕn(x)/|x| and x2/ϕn(x) are non-decreasing as |x| increase, that is
ϕn(x)/|x| ↑, ϕn(x)/x2 ↓. (9)
If
∞∑
n=1
Eϕn(fn(Xn−1,Xn))
ϕn(an)
< ∞, (10)
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then for all k  1
lim
n→∞
1
an
n∑
m=1
{fm(Xm−1,Xm) − E[fm(Xm−1,Xm)|Xm−k]} = 0 a.e., (11)
where X−n,n 1 are constants.
Proof. The proof of this lemma is similar to that of Corollary 6 of [6], so the proof is omitted. 
Lemma 3. Let {Xn,n 0} be a nonhomogeneous Markov chain deﬁned in Lemma 2, {fn(i, j),n 1} and
{ϕn(x),n 1} be the same as in Lemma 2. If
∞∑
n=1
Eϕn(fn(Xn−1,Xn))
ϕn(n)
< ∞, (12)
then for all k  1
lim
n→∞
1
n + kE[fn+k(Xn+k−1,Xn+k)|Xn] = 0 a.e. (13)
Proof. Let Y

n = fn(Xn−1,Xn)I(|fn(Xn−1,Xn)| n). By (9), x2/n2  ϕn(x)/ϕn(n), as |x| n. Hencewehave
(Y

n )
2
n2
 ϕn(Y

n )
ϕn(n)
 ϕn(fn(Xn−1,Xn))
ϕn(n)
. (14)
By (12) and (14), we have
∞∑
n=1
E(Y

n )
2
n2
< ∞. (15)
Let k  1. By Jensen’s inequality
E
∞∑
n=1
1
(n + k)2 (E[Y

n+k|Xn])2  E
∞∑
n=1
1
(n + k)2 E[(Y

n+k)
2|Xn] =
∞∑
n=1
1
(n + k)2 E(Y

n+k)
2 < ∞,
we have
lim
n→∞
1
n + kE[Y

n+k|Xn] = 0 a.e. (16)
By (12), we have for k  1
∞∑
n=1
E[ϕn+k(fn+k(Xn+k−1,Xn+k))|Xn]
ϕn+k(n + k)
< ∞ a.e. (17)
By (9), |x|/n ϕn(x)/ϕn(n), as |x| > n. Hence
|E[fn+k(Xn+k−1,Xn+k)|Xn] − E[Yn+k|Xn]|
n + k
 E
⎡
⎣ |fn+k(Xn+k−1,Xn+k) − Yn+k|
n + k |Xn
⎤
⎦
= E
[ |fn+k(Xn+k−1,Xn+k)|
n + k I(|fn+k(Xn+k−1,Xn+k)| > n + k)|Xn
]
 E
[
ϕn+k(fn+k(Xn+k−1,Xn+k))
ϕn+k(n + k)
I(|fn+k(Xn+k−1,Xn+k)| > n + k)|Xn
]
 E
[
ϕn+k(fn+k(Xn+k−1,Xn+k))
ϕn+k(n + k)
|Xn
]
a.e. (18)
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By (17) and (18), we have
∞∑
n=1
E[fn+k(Xn+k−1,Xn+k)|Xn] − E[Yn+k|Xn]
n + k converges a.e. (19)
(13) follows from (16) and (19). 
3. Strong law of large numbers
In this section, we shall establish the strong law of large numbers for countable nonhomogeneous
Markov chains under the condition of uniform convergence in the Cesàro sense. The results obtained
are then applied to the Shannon–McMillan–Breiman theorem for Markov chains.
Theorem 1. Let {Xn,n 0} be a nonhomogeneous Markov chain taking values in the state space S =
{1, 2, . . .}with the transitionmatrices {Pn = (pn(i, j)),n 1}, and let {fn(x, y),n 1} be a sequence of func-
tions deﬁned on S × S. Let {ϕn(x),n 1} be a sequence of nonnegative, even functions on R such that (9)
holds. Let
gn(i) =
∑
j
fn(i, j)pn(i, j), (21)
g(i), i ∈ S be another function deﬁned on S, gn and g be column vectors with ith elements gn(i) and g(i),
respectively. Let Q be a constant stochastic matrix. Let (12) hold. If (4) holds, that is, the nonhomogeneous
Markov chain is uniformly convergent in the Cesàro sense to a constant stochastic matrix Q , and
lim
n→∞
1
n
n∑
k=1
‖gk − g‖ = 0, (22)
where ‖gn‖ and ‖g‖ are ﬁnite, then
lim
n→∞
1
n
n∑
k=1
fk(Xk−1,Xk) =
∑
i
g(i)πi a.e., (23)
where π = (π1,π2, . . .) is the common row vector of the constant stochastic matrix Q .
Remark. Example 1 shows that the results of this paper do not imply the results of [8]. Example 2 also
shows that the results of the present paper do not follow from [8]. So the results are not overlapping
with those of [8].
Proof. By (12) and Lemma 2, we have
lim
n→∞
1
n
n∑
m=1
{fm(Xm−1,Xm) − E[fm(Xm−1,Xm)|Xm−k]} = 0 a.e., (24)
where X−n,n 1 are constants. By (12) and Lemma 3, we have (13) holds. Since as n < k,
E[fn(Xn−1,Xn)|Xn−k] are ﬁnite numbers. By (24) and (13), we have for all k  1
lim
n→∞
1
n
n∑
m=1
{fm(Xm−1,Xm) − E[fm+k+1(Xm+k ,Xm+k+1)|Xm]} = 0 a.e.
Hence we have for all N
lim
n→∞
⎧⎨
⎩1n
n∑
m=1
fm(Xm−1,Xm) − 1
n
n∑
m=1
1
N
N∑
k=1
E[fm+k+1(Xm+k ,Xm+k+1)|Xm]
⎫⎬
⎭
= 0 a.e. (25)
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Now
1
n
n∑
m=1
1
N
N∑
k=1
E[fm+k+1(Xm+k ,Xm+k+1)|Xm]
= 1
n
n∑
m=1
1
N
N∑
k=1
∑
i,j
fm+k+1(i, j)P(Xm+k = i,Xm+k+1 = j|Xm)
= 1
n
n∑
m=1
1
N
N∑
k=1
∑
i
∑
j
fm+k+1(i, j)pm+k+1(i, j)p(m,m+k)(Xm, i)
= 1
n
n∑
m=1
∑
i
1
N
N∑
k=1
gm+k+1(i)p(m,m+k)(Xm, i). (26)
By (26), we have∣∣∣∣∣∣
1
n
n∑
m=1
1
N
N∑
k=1
E[fm+k+1(Xm+k ,Xm+k+1)|Xm] −
∑
i
g(i)πi
∣∣∣∣∣∣
=
∣∣∣∣∣∣
1
n
n∑
m=1
∑
i
1
N
N∑
k=1
gm+k+1(i)p(m,m+k)(Xm, i) −
∑
i
g(i)πi
∣∣∣∣∣∣

∣∣∣∣∣∣
1
n
n∑
m=1
∑
i
1
N
N∑
k=1
p(m,m+k)(Xm, i)gm+k+1(i)
− 1
n
n∑
m=1
∑
i
1
N
N∑
k=1
p(m,m+k)(Xm, i)g(i)
∣∣∣∣∣∣
+
∣∣∣∣∣∣
1
n
n∑
m=1
∑
i
1
N
N∑
k=1
p(m,m+k)(Xm, i)g(i) −
∑
i
g(i)πi
∣∣∣∣∣∣
 1
n
n∑
m=1
∣∣∣∣∣∣
∑
i
1
N
N∑
k=1
p(m,m+k)(Xm, i)(gm+k+1(i) − g(i))
∣∣∣∣∣∣
+ 1
n
n∑
m=1
∣∣∣∣∣∣
∑
i
g(i)
⎛
⎝ 1
N
N∑
k=1
p(m,m+k)(Xm, i) − πi
⎞
⎠
∣∣∣∣∣∣
 1
n
n∑
m=1
1
N
N∑
k=1
‖gm+k+1 − g‖ + ‖g‖ sup
m
∥∥∥∥∥∥
1
N
N∑
k=1
P(m,m+k) − Q
∥∥∥∥∥∥. (27)
By (22), we have for any k
lim
n→∞
1
n
n∑
m=1
‖gm+k+1 − g‖ = 0. (28)
Giving  > 0, by (4), we can choose ﬁxed N enough large so that the second term of (27) do not exceed
. Then, letting n → ∞, by (28), the ﬁrst term of (27) converges to zero. Hence we have
lim sup
n→∞
∣∣∣∣∣∣
1
n
n∑
m=1
1
N
N∑
k=1
E[fm+k+1(Xm+k ,Xm+k+1)
∣∣∣∣∣∣Xm] −
∑
i
g(i)πi| . (29)
By (29) and (25) and the arbitrariness of , (23) follows. 
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Corollary 1. Let theMarkov chain {Xn,n 0}, gn(i), g(i), gn, g and Q be given as in Theorem 1. Let {fn(x, y),
n 1} be a sequence of uniformly bounded functions deﬁned on S × S. If (4) and (22) hold, then (23) holds.
Proof. Since {fn(x, y),n 1}areuniformlybounded, letting |fn(x, y)| M foralln, and lettingϕn(x) = x2
in Theorem 1, noticing that
∞∑
n=1
E(f (Xn−1,Xn))2
n2

∞∑
n=1
M2
n2
< ∞,
so (12) automatically holds. This corollary follows from Theorem 1 directly. 
Deﬁne the functions Ii(x) on S as follows:
Ii(x) =
⎧⎨
⎩
1 if x = i,
0 if x /= i,
i = 1, 2, . . .
Corollary 2. Let {Xn,n 0} be a nonhomogeneous Markov chain taking values in the state space S =
{1, 2, . . .} with the transition matrices {Pn = (pn(i, j)),n 1}. Let k, l ∈ S, and Sn(k, l,ω) be the number of
the couple (k, l) in the sequence of couples (X0,X1), (X1,X2), . . . , (Xn−1,Xn). Let Q be a constant stochastic
matrix and (4) holds. If there exists a number a(k, l) such that
lim
n→∞
1
n
n∑
h=1
|ph(k, l) − a(k, l)| = 0, (30)
then
lim
n→∞
Sn(k, l,ω)
n
= a(k, l)πk a.e., (31)
where π = (π1,π2, . . .) is the common row vector of the constant stochastic matrix Q .
Proof. Letting fn(x, y) = Ik(x)Il(y) in Corollary 1, it is easy to see that
gn(i) =
∑
j
Ik(i)Il(j)pn(i, j) = Ik(i)pn(i, l).
Let g(i) = Ik(i)a(k, l). Since
‖gn(i) − g(i)‖ = |pn(k, l) − a(k, l)|,
1
n
n∑
h=1
fh(Xh−1,Xh) =
1
n
n∑
h=1
Ik(Xh−1)Il(Xh) =
Sn(k, l,ω)
n
and ∑
i
g(i)πi =
∑
i
Ik(i)a(k, l)πi = a(k, l)πk ,
this corollary follows from Corollary 1. 
Corollary 3. Let {Xn,n 0}be anonhomogeneousMarkov chain deﬁned as in Theorem1. Let {fn(x),n 0}
be a sequence of functions deﬁned on S. Let {ϕn(x),n 1} and Q be the same as in Theorem 1. Let f (x) be
another function deﬁned on S, fn and f be column vectors with ith elements fn(i) and f (i), respectively. If
∞∑
n=1
Eϕn(fn(Xn))
ϕn(n)
< ∞, (32)
lim
n→∞
1
n
n∑
k=1
‖fk − f ‖ = 0, (33)
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where fn and ‖f ‖ are ﬁnite, and (4) holds, then
lim
n→∞
1
n
n−1∑
k=0
fk(Xk) =
∑
i
f (i)πi a.e., (34)
where π = (π1,π2, . . .) is the common row vector of the constant stochastic matrix Q .
Proof. Letting fn(x, y) = fn−1(x) in Theorem 1, noticing that gn+1(i) =
∑
j fn(i)pn+1(i, j) = fn(i), this cor-
ollary follows from Theorem 1 directly. 
Corollary 4 (see [3, Theorem 3]). Let {Xn,n 0} be a countable nonhomogeneous Markov chain and let f
be a real function such that |f (x)| M for all x ∈ R. Let Q be a constant stochastic matrix. If (4) holds, then
lim
n→∞
1
n
n−1∑
k=0
f (Xk) =
∑
i
f (i)πi a.e.,
where π = (π1,π2, . . .) is the common row vector of the constant stochastic matrix Q .
Proof. Letting ϕn(x) = x2 in Corollary 3, noticing that
∞∑
n=1
E(f (Xn))
2
n2

∞∑
n=1
M2
n2
< ∞
and (33) holds automatically, this corollary follows from Corollary 3. 
Corollary 5. Let {Xn,n 0} be a nonhomogeneous Markov chain with the transition matrices {Pn,n 1}
such that Pmd+l = Pl for l = 1, 2, . . . , d and m = 0, 1, 2, . . . Assume that R1 = P1 · · · Pd is strongly ergodic
with the constant stochastic matrix Q1. Moreover, for j = 2, 3, . . . , d, let Qj = Q1
∏j−1
i=1 Pi and deﬁne Q =
1
d
∑d
l=1 Ql. Let f be a real function such that |f (x)| M for all x ∈ R. Then
lim
n→∞
1
n
n−1∑
k=0
f (Xk) =
∑
i
f (i)πi a.e.,
where π = (π1,π2, . . .) is the common row vector of the constant stochastic matrix Q .
Proof. By Theorem 3.1 of [2], there exists a ﬁnite constant g such that
sup
m0
∥∥∥∥∥
n∑
t=1
P(m,m+t)/n − Q
∥∥∥∥∥ g/n for n 1.
This implies the uniform convergence in the Cesàro sense of theMarkov chain to a constant stochastic
matrix Q . This corollary follows from Corollary 4 directly. 
Let {Xn,n 0} be a nonhomogeneous Markov chain with the initial distribution f (0) and the tran-
sition matrices {Pn = (pn(i, j)),n 1}. The distribution and the entropy density of {Xi, 0 i  n} are,
respectively
p(x0, . . . , xn) = P(X0 = x0, . . . ,Xn = xn) = f (0)(x0)
n∏
k=1
pk(xk−1, xk) (35)
and
hn(ω) = −1
n
ln p(X0, . . . ,Xn) = −1
n
⎡
⎣ln f (0)(X0) + n∑
k=1
ln pk(Xk−1,Xk)
⎤
⎦. (36)
The convergence of hn(ω) to a constant in a sense (L1 convergence, convergence in probability, a.e.
convergence) is called Shannon–McMillan–Breiman theorem or entropy theorem in information the-
ory. It is a basic theorem in information theory (see [1] and the references therein). Here, by Theorem1,
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we can obtain easily a Shannon–McMillan–Breiman theorem for countable nonhomogeneousMarkov
chains.
Theorem 2. Let {Xn,n 0}beanonhomogeneousMarkov chaindeﬁnedas in Theorem1. Let {ϕn(x),n 1}
and Q be the same as in Theorem 1. Denote
gn(i) = −
∑
j
pn(i, j) ln pn(i, j). (37)
Let g(x) be another function deﬁned on S, and let gn and g be the column vectors with ith elements gn(i)
and g(i), respectively. If
∞∑
n=1
Eϕn(ln pn(Xn−1,Xn))
ϕn(n)
< ∞, (38)
lim
n→∞
1
n
n∑
k=1
‖gk − g‖ = 0, (39)
where gn and ‖g‖ are ﬁnite and (4) holds, then
lim
n→∞hn(ω) =
∑
i
g(i)πi a.e., (40)
where π = (π1,π2, . . .) is the common row vector of the constant stochastic matrix Q .
Proof. Letting fn(x, y) = − ln pn(x, y) in Theorem 1, this theorem follows from Theorem 1 and (36)
directly. 
Example 3. Let
R =
(
1
2
1
2
1
2
1
2
)
,Rk =
(
1
k
1 − 1
k
1 − 1
k
1
k
)
, k = 2, 3, . . .
Let {Xn,n 0} be a nonhomogeneous Markov chain taking values in the state space S = {1, 2} with
Pn =
{
Rk as n = 2k , k = 2, 3, . . . ,
R otherwise.
It is easy to see that RRk = RkR = R and R2 = R, then P(m,m+k) = R (k  2). Let Q = R. Noticing that
‖Rk − R‖ 1 (k = 2, 3, . . .), we have
sup
m0
∥∥∥∥∥∥
1
N
N∑
k=1
P(m,m+k) − Q
∥∥∥∥∥∥
1
N
.
Thus (4) holds.
Let fn(x, y) = − ln pn(x, y). It is easy to see that {fn(x, y),n 1} is a sequence of unbounded functions.
Since
Ef 2n (Xn−1,Xn) =
2∑
i=1
2∑
j=1
pn(i, j)(ln pn(i, j))
2P(Xn−1 = i) 8e−2,
we have (12) and (38) hold for ϕn(x) = x2.
Since
gn(i) =
∑
j
fn(i, j)pn(i, j) = −
2∑
j=1
pn(i, j) ln pn(i, j)
=
{
− 1
k
ln 1
k
−
(
1 − 1
k
)
ln
(
1 − 1
k
)
as n = 2k , k = 2, 3, . . . ,
ln 2 otherwise,
i = 1, 2.
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Let g(i) = ln 2, i = 1, 2. It is easy to see that
‖gn − g‖ =
⎧⎪⎨
⎪⎩
ln 2 + 1
k
ln 1
k
+
(
1 − 1
k
)
ln
(
1 − 1
k
)
 ln 2
as n = 2k , k = 2, 3, . . . ,
0 otherwise.
i = 1, 2.
Hence we have
1
n
n∑
k=1
‖gk − g‖
1
n
log2 n · ln 2 → 0 (n → ∞).
Thus (22) and (39) hold.
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