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Abstract
We are interested to detect periodic signals in Hilbert space valued time series when the
length of the period is unknown. A natural test statistic is the maximum Hilbert-Schmidt
norm of the periodogram operator over all fundamental frequencies. In this paper we analyze
the asymptotic distribution of this test statistic. We consider the case where the noise vari-
ables are independent and then generalize our results to functional linear processes. Details
for implementing the test are provided for the class of functional autoregressive processes.
We illustrate the usefulness of our approach by examining air quality data from Graz, Aus-
tria. The accuracy of the asymptotic theory in finite samples is evaluated in a simulation
experiment.
Keywords: periodogram, periodicities, spectral analysis, time series, functional data, hy-
pothesis testing.
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1 Introduction
Periodic characteristics are present in many time series due to various factors such as different
seasons, meteorological phenomena, human economic activity, transport, etc. The interest to
detect, analyze and model periodicities goes back to the origins of time series analysis (for example,
Schuster [34], Walker [39], Yule [41], Fisher [10], Grenander and Rosenblatt [12], Jenkins and
Priestley [20], Hannan [14], Shimshoni [36] to name just a few).
The primary motivation of this paper is to develop a methodology to detect periodicities in
functional time series (FTS). This a sequence {Xt}t≥1, where each Xt is a curve {Xt(u)}u∈U .
FTS have been gaining interest in recent years due to the advances of modern technology and
the availability of high frequency data. Frequently, FTS arise from measurements obtained by
separating a continuous time process {Y (u)}u≥0 into natural consecutive intervals, for instance,
days. Then, in an appropriate time scale we have Xt(u) = Y (t + u) for u ∈ U = [0, 1]. Examples
include volume of credit card transactions (Laukaitis and Racˇkauskas [23]), electricity spot prices
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(Liebl [24]), high frequency asset price data (Horva´th et al. [18]), daily pollution level curves (Aue
et al. [1]), daily vehicle traffic curves (Klepsch et al. [22]), etc. It should be noted, that such a
segmentation already accounts for a periodic structure in the underlying continuous time process.
For example, when we segment into daily data, it is because we expect a similar daily fluctuation
in each curve. Our interest is then to investigate if there remains a periodic behavior with respect
to the discrete time parameter t.
While this problem is well explored in the univariate setting (see Section 10.2 of Brockwell and
Davis [3] for an overview of the classical tests), developments in multivariate or functional context
are restricted to periodicity tests where the length of the period is known (see MacNeill [26] and
Ho¨rmann, Kokoszka, and Nisol [16]). This paper is motivated by the interest in testing for an
unspecified period, which makes the problem considerably more complex and requires an entirely
different theoretical approach. Testing for an unspecified period (in residuals or raw data) is
relevant, because periodic behavior can have diverse causes and quite often is not evident. Even
though sometimes we expect that the data contains, for example, a weekly or monthly periodic
component, there are situations when the period of a latent signal is not so evident. For instance,
the solar cycle is a nearly periodic 11-year change in the Sun’s activity measured in terms of
variations in the number of observed sunspots on the solar surface discovered by Schwabe [35].
In Section 4 we also show that our test indicates an unexpected periodic component in the air
quality data set from Graz, Austria.
Our test is based on the frequency domain approach to FTS analysis, which is rather natural
in this context. This topic has been gaining a significant amount of attention in recent years and
it is very useful in various problems (see, for example, Panaretos and Tavakoli [29], Ho¨rmann,
Kidzin´ski, and Hallin [19], Zhang [42], Characiejus and Rice [4] among others). For the theoretical
developments which follow we consider time series with values in an abstract separable Hilbert
space. In this way we cover functional and multivariate data. For the latter our results are also
new.
Before we describe our approach in detail, we introduce notation that is used throughout the
paper. Suppose that H0 is a real separable Hilbert space equipped with an inner product 〈·, ·〉 :
H0×H0 → R and the corresponding norm ‖·‖ : H0 → [0,∞). The complexification ofH0 is denoted
by H := H0 ⊕ iH0 and the space H inherits the Hilbert space structure from H0. The complex
inner product is defined as 〈u, v〉H0 = 〈u0, v0〉+ 〈u1, v1〉+ i(〈u1, v0〉 − 〈u0, v1〉) for any u = u0 + iu1
and v = v0 + iv1 in H with u0, u1, v0, v1 ∈ H0. For easier notation, we henceforth consider H0 as a
subspace of H and use 〈·, ·〉 for the real and the complex inner product. We do the same for the
norm and other definitions to come. L(H) denotes the space of bounded linear operators on H
and it is equipped with the usual operator norm ‖A‖ = sup‖x‖=1 ‖A(x)‖. We say that an operator
A is Hilbert-Schmidt (trace-class) if its singular values {σk}k≥1 are square summable (absolutely
summable). We define the corresponding Hilbert-Schmidt norm ‖A‖S = (
∑∞
k=1 σ
2
k)
1/2 and the
trace norm ‖A‖T =
∑∞
k=1 σk (see Weidmann [40] for more details). For x, y ∈ H, the tensor of x
and y is a rank one operator x ⊗ y : H → H defined by (x ⊗ y)(z) := 〈z, y〉x for each z ∈ H. In
particular this gives rise to the covariance operator Var(X) := E[(X − EX) ⊗ (X − EX)]. We
note that for H0 = Rd with d > 1 this is the usual covariance matrix. For more details on random
elements in Hilbert spaces, we refer to Bosq [2].
Suppose that X1, . . . , Xn are observations of random elements with values in some separable
Hilbert space H0 and define the discrete Fourier transform (DFT) of X1, . . . , Xn by setting
Xn(ω) := 1√
n
n∑
t=1
Xte
−itω
2
for n ≥ 1 and ω ∈ [−pi, pi, ], where i = √−1. By its very definition Xn(ω) is an element of the
complex Hilbert space H := H0 ⊕ iH0 for ω ∈ [−pi, pi]. The periodogram operator is defined by
In(ω) := Xn(ω)⊗Xn(ω) (1.1)
for n ≥ 1 and ω ∈ [−ω, ω] and it is a well-known and important tool in time series analysis. It is the
main ingredient for estimation of the spectral density operator (see Panaretos and Tavakoli [29])
and it is the key statistic for detection of periodic signals in the data. What is of particular interest
is the maximum of the periodogram operator defined by
Mn := max
j=1,...,q
‖In(ωj)‖S = max
j=1,...,q
‖Xn(ωj)‖2, (1.2)
where ω1, . . . , ωq are the Fourier or the fundamental frequencies given by ωj = 2pij/n with j =
1, . . . , q and q = b(n−1)/2c. In the univariate case the exact distribution of Mn can be derived for
independent and identically distributed (iid) Gaussian data (see Fisher [10] as well as Section 10.2
of Brockwell and Davis [3]). Then Mn is the maximum of q iid standard exponential random
variables and Mn belongs to the domain of attraction of the standard Gumbel distribution. That is,
Mn−log q converges in distribution to the standard Gumbel distribution as n→∞ (the cumulative
distribution function of the standard Gumbel distribution is given by F (x) = exp{−e−x} for
x ∈ R). If we superimpose a sinusoidal signal st = α cos(θ + ωjt) for some j ∈ {1, . . . , q} to the
observations, then Mn will diverge at a rate proportional to n, which in turn then leads to a very
powerful test statistic.
The assumption of Gaussianity is restrictive and hence an alternative approach would be to
establish the asymptotic distribution of the appropriately standardized maximum Mn under more
general conditions. Walker [38] conjectured that the same result still holds even if the random
variables are not normal, provided that the moments of the distribution of X1, . . . , Xn up to some
sufficiently high order exist. Walker [38] also stated that no proof was known at the time and that
the problem of constructing one is undoubtedly extremely difficult. Almost 35 years later, Davis
and Mikosch [7] proved that the limit indeed remains the same provided that E |X1|s < ∞ with
some s > 2 using a Gaussian approximation technique due to Einmahl [8]. Later on the results of
Davis and Mikosch [7] were extended by Lin and Liu [25] to a broad class of stationary processes.
The main result of this paper is an extension of the result of Davis and Mikosch [7] (see
Theorem 2.1 therein) to real separable Hilbert spaces (finite dimensional or infinite dimensional)
under certain technical conditions (see Theorems 1, 2, 3, and 4). A key ingredient of our proof
is a powerful Gaussian approximation developed by Chernozhukov et al. [5] which in turn relies
on an anti-concentration inequality due to Nazarov [28]. In fact, we obtain a slight extension
of Proposition 3.2 of Chernozhukov et al. [5] by making the dependence of the bound on certain
parameters explicit (see Proposition 2 as well as Appendix A). This result might be of independent
interest.
In many situations, assuming that the observations are iid random elements is not realistic and
hence we provide extensions of our main results to dependent sequences. Following the classical
approach of Walker [38], we provide a generalization to linear processes (see Theorem 5 as well
as Theorem 6). Our Lemma 1 not only extends the results of Walker [38] but also does so under
weaker conditions.
These results allow us to construct tests for hidden periodicities in time series with values in a
separable Hilbert space which complement the methods of Ho¨rmann et al. [16], where the length
of the period is assumed to be known. Specifically, we want to test the null hypothesis H0 that
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the observations are generated by a linear process (no periodic component) against the alternative
hypothesis H1 that the observations are generated by a linear process with a superimposed deter-
ministic periodic component with an unknown period. We also establish the consistency of the
proposed test (see Theorem 8) without assuming any specific shape or form of the superimposed
deterministic periodic component.
The rest of the paper is organized as follows. In Section 2 we formulate our main theorems
which are valid for iid data. In Section 3 we extend these results to linear processes. Then we
illustrate in Section 4 how to use our results to construct a test for periodic signals in functional
time series at some unknown frequency. We evaluate the finite sample behavior in a simulation
study and with a real data example in Section 5. We give a conclusion in Section 6 and provide
the proofs in Section 7. In the Appendix, we prove two theorems which are of separate interest
and which are needed for proving our main results.
2 Main results
Suppose that {Xt}t≥1 are iid random elements with values in H0 such that EX1 = 0 and E‖X1‖2 <
∞. Let {vk}k≥1 be the eigenvectors (principal components) of the covariance operator E[X1⊗X1]
with their corresponding eigenvalues {λk}k≥1. The {vk}k≥1 form an orthonormal basis of H0 and
{λk}k≥1 are indexed in a non-increasing order. We use the following assumption in some of our
results.
Assumption 1. λk > λk+1 for each k ≥ 1.
Below we use V ∼ Exp(θ) to indicate that V follows an exponential distribution with mean 1/θ and
V ∼ Hypo(θ1, . . . , θp) if the variable V follows a hypoexponential distribution, i.e. V ∼
∑p
k=1Ei
where Ei are independent Exp(θi) random variables with 1 ≤ i ≤ p. As usual, N(µ, σ2) denotes
the normal distribution with mean µ and variance σ2.
2.1 The multivariate setup
We start by studying the projections of Xt’s onto the space spanned by {v1, . . . , vd}:
Xdt =
d∑
k=1
〈Xt, vk〉vk, t ≥ 1.
The DFT and the periodogram operator of {Xdt }1≤t≤n are defined by
X dn (ω) = n−1/2
n∑
t=1
Xdt e
−itω and Idn(ω) = X dn (ω)⊗X dn (ω), (2.1)
respectively, for ω ∈ [−pi, pi]. Observe that Xdt = Xt and X dn (ω) = Xn(ω) if H0 = Rd. So the
multivariate setting can be viewed as a special case.
If we assume for the moment that the Xt’s are iid Gaussian random elements, then we have
that
max
1≤j≤q
‖X dn (ωj)‖2 = max
1≤j≤q
{ d∑
k=1
λkEkj
}
, (2.2)
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where Ekj are independent Exp(1) random variables for 1 ≤ k ≤ d and 1 ≤ j ≤ q. This follows
from the orthogonality of {vk}k≥1, which implies that 〈Xt, vk〉 are independent N(0, λk) random
variables. Consequently, ‖X dn (ωj)‖2 are independent Hypo(λ−11 , . . . , λ−1d ) random variables. To
have a non-degenerate limiting distribution, the variable Mn needs to be centered and scaled. The
corresponding sequences depend on the eigenvalues of Var(Xd1 ). If Assumption 1 holds, then we
have that λ−11 (max1≤j≤q ‖X dn (ωj)‖2 − bdq) d→ G as n → ∞, where G denotes a standard Gumbel
distribution and where
bdn = λ1 log(nα1,d) and α1,d =
d∏
j=2
(1− λj/λ1)−1 (2.3)
(see Lemma 3 in Section 7.2).
IfH0 = Rd, and if Σ := E[XtX ′t] has full rank we consider the standardized process {Σ−1/2Xt}t≥1.
Alternatively, we may directly assume that Var(X1) = Id, where Id is the identity matrix. Then
max1≤j≤q ‖Xn(ωj)‖2 − cq d−→ G as n→∞, where
cn = log n+ (d− 1) log log n− log(d− 1)! (2.4)
for n ≥ 3 (see Example 1 of Kang and Serfozo [21] or Table 3.4.4 of Embrechts et al. [9]).
In the following two theorems, we extend these results to iid random elements provided that
the moments up to some sufficiently high order exist.
Theorem 1. Let {Xt}t≥1 be iid random elements in H0 with E‖X1‖r < ∞ for some r > 2.
Suppose that Assumption 1 holds and d ≥ 1 is fixed. Then
λ−11 ( max
1≤j≤q
‖X dn (ωj)‖2 − bdq) d→ G as n→∞, (2.5)
where bdq is given by (2.3).
Theorem 2. Let {Xt}t≥1 be iid random vectors in Rd with E‖X1‖r < ∞ for some r > 2 and
E[X1X
′
1] = Id, where Id is the identity matrix. Then
max
1≤j≤q
‖Xn(ωj)‖2 − cq d−→ G as n→∞,
where cq is given by (2.4).
The proofs of Theorem 1 and Theorem 2 are given in Section 7. They rely on a powerful
Gaussian approximation due to Chernozhukov et al. [5] (see Proposition 1). If H0 = R, we recover
Theorem 2.1 of Davis and Mikosch [7] as a special case of Theorem 2. To the best of our knowledge,
Theorem 1 is the first multivariate generalization of Theorem 2.1 of Davis and Mikosch [7].
We now present an extension of Theorem 1, where we let d grow to infinity as n→∞.
Theorem 3. Suppose that E‖X1‖4 <∞ and that Assumption 1 holds. Assume that {kλk}k≥1 is
eventually monotonic, i.e. there exists k0 ≥ 1 such that
kλk ≥ (k + 1)λk+1 (2.6)
5
for all k ≥ k0. Then convergence (2.5) still holds if d is replaced by a sequence of integers {dn}n≥1
such that dn →∞, and
d4n
λ
1/2
dn
= o(n1/6/ log7/6 n) and dn = O(n
γ0) (2.7)
as n→∞ with
γ0 < min
{
min
k≥2
{1
k
(λ1
λk
− 1
)}
, 1
}
. (2.8)
Since we assume that λk’s are strictly decreasing and summable, we have that kλk = o(1) as
k →∞ and hence we only additionally require {kλk}k≥1 to be eventually monotonic in Theorem 3.
The first condition in (2.7) ensures that the Gaussian approximation still holds while the second
condition in (2.7), as well as (2.6) and (2.8) are used to show that the hypoexponential distribution
with an increasing number of parameters belongs to the domain of attraction of the Gumbel
distribution (see Lemma 4 in Section 7.2). If dn → ∞ as n → ∞, we can choose a centring
sequence {bn}n≥1 independently of {dn}n≥1 by setting bn = limd→∞ bdn for n ≥ 1, where bdn is
defined by (2.3) (see Lemma 9).
2.2 The infinite dimensional case
The following theorem establishes a fully functional result, i.e. the convergence in distribution of
λ−11 (Mn − bq) as n → ∞, where Mn is defined by (1.2). Technical conditions are connected with
the decay rate of the eigenvalues {λk}k≥1 of the covariance operator Var(X1).
Theorem 4. Suppose that E‖X1‖r < ∞ for some r ≥ 4 and let Assumption 1 hold. Moreover,
suppose that there exists a sequence {dn}n≥1 which satisfies the conditions of Theorem 3. Consider
some sequence {`k}k≥1 of positive numbers such that
∑∞
k=1 `k = 1 and assume that
∞∑
k=1
`
−r/2
k E|〈X1, vk〉|r <∞ (2.9)
and that ∑
k>dn
(λk/`k)
r/2 = o(1/n) (2.10)
as n→∞. Then λ−11 (Mn − bq) d→ G as n→∞, where bq = limd→∞ bdq with bdq given by (2.3).
Remark 1. By our assumption r/2− 2 ≥ 0, and hence (2.9) implies∑
k>dn
`
−r/2
k E|〈X1, vk〉|r = o(nr/2−2). (2.11)
We prove Theorem 4 under weaker condition (2.11).
If X1 is a Gaussian random element, then E|〈X1, vk〉|r = E|Z|r · λr/2k , where Z ∼ N(0, 1) and
hence condition (2.10) implies condition (2.9). While under Gaussianity such an equality holds
for any r > 0, we only need this condition for some fixed r ≥ 4. To this end, we note that by the
Karhunen-Loe`ve expansion any random element X1 in H0 has the representation
X1 =
∑
k≥1
〈X1, vk〉vk =
∑
k≥1
√
λkZkvk,
6
where {Zk}k≥1 is white noise with mean zero and unit variance. Since 〈X1, vk〉 =
√
λkZk, the
condition
sup
k≥1
E|Zk|r = C <∞, (2.12)
provides the bound E|〈X1, vk〉|r ≤ Cλr/2k for all k ≥ 1. Consequently, (2.10) together with (2.12)
imply (2.9).
Let us provide two examples where the conditions of Theorem 4 are satisfied. We look at the
settings where the eigenvalues λk decay exponentially or polynomially. For numerical sequences
{αn}n≥1 and {βn}n≥1 we write αn = Θ(βn) as n→∞ if there exist k > 0, K > 0 and N ≥ 1 such
that kβn ≤ αn ≤ Kβn for all n > N .
Example 1. Suppose that E ‖X1‖r < ∞ with r > 6 and λk = Θ(ρk) with 0 < ρ < 1 as k → ∞.
Also, assume that (2.6) as well as (2.12) hold. We choose dn = bc log(n)c with
2
r log(1/ρ)
< c <
1
3 log(1/ρ)
.
Then
d4n
λ
1/2
dn
= O(log4(n)n
c
2
log(1/ρ)) = o
( n1/6
log7/6 n
)
as n → ∞ if c < (3 log(1/ρ))−1. This shows that (2.7) holds. We set `k = (1 − )−1(1 − )k for
some  ∈ (0, 1− ρ). Then (2.10) holds since∑
k>dn
(λk/`k)
r/2 = O((ρ/(1− ))rdn/2) = O(n− rc2 log((1−)/ρ)) = o(1/n)
as n → ∞ whenever c > 2/(r log(1/ρ)) and if  is small enough. Hence the required conditions
hold.
Example 2. Suppose that λk = Θ(k
−ν) with ν > 1 as k → ∞. Now choose some large enough
r > 2/(ν − 1) such that for some β > 0
1
(ν − 1)r/2− 1 < β < min
{ 1
3(8 + ν)
,min
k≥2
1
k
(λ1
λk
− 1
)
, 1
}
(2.13)
and assume that E ‖X1‖r < ∞. Also, let us assume that (2.6) as well as (2.12) hold. Then we
may set dn = bnβc and verify condition (2.7) so that Theorem 4 is applicable. To this end we
notice that
d4n
λ
1/2
dn
= O(nβ(4+ν/2)) = o
( n1/6
log7/6 n
)
as n → ∞ since β < (3(8 + ν))−1. For the second part of condition (2.7), we require β <
min{mink≥2 k−1(λ1/λk − 1), 1}.
In order to verify (2.10) we choose `k proportional to k
−(1+). Then∑
k>dn
(λk/`k)
r/2 = O
(∑
k>dn
k
r
2
(−ν+1+)
)
= O(nβ(
r
2
(1+−ν)+1)) = o(n−1)
as n→∞ if r > 2/(ν − 1) and if β > 1/((ν − 1)r/2− 1), provided that  is chosen small enough.
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3 Extension to linear processes
We consider an extension of our Theorem 2 and Theorem 4 to linear processes. Suppose that
{Xt}t∈Z is a linear process given by
Xt =
∞∑
k=−∞
ak(εt−k) (3.1)
for each t ∈ Z, where {ak}k∈Z ⊂ L(H0) such that
∑∞
k=−∞ ‖ak‖ <∞ and {εt}t∈Z are iid H0-valued
random elements with zero means. We denote the DFT of ε1, . . . , εn by
En(ω) = n−1/2
n∑
t=1
εte
−itω
for ω ∈ [−pi, pi] and n ≥ 1. We also use the impulse-response operator A(ω) defined by
A(ω) =
∞∑
k=−∞
ake
−ikω (3.2)
for ω ∈ [pi, pi].
The next lemma establishes a relationship between the DFT and the periodogram operator
of X1, . . . , Xn and the DFT and the periodogram operator of ε1, . . . , εn. Essentially, this is a
generalization of Theorem 3 of Walker [38] to linear processes with values in separable Hilbert
spaces.
Lemma 1. Suppose that {Xt}t∈Z is given by (3.1) and
∑
k 6=0 log(|k|)‖ak‖ <∞. Then
max
1≤j≤q
‖Xn(ωj)− A(ωj)En(ωj)‖ = oP (log−1/2 n) (3.3)
and
max
1≤j≤q
‖Xn(ωj)⊗Xn(ωj)− A(ωj)En(ωj)⊗ A(ωj)En(ωj)‖ = oP (1) (3.4)
as n→∞, where A(ω) is given by (3.2) for ω ∈ [pi, pi].
We note that we require a weaker summability condition than in Walker [38], where it is
assumed that
∑
k 6=0 |k|1/2‖ak‖ <∞.
Lemma 1 implies that
max
1≤j≤q
‖Xn(ωj)‖2 − max
1≤j≤q
‖A(ωj)En(ωj)‖2 = oP (1) as n→∞. (3.5)
With additional assumptions on A(ω) it is possible to establish the asymptotic distribution of
max1≤j≤q ‖A−1(ωj)Xn(ωj)‖2 from max1≤j≤q ‖En(ωj)‖2.
Lemma 2. Suppose that {Xt}t∈Z is given by (3.1),
∑
k 6=0 log(|k|)‖ak‖ < ∞, A−1(ω) exists for
each ω ∈ [−pi, pi] and supω∈[0,pi] ‖A−1(ω)‖ <∞, where A(ω) is given by (3.2). Then
max
1≤j≤q
‖A−1n (ωj)Xn(ωj)‖2 − max
1≤j≤q
‖En(ωj)‖2 = oP (1) as n→∞.
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The following example illustrates that the assumptions of Lemma 2 are satisfied by an FAR(1)
model.
Example 3. Consider an FAR(1) model given by
Xt = ρ(Xt−1) + εt =
∞∑
j=0
ρj(εt−j)
for t ∈ Z with ρ ∈ L(H0) such that ‖ρn0‖ < 1 with some n0 ≥ 1 (see Chapter 3 of Bosq [2] for more
details). Since A(ω) is a Neumann series for each ω ∈ [−pi, pi], we have that A(ω) = (I − e−iωρ)−1
and hence A−1(ω) = I − e−iωρ exists for each ω ∈ [−pi, pi], and supω∈[0,pi] ‖A−1(ω)‖ <∞.
Lemma 2 allows us to obtain the following theorem.
Theorem 5. Suppose that {Xt}t∈Z is given by (3.1), the assumptions of Lemma 2 are satisfied
and {εt}t∈Z satisfy the assumptions of Theorem 4. Then
λ−11
(
max
1≤j≤q
‖A−1(ωj)Xn(ωj)‖2 − bq
)
d→ G as n→∞.
The eigenvalues λ1 and those in the definition of bn are the eigenvalues of the covariance operator
Var(ε0).
If we restrict our attention to the multivariate case, i.e. H0 = Rd, then we can standardize
the covariance structure of {εt}t∈Z. We have the following result in the finite dimensional setting.
We note that in the following theorem we do not require distinct eigenvalues of Var(ε0) as long as
they all are positive.
Theorem 6. Suppose that H0 = Rd, {Xt}t∈Z is given by (3.1),
∑
k 6=0 log(|k|)‖ak‖ < ∞, A−1(ω)
exists for each ω ∈ [−pi, pi] and supω∈[0,pi] ‖A−1(ω)‖ < ∞, where A(ω) is given by (3.2) for ω ∈
[−pi, pi]. Suppose that the covariance matrix Σ := Var(ε0) is positive definite. Then
max
1≤j≤q
‖B−1(ωj)Xn(ωj)‖2 − cn d−→ G as n→∞,
where B(ω) = A(ω)Σ1/2, cn is given by (2.4).
We conclude by remarking that the spectral density matrix can be expressed as
F (ω) = A(ω)ΣA∗(ω) = B(ω)B∗(ω). (3.6)
for ω ∈ [−pi, pi]. Hence, we have that
‖B−1(ω)Xn(ω)‖2 = Tr[F−1(ω)[Xn(ω)⊗Xn(ω)]]
for ω ∈ [−pi, pi].
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4 Detecting periodic signals
In this section we discuss the application of our results to testing for hidden periodicities in
functional time series. Our basic framework hence is the following: assume that the sequence
{Yt}t∈Z is given by
Yt = µ+ s(t) +Xt (4.1)
for t ∈ Z, where µ ∈ H0, s : Z→ H0 is a deterministic periodic function such that s(t) = s(t+ d)
for all t ∈ Z with some d ≥ 2 and ∑dt=1 s(t) = 0. We complement the recent results of Ho¨rmann
et al. [16], where such tests were developed when the length of the period d is assumed to be
known. In the following we do not assume that d is known. We investigate the subsequent testing
problem:
H0 : (4.1) holds with ‖s(t)‖ ≡ 0 versus H1 : (4.1) holds with ‖s(t)‖ 6≡ 0. (4.2)
The noise process Xt can follow any of the different settings discussed in the present paper (multi-
variate, multivariate with increasing dimension, iid data, linear processes). Of course, every setting
requires different—though conceptually similar—test statistics. To keep the paper streamlined we
focus here on the infinite dimensional setting. In particular we are going to assume that Xt is an
FAR(1) process Xt = ρ(Xt−1) + εt. For this setup we will work out the details. With ρ = 0 this
includes the iid case, where we can actually relax Assumption 2 below, since we do not have to
estimate ρ then. The proofs of this section are given in Section 7.4.
Suppose for the moment that Σ = Var(εt) and ρ are known. Let λj be the eigenvalues of Σ.
Then, under H0 and suitable assumptions on the innovations εt, we get by Theorem 5 that the
test statistic
λ−11 max
1≤j≤q
‖(I − e−iωjρ)Yn(ωj)‖2 − log(q) +
∞∑
j=2
log(1− λj/λ1)
converges to the standard Gumble distribution. Here Yn(ωj) denotes the discrete Fourier transform
of Y1, . . . , Yn (note that under H0 we have Yn(ωj) = Xn(ωj) for all 1 ≤ j ≤ q.) In practice, we
need to replace ρ and λj by estimators to get a valid test statistic. We will impose the following
assumption.
Assumption 2. Suppose that ρ̂ is an estimator of ρ, with ‖ρ̂ − ρ‖ = oP (a−1n ), where log n ≤
an ≤
√
n. Assume ‖ρ‖ < 1. Assume moreover, that the innovations εt satisfy the assumptions of
Theorem 4. Finally we suppose that µ = 0.
Assumption 2 contains the basic assumptions on the innovations which we require in the iid
case to apply our theorems. In addition we need a consistent estimator for ρ, which is, for
example, established in Bosq [2] or Ho¨rmann and Kidzinski [15]. Rates of convergence can be
found in Guillas [13]. The requirement ‖ρ‖ < 1 assures that the corresponding FAR(1) process
is stationary. Assuming µ = 0 is a simplification. Otherwise we center the data by the sample
mean. A constant shift does not alter Yn(ωj) for j = 1, . . . , q.
Theorem 7. Define λˆj to be the eigenvalues of
1
n−1
∑n
k=2 εˆk ⊗ εˆk, where
εˆk = Xk − ρ̂ (Xk−1), k = 2, . . . , n.
Under H0 and Assumption 2, we have that
Tn := λˆ
−1
1 max
1≤j≤q
‖(I − e−iωj ρ̂ )Yn(ωj)‖2 − log(q) +
an∑
j=2
log(1− λˆj/λˆ1) d→ G as n→∞.
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Remark 2. In Theorem 7 the truncation parameter an in the centering constant can be replaced
by any bn ≤ an with bn →∞.
Our next result establishes consistency of our test statistic when H0 is violated. We assume
that there exists d ≥ 2 such that s(t) = s(t+d) and ‖s(t)‖ 6≡ 0. In the formulation of the theorem
below, we allow d and s(t) to be dependent on n.
Theorem 8. Consider the assumptions of Theorem 7, but assume now that H0 doesn’t hold.
Suppose that max1≤t≤d ‖s(t)‖ = O(1) and
√
n
d2
→∞ and ψn :=
∥∥∥∥ d∑
t=1
s(t)e−i
2pi
d
t
∥∥∥∥ 1d2
√
n
log n
→∞. (4.3)
Suppose moreover, that ρ̂
P→ ρ′, with ‖ρ′‖ < 1 and λˆj P→ λ′j, with
∑
j≥1 λ
′
j < ∞. Then we have
Tn
P→∞ as n→∞.
Condition (4.3) is a technical condition which is fairly mild and which assures that the periodic
signal is strong enough to be picked up by the Fourier transform. The assumptions on ρ̂ and λˆj are
needed because the violation of H0 implies that our process {Yt}t∈Z is not stationary. Therefore
the estimator for ρ—neglecting the underlying periodic signal—is in general not consistent. When
the length of the period is known, then the estimator can be adapted to remain consistent under
the alternative. Here we do not assume that d is known and hence we use the same estimator for
ρ as in the stationary case. To work out the asymptotics of the estimator under the alternative is
beyond the scope of this paper and hence is phrased as an assumption.
5 Empirical study
In this section we compare the asymptotic theory developed in this paper to the finite sample
behaviour of the statistic Tn from Section 4. To this end we organize a simulation study which we
describe now in detail. The first step is to generate suitable data.
5.1 Generating functional time series
The target in a simulation is to generate synthetic data, so that we have control over the data
generating process (DGP). Often, however, we find the available simulation settings for functional
data rather unrealistic. We want to explain here a setting which allows to generate synthetic and
at the same time realistic data. To this end we use as our basic building block a real data set
which we are well familiar with and which we have used as a toy data set in different papers,
namely PM10 curves in Graz, Austria. PM10 is measured in µg/m3 and describes the amount
of particles with a diameter of less the 10µm in 1 cubic-meter of air. Specifically, our data set
consists of 182 observation days in the winter season 2010/2011 (October–March). The data are
recorded in 30 minutes intervals, resulting in 48 observations per day. We have removed the
week around New Year’s Eve because of high outlying observations due to fireworks, leaving 175
days. In the data preprocessing we have also removed a potential weekday effect, by centering the
data with corresponding weekday averages. To account for heavy tails, we have done a square-
root transformation, i.e. we look at
√
PM10. The preprocessed data are than transformed to
functional data by a basis function approach, see Ramsay et al. [32]. We use the R-package fda
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and the command Data2fd with 21 Fourier basis functions. To the resulting functional time series
Z1, . . . , Z175 we fit an FAR(1) model Zt = ψ(Zt−1)+et. The estimator ψ̂ is a PCA based estimator
defined as in Bosq [2], p. 218. We set the tuning parameter kn = 8. This parameter determines the
number of principal components to use for the estimator. In our example 8 principal components
are needed to explain more than 99% of the variability in the data. In general, a linear operator ψ
on the function space L2 can be represented in the form ψ =
∑
i,j≥1 ψi,jvi ⊗ vj where {vi : i ≥ 1}
are the Fourier basis functions. Hence ψ is equivalent to an infinite dimensional correspondance
matrix Ψ = ((ψij)). In our case, since we use 21 Fourier basis functions to expand the data, ψ̂
corresponds to a 21 × 21 matrix Ψ̂. In Figure 1 we show the 9 × 9 sub-matrix representing the
upper left corner of Ψ̂. This Ψ̂ is close to an upper triangular matrix. It is very different from
common settings where mainly diagonal or symmetric matrices are used.
FAR operator
Column
R
ow
+0.72 −0.27 +0.61 −0.66 +0.15 −1.11 +0.14 −0.39 −0.11
+0.09 +0.15 +0.08 −0.11 +0.40 +0.00 +0.41 −0.56 −0.05
−0.02 +0.06 −0.00 +0.13 −0.03 −0.22 −0.14 −0.33 +0.10
+0.10 −0.18 +0.08 +0.17 −0.16 −0.01 +0.21 −0.43 +0.07
+0.01 +0.01 −0.02 −0.08 +0.21 +0.06 −0.08 −0.19 +0.02
+0.03 −0.06 +0.03 −0.05 +0.08 +0.16 +0.10 +0.05 −0.04
−0.03 +0.11 +0.03 +0.08 −0.15 −0.10 +0.13 −0.23 +0.03
+0.02 −0.06 +0.03 −0.00 +0.04 +0.09 −0.03 −0.08 +0.02
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Figure 1: The coefficient matrix (upper 9×9 elements) of the FAR(1) operator
estimated for the PM10 sample and used for our DGP.
Now we start with the actual generation of our synthetic data. To this end we compute the
residuals eˆt = Zt − ψ̂ (Zt−1), 2 ≤ t ≤ 175 and generate a functional time series Xt = ρ(Xt−1) + εt,
using ρ = ψ̂, and ε0, . . . , εn being an iid bootstrap sample of size n from eˆ2, . . . , eˆ175. We use
X0 = ε0. Our construction assures that we get a functional time series which is stationary and
behaves similarly as the original PM10 data.
5.2 Simulation setting
The core algorithm for our simulations can be described as follows:
Simulation algorithm:
1. Generate n data from the FAR(1) process Xt = ρ(Xt−1) + εt.
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2. Generate a d-periodic signal s(t) and define Yt = s(t) +Xt.
3. Estimate the auto-regression operator ρ.
4. Calculate the residuals εˆt = Xt − ρ̂ (Xt−1).
5. Using εˆt compute estimates λˆj for the eigenvalues of Σ = Var(ε0).
6. Compute Tn and then δ := I{Tn>q1−α}, where q1−α = G−1(1 − α) and IA is the indicator
function on A.
7. Repeat Steps 1–6 2000 times independently to obtain δ1, . . . , δ2000 and calculate the empirical
rejection rate rˆ := av(δi : 1 ≤ i ≤ 2000).
Step 1 was outlined in Section 5.1. For the sample sizes we use n = 100, 250, 500. The periodic
signal in Step 2 we define as s(t, u) = s(t) = a cos(2pit/d), where d − 2 is a Poisson-distributed
random variable Pλ with λ = 5 and λ = 15. (Note that we guarantee d ≥ 2.) For a we investiage
the values a = 0, 1, 2. Clearly, a = 0 corresponds toH0. In Step 3 we estimate ρ using the estimator
outlined in Section 5.1, again with kn such that we explain more than 99% of the variance in our
sample. In Step 6 we need to choose an. We use an = argminj≥1{− log(1− λˆj/λˆ1) ≤ 0.01}. The
significance levels for our tests are α ∈ {0.1, 0.05, 0.01}.
For all combinations of n, λ and a we run the experiment 2000 times and report rˆ = rˆ(n, λ, a, α)
in Table 1. We can see that the respective size is captured fairly accurately even at the relatively
small sample size n = 100. Not surprisingly, the test is more powerful for shorter periods and larger
sample sizes. Concerning the power we notice that under our setting with a = 1 the signal-to-noise
ratio is
1
d
d∑
t=1
‖s(t)‖2
/
E‖Xt‖2 ≈ 1
5.5
.
Here we have approximated E‖Xt‖2 by 1n
∑n
t=1 ‖Xt‖2 with n = 104.
rˆ(n, λ, a, α) a = 0 (≡ H0) a = 1 a = 2
α 0.1 0.05 0.01 0.1 0.05 0.01 0.1 0.05 0.01
λ = 5 n = 100 0.066 0.029 0.004 0.861 0.799 0.670 1.000 0.999 0.993
n = 200 0.082 0.038 0.006 0.989 0.983 0.970 1.000 1.000 1.000
n = 500 0.093 0.054 0.011 1.000 1.000 0.999 1.000 1.000 1.000
λ = 15 n = 100 0.082 0.041 0.005 0.249 0.165 0.071 0.818 0.758 0.606
n = 200 0.071 0.035 0.006 0.569 0.471 0.293 0.985 0.973 0.922
n = 500 0.096 0.045 0.007 0.990 0.978 0.942 1.000 1.000 1.000
Table 1: Empirical rejection rates in our simulation study.
5.3 Application to real data
We now apply the test directly to the PM10 data set. In Ho¨rmann et al. [16] the same data were
tested for a fixed period d = 7 in order to reveal a potential weekday effect. It was found there,
that such a weekday effect is significant. The reason being that on weekends the shape of the PM10
curves (again we use
√
PM10 curves) changes towards a lower level during day time and higher
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levels during the night time. Since the test we propose here is not requiring knowledge of the
period d, it is of course expected to have smaller power.
We consider two settings: in the first we use the data Z1, . . . , Z175 as described in Section 5.1,
i.e. the detrended data, centered by the weekday averages. In addition we consider Z˜1, . . . , Z˜175,
where the detrending step is skipped. This data corresponds to the actual
√
PM10 curves.
Instead of plainly computing the test statistic Tn we rather show in Figure 2 plots of
Tn(j) := ‖(I − e−iωj ρ̂ )Yn(ωj)‖2 − log(q) +
an∑
j=2
log(1− λˆj/λˆ1) j = 1, . . . , q = 87.
The horizontal lines represent critical values at levels α = 0.1, 0.05 and 0.01. For the detrended
data (left figure) we cannot find a significant violation of H0. Also for the non-detrended data
(right figure) a weekly periodicity, corresponding to frequency ω25 =
2pi
7
(marked by the dashed
vertical line) does not stand out significantly. So here we are confronted with the loss in power we
mentioned before. However, to our surprise, we did notice a significant periodicity at frequency
ω1. A closer look into the data shows that it can be explained by a seasonal behavior of PM10,
which we did not notice earlier. Taking a moving averages sliding over the data, we observed
a slightly increasing trend of the base PM10 level towards the high winter, followed again by a
decreasing trend towards spring. We remark that it is quite difficult to notice such features by
visual inspection, since plotting and visually analysing 175 functional data in a sequence is not
quite obvious.
In practice it is advisable to test for a fixed frequency, if we have a particular conjecture about
the length of the period. The example shows that it is well worth to complement this approach
with our new test, as it may reveal periodicities which are not a priori expected.
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Figure 2: The statistics Tn(j) plotted for index j = 1, . . . , q. The left figure is
based on (Zi) (detrended data) the right figure on (Z˜i) (actually PM10 curves).
6 Conclusion
We have investigated the limiting distribution of the maximum norm of the periodogram operator
of a Hilbert space valued random sequence. This a very useful statistic when we are interested in
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revealing a hidden periodic signal in functional time series. For the proof of our main results we
proceed stepwise from the multivariate, to the high-dimensional (i.e. the dimension is diverging
with sample size) and then to the infinite dimensional case. The method of proof we use is based on
recent advances in the normal approximation of high dimensional data in Chernozhukov et al. [5].
Our approach can be used to recover a classical result of Davis and Mikosch [7] for univariate data.
In fact, the proof for the univariate results in Davis and Mikosch [7] with our approach would be
much shorter. For passing to the infinite dimensional case we had to slightly adapt the result of
Chernozhukov et al. [5] for our needs, and make the constant in the normal approximation bounds
explicit. The application also demands to extend our theory beyond independent data. We have
presented an extension to linear processes under quite sharp conditions.
Finally, we conducted an empirical study to investigate how this theory works with simulated
as well as real data. We investigate the PM10 data set from Graz, Austria which we are well familiar
with and which we have used as an example in different publications (see Stadlober et al. [37] and
Ho¨rmann et al. [16]). This is an air quality data set that contains the amount of particulate matter
of up to 10µm in diameter measured in µg/m3. The PM10 data set is also the main building block
of our simulated data. We use it to generate synthetic and at the same time realistic data via
some resampling scheme. Our simulation study shows that our approach has good finite sample
performance. We also compare our test with the test of Ho¨rmann et al. [16] using the PM10 data
set. Since here we do not require the knowledge of the period, it is expected that we have smaller
power. Our test does not detect the same (weekly) periodic component as the test by Ho¨rmann
et al. [16], but the new approach reveals another seasonal effect which we did not notice previously.
7 Proofs and auxiliary lemmas
For the proofs we introduce the following notation and conventions. We use again ‖ · ‖ as norm on
H but also for the Euclidian norm in Rd. The specific meaning should be clear from the context.
We use Nd(µ,Σ) for the d-variate normal law with mean µ and covariance Σ. The unit-sphere in
Rd is denoted Sd−1 = {x ∈ Rd : ‖x‖ = 1}. We define ‖u‖0 the number of non-zero components of
the vector u ∈ Rd. We will use IA for indicator function of a set A and Id the identity matrix in
Rd.
The main tool of our proofs is a powerful result of Chernozhukov et al. [5]. Suppose that
V1, . . . , Vn are independent random vectors in Rp with zero means and finite second moments. Let
W1, . . . ,Wn be independent Gaussian random vectors in Rp such that Wi ∼ Np(0, E[ViV ′i ]) for
1 ≤ i ≤ n. Set SVn = n−1/2
∑n
i=1 Vi and S
W
n = n
−1/2∑n
i=1Wi for n ≥ 1. Chernozhukov et al. [5]
establish a bound for
ρn(Asp(s)) = sup
A∈Asp(s)
|P (SVn ∈ A)− P (SWn ∈ A)|, (7.1)
where Asp(s) is the class of s-sparsely convex subsets of Rd. A set A is an element of Asp(s)
if A is an intersection of finitely many convex sets Ak and if the indicator function of each Ak,
x 7→ IAk(x), depends only on s components of its argument x = (x1, . . . , xd). We state some
conditions which will be needed:
(i) n−1
∑n
t=1E|u′Vt|2 ≥ b for all u ∈ Sp−1 and ‖u‖0 ≤ s;
(ii) n−1
∑n
t=1E|Vt,j|2+k ≤ Bkn for all j = 1, . . . , p and k = 1, 2;
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(iii) E exp(|Vt,j|/Bn) ≤ 2 for all t = 1, . . . , n and j = 1, . . . , p;
(iv) Emax1≤j≤p(|Vt,j|/Bn)q ≤ 2 for all t = 1, . . . , n,
where b, q > 0 are some constants and Bn ≥ 1 is a sequence of constants, possibly growing to
infinity as n→∞.
Proposition 1. (Chernozhukov et al. [5, Proposition 3.2])) Under conditions (i), (ii) and (iii),
it holds that
ρn(Asp(s)) ≤ C · B
1/3
n log
7/6(pn)
n1/6
(7.2)
for n ≥ 4. The constant C in (7.2) depends only on b, s and q.
7.1 Proofs of main results
Proof of Theorem 1. We denote
X˜t = XtI{‖Xt‖≤n1/r} − E[X1I{‖X1‖≤n1/r}],
and
X˜dt =
d∑
k=1
〈X˜t, vk〉vk and X˜ dn (ω) = n−1/2
n∑
t=1
X˜dt e
−itω
for n ≥ 1, t ≥ 1, d ≥ 1 and ω ∈ [−pi, pi]. In view of Lemma 10 in Section 7.5, it suffices to show
that λ−11 (max1≤j≤q ‖X˜ dn (ωj)‖2− bdn) d→ G as n→∞. To this end let us define R2dq-valued random
vectors
SVn = n
−1/2
n∑
t=1
Vt
for n ≥ 1, where Vt = (〈X˜t, v1〉f ′t , . . . , 〈X˜t, vd〉f ′t)′ with
ft = (cos(tω1), sin(tω1), . . . , cos(tωq), sin(tωq))
′ ∈ R2q. (7.3)
Note, that for the sake of a lighter notation we suppress in some variables the dependence on d
and q .
We let Vt,m and S
V
n,m be the m-th element of the vectors Vt and S
V
n , respectively. For some
ordered index set J we let Vt,J = (Vt,j : j ∈ J)′. Analogously we define SVn,J . Then
Vt,2q×(`−1)+2k−1 = 〈X˜t, v`〉 cos(tωk) and Vt,2q×(`−1)+2k = 〈X˜t, v`〉 sin(tωk),
for 1 ≤ ` ≤ d and 1 ≤ k ≤ q. Thus, with the sets Jk = J + 2(k − 1), where
J = {1, 2, 2q + 1, 2q + 2, . . . , 2(d− 1)q + 1, 2(d− 1)q + 2} (7.4)
we obtain vectors Vt,Jk ∈ R2d, k = 1, . . . , q, where
Vt,Jk = (〈X˜t, v1〉 cos(tωk), 〈X˜t, v1〉 sin(tωk), . . . , 〈X˜t, vd〉 cos(tωk), 〈X˜t, vd〉 sin(tωk))′.
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It holds that
P ( max
1≤k≤q
‖X˜ dn (ωk)‖2 ≤ x) = P (‖X˜ dn (ωk)‖2 ≤ x for all k = 1, . . . , q)
= P (‖SVn,Jk‖2 ≤ x for all k = 1, . . . , q)
= P (SVn ∈ ∩qk=1Ak),
where
Ak = {y ∈ R2dq : ‖(yj)j∈Jk‖2 ≤ x}.
It is important to note that ∩qk=1Ak is a 2d-sparsely convex set.
Our target is then to apply Proposition 1. To this end we show that conditions (i), (ii) and
(iii) hold. Suppose that u ∈ S2dq−1 and u = (u′1, . . . , u′d)′ with u` ∈ R2q. We obtain
n−1
n∑
t=1
E |〈Vt, u〉|2 ≥ n−1
n∑
t=1
E
∣∣∣ p∑
k=1
〈Xt, vk〉f ′tuk
∣∣∣2
+ 2n−1
n∑
t=1
d∑
k,l=1
E[〈Xt, vk〉〈X˜t −Xt, vl〉]f ′tukf ′tul
= T1 + T2.
We have that T1 ≥ λd/2 (see Lemma 14 in Section 7.5). Since n−1
∑n
t=1 ftf
′
t =
1
2
I2q and∑d
k,l=1〈ul, uk〉 ≤ d2, we obtain
|T2| ≤
d∑
k,l=1
E |〈X1, vk〉〈X˜1 −X1, vl〉||〈ul, uk〉| ≤ d2(E ‖X1‖2)1/2(E ‖X˜1 −X1‖2)1/2.
Clearly E ‖X˜1 − X1‖2 → 0, and hence n−1
∑n
t=1 E |〈Vt, u〉|2 ≥ λd/2 + o(1) as n → ∞ and thus
condition (i) is satisfied.
To verify (ii) we first notice that for any ` and m
|〈X˜t, v`〉|max{| cos(tωm)|, | sin(tωm)|} ≤ 2‖Xt‖I{‖X1‖≤n1/r}.
Hence, if r < 2 + k, then
n−1
n∑
t=1
E |Vt,j|2+k ≤ 22+k E[‖X1‖2+kI{‖X1‖≤n1/r}] = O(n(2+k)/r−1)
as n → ∞. For r > 2 + k, we have n−1∑nt=1 E |Vt,j|2+k = O(1). Thus, (ii) is satisfied if we set
Bn = cn
1/r for n ≥ 1 with some c > 0. Finally, (iii) follows from
E exp(|Vt,j|/Bn) ≤ exp(2n1/r/Bn) ≤ 2,
if c ≥ 2/ log 2.
Hence, (i), (ii) and (iii) hold, which in turn implies that (7.2) holds with Bn = cn
1/r, where
c ≥ 2/ log 2 and r > 2. The bound in (7.2) tends to 0 with n→∞.
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Suppose now that Y˜1, Y˜2, . . . are iid Gaussian random elements with values in H0 such that
E Y˜1 = 0 and Var(Y˜1) = Var(X˜1). Then the 2dq-dimensional random vectors Vt have the same
covariance matrices as the Gaussian random vectors Wt, where
Wt = (〈Y˜t, v1〉f ′t , . . . , 〈Y˜t, vd〉f ′t)′, 1 ≤ t ≤ n.
In analogy to X˜dt and X˜ dn (ω) we define now
Y˜ dt =
d∑
k=1
〈Y˜t, vk〉vk and Y˜dn(ω) = n−1/2
n∑
t=1
Y˜ dt e
−itω.
We have shown that
sup
x∈R
|P ( max
1≤k≤q
‖X˜ dn (ωk)‖2 ≤ x)− P ( max
1≤k≤q
‖Y˜dn(ωk)‖2 ≤ x)|
≤ sup
A∈Asp(2d)
|P (SVn ∈ A)− P (SWn ∈ A)| → 0, when n→∞.
Therefore, it remains to prove that
λ−11 max
1≤j≤q
‖Y˜dn(ωj)‖2 − bdq = λ−11 max
1≤j≤q
d∑
k=1
|〈Y˜n(ωj), vk〉|2 − bdq d→ G. (7.5)
To this end we introduce (λ˜k, v˜k), which are the pairs of eigenvalues and eigenfunctions of Var(X˜1).
In a first step we show that
λ−11 max
1≤j≤q
d∑
k=1
|〈Y˜n(ωj), v˜k〉|2 − bdn d→ G. (7.6)
Let us denote
Ckj = λ˜
−1/2
k n
−1/2
n∑
t=1
〈Y˜t, v˜k〉 cos(tωj) and Skj = λ˜−1/2k n−1/2
n∑
t=1
〈Y˜t, v˜k〉 sin(tωj),
with 1 ≤ k ≤ d and 1 ≤ j ≤ q. These 2dq variables are mutually independent and N(0, 1
2
)
distributed. Thus
max
1≤j≤q
d∑
k=1
|〈Y˜n(ωj), v˜k〉|2 = max
1≤j≤q
d∑
k=1
λ˜kEkj,
where Ekj = C
2
kj + S
2
kj
iid∼ Exp(1). Moreover, we have
∣∣∣max
1≤j≤q
d∑
k=1
λ˜kEkj − max
1≤j≤q
d∑
k=1
λkEkj
∣∣∣ ≤ max
1≤j≤q
|
d∑
k=1
λ˜kEkj −
p∑
k=1
λkEkj|
≤
d∑
k=1
|λ˜k − λk| max
1≤j≤q
Ekj.
It is a basic result that max1≤j≤q Ekj = OP (log n) and Lemma 11 yields |λ˜k − λk| ≤ ‖Var(X˜1)−
Var(X1)‖ = o(n−(1−2/r)) as n→∞. Hence, combining these results with Lemma 3, we get (7.6).
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The last step in the proof is to show (7.5) and this in turn will follow from (7.6) if we prove
that
max
1≤j≤q
d∑
k=1
|〈Y˜n(ωj), ckvk〉|2 − max
1≤j≤q
d∑
k=1
|〈Y˜n(ωj), v˜k〉|2 = oP (1), n→∞. (7.7)
The absolute of the left-hand side in (7.7) is bounded by
max
1≤j≤q
∣∣∣ d∑
k=1
{|〈Y˜n(ωj), ckvk〉|2 − |〈Y˜n(ωj), v˜k〉|2}
∣∣∣
= max
1≤j≤q
∣∣∣ d∑
k=1
{|〈Y˜n(ωj), ckvk − v˜k〉|2 + 2 Re[〈Y˜n(ωj), ckvk − v˜k〉〈v˜k, Y˜n(ωj)〉]}
∣∣∣
≤
d∑
k=1
max
1≤j≤q
|〈Y˜n(ωj), ckvk − v˜k〉|2 (7.8)
+ 2
∑
max
1≤j≤q
|〈Y˜n(ωj), v˜k〉| max
1≤j≤q
|〈Y˜n(ωj), ckvk − v˜k〉|. (7.9)
The components of the random vector
n−1/2
∑n
t=1〈Y˜t, ckvk − v˜k〉 cos(tω1)
n−1/2
∑n
t=1〈Y˜t, ckvk − v˜k〉 sin(tω1)
. . .
n−1/2
∑n
t=1〈Y˜t, ckvk − v˜k〉 cos(tωq)
n−1/2
∑n
t=1〈Y˜t, ckvk − v˜k〉 sin(tωq)

are uncorrelated and the covariance matrix is given by 2−1 E |〈Y˜1, ckvk − v˜k〉|2I2q. A summand in
(7.8) is given by
max
1≤j≤q
∣∣∣n−1/2 n∑
t=1
〈Y˜t, ckvk − v˜k〉e−itωj
∣∣∣2 =
= E |〈Y˜1, ckvk − v˜k〉|2 max
1≤j≤q
∣∣∣(E |〈Y˜1, ckvk − v˜k〉|2)−1/2n−1/2 n∑
t=1
〈Y˜t, ckvk − v˜k〉e−itωj
∣∣∣2
≤ E ‖Y˜1‖2‖ckvk − v˜k‖2 max
1≤j≤q
∣∣∣(E |〈Y˜t, ckvk − v˜k〉|2)−1/2n−1/2 n∑
t=1
〈Y˜t, ckvk − v˜k〉e−itωj
∣∣∣2.
Using Lemma 12 in Section 7.5, ‖ckvk − v˜k‖2 = o(n−2(1−2/r)) as n→∞ and
max
1≤j≤q
∣∣∣(E |〈Y˜1, ckvk − v˜k〉|2)−1/2n−1/2 n∑
t=1
〈Y˜t, ckvk − v˜k〉e−itωj
∣∣∣2 = OP (log n)
as n→∞ (since this is the maximum of q iid standard exponential random variables) shows that
(7.8) tends to 0. Similar arguments show that (7.9) goes to 0 in probability. Hence (7.7) holds.
Proof of Theorem 2. The proof is basically identical to the proof of Theorem 1. The main differ-
ence here is that if we consider the approximating Gaussian process {Yt} with Var(Y1) = Var(X1)
then
max
1≤j≤q
∥∥∥n−1/2 n∑
t=1
Yte
−itωj
∥∥∥2 = max
1≤j≤q
{ d∑
k=1
Ekj
}
,
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where Ekj are iid Exp(1) random variables with 1 ≤ k ≤ d and 1 ≤ j ≤ q. Then
∑d
k=1Ekj
are iid Gamma(d, 1) random variables. The limiting distribution of the maximum can be found
in Example 1 of Kang and Serfozo [21] or Table 3.4.4 of Embrechts et al. [9]. The proof is
complete.
Now we let d grow to infinity. In this case we need a version of Proposition 1 where the
dependence of the constant C on b and s is explicit. We provide such a result in the following
proposition which may be of independent interest. The proof is outlined in Appendix A.
Proposition 2. Suppose (i), (ii), (iv) hold with q ≥ 4 hold and {Bn}n≥1 is a bounded sequence,
then
ρn(Asp(s)) ≤ C · s
4 log7/6(pn)
b1/2n1/6
, (7.10)
where C is a constant that does not depend on n, b, p or s.
For the proofs of Theorem 3 and Theorem 4 we don’t need a truncation argument. We
denote the DFT of Y1, . . . , Yn by Yn(ω), Ydn(ω) is its projection onto {v1, . . . , vd} and M˜dn =
maxj=1,...,q ‖Ydn(ωj)‖2 and Mdn = maxj=1,...,q ‖X dn (ωj)‖2.
Now we are ready to prove Theorem 3.
Proof of Theorem 3. We have
|P ((Mdn − bdq)/λ1 ≤ x)− e−e
−x|
≤ |P (M˜dn − bdq)/λ1 ≤ x)− e−e
−x|+ ρn(Asp(2d)), (7.11)
where
ρn(Asp(2d)) = sup
x∈R
|P (Mdn ≤ x)− P (M˜dn ≤ x)|. (7.12)
We consider the normalized partial sums
SVn = n
−1/2
n∑
t=1
ξdt ⊗ ft = n−1/2
n∑
t=1
Vt.
where
ξdt = (〈Xt, v1〉, . . . , 〈Xt, vd〉)′ (7.13)
and ft is defined by (7.3). Like we showed in the proof of Theorem 1 we have that
P (Mdn ≤ x) = P (SVn ∈ ∩qk=1Ak).
where ∩qk=1Ak is a 2d-sparsely convex set.
Set B = max{E‖X1‖3, (E‖X1‖4)1/2, (2−1E‖X1‖4)1/4}. We aim to apply (7.10) with p = 2dq
and s = 2d. Since |Vt,j| ≤ ‖Xt‖ for all j = 1, . . . , 2dq, we see that (ii) and (iv) are satisfied
with Bn = B and condition (i) follows from Lemma 14 in Section 7.5 with b = λd/2. Hence, by
Proposition 2 we get
ρn(Asp(2dn)) ≤ C · d
4
n log
7/6(dnn
2)
λ
1/2
dn
n1/6
(7.14)
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for n ≥ 1, where C is a universal constant. Under assumption (2.7), the right hand side of (7.14)
goes to 0 as n→∞.
Since Y1, Y2, . . . are Gaussian random elements, ‖Y(d)n (ω1)‖2, . . . , ‖Y(d)n (ωd)‖2 are iid variables
followin a Hypo(λ−11 , . . . , λ
−1
d ) distribution. Lemma 4 implies that the first term on the right hand
side of (7.11) goes to 0 as n→∞ under assumptions (2.6) and (2.8). The proof is complete.
Proof of Theorem 4. We start by noting that
λ−11 (Mn − bq) = λ−11 (Mn −Mdnn ) + λ−11 (Mdnn − bdnq ) + λ−11 (bdnn − bq).
The third term converges to zero by Lemma 9, and the second term converges in distribution to
a Gumbel random variable under the assumptions of Theorem 3. Hence, by Slutsky’s theorem,
the convergence in distribution of λ−11 (Mn − bq) to the standard Gumbel distribution holds if we
verify that the first term tends to zero in probability.
To this end, we define
δj = ‖Xn(ωj)‖2 − ‖X dn (ωj)‖2 =
∑
k>d
1
n
∣∣∣ n∑
t=1
〈Xt, vk〉e−itωj
∣∣∣2.
For any a > 0, we have
P (|Mn −Mdn| > a) = P (Mn −Mdn > a)
= P
(
max
j=1,...,q
{
‖X d(ωj)‖2 + δj
}
−Mdn > a
)
≤ P
(
max
j=1,...,q
δj > a
)
≤
q∑
j=1
∑
k>d
P
( 1
n
∣∣∣ n∑
t=1
〈Xt, vk〉 cos(tωj)
∣∣∣2 > a`k/2)
+
q∑
j=1
∑
k>d
P
( 1
n
∣∣∣ n∑
t=1
〈Xt, vk〉 sin(tωj)
∣∣∣2 > a`k/2). (7.15)
Since {〈Xt, vk〉 cos(tωj)}1≤t≤n are independent random variables with zero means and E |〈Xt, vk〉 cos(tωj)|r ≤
E ‖X1‖r <∞ for some r > 2, Markov’s inequality and Rosenthal’s inequality (see Rosenthal [33])
lead to
P
( 1
n
∣∣∣ n∑
t=1
〈Xt, vk〉 cos(tωj)
∣∣∣2 > a`k/2) ≤
≤ Cr (na`k/2)−r/2
[ n∑
t=1
E|〈Xt, vk〉|r +
( n∑
t=1
E|〈Xt, vk〉|2
)r/2]
≤ Cr (na`k/2)−r/2[nE|〈X1, vk〉|r + (nλk)r/2]
≤ Cr(2/a)r/2[n1−r/2`−r/2k E|〈X1, vk〉|r + (λk/`k)r/2],
where Cr is a constant depending only on r. (7.15) can be bounded in an analogous way and
summation over j and k gives conditions (2.9) and (2.10). The proof is complete.
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7.2 Domain of attraction of Gumbel distribution
First, we show that, for fixed d ≥ 1, the hypoexponential distribution with strictly increasing
parameters belongs to the domain of attraction of the Gumbel distribution.
Lemma 3. Let d ≥ 1 be fixed. Suppose that ξ1, . . . , ξn are iid Hypo(λ−11 , . . . λ−1d ) random variables
with λk > λk+1 for all 1 ≤ k ≤ d. Then
λ−11 (max{ξ1, . . . , ξn} − bdn) d→ G as n→∞, (7.16)
where bdn is given by (2.3).
Proof of Lemma 3. Since λk > λk+1 for all 1 ≤ k ≤ d, the cdf of Hypo(λ−11 , . . . λ−1d ) is given by
F (d)(x) =
d∑
k=1
αk,dFk(x) (7.17)
for x ∈ R, where αk,d =
∏d
j=1,j 6=k(1 − λj/λk)−1 and Fk is the cdf of Exp(λ−1k ) for k ≥ 1. Hence,
Theorem 2 of Kang and Serfozo [21] implies that max{ξ1, . . . , ξn} is asymptotically distributed as
the standard Gumbel distribution with the normalizing constants given by (2.3).
Under certain assumptions on the parameters of the hypoexponential distribution and the the
growth rate of d = dn, we show that convergence (7.16) still holds even if d = dn →∞ as n→∞.
Lemma 4. Suppose that condition (2.6) is satisfied and that d = dn = O(n
γ0) as n→∞, with γ0
satisfying (2.8). Then convergence (7.16) holds.
Proof of Lemma 4. Fix x ∈ R. Using (7.17) and the fact that ∑dk=1 αk,d = 1, we obtain
P (λ−11 (max{ξ1, . . . , ξn} − bdn) ≤ x) = F (d)
(
λ1x+ b
d
n
)n
=
[
1− e
−x
n
−
d∑
k=2
αk,d
( e−x
nα1,d
)λ1/λk]n
. (7.18)
We need to show that
d∑
k=2
αk,d
( e−x
nα1,d
)λ1/λk
= o(n−1) (7.19)
as n→∞, which implies that (7.18) converges to the Gumbel distribution function.
Denote
ak,n := nαk,d
( e−x
nα1,d
)λ1/λk
and let dn = O(n
γ0) as n→∞ for some 0 < γ0 < 1. We first remark that
1
α1,d
=
d∏
j=2
(1− λj/λ1) ≤ (1− λd/λ1)d−1 ≤ 1. (7.20)
Observe that condition (2.6) is equivalent to the following condition: there exists k0 ≥ 1 such that
λj/λk ≥ k/j (7.21)
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for each k ≥ k0 and 1 ≤ j ≤ k − 1. Let k1 ≥ k0 be such that dn(dn/n)k1−1 → 0, which is possible
since γ0 < 1. Denote
An =
k1−1∑
k=2
ak,n and An =
dn∑
k=k1
ak,n. (7.22)
For k ≥ k1, using (7.21) and the fact that λj/λk ≤ k/j for j > k,
|αk,d| ≤
k−1∏
j=1
j
k − j
d∏
j=k+1
j
j − k =
(
d
k
)
≤
(
ed
k
)k
. (7.23)
Choose n0 ≥ 1 such that e−x/n ≤ 1 for n ≥ n0. For n ≥ n0, using (7.20), (7.21) and (7.23), we
obtain
|An| ≤
dn∑
k=k1
n
(edn
k
)k(e−x
n
)λ1/λk
≤ dn
dn∑
k=k1
(e1−x
k
)k(dn
n
)k−1
≤ dn
(dn
n
)k1−1 ∞∑
k=1
(e1−x
k
)k
,
where dn(dn/n)
k1−1 → 0 as n→∞.
Next, for k < k1, set νk =
∏k1−1
j=1,j 6=k |1 − λj/λk|−1. Since λj/λk ≤ k/j for j ≥ k1 and k < k1
using (2.6), we obtain
|αk,d| = νk
d∏
j=k1
(1− λj/λk)−1
≤ νk
d∏
j=k1
j
j − k
= νk · d!(k1 − k − 1)!
(k1 − 1)!(d− k)!
≤ νk · dk · (k1 − k − 1)!
(k1 − 1)! . (7.24)
Thus, using (7.20) and (7.24),
|An| ≤
k1∑
k=2
νk · dkn ·
(k1 − k − 1)!
(k1 − 1)! · e
−xλ1/λk
(
1
n
)λ1/λk−1
= O
(
max
2≤k≤k1
{ dkn
nλ1/λk−1
})
(7.25)
as n → ∞. If γ0 < min2≤k≤k1{k−1(λ1/λk − 1)}, (7.25) tends to 0 as n → ∞. The proof is
complete.
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7.3 Linear processes
The method for transferring the iid setting to linear processes is similar as for the central limit the-
orem and the functional central limit theorem for linear processes under the absolute summability
of ak’s (see e.g. Merleve`de et al. [27] and Racˇkauskas and Suquet [31]).
Lemma 5. Suppose that {Xt}t∈Z is a linear process defined by (3.1) such that
∑∞
k=−∞ ‖ak‖ <∞.
Then for n ≥ 3 we have
E max
1≤j≤q
∥∥∥ n∑
t=1
Xte
−itωj
∥∥∥2 ≤ ( ∞∑
k=−∞
‖ak‖
)2
E max
1≤j≤q
∥∥∥ n∑
t=1
εte
−itωj
∥∥∥2. (7.26)
Proof. The left-hand side of (7.26) is given as
E max
1≤j≤q
∥∥∥ ∞∑
k=−∞
ak
( n−k∑
s=1−k
εse
−isωj
)
e−ikωj
∥∥∥2 ≤
≤ E max
1≤j≤q
( ∞∑
k=−∞
∥∥∥ak( n−k∑
s=1−k
εse
−isωj
)
e−ikωj
∥∥∥)2
≤ E max
1≤j≤q
( ∞∑
k=−∞
‖ak‖
∥∥∥ n−k∑
s=1−k
εse
−isωj
∥∥∥)2.
The proof is complete.
Proof of Lemma 1. Some little algebra shows that
Xn(ω)− A(ω)En(ω) = n−1/2
∞∑
k=−∞
ak
( n−k∑
s=1−k
εse
−isω −
n∑
t=1
εte
−itω
)
e−ikω
= n−1/2
∞∑
k=−∞
ak(∆nk(ω))e
−ikω.
Since ∆nk(ω) has 2(|k| ∧ n) summands, it follows from Theorem 9 that
E max
1≤j≤q
‖∆nk(ωj)‖ ≤ (E max
1≤j≤q
‖∆nk(ωj)‖2)1/2 ≤ (2C{|k| log(2|k|) ∧ n log(2n)})1/2,
where C > 0 is some constant. Hence,
E max
1≤j≤q
‖Xn(ωj)− A(ωj)En(ωj)‖ ≤
≤ n−1/2
∞∑
k=−∞
‖ak‖E max
1≤j≤q
‖∆nk(ωj)‖
 n−1/2
[∑
|k|<n
k 6=0
(|k| log(2|k|))1/2‖ak‖+ (n log(2n))1/2
∑
|k|≥n
‖ak‖
]
 log−1/2(2n)
[∑
|k|<n
k 6=0
[ |k|
n
log(2n)
log(2|k|)
]1/2
log(2|k|)‖ak‖+
∑
|k|≥n
log(2|k|)‖ak‖
]
.
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It follows that E max1≤j≤q ‖Xn(ωj)−A(ωj)En(ωj)‖ = o(log−1/2 n) as n→∞, which is a sufficient
condition for (3.3). Since
Xn(ω)⊗Xn(ω)− A(ω)En(ω)⊗ A(ω)En(ω) =
= (Xn(ω)− A(ω)En(ω))⊗ (Xn(ω)− A(ω)En(ω))
+ (Xn(ω)− A(ω)En(ω))⊗ A(ω)En(ω)
+ A(ω)En(ω)⊗ (Xn(ω)− A(ω)En(ω)),
for ω ∈ [−pi, pi] and ‖x⊗ y‖ = ‖x‖‖y‖ for x, y ∈ H, we obtain
max
1≤j≤q
‖Xn(ωj)⊗Xn(ωj)− A(ωj)En(ωj)⊗ A(ωj)En(ωj)‖S
≤ max
1≤j≤q
‖Xn(ωj)− A(ωj)En(ωj)‖2
+ 2 max
1≤j≤q
‖A(ωj)En(ωj)‖ max
1≤j≤q
‖Xn(ωj)− A(ωj)En(ωj)‖. (7.27)
Also,
E max
1≤j≤q
‖A(ωj)En(ωj)‖ ≤ max
1≤j≤q
‖A(ωj)‖(E max
1≤j≤q
‖En(ωj)‖2)1/2
≤ max
1≤j≤q
‖A(ωj)‖(C log n)1/2. (7.28)
Then (7.27) together with (3.3) and (7.28) implies (3.4). The proof is complete.
Proof of Lemma 2. We have that∣∣∣max
1≤j≤q
‖A−1(ωj)Xn(ωj)‖2 − max
1≤j≤q
‖En(ωj)‖2
∣∣∣
≤ max
1≤j≤q
∣∣‖A−1(ωj)Xn(ωj)‖2 − ‖En(ωj)‖2∣∣
= max
1≤j≤q
{(‖A−1(ωj)Xn(ωj)‖ − ‖En(ωj)‖)(‖A−1(ωj)Xn(ωj)‖+ ‖En(ωj)‖)}
≤ max
1≤j≤q
‖A−1(ωj)Xn(ωj)− En(ωj)‖
(
max
1≤j≤q
∥∥∥A−1(ωj)Xn(ωj)‖+ max
1≤j≤q
‖En(ωj)‖
)
≤ sup
ω∈[0,pi]
‖A−1(ω)‖ max
1≤j≤q
‖Xn(ωj)− A(ωj)En(ωj)‖
×
(
sup
ω∈[0,pi]
‖A−1(ω)‖ max
1≤j≤q
‖Xn(ωj)‖+ max
1≤j≤q
‖En(ωj)‖
)
.
According to Lemma 1,
max
1≤j≤q
‖Xn(ωj)− A(ωj)En(ωj)‖ = op(log−1/2 n)
as n→∞. Also, it follows from Lemma 5 and Theorem 9 that
max
1≤j≤q
‖En(ωj)‖ = Op(log1/2 n) and max
1≤j≤q
‖Xn(ωj)‖ = Op(log1/2 n)
as n→∞, which completes the proof.
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Proof of Theorem 6. Denote Zt = Σ
−1/2εt with t = 1, . . . , n so that Zn(ω) = Σ−1/2En(ω) for
ω ∈ [−pi, pi]. Similarly as in the proof of Lemma 2,∣∣∣max
1≤j≤q
‖B−1(ωj)Xn(ωj)‖2 − max
1≤j≤q
‖Zn(ωj)‖2
∣∣∣
≤ ‖Σ−1/2‖ sup
ω∈[0,pi]
‖A−1(ω)‖ max
1≤j≤q
‖Xn(ωj)− A(ωj)Xn(ωj)‖
×
(
‖Σ−1/2‖ sup
ω∈[0,pi]
‖A−1(ω)‖ max
1≤j≤q
‖Xn(ωj)‖+ max
1≤j≤q
‖Zn(ωj)‖
)
.
Using Lemma 1, Lemma 5 and Theorem 9,∣∣∣max
1≤j≤q
‖B−1(ωj)Xn(ωj)‖2 − max
1≤j≤q
‖Zn(ωj)‖2
∣∣∣ = op(1),
as n→∞ and we use Theorem 2 to conclude.
7.4 Application to FAR(1) models
The proof of Theorem 7 is a simple consequence of the following three lemmas. We remark that
we can work with Xn(ωj) instead of Yn(ωj), as those quantities are identical under H0 for any
j = 1, . . . , q.
Lemma 6. Under Assumption 2 we have∣∣∣max
1≤j≤q
‖(I − e−iωj ρ̂ )Xn(ωj)‖2 − max
1≤j≤q
‖(I − e−iωjρ )Xn(ωj)‖2
∣∣∣ = oP( log n
an
)
.
Proof. Let
v = (I − e−iωjρ )Xn(ωj) and h = e−iωj(ρ− ρ̂ )Xn(ωj).
Then, using ‖v + h‖2 − ‖v‖2 = ‖h‖2 + 〈v, h〉+ 〈v, h〉 and thus
|‖v + h‖2 − ‖v‖2| ≤ ‖h‖2 + 2‖h‖‖v‖
we get ∣∣∣max
1≤j≤q
‖(I − e−iωj ρ̂ )Xn(ωj)‖2 − max
1≤j≤q
‖(I − e−iωjρ)Xn(ωj)‖2
∣∣∣
≤ max
1≤j≤q
∣∣‖(I − e−iωj ρ̂ )Xn(ωj)‖2 − ‖(I − e−iωjρ)Xn(ωj)‖2∣∣
≤ (‖ρ̂− ρ‖2 + 2(1 + ‖ρ‖)‖ρ̂− ρ‖) max
1≤j≤q
‖Xn(ωj)‖2.
By (3.5) max1≤j≤q ‖Xn(ωj)‖ = OP (max1≤j≤q ‖En(ωj)‖), which in turn is OP (log n) by Theorem 4.
Lemma 7. Under Assumption 2 we have
max
j≥1
|λj − λˆj| = oP
( 1
an
)
.
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Proof. By Weyl’s lemma it suffices to show that
∥∥ 1
n
∑n
t=1 εˆt ⊗ εˆt − Σ
∥∥ = oP (a−1n ). (For the sake
of simplicity take averages from 1 to n.) Since we require 4 moments for the εt it follows that∥∥ 1
n
∑n
t=1 εt ⊗ εt − Σ
∥∥ = OP (n−1/2). Hence we have that∥∥ 1
n
n∑
t=1
εˆt ⊗ εˆt − Σ
∥∥ ≤ 1
n
n∑
t=1
∥∥εˆt ⊗ εˆt − εt ⊗ εt∥∥+ ∥∥ 1
n
n∑
t=1
εt ⊗ εt − Σ
∥∥
≤ 1
n
n∑
t=1
‖εˆt ⊗ εˆt − εt ⊗ εt
∥∥+OP (n−1/2)
≤ 2
n
n∑
t=1
‖εt‖‖εˆt − εt‖+ 1
n
n∑
t=1
‖εˆt − εt‖2 +OP (n−1/2)
≤ 2
( 1
n
n∑
t=1
‖εt‖2
)1/2( 1
n
n∑
t=1
‖εˆt − εt‖2
)1/2
+
1
n
n∑
t=1
‖εˆt − εt‖2 +OP (n−1/2).
Now we have
1
n
n∑
t=1
‖εˆt − εt‖2 = 1
n
n∑
t=1
‖(ρ̂− ρ)Xt−1‖2 ≤ ‖ρ̂− ρ‖2 × 1
n
n∑
t=1
‖Xt−1‖2 = oP (a−2n ).
Here we used that by the ergodic theorem 1
n
∑n
t=1 ‖Xt−1‖2 = OP (1) and by the law of large
numbers 1
n
∑n
t=1 ‖εt‖2 = OP (1). Hence the claim follows.
Lemma 8. Under Assumption 1 and Assumption 2 we have∑
j≥2
log(1− λj/λ1)−
an∑
j=2
log(1− λˆj/λˆ1) = oP (1).
Proof. Since the series
∑
j≥2 log(1− λj/λ1) is convergent and an →∞, it suffices to show that
an∑
j≥2
(
log(1− λj/λ1)− log(1− λˆj/λˆ1)
)
= oP (1).
To this end we note that by the mean value theorem and the monotonicity of log′ x = x−1 we have
| log(1− λj/λ1)− log(1− λˆj/λˆ1)|
≤ |λˆj/λˆ1 − λj/λ1| ×max
{ λ1
λ1 − λj ,
λˆ1
λˆ1 − λˆj
}
≤ |λˆj/λˆ1 − λj/λ1| ×max
{ λ1
λ1 − λ2 ,
λˆ1
λˆ1 − λˆ2
}
.
By Lemma 7 we have max{ λ1
λ1−λ2 ,
λˆ1
λˆ1−λˆ2} = OP (1) and
max
j≥2
|λˆj/λˆ1 − λj/λ1| ≤ max
j≥2
|λˆj/λˆ1 − λj/λˆ1|+ max
j≥2
|λj/λˆ1 − λj/λ1|
≤ 1
λˆ1
max
j≥2
(|λˆj − λj|+ |λˆ1 − λ1|)
≤ 2
λˆ1
max
j≥1
|λj − λˆj| = oP (a−1n ).
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Proof of Theorem 8. Define N = bn/dc, r = n−dN ∈ {0, . . . , d−1} and set ωˆ = 2piN/n. Clearly,
when r = 0, then ωˆ = 2pi/d and then Sn(ωˆ) =
√
N
d
∑d
t=1 s(t)e
−i 2pit
d . Let us elaborate the term
when r 6= 0.
Sn(ωˆ) := 1√
n
n∑
t=1
s(t)e−iωˆt.
By the d-periodicity of s(t) and letting Rn =
1√
n
∑n
t=n−r+1 s(t)e
−iωˆt we get
Sn(ωˆ) = 1√
n
d∑
t=1
s(t)
N−1∑
m=0
e−i
2pi(t+md)N
n +Rn
=
d∑
t=1
s(t)e−iωˆt × 1√
n
N−1∑
m=0
e−i
2pim(n−r)
n +Rn
=
d∑
t=1
s(t)e−iωˆt × 1√
n
N−1∑
m=0
ei
2pirm
n +Rn.
Now using the formula
∑N−1
m=0 e
imx = sin(Nx/2)
sin(x/2)
eix
N−1
2 we have with x = 2pir/n∣∣∣N−1∑
m=0
ei
2pirm
n
∣∣∣ = ∣∣∣sin(Npirn )
sin(pir
n
)
∣∣∣ ≥ sin(pimin{d−rd , Nrn })
sin(pir
n
)
.
For the last inequality we use that pimin{d−r
d
, Nr
n
} ∈ [0, pi/2] and that sin(x) is increasing in this
interval. Recall, moreover, that x/2 ≤ sin(x) ≤ x for x ∈ [0, pi/2]. Hence d/n → 0 implies that
for large enough n
sin(pimin{d−r
d
, Nr
n
})
sin(pir
n
)
≥ n
2r
min
{d− r
d
,
Nr
n
}
≥ N
2d
.
Because of ‖Rn‖ = O(n−1/2) we can conclude that for n ≥ n0 we have
‖Sn(ωˆ)‖ ≥
√
N
3d3/2
∥∥∥ d∑
t=1
s(t)e−iωˆt
∥∥∥.
We note, moreover, that∥∥∥ d∑
t=1
s(t)
(
e−iωˆt − e−i 2pid t
)∥∥∥ ≤ d∑
t=1
‖s(t)‖
∣∣∣ωˆ − 2pi
d
∣∣∣t ≤ d∑
t=1
‖s(t)‖
∣∣∣2pir
n
∣∣∣ = O(d/N).
Because of (4.3) we may hence conclude that for a large enough n
‖Sn(ωˆ)‖ ≥
√
n
4d2
∥∥∥ d∑
t=1
s(t)e−i
2pit
d
∥∥∥,
and thus
max
1≤j≤q
‖(I − e−iωj ρ̂ )Yn(ωj)‖ = max
1≤j≤q
‖(I − e−iωj ρ̂ )(Sn(ωj) + Xn(ωj))‖
≥ ‖(I − e−iωˆρ̂ )Sn(ωˆ)‖ − max
1≤j≤q
‖(I − e−iωj ρ̂ )Xn(ωj)‖
≥ (1− ‖ρ̂ ‖)ψn
√
log n
4
− max
1≤j≤q
‖(I − e−iωj ρ̂ )Xn(ωj)‖.
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Then we have
max
1≤j≤q
‖(I − e−iωj ρ̂ )Xn(ωj)‖ = max
1≤j≤q
‖(I − e−iωj ρ̂ )(I − e−iωjρ)−1(I − e−iωjρ)Xn(ωj)‖
≤ 1 + ‖ρ̂ ‖
1− ‖ρ‖ max1≤j≤q ‖Xn(ωj)‖ = OP (
√
log n).
This last bound is obtained by ‖ρ̂− ρ′‖ P→ 0, Lemma 2 and Theorem 4. So by (4.3) it follows that
max1≤j≤q ‖(I − e−iωj ρ̂ )Xn(ωj)‖ = oP (ψn
√
log n). This shows that max1≤j≤q ‖(I − e−iωj ρ̂ )Yn(ωj)‖2
diverges at least at rate ψ2n log n. Since the estimated eigenvalues in the definition Tn converge by
assumption, the statistic Tn must diverge.
7.5 Auxiliary lemmas
Auxiliary lemmas for standardising sequences
Lemma 9. Let d = dn →∞. Suppose λ1 > λ2. Then we have that bn − bdn → 0 as n→∞, where
bn = λ1 log(q
∏∞
j=2(1− λj/λ1)−1).
Proof. We have that
bn − bdn = λ1
∞∑
j=d+1
log(1 + λj/(λ1 − λj))
and for any j > 1
log(1 + λj/(λ1 − λj)) ≤ λj/(λ1 − λj) ≤ λj/(λ1 − λ2).
The claim follows from
∑∞
j=1 λj <∞.
Auxiliary lemmas for truncation
Lemma 10. Suppose that d ≥ 1 is fixed and E ‖Xt‖r <∞ with r > 2. Then
Mn − M˜n := max
1≤k≤q
‖X dn (ωk)‖2 − max
1≤k≤q
‖X˜ dn (ωk)‖2 = oP (1) as n→∞.
Proof. We have that ∩nt=1{Xt = X˜t} ⊂ {Mn = M˜n}. Hence,
P (|Mn − M˜n| > ε) ≤ P (Mn 6= M˜n)
≤ P (∪nt=1{Xt 6= X˜t})
≤ nP (‖X1‖ > n1/r)→ 0
as n → ∞ for each ε > 0 since Xt’s have the same distribution and E ‖X1‖r < ∞. The proof is
complete.
Lemma 11. Suppose that E ‖X1‖r <∞ with some r ≥ 2. Then
‖Var(X1)− Var(X˜1)‖ = o(n−(1−2/r)) as n→∞.
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Proof. We have that
Var(X˜1) = E[I{‖X1‖≤n1/r}(X1 ⊗X1)]− E[X1I{‖X1‖≤n1/r}]⊗ E[X1I{‖X1‖≤n1/r}]
and
E[X1I{‖X1‖≤n1/r}] = −E[X1I{‖X1‖>n1/r}]
since EX1 = 0. Hence,
‖Var(X1)− Var(X˜1)‖ =
= ‖E[(X1 ⊗X1)I{‖X1‖>n1/r}] + E[X1I{‖X1‖>n1/r}]⊗ E[X1I{‖X1‖>n1/r}]‖
≤ 2 E[‖X1‖2I{‖X1‖>n1/r}]
≤ 2(E[‖X1‖rI{‖X1‖>n1/r}])2/r · n−(1−2/r).
In the last step we used the Ho¨lder inequality. The proof is complete.
Lemma 12. Suppose that Assumption 1 holds. Denote the eigenvectors of Var(X˜1) by v˜1, v˜2, . . .
with the corresponding eigenvalues λ˜1, λ˜2, . . . and ck = sgn〈vk, v˜k〉 for k ≥ 1. Then
‖v˜k − ckvk‖ = o(n−(1−2/r)) as n→∞
for each k ≥ 1.
Proof. Using Lemma 2.3 of Horva´th and Kokoszka [17],
‖v˜k − ckvk‖ ≤ 2
√
2
αk
‖Var(X1)− Var(X˜1)‖,
where α1 = λ1−λ2 and αk = min{λk−1−λk, λk−λk+1} for k > 1. We use Lemma 11 to conclude
the proof.
Lemma 13. Suppose that EX1 = 0 and E ‖X1‖r < ∞ with some r ≥ 2. Then for any v > r we
have
E ‖X˜1‖v = O(nv/r−1) as n→∞
Proof. We have that
E ‖X˜1‖v ≤ E ‖X1I{‖X1‖≤n1/r} − E[X1I{‖X1‖≤n1/r}]‖v
≤ E(‖X1‖I{‖X1‖≤n1/r} + E[‖X1‖I{‖X1‖≤n1/r}])v
≤ 2v E[‖X1‖vI{‖X1‖≤n1/r}]
= 2v E[‖X1‖r‖X1‖v−rI{‖X1‖≤n1/r}]
= 2v E ‖X1‖r · nv/r−1.
The proof is complete.
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Auxiliary lemma for CLT
Lemma 14. Set Vt := ξ
d
t ⊗ft (for vectors ⊗ denotes the Kronecker product) with 1 ≤ t ≤ n where
ξdt and ft are given by (7.13) and (7.3) respectively. Then
λd
2
≤ n−1
n∑
t=1
E|u′Vt|2 ≤ λ1
2
(7.29)
for all u ∈ S2dq−1.
Proof of Lemma 14. Denote u = (u′1, . . . , u
′
d)
′ ∈ R2dq with u′k ∈ R2q for 1 ≤ k ≤ d. Since
E[ξ
(d)
t (ξ
(d)
t )
′] = diag(λ1, . . . , λd),
we obtain
1
n
n∑
t=1
E|u′Vt|2 = 1
n
n∑
t=1
d∑
j,k=1
E[〈Xt, vj〉〈Xt, vk〉]u′jftu′kft
=
d∑
j=1
λju
′
j
( 1
n
n∑
t=1
ftf
′
t
)
uj.
But note that n−1
∑n
t=1 ftf
′
t =
1
2
I2q. Hence,
1
n
n∑
t=1
E|u′Vt|2 = 1
2
d∑
j=1
λj‖uj‖2 (7.30)
and (7.30) is maximized if ‖u1‖ = 1 and minimized if ‖ud‖ = 1.
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Appendix
A Constants in the high-dimensional CLT
The constant C in (7.2) depends on the parameters b and s (in our setting, this corresponds to
λd and 2d). When we let d → ∞ then we need to make this dependence explicit. This is the
purpose of our Proposition 2, which is an extension of Proposition 3.2 of Chernozhukov et al. [5].
We outline here the modifications needed. Proposition 3.2 of Chernozhukov et al. [5] is based on
a series of other results which we are now formulating in the adapted version. An important step
in this extension is the following lemma, which is a refinement of Lemma A.1 of Chernozhukov
et al. [5]. This result is originally due to Nazarov [28]. For the proof, we refer to Chernozhukov
et al. [6].
Lemma 15. Let Y ∼ Np(0,Σ) be such that EY 2j ≥ b for all j = 1, . . . , p and with b > 0. Then
for every y ∈ Rp and δ > 0,
P (Y ≤ y + δ)− P (Y ≤ y) ≤ δ
b1/2
(
√
2 log p+ 2), (A.1)
where the inequalities between vectors are coordinatewise.
For the rest of this section we will use essentially the same notation as in Chernozhukov et al. [5],
with exception of the constants Ki for i ≥ 1, which in our case are independent of the parameters
n, p, b and s. Moreover, we use Vt and Wt in (7.1) instead of Xt and Yt, since the latter variables
already have different usage in this paper. It will be assumed throughout that p ≥ 3. Here is some
notation needed later.
Ln = max
1≤j≤p
n−1
n∑
i=1
E|Vi,j|3;
Mn,V (φ) = n
−1
n∑
i=1
E
(
max
1≤j≤p
|Vi,j|3I{max1≤j≤p |Vi,j |>√n/(4φ log p)}
)
;
Mn(φ) = Mn,V (φ) +Mn,W (φ);
Lemma 16 (Modification of Lemma 5.1 in Chernozhukov et al. [5]). Denote
%n = sup
y∈Rp,v∈[0,1]
|P (√vSVn +
√
1− vSWn ≤ y)− P (SWn ≤ y)|.
Suppose that there exists some constant b > 0 such that n−1
∑n
i=1E[V
2
i,j] ≥ b for all j = 1, . . . , p.
Then for all φ ≥ 1 it holds that
%n ≤ K1
{φ2 log2 p
n1/2
(
φLn%n + Ln
log1/2 p
b1/2
+ φMn(φ)
)
+
log1/2 p
φ b1/2
}
.
Proof. Replace in the proof of Lemma 5.1 in Chernozhukov et al. [5] the bound obtained from
their Lemma A.1 by the Lemma 15. This lemma is used in two places. At all other places the
constant K1 required in Chernozhukov et al. [5] is not affected by the value of b.
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The lemma can be easily extended to hyperrectangles. Let Are be the class of hyperrectangles
in Rp.
Lemma 17 (Modification of Corollary 5.1 in Chernozhukov et al. [5]). Denote
%′n = sup
A∈Are,v∈[0,1]
|P (√vSVn +
√
1− vSWn ∈ A)− P (SWn ∈ A)|.
Suppose that there exists some constant b > 0 such that n−1
∑n
i=1E[V
2
i,j] ≥ b for all j = 1, . . . , p.
Then for all φ ≥ 1 it holds that
%′n ≤ K2
{φ2 log2 p
n1/2
(
φLn%
′
n + Ln
log1/2 p
b1/2
+ φMn(2φ)
)
+
log1/2 p
φ b1/2
}
.
Lemma 18 (Modification of Theorem 2.1 in Chernozhukov et al. [5]). Suppose that there exists
some constant b ∈ (0, 1] such that n−1∑ni=1E[V 2i,j] ≥ b for all j = 1, . . . , p. Then if Ln ≥ Ln,
ρn(Are) ≤ K3
{ log7/6 pL1/3n
b1/2 n1/6
+
Mn(φn)
Ln
}
,
where φn = γ
n1/6
L
1/3
n log
2/3 p
and γ = 1
K2∨1 .
Proof. Note that K3
log7/6 pL
1/3
n
b1/2 n1/6
= K3(γ
log1/2 p
b1/2
) 1
φn
≥ K3
K2∨1
1
φn
. Thus the result is trivial if φn ≤ 2,
because we can choose K3 = 2(K2 ∨ 1). So we assume without loss of generality that φn ≥ 2
(hence φ ≥ 1) and apply Lemma 17 with φ = φn/2 given above.
In the following we refer to conditions (i)–(iv) from Section 7.
Lemma 19 (Modification of Proposition 2.1 in Chernozhukov et al. [5]). Suppose that there exists
some constant b ∈ (0, 1] such that n−1∑ni=1E[V 2i,j] ≥ b for all j = 1, . . . , p. Suppose, moreover,
that condition (ii) holds for some sequence Bn ≥ 1. Then, under (iv) we have
ρn(Are) ≤ K4
{B1/3n log7/6(pn)
b1/2 n1/6
+
B
2/3
n log(pn)
b1/2 n
q−2
3q
}
. (A.2)
Proof. The proof is based on Lemma 18, choosing φn = γ(n
−1L
2
n log
4 p)−1/6, and Ln = Bn +
B2n
n1/2−2/q log1/2 p
. In Chernozhukov et al. [5] exactly the same terms are used and worked out, but
their bound corresponding to our (A.2) does not involve the factor b−1/2 (here it comes from our
Lemma 18). The dependence on b in their bound remains latent. In particular it is implicit in the
constant corresponding to our γ (they denote it K2). In our case this constant doesn’t depend on
b.
We also note that Chernozhukov et al. [5] request in their proof the constants
B
1/3
n log
7/6(pn)
n1/6
≤ min{Cγ−1/2, γ/2} and B
2/3
n log(pn)
n
q−2
3q
≤ γ/2,
with some absolute constant C. (See inequalities (32) and (33) in Chernozhukov et al. [5].) We can
impose these assumptions as well, since otherwise (A.2) becomes trivial, by choosing K4 = K4(γ)
big enough. Here we use again that our γ doesn’t depend on b. Hence, these assumptions will also
not invoke dependence of K4 on b.
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For the next result we need further terms and definitions, which one can find in Section 3
in Chernozhukov et al. [5]. For convenience we give here a quick review. For a closed convex
set A we define a mapping SA, which maps from v ∈ Sp−1(= {v ∈ Rp : ‖v‖ = 1}) to SA(v) =
sup{w′v : w ∈ A}. Then A = ∩v∈Sp−1{w ∈ Rp : w′v ≤ SA(v)}. If A is a convex polytope with
at most m facets then it is called m-generated. If V(A) are the m unit vectors orthogonal to
the facets, then A = ∩v∈V(A){w ∈ Rp : w′v ≤ SA(v)}. For an m-generated set Am, set Am, =
∩v∈V(Am){w ∈ Rp : w′v ≤ SAm(v) + }. A convex set A admits an approximation with precision 
by an m-generated convex set Am if Am ⊂ A ⊂ Am,
We are now ready to define the class Asi(d), which is the class of Borel sets A ∈ Rp such that
A admits an approximation with precision 1/n by an m-generated convex set Am with m ≤ (pn)d.
(In Chernozhukov et al. [5] a more general class Asi(d) is introduced, but for us only the case
a = 1 is relevant.) Consider A ⊂ Asi(d). For some A ∈ A let Am = Am(A) be the approximating
m-generated set. For the process Vt let V˜t = (V˜t,1, . . . , V˜t,m)
′ = (v′Vt)v∈V(Am), t = 1, . . . , n and
consider the following conditions.
(i’) n−1
∑n
t=1E|V˜t,j|2 ≥ b for all j = 1, . . . ,m;
(ii’) n−1
∑n
t=1E|V˜t,j|2+k ≤ Bkn for all j = 1, . . . ,m and k = 1, 2;
(iv’) Emax1≤j≤p(|V˜t,j|/Bn)q ≤ 2 for all t = 1, . . . , n.
Lemma 20 (Modification of Proposition 3.1 in Chernozhukov et al. [5]). Let A be a subclass of
Asi(d) such that (i’), (ii’) and (iv’) are satisfied for all A ∈ A. Then
ρn(A) ≤ K5
{B1/3n log7/6 ((pn)d)
b1/2 n1/6
+
B
2/3
n log
(
(pn)d
)
b1/2 n
q−2
3q
}
. (A.3)
The constant K5 does not depend on d.
Proof. Following the proof of Proposition 3.1 in Chernozhukov et al. [5] and applying our Lemma 15
instead of their Lemma A.1 we obtain
|P (SVn ∈ A)− P (SWn ∈ A)| ≤
1
nb1/2
(
√
2 log
(
(pn)d
)
+ 2) + ρ¯,
where
ρ¯ = max
{|P (SVn ∈ Am)− P (SWn ∈ Am)|, |P (SVn ∈ Am,)− P (SWn ∈ Am,)|}.
For ρ¯ we can use Lemma 19, and apply it to V˜1, . . . , V˜n. From this we get the bound in (A.3)
which in turn dominates 1
nb1/2
(
√
2 log
(
(pn)d
)
+ 2).
Proof of Proposition 2. We need to adapt the proof of Proposition 3.2 in Chernozhukov et al. [5]
and make the dependence on b and s explicit. Since we are interested in the case b → 0, we
can assume that b ≤ 1. Here are the steps and modifications. In the following C is an absolute
constant which may vary from place to place.
1. It is sufficient to consider sparsely convex sets A with max1≤j≤p |wj| ≤ pn5/2 for all w =
(w1, . . . , wp)
′ ∈ A. The argument is the same as in Chernozhukov et al. [5].
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2. Consider the subclass Asp1 (s) of sets in Asp(s) which contain a ball of radius 1/n. Using
their Lemma D.1 with γ = 1 it is easy to show that A ∈ Asp1 (s) is approximable by an
m-generated set Am with precision 1/n and with m ≤ (pn)2s2 , provided n ≥ n(γ) = n(1).
This latter constraint is not a restriction, since for n < n(1) we may just choose a big enough
constant K5. The target is then to show conditions (i’), (ii’) and (iv’) and apply Lemma 20.
Condition (i’) follows from condition (i) and the statement in Lemma D.1 that Am can be
chosen to satisfy ‖v‖0 ≤ s for all v ∈ V(Am). Next, in Chernozhukov et al. [5] it is shown
that (ii’) holds with Bn replaced by B
′
n = Bns
3 and (iv”) with Bn replaced by Bns. Since
we require the original Bn to be bounded we get from (A.3)
ρn(Asp1 (s)) ≤ K6
{s4 log7/6 (pn)
b1/2 n1/6
}
. (A.4)
3. Let Asp2 (s) = Asp(s)\Asp1 (s). Let us first consider the case of an A ∈ Asp2 (s) where we have
at least one Ak in the representation A = ∩Ak which does not contain a ball of radius 1/n.
Remember that IAk(x) depends only on s components of x ∈ Rp, say x˜ = (xj1 , . . . , xjs) ∈ Rs.
Define a convex set A˜k ⊂ Rs such that IAk(x) = IA˜k(x˜) for all x ∈ Rp. For J = J(Ak) =
(j1, . . . , js) we then have {SVn ∈ Ak} = {SVn,J ∈ A˜k}. By Lemma A.2 in Chernozhukov
et al. [5] it follows that
P (SWn ∈ A) ≤ P (SWn ∈ Ak) = P (SWn,J ∈ A˜k) ≤ C
1
n
√
‖Ω−1J ‖S ≤ C
1
n3/2
s1/4√
b
,
where ΩJ = Var(S
W
n,J). For the second inequality above we use that ‖Ω−1J ‖2S ≤ sλ2min , where
λmin is the smallest eigenvalue of ΩJ and hence 1/λmin is the largest eigenvalue of Ω
−1
J . By
our condition (i) we have λmin ≥ nb. Next we bound
|P (SVn ∈ Ak)− P (SWn ∈ Ak)| = |P (SVn,J ∈ A˜k)− P (SWn,J ∈ A˜k)|
≤ sup
M∈C
|P (Ω−1/2J SVn,J ∈M)− P (Ns(0, Is) ∈M)| =: ∆,
where C is the class of measurable convex sets in Rs. In Go¨tze [11] it is shown that for some
absolute constant C we have
∆ ≤ Csβ3, where β3 =
n∑
t=1
E‖Ω−1/2J Vt,J‖3.
Note that by (ii)
β3 = ‖Ω−1/2J ‖3
n∑
t=1
E‖Vt,J‖3 ≤ s
3/4Bn
b3/2 n1/2
.
We can assume that b1/2n1/6 ≥ 1, otherwise the bound in Proposition 2 becomes trivial, by
choosing the constant big enough. Then b1/2n1/6 ≤ b3/2n1/2 and therefore
P (SVn ∈ A) ≤ P (SVn ∈ Ak)
≤ P (SWn ∈ Ak) + |P (SVn ∈ Ak)− P (SWn ∈ Ak)|
≤ C s
7/4
b3/2n1/2
Bn.
This shows that both, P (SVn ∈ A) and P (SWn ∈ A), are dominated by s
4 log7/6(pn)
b1/2n1/6
and hence
this is also true for the difference |P (SVn ∈ A)− P (SWn ∈ A)|.
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4. The last case we need to handle is when A ∈ Asp2 and A = ∩Kk=1Ak, such that each Ak
contains a ball with radius 1/n. We show that both, P (SVn ∈ A) and P (SWn ∈ A) are
dominated by the bound in (A.4). Thus their difference is.
Like in Step 2 we can find for each k an m-generated convex set Am such that Amk ⊂ Ak ⊂
A
m,1/n
k . We have m ≤ (pn)2s
2
and we can choose Am such that for all v ∈ V(Amk ) we
have ‖v‖0 ≤ s. In Chernozhukov et al. [5] it is shown that quite generally K ≤ ps. Thus,
A0 := ∩Kk=1Am,1/nk is approximable by an m′-generated set with m′ ≤ ps(pn)2s
2 ≤ (pn)3s2 .
Using the same arguments as in Step 2 we see that (i’), (ii’) and (iv’) hold and hence by
Lemma 20 with d = 3s2 we have that |P (SVn ∈ A0)− P (SWn ∈ A0)| is bounded as in (A.4).
Now since A contains no ball of radius 1/n we get P (SWn ∈ ∩Kk=1Am,−1/nk ) = 0 and hence
P (SWn ∈ A) ≤ P (SWn ∈ A0)
= P (SWn ∈ ∩Kk=1Am,1/nk )− P (SWn ∈ ∩Kk=1Am,−1/nk )
≤ P (v′SWn ≤ SAmk (v) + 1/n : k = 1, . . . , K, v ∈ V(Amk ))
− P (v′SWn ≤ SAmk (v)− 1/n : k = 1, . . . , K, v ∈ V(Amk ))
≤ 2
n
√
log((pn)3s2) + 2√
b
.
For the last inequality we used Lemma 15. Finally we observe
P (SVn ∈ A) ≤ P (SVn ∈ A0) ≤ P (SWn ∈ A0) + |P (SVn ∈ A0)− P (SWn ∈ A0)|.
The proof is complete.
B Maximum of linear forms
Suppose thatX1, . . . , Xn are iid zero mean random elements with values inH and that {ajnt}1≤j≤q,1≤t≤n ⊂
L(H) are such that ‖ajnt‖ ≤ n−1/2 for n ≥ 1. Denote
Lnj =
n∑
t=1
ajnt(Xt)
for n ≥ 1 and 1 ≤ j ≤ q. We show that E max1≤j≤q ‖Lnj‖2 = O(log n) as n → ∞ provided that
E ‖X1‖r <∞ with some r > 2. We first prove an auxiliary lemma that is used in the proof.
Lemma 21. Suppose that X1, . . . , Xn are independent zero mean random elements with values in
H such that ‖Xt‖ ≤ b a.s. with some b > 0 and p := P (‖Xt‖ 6= 0) for each t = 1, . . . , n. Then
P (‖Sn‖ ≥ x) ≤ 2e−
x2
b2
β
[
1 + p(e
x2
2b2
β2 − 1)]n
for x ≥ 0 and each β ∈ R, where Sn = X1 + . . .+Xn for n ≥ 1.
Proof. It follows from Theorem 3.5 of Pinelis [30] that P (‖Sn‖ ≥ x) ≤ 2 exp{−x2/(2nb2)} for all
x ≥ 0. Let Ak denote the event that k out of n random elements X1, . . . , Xn are not equal to 0
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with k = 0, . . . , n. Using the fact that k−1 ≥ 2β − β2k for k 6= 0 and β ∈ R, we obtain
P (‖Sn‖ ≥ x) =
n∑
k=0
P (‖Sn‖ ≥ x | Ak)P (Ak)
≤ 2
n∑
k=1
e−
x2
2kb2
(
n
k
)
pk(1− p)n−k
≤ 2e−x
2
b2
β
n∑
k=1
(
n
k
)
e
x2
2b2
β2kpk(1− p)n−k
≤ 2e−x
2
b2
β
[
1 + p(e
x2
2b2
β2 − 1)]n
for x > 0 and all β ∈ R. The proof is complete.
Now we are ready to prove the main result.
Theorem 9. Suppose that X1, . . . , Xn are iid random elements with values in H such that EX1 =
0 and E ‖X1‖r with some r > 2. Then
E max
1≤j≤q
‖Lnj‖2 = O(log n) as n→∞.
The proof of Theorem 9 is based on a decomposition of random elements. Consider some
zero mean random element ξ with values in H such that E ‖ξ‖r = 1. Suppose that {pk}k≥0 is a
strictly decreasing sequence of probabilities that converges to 0 as k → ∞. Choose R ≥ 1. The
decomposition of ξ is given by
ξ = ξˆ0 +
R∑
k=1
ξˇk + ξ
′
R, (B.1)
where the random elements are defined in the following way. Since we are only interested in the
distribution, we can assume without loss of generality that a uniform random variable can be
defined on the underlying probability space. Then the space is non-atomic and hence there exists
an event FR such that P (FR) = pR and ‖ξ‖ ≤ p−1/rR on F cR. Define
ξˆR = ξIF cR + p
−1
R E[ξIFR ]IFR and ξ
′
R = ξ − ξˆR.
The remaining random elements are defined recursively. Denote Fˆk−1 the event such that P (Fˆk−1) =
pk−1 and ‖ξˆk‖ ≤ p−1/rk−1 on Fˆ ck−1 with 1 ≤ k ≤ R. Moreover, define
ξˆk−1 = ξˆkIFˆ ck−1 + p
−1
k−1 E[ξˆkIFˆk−1 ]IFˆk−1 and ξˇk = ξˆk − ξˆk−1.
Then decomposition (B.1) has the following properties
(i) E ξˆ0 = E ξˇ1 = . . . = E ξˇR = E ξ
′
R = 0;
(ii) E ‖ξˆ0‖r ≤ E ‖ξˆ1‖r ≤ . . . ≤ E ‖ξˆR‖r ≤ E ‖ξ‖r;
(iii) E ‖ξ′R‖r ≤ 2r E ‖ξ‖r and E ‖ξk‖r ≤ 2r E ‖ξ˜k‖r for 1 ≤ k ≤ R;
(iv) by Ho¨lder’s inequality, ‖p−1R E[ξIFR ]‖ ≤ p−1/rR and ‖p−1k−1 E[ξˆkIFˆr−1 ]‖ ≤ p
−1/r
k−1 for 1 ≤ k ≤ R
and hence ‖ξˆk‖ ≤ p−1/rk for 0 ≤ k ≤ R and ‖ξˇk‖ ≤ 2p−1/rk−1 ≤ 2p−1/rk for 1 ≤ k ≤ R;
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(v) P (ξ′R 6= 0) ≤ pR and P (ξˇk 6= 0) ≤ pk−1 for 1 ≤ k ≤ R.
Proof of Theorem 9. Assume that E ‖X1‖r = 1 without loss of generality. We use decomposi-
tion (B.1) with pk = 2
−k and R = log2 n (the logarithm to the base 2). Then
Lnj =
n∑
t=1
ajnt(Xˆt,0) +
log2 n∑
k=1
n∑
t=1
ajnt(Xˇt,k) +
n∑
t=1
ajnt(X
′
t,log2 n
)
for 1 ≤ j ≤ q and n ≥ 1. Observe that Xˆt,0 = 0 almost surely for 1 ≤ t ≤ n since p0 = 1.
By Ho¨lder’s inequality,
n−1/2
n∑
t=1
‖X ′t,log2 n‖ ≤ n−1/2N1−1/rn
[ n∑
t=1
‖X ′t,log2 n‖r
]1/r
,
where the random variable Nn =
∑n
t=1 I{‖X′t,log2 n‖6=0} follows a binomial distribution. Observe that
E eNn = [1 + P (‖X ′1,log2 n‖ 6= 0)(e− 1)]n ≤ [1 + n−1(e− 1)]n < ee.
It follows that any fixed moment of Nn is bounded for all n ≥ 1 and hence
E max
1≤j≤q
∥∥∥ n∑
t=1
ajnt(X
′
t,log2 n
)
∥∥∥2 ≤ n−1 EN2−2/qn [nE ‖X ′1,log2 n‖r]2/r = O(n2/r−1)
as n→∞ using Jensen’s inequality.
By the triangle inequality,
E max
1≤j≤q
∥∥∥log2 n∑
k=1
n∑
t=1
ajnt(Xˇt,k)
∥∥∥2 ≤ E[log2 n∑
k=1
max
1≤j≤q
∥∥∥ n∑
t=1
ajnt(Xˇt,k)
∥∥∥]2
≤
∣∣∣log2 n∑
k=1
(
E max
1≤j≤q
∥∥∥ n∑
t=1
ajnt(Xˇt,k)
∥∥∥2)1/2∣∣∣2.
Choose δ > 0 such that 1/r + δ < 1/2. We show that
E max
1≤j≤q
∥∥∥ n∑
t=1
2δk−1ajnt(Xˇt,k)
∥∥∥2 ≤ C2 log n+O(1)
for each 1 ≤ k ≤ log2 n with some C > 0. Note that this yields the proof. More specifically, we
show that
E
[∥∥∥ n∑
t=1
2δk−1ajnt(Xˇt,k)
∥∥∥2 − C2 log n]
+
=
∫ ∞
C
√
logn
2xP
(∥∥∥ n∑
t=1
2δk−1ajnt(Xˇt,k)
∥∥∥ > x)dx ≤ C
n
(B.2)
for each 1 ≤ j ≤ q and 1 ≤ k ≤ log2 n.
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Since ‖2δk−1ajnt(Xˇt,k)‖ ≤ p−(1/r+δ)k n−1/2 and P (Xˇt,k 6= 0) ≤ pk−1 for 1 ≤ t ≤ n, we are in the
position to apply Lemma 21. Let sk := p
−(1/r+δ)
k and let β = β
′/n. We thus obtain
P
(∥∥∥ n∑
t=1
2δk−1ajnt(Xˇt,k)
∥∥∥ > x) ≤ 2e−x2s2k β′[1 + pk−1(e x22ns2k (β′)2 − 1)]n. (B.3)
We split the integral in equation (B.2) into two integrals∫ ∞
C
√
logn
2xP
(∥∥∥ n∑
t=1
2δk−1ajnt(Xˇt,k)
∥∥∥ > x)dx = ∫ √n/sk
C
√
logn
2xP
(∥∥∥ n∑
t=1
2δk−1ajnt(Xˇt,k)
∥∥∥ > x)dx
+
∫ ∞
√
n/sk
2xP
(∥∥∥ n∑
t=1
2δk−1ajnt(Xˇt,k)
∥∥∥ > x)dx.
Using (B.3) and pk−1 ≤ 2s−2k , setting β′ = εs2k, where ε > 0 is a small number, and using the
inequality (ex − 1) ≤ 2x, which holds for small enough values of x, we obtain∫ √n/sk
C
√
logn
2xP
(∥∥∥ n∑
t=1
2δk−1ajnt(Xˇt,k)
∥∥∥ > x)dx ≤ 2 ∫ √n/sk
C
√
logn
2xe−x
2ε
[
1 +
2x2ε2
n
]n
dx
≤ 2
∫ √n/sk
C
√
logn
2xe−x
2ε(1−2ε)dx
=
2
ε(1− 2ε)
[
e−C
2ε(1−2ε) logn − e−
n
s2
k
·ε(1−2ε)]
≤ 2
ε(1− 2ε) · n
−C2ε(1−2ε),
where C is chosen in such a way that C2ε(1− 2ε) ≥ 1.
Denote ρ = 1/2 − (1/r + δ) > 0. Using (B.3), setting β′ = εsk
√
n/x, where ε > 0 is a small
number, again using the inequality (ex − 1) ≤ 2x, which holds for small enough values of x, as
well as the inequality (1 + x/n)n ≤ ex for x ∈ R and n ≥ 1, we obtain∫ ∞
√
n/sk
2xP
(∥∥∥ n∑
t=1
2δk−1ajnt(Xˇt,k)
∥∥∥ > x)dx ≤ ∫ ∞√
n/sk
2x2e
−x
√
n
sk
ε[
1 + pk−1(e
ε2
2 − 1)]ndx
≤ 4[1 + pk−1ε2]n
∫ ∞
√
n/sk
xe
−x
√
n
sk
ε
dx
≤ 4ε−1e
2nε2
s2
k e
− n
s2
k
ε[
1 +
s2k
εn
]
≤ 4ε−1e−ε(1−2ε)n1−2(1/r+δ)[1 + ε−1n2(1/r+δ)−1]
= 4ε−1e−ε(1−2ε)n
2ρ[
1 + ε−1n−2ρ
]
,
where we used the fact that pk−1 ≤ 2s−2k and sk ≤ n1/r+δ for 1 ≤ k ≤ log2 n. The proof is
complete.
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