In this paper we investigate the eigenvalues and the spectral singularities of non-selfadjoint q-difference equations of second order with spectral singularities.
Introduction
Spectral analysis of Sturm-Liouville, Schrödinger and Klein-Gordon differential equations with spectral singularities have been investigated intensively since 1960 [1] [2] [3] [4] [5] [6] . Therefore, spectral analysis of discrete equations became an interesting subject in this field. Some problems of spectral theory of non-selfadjoint discrete Schrödinger and Dirac equations with spectral singularities were studied in [7] [8] [9] [10] . Note that spectral analysis of selfadjoint equations has been investigated by Agarwal [11] and Agarwal and Wong [12] .
In recent years, quantum calculus received a lot of attention, and most of the published work has been interested in some problems of q-difference equations. In particular, some q-analogues of definitions and theorems (for instance, q-derivative, q-integration, q-exponential function, q-trigonometric function, q-Taylor formula, q-Beta and Gamma functions, Euler-Maclaurin formula, etc.) of ordinary calculus have been introduced in [13] . It should be mentioned that, in [14, 15] , important generalizations and results were given for dynamic equations defined on an arbitrary time scale, hence including q-difference equations as a special case. Furthermore, several problems of q-difference equations have been treated by various authors [16] [17] [18] [19] . But spectral analysis of non-selfadjoint q-difference equations with spectral singularities has not been investigated yet.
In this paper we let q > 1 and use the notations
where Z and N denote the sets of integers and positive integers, respectively. A q-difference equation is an equation that contains q-derivatives of a function defined on q Z .
where µ(t) = (q − 1)t is the graininess function. For f, g : q Z → C, the product rule is given by
.
Hereafter, we will denote the Hilbert space of complex-valued functions with the inner product
and the norm
Let L denote the q-difference operator of second order generated in 2 (q Z ) by the q-difference expression (ly)(t) := qγ (t)y(qt) + β(t)y(t) + γ (t/q)y(t/q) for t ∈ q Z , where {γ (t)} t∈q Z and {β(t)} t∈q Z are complex sequences and γ (t) = 0 for all t ∈ q Z . Note that we can write the difference expression (ly)(t) in Sturm-Liouville form as
where a(t) = γ (t)µ 2 (t) and b(t) = β(t) + qγ (t) + γ (t/q), and y denotes the q-derivative of y.
In this paper we investigate the eigenvalues and the spectral singularities of the q-difference operator L. We prove that the operator L has a finite number of eigenvalues and spectral singularities by using boundary uniqueness theorems of analytic functions. The purpose of this paper is to extend some results for difference equations obtained in [7] to the case of q-difference equations.
Jost solutions of (l y)(t) = λy(t)
Let us consider the q-difference equation
where λ is a spectral parameter and γ (t) = 0 for all t ∈ q Z . Suppose that the complex sequences {γ (t)} t∈q Z and {β(t)} t∈q Z satisfy
We now give two special solutions e + (t, z) and e − (t, z) of (2.1), which are asymptotically equal to the solutions
of the equation
where λ = 2 √ q cos z.
for λ = 2 √ q cos z, where z ∈ C + := {z ∈ C : Im z ≥ 0} and α ± (t), A ± (t, r ) are expressed in terms of {γ (t)} t∈q Z and {β(t)} t∈q Z as
for r ∈ q N and t ∈ q Z ,
for r ∈ q −N and t ∈ q Z .
Proof. If we put e + (t, z) and e − (t, z) into (2.1), then we have the relations
and, using them, one easily obtains α ± (t) and A ± (t, r ) as convergent series.
where ln r 2 ln q is the integer part of ln r 2 ln q , and c > 0 is a constant. Therefore, e + (t, z) and e − (t, z) (t ∈ q Z ) are continuous in C + and analytic with respect to z in C + := {z : z ∈ C, Im z > 0}, and
and
hold. Analogously to the Sturm-Liouville equation, the solutions e + (z) := e + (t, z) t∈q Z and e − (z) := e − (t, z) t∈q Z are called Jost solutions of (2.1). The Wronskian of two solutions y = {y(t, λ)} t∈q Z and u = {u(t, λ)} t∈q Z of (2.1) is defined by
Hereafter, we will denote by ξ a real parameter. It is obvious that e + (−ξ ) and e − (−ξ ) are also solutions of (2.1) for λ = 2 √ q cos ξ . Using (2.6), we get that
So the pairs e + (ξ ), e + (−ξ ) and e − (ξ ), e − (−ξ ) form two fundamental systems of solutions of (2.1) for λ = 2 √ q cos ξ and ξ = kπ , k ∈ Z. We have the relation
Moreover, the function η has an analytic continuation to the half-plane C + .
Continuous spectrum of L
Let L 1 denote the q-difference operator generated in 2 (q Z ) by
and, since L 1 is bounded in the Hilbert space l 2 (q Z ), the operator L 1 is selfadjoint. It is obvious that
are solutions of (l 1 y)(t) = λy(t) for λ = 2 √ q cos z and z ∈ C + . The Wronskian of these two solutions is obtained as
For all z ∈ C + \ {kπ : k ∈ Z}, we define the Green function of L 1 by
It is easy to see that
is the resolvent of L 1 .
Lemma 1. For every δ > 0, there is a number c δ such that
for all z ∈ C + and |Im z| < δ.
Proof. Let us consider the function
Thus we obtain
Then g(·, z) ∈ 2 (q Z ). Using (3.2) and (3.3), we obtain
we get that
, where σ (L 1 ) and σ c (L 1 ) denote the spectrum and continuous spectrum of the operator L 1 , respectively.
Proof. It is easy to see that L 1 has no eigenvalues, so the spectrum of the operator L 1 consists only of its continuous spectrum.
. Now, we have to show that the range R(L 1 − λI ) of values of the operator L 1 − λI is dense in the space 2 (q Z ). It is obvious that the orthogonal complement of R(L 1 − λI ) coincides with the space of solutions of the equation l * 1 y = λy such that y ∈ 2 (q Z ). Since L 1 is a selfadjoint operator and has no eigenvalues, the orthogonal complement of the set R(L 1 − λI ) consists only of the zero element. This completes the proof.
Proof. Let L 2 denote the operator generated in 2 (q Z ) by the difference expression
, we find that L 2 is a compact operator in 2 (q Z ). Using Theorem 2 and Weyl's theorem of a compact perturbation [20, p. 13] , we obtain
The proof is complete.
Eigenvalues and spectral singularities of L
It is well known that the function η has an analytic continuation from the real axis to C + (see (2.8) ). If we define
by (2.8). So we get that f is analytic in C + , continuous in C + , and
Let us define the semi-strips
We will denote the set of all eigenvalues of L by σ d (L). From the definition of the eigenvalues of L, we have
For all z ∈ P with f (z) = 0, we define the Green function of L by
It is obvious that
is the resolvent of L.
where σ ss (L) denotes the set of all spectral singularities of L [6, p. 306].
Hereafter, we investigate quantitative properties of the eigenvalues and the spectral singularities of L. From (2.3), (2.4) and (4.1), we get that
and, from (2.5), we have 6) which shows the boundedness of the zeros of f in P 0 .
Theorem 4. Under the condition (2.2),
is bounded and countable, and its limit points lie only in the interval
, and the linear Lebesgue measure of the set σ ss (L) is zero.
Proof. The boundedness of the set of zeros of f in P 0 is clear from (4.6). Since f is a 2π-periodic function and is analytic in C + , we obtain that f has at most a countable number of zeros in P 0 . By the uniqueness of analytic functions, we find that the limit points of zeros of f in P 0 can lie only in − can be obtained from the boundary uniqueness theorem of analytic functions [21] . holds, then the operator L has a finite number of eigenvalues and spectral singularities, and each of them is of finite multiplicity.
Proof. Under the condition (4.7), A ± (t, r ) satisfy . Since f is a 2π-periodic function, the limit points of its zeros in P cannot lie in − π 2 , 3π 2 . Using Theorem 4, we get that the bounded sets σ d (L) and σ ss (L) have no limit points, i.e., the sets σ d (L) and σ ss (L) have a finite number of elements. From the analyticity of f in Im z > − ε 4 , we obtain that all zeros of f in P have a finite multiplicity. Consequently, all eigenvalues and spectral singularities have a finite multiplicity.
