I. INTRODUCTION
A RRAY signal processing, which is a mature and specialized branch of signal processing, has found use in radar, sonar, communications, geophysical exploration, astrophysical exploration, biomedical signal processing, and acoustics [1] , [2] . It focuses on extracting as much information as possible from an environment using an array of independent sensors. These sensors are placed at different points in space to "listen" to the received signal. In effect, the sensors provide a means of sampling the received signal in space.
Array signal processing has to do with 1) detecting the number of incident sources (model order), 2) estimating parameters, like direction-of-arrival (DOA) or inter-sensor delay (ISD) of the sources impinging onto the array, and 3) recovering the incident source waveforms. Methods for each of the above objectives can be classified as either narrowband or wideband. For the narrowband scenario, there exist many algorithms to solve the estimation problem [1] - [7] . Methods such as [4] and [5] can perform determination of model order and the estimation of desired signal parameters jointly rather than independently. On the other hand, for the wideband scenario, it appears there is no existing method which can attain the objective of joint detection and estimation simultaneously.
A common approach to wideband signal processing is to sample the spectrum of the incoming signals at each sensor to form an array of narrowband signals. In the so-called incoherent signal-subspace processing method [8] , the narrowband signals at each frequency are processed separately, and the results from all frequency bins are combined to obtain the final result. However, the performance of this approach [9] , [10] degrades when the sources are correlated and the SNR is low. An alternative approach in [11] and [12] uses the coherent signal-subspace method (CSM) that utilizes the so-called focusing technique to transform the correlation matrix of the observations at different frequency bins to a common subspace. Having done that, algorithms developed for narrowband models can be used to solve wideband signal processing problems. For example, well-established methods like the Akaike information criterion (AIC) and the minimum description length (MDL) algorithm [13] can be used to detect the number of sources, and high-resolution algorithms like the MUSIC [3] can then be used to estimate the DOAs.
An alternative focusing approach has been developed in [9] , [10] but suffers from the asymptotic bias of the peaks in the spatial spectrum. This bias increases with the bandwidth of the sources and the deviation of the focusing points from the true DOAs. A similar approach that uses a two-sided unitary transformation on the correlation matrices (TCT) in different frequency bins was introduced [9] , [10] , [14] .Thisapproachreducestheerrorofthesubspace fitting and removes the bias of the estimation found in CSM. Like other previous approaches, TCT requires significantly more observations than the method proposed in this paper. This is because sufficient data must be available to estimate the correlation matrices at each frequency bin with sufficient accuracy. Furthermore, recovery of the source amplitudes can be expensive with focusing techniques, since the narrowband source waveforms must be calculated at each frequency bin and then combined through an FFT to yield the final wideband source estimate. Other wideband methods appear in [15] and [16] .
Previously, separate models and analysis methods were required for the narrowband and wideband scenarios. In this paper, a novel model structure which applies equally well to both these cases is proposed, that detects model order, estimates DOA, and recovers the source waveforms in a computationally efficient manner. Markov chain Monte Carlo (MCMC) [4] , [17] - [19] methods are well suited for extraction of the parameters of interest associated with this model. MCMC methods are Bayesian techniques based on the idea of numerically sampling posterior distributions of interest that are difficult or impossible to handle analytically [19] . The approach proposed in this paper is an extension of the method of [4] to seamlessly perform joint detection of the number of sources and estimation of ISDs (DOAs), and recovery of the sources, for both narrowband and wideband models.
The proposed approach offers the functionality of wideband beamforming [1] , [2] , as well as wideband DOA estimation and detection. The proposed algorithm can be used in a beamforming context because it recovers the source signals which are mixed at the sensor outputs. The proposed method is somewhat more computationally expensive than previous wideband methods (e.g., [10] ) that estimate the DOAs only. However, in cases when the model order, the DOAs, and the source waveforms are all required, then the proposed method shows a comparable computational expense relative to the other methods.
There are several advantages offered by this approach in array signal processing. First, by virtue of the reversible jump Metropolis-Hastings algorithm [20] , the proposed MCMC approach jointly detects the model order and estimates all parameters of interest for both wideband and narrowband scenarios. This procedure is more efficient and accurate than other common approaches that would perform each process independently. Second, unlike other approaches, like CSM and TCT, the proposed approach requires far fewer observations for processing, because the correlation matrix of the observations is not explicitly required. Third, the method benefits from requiring only real arithmetic, in contrast to previous methods, which require complex arithmetic. This fact results in significant reductions in hardware complexity, since the need for quadrature mixing to intermediate frequencies (IFs) is alleviated. In addition, like other wideband methods, the sources can be partially or fully correlated. This paper is organized as follows. Section II presents a general model based on interpolation techniques to represent wideband signals. This model includes narrowband signals (with small but finite bandwidth) without modification. Section III describes the derivation of the necessary probability distributions. A description of the reversible jump MCMC algorithm used for model order detection is given in Section IV, followed by the simulation results and discussion in Section V. Conclusions are given in Section VI.
Notation: Bold upper case symbols denote matrices, and bold lower case symbols denote vectors. The superscript denotes the transpose operation, and the symbol " " means "distributed as." The quantity denotes a prior probability distribution, denotes a likelihood, and denotes a posterior distribution.
II. DATA MODEL

A. One-Dimensional Model
A uniform linear array with elements is assumed. 1 For the time being, assume further that 1) we are operating in a noiseless Fig. 1 . Signal s(t) impinging onto the array when the incident angle is less than =2 with respect to the axis of the array. environment, 2) only a single source is incident onto the array, where the source may be a wideband signal, whose frequency response is band limited to (1) where and are the lower and upper frequencies and is the bandwidth of the signal, and 3) the signal impinges onto the array at an angle less than with respect to the axis of the array, as illustrated in Fig. 1 . The incident signals are assumed to have finite bandwidth. The signal is discretized at some suitable sampling interval to yield the discrete sequence . In this noise-free case, we can approximate the th sensor output as follows: (2) where , which is the intersensor delay (ISD), is defined as [1] ( 3) where is the interspacing of the sensors and is the speed of propagation. The quantity is the th sample of an interpolating sequence . 2 Using the fact that (4) where is the maximum possible frequency component of the incident wave, we can write (5) Comparing (5) to (3), we have (6) Therefore, we have .
We can express the received signal vector in (2) for , in vector form as in (7) , shown at the bottom of the page, which can be written as (8) where 3 is known as the signal vector (9) and is an interpolation matrix for and is defined in terms of column vectors as (10) where is the th column of the interpolation matrix , which is defined as (11) Accordingly, we can rewrite the sensor output vector in the form (12) Thus, the sensor output can be expressed as a linear combination of a set of vectors of with the signals as the associated coefficients. In cases where the incident angle of a signal is greater than with respect to the 0th sensor, as illustrated in Fig. 2 , the th sensor becomes the first sensor that receives , whereas the 0th sensor will not receive the signal until s later. Following the same development of (2), we may express the th sensor output for in the following manner:
where . Extending the above for all , , we can write (14) 3 Note that for notational convenience, from this point onwards, we replace the approximation with an equality. where is an exchange matrix, which is defined as follows [21] :
In other words, if the incident angle of a signal is greater than with respect to the 0th sensor, the expression of the sensor output vector is the same as that defined in (8) premultiplied by the exchange matrix that reverses the order of rows in the interpolation matrix . Therefore, the general expression for a sensor output vector in response to an incoming signal at an angle is (16) where if if where (17) An analogous definition holds for the vector .
B. K-Dimensional Model
The model above can be easily extended to cases where there exist multiple sources . The incident angle and delay
parameters now become vectors, i.e., and , respectively. They are defined as
To extend the model described earlier to the -dimensional case, we need to add a subscript to and such that (16) becomes (20) Similarly, each wideband signal will have its own upper and lower frequencies and such that in the -dimensional case, according to (6) , is now defined as (21) We define the index as follows: if if (22) such that the delayed version of the signal vector may be expressed as (23) The th sensor output in the presence of noise now becomes (24) (25) where is an iid Gaussian variable with zero mean and unit variance, and is the noise variance in the observation. We now define a signal vector for sources at time as (26) and the vector of observations (27) Then, can be written as (28) where is a vector whose elements are , and is defined as (29) The signal vectors for in (28) are estimated by the proposed algorithm in a manner to be described. In this vein, we define a vector as follows: (30) which can be interpreted as the error between the snapshot and its approximation, based on the past, estimated values of the signals from to and the associated columns in the interpolation matrix . Accordingly, we may rewrite (28) as follows: (31) which represents the desired form of the model.
There are several interesting features regarding the model in (31). It is similar to the familiar narrowband model [1] , except that the data is modified and the steering matrix takes the form of an interpolation matrix. Further, the same model in (31) can accomodate either narrowband or wideband sources, without change of structure or parameters. In addition, all quantities in (31), including the data, are pure real, unlike previous models [9] - [12] that require complex quantities. This latter point leads to significant savings in hardware, since quadrature mixing to IF frequencies is no longer required, and computational requirements are reduced.
III. DEVELOPMENT OF THE MARGINAL POSTERIOR DISTRIBUTION
Here, it is assumed 1) that the noise vectors are iid Gaussian and 2) that all the parameters describing the received signal are stationary throughout the entire observation interval. Using (31), we may define a set of snapshots as (32) Then, the total likelihood function of all data can be expressed as follows: (33) where represents an estimate of the true number of sources . The desired posterior distribution function can be expressed using Bayes' theorem in terms of the total likelihood function (33) and the prior distributions of the unknown parameters as (34) where is a hyper-parameter closely related to the signal-tonoise ratio. (The choice of this parameter is discussed further in Section IV-D.) The prior distribution for the source amplitude vector is chosen as in [4] . For a single sample , we take the prior distribution to be zero-mean Gaussian, with covariance matrix corresponding to the maximum entropy prior
The joint prior in (34) of the source samples over snapshots is then given as (36) where, for analytical convenience, we have assumed the sources to be temporally iid. The prior distribution of is chosen to be uniform
The prior for the parameter is chosen as the inverse-Gamma distribution [4] , which is the conjugate prior corresponding to a Gaussian likelihood function. It is defined as (38) Note that this distribution is noninformative when . 4 Finally, the prior distribution on is chosen to be Poisson with parameter (39) where is the expected number of sources. This choice of prior is not strictly noninformative, but it contributes to a more efficient MCMC sampling routine. As a result, we can rewrite (34) as (40) 4 Strictly speaking, this choice for and results in an improper prior distribution. Regardless, the resulting posterior distribution still has a well-defined maximum, which is used for MAP estimation of the parameters of interest.
A. Simplification of the Posterior Distribution Function
We can simplify the estimation of the parameters in the posterior distribution function (40) by considering and to be nuisance parameters and analytically integrating them out. The only quantities of interest at this stage are and . We recover the later by other means. By following procedures similar to those in [4] and [17] , it can be shown that the desired posterior distribution function in (40) can be expressed as We can simplify (41) by analytically integrating out the nuisance parameters and as follows:
As a result, the desired posterior distribution can now be expressed as [4] tr (47) where tr is the trace operator, and tr (48) and is the sample covariance matrix of (49) The primary goal of this work is to estimate the delay parameters and the model order using the distribution of (47). Because there are no direct methods for estimating model order for this problem, and because of the intractable form of this distribution, MCMC methods [4] , [17] , [19] , as described in Section IV, are well-suited for this task.
The proposed MCMC methods require evaluation of the posterior distribution (47) for a proposed value of and . This involves evaluation of the quantity , which in turn requires knowledge of the source amplitudes . The amplitudes can in principle be determined through a least-squares procedure using (31) or through (45). However, the use of (31) involves only the matrix (instead of all the matrices ). For typical interpolation functions, only a few elements of each of the columns of will be significantly different from zero, resulting in a portion of the observation vector being suppressed, with a corresponding loss of performance. Further, use of (45) also implicitly involves only the matrix . This is because the term within parentheses in (44) is equal to . All other terms in (45) only involve . Thus, use of (45) also results in a degradation in performance. This undesired situation can be mitigated using the following suboptimal procedure for estimating the source amplitudes.
B. Signal Recovery
According to the signal model, it is clear that the source sample contributes to successive snapshots to . Efficient estimation of the source sample requires use of all these snapshots. From (28), we have (50) The natural log of the posterior in (40) can therefore be written as (51) where is a constant independent of . The desired estimate is then obtained by maximizing (51) with respect to . The result is (52) where (53) and (54) The quantity , removes the contribution from samples other than in the observation . It is defined as (55) where (56) The are determined by evaluating the in (56), where the unknown quantities for in (56) are tentatively estimated suboptimally using (44) and (45). The estimation of according to (52) results in significantly improved performance compared to the other, more direct methods for the estimation of this parameter.
The MCMC procedure described in Section IV proposes a candidate sample and requires evaluation of the posterior distribution given by (47) for that candidate. The following schema summarizes the process used for this evaluation.
Evaluation of the Posterior Density 1) Given a candidate sample , from the MCMC procedure, and a suitable interpolation function such as a windowed , compute , of order from (29). 2) For sample index • Follow the steps described in Section III-B to obtain in (52).
• Given the source amplitudes, evaluate according to (30). 3) Given the , in (49) can be computed, which allows evaluation of the posterior density in (47). This quantity is then used by the MCMC procedure to determine whether the candidate is accepted as a sample.
The computational requirements of the above algorithm are mitigated by the fact that the matrix in (52) is independent of and therefore need only be computed once per MCMC iteration.
IV. REVERSIBLE JUMP MCMC
MCMC methods [17] , [19] are numerical techniques for performing Bayesian estimation, inference, or detection, corresponding to an arbitrary distribution of interest. In the Bayesian framework, one is commonly faced with the integration of unwanted model parameters or with task of evaluating expectations for the purpose of parameter estimation. In the general case, the posterior distribution of interest exhibits some degree of nonlinearity and involves a large number of parameters, making the analytical closed-form evaluation of these integrations difficult. One of the major advantages of MCMC methods is that these integrations become trivial to perform. The basic idea behind MCMC methods is to draw samples from a posterior distribution of interest, in effect forming a histogram, and then form sample averages to approximate expectations, thus facilitating parameter estimation [19] . In addition, once the histogram is available, marginalization of unwanted parameters is straightforward. The samples are generated by setting up a Markov chain, whose invariant distribution is the posterior distribution of interest. Thus, each state of the chain corresponds to a potential sample from . The critical component of an MCMC method is an algorithm to draw samples from an arbitrary distribution. Here, we choose the Metropolis-Hastings (M-H) algorithm [19] , [22] for this purpose. At each iteration step of the Markov chain, the next state is chosen by first sampling a candidate state from a proposal distribution . The proposal distribution may depend on the current state of the Markov chain . The candidate state is then accepted with probability (57) where is the acceptance ratio, which is defined as
The proposal function is chosen to be easy to sample from, and must be non-null over the support of the distribution . If the candidate is accepted, the next state of the chain will be . If the candidate is rejected, the chain remains in state . A Markov chain generally exhibits a transient period before its states converge to the invariant distribution of the chain. In practice, this means the initial samples produced by the MCMC procedure (referred to as the burn-in period [19] ) must be discarded.
We use the reversible jump MCMC algorithm [17] , [20] to perform the Bayesian computation in jointly detecting the desired model order and extracting the other parameters of interest from the posterior distribution. The reversibile jump MCMC algorithm itself is similar to the M-H algorithm, but it allows the sampling process to jump between subspaces of different dimensions, which facilitates the detection of model order. Denote the whole parameter space by , where is the space of the parameters of the model of order , and is the maximum allowable model order. At each iteration, candidate samples are chosen from a set of proposal distributions corresponding to different model orders, which are randomly accepted according to an acceptance ratio similar to that of (58), given by (59) where it can be shown [23] that in our case, . This quantity is the Jacobian of the transformation, required to reconcile the total probability between spaces of different dimensions so that the reversibility condition is satisfied. If the candidate is accepted, the chain takes the new state; otherwise, the chain remains at the current state.
In the reversible jump algorithm, we choose our set of proposal distributions to correspond to the following set of moves:
1) the birth move, valid for . Here, a new is proposed at random on . 2) the death move, valid for . Here, a is randomly chosen to be removed. 3) the update move. Here, the order of the model is held fixed and the parameters describing the sources are updated. The probabilities for choosing each move are denoted by , , and , respectively, such that for all . In accordance with [4] , we choose (60) where is the prior distribution of the th model according to (39), and is a tuning parameter that determines the ratio of update moves to jump moves. We choose so that the probability of a jump is between 0.5 and 1 at each iteration [20] . The overall description of the reversible jump MCMC algorithm is determined by the choice of move at each iteration. This description is summarized as follows. , which is the model order of the th iteration.
• if then execute a "birth move" (see Section IV-B), • else if then execute a "death move" (see Section IV-C), • else, execute an update move (see Section IV-A).
3)
, goto step 2
We now give details for each move type.
A. Update Move
Here, we assume that the current state of the algorithm is in . When the update move is selected, the algorithm samples only on the space of for a fixed . The acceptance function for an update move is defined using (58) as (61) where (62) and is the prior density for given by (37). Accordingly, substituting (47) into (61) The candidate is then accepted as the current state , with probability (65)
In each iteration, a candidate is first sampled according to (62). Then, the schema in Section III-B is executed, which then allows evaluation of and .
B. Birth Move
In the birth move, we assume the state of the algorithm is in at the present th iteration, and we wish to determine whether the state is in at the next iteration. The acceptance ratio of the birth move is therefore defined as (66) We propose a delay vector as
where is the delay vector at the th iteration, and is a new time delay candidate selected uniformly on . Note that the prior for model order in (39) is assumed independent of that for in (37). In the birth move, only the one new source is a random variable; the remaining sources are treated as constants. Accordingly, the proposal distribution from (66) is then
In contrast, the the distribution in (66) refers to the proposal distribution where one of the sources is randomly removed. Thus, we have The probability of accepting a birth move is therefore defined as
As in the update move, in each iteration a candidate for is first sampled according to (62). The acceptance ratio is evaluated by executing the schema of Section III-B and then evaluating (71).
C. Death Move
In the death move, we assume the state of the algorithm is in at the th iteration, and we wish to determine whether the state is in at the next iteration. In order to maintain the invariant distribution of the reversible jump MCMC algorithm with respect to model order, the Markov chain must be reversible with respect to moves across subspaces of different model orders. That is, the probability of moving from model order to must be equal to that of moving from to . Therefore, we propose a death move in which a source in the current state is randomly selected to be removed such that the state becomes at the next iteration. In the death move, the roles of the candidate and the current state of the chain are reversed with respect to the birth move in the corresponding expression for the acceptance ratio. Therefore, with respect to (66), the acceptance ratio for the death move is defined as (73) which is a sufficient condition for reversibility with respect to model order [20] , and the new candidate of dimension is accepted with probability (74)
D. Model Order Determination
Even though in (34) is an estimate of the SNR, in practice, it is generally an unknown quantity. Therefore, in this section we discuss conditions which must be placed on this hyper-parameter to achieve consistent determination of the model order. 
where is an orthonormal matrix that contains the eigenvectors associated with the smallest (noise) eigenvalues of the matrix , which are placed in the diagonal matrix :
For convenience, these eigenvalues , are arranged in assending order. Assuming that is large and that the SNR level is moderate, then the posterior distribution function concentrates around the true value . As a result, we can approximate the integral in (75) in the neighborhood of as follows: (78) where indicates "approximately proportional to." Let us define the event as the declaration of a model order in error by signals. Thus, the event will occur if we declare or . We assume . Accordingly, sufficient conditions which must be satisfied for consistent detection of the model order are Note that the argument on the right in (83) that only contains noise eigenvalues is typically close to one, whereas that in (84) contains the smallest signal eigenvalue and the noise eigenvalues, and therefore can be significantly larger than one. Therefore, from (83) and (84), we have (85) Therefore, the specific range of the hyper-parameter is dependent on the number of sensors and the current SNR level. Note that if is set too small, the expression in (81) will not converge to zero. Thus, it is possible for the algorithm to overestimate the model order as is comparable to . Likewise, if is set too large, the expression in (82) will not converge to zero. As a result, the algorithm can underestimate the model order because is comparable to . Referring to (85), the determination of the correct value of requires the knowledge of the true model order . However, we can still obtain useful information from (85) by having an estimate of the SNR level. This is a reasonable assumption, as we can obtain an estimate of the noise level by listening for the power level when it is assumed there is no signal present. Similarly, we can get an estimate of signal power by listening when the signal is transmitting. Thus, the right limit in (85) can be approximated if there is some knowledge of the SNR level. In practice, the left-hand term in (85) is close to unity. With this knowledge, we can obtain a reasonable estimate of the range within which must fall. 
V. SIMULATION RESULTS
The proposed algorithm is now applied to two scenarios. One is wideband and the other narrowband. In each scenerio, snapshots are generated using (28) with the parameters described in Table I to jointly detect and estimate the relevant parameters and the source amplitudes . In these experiments, the model order and the delay parameters are kept constant throughout the entire observation period. To set up the corresponding interpolation matrix for a set of , a function is chosen such that the th element of the interpolation matrix for the th source is given by (86) where is the sampling interval, is the cut-off frequency, and is a Hamming window function. In all experiments, the hyper-parameters and are set to zero.
A. Experiment 1: Wideband Scenario
In this experiment, we generate Gaussian processes for the sources that are zero mean with variance and bandlimited as follows:
where the bandwidth of the signals is 300 Hz. According to (5), the interspacing of two adjacent sensors, , can be determined as
The incident angles are 3.44 and 3.44 , respectively, which are separated by an angle less than a standard half-beamwidth. A standard beamwidth is given as [1] (89
where . Using the definition in (3), we can obtain the corresponding ISD parameters as follows: (90) We can then generate snapshots, according to the other parameters in Table I . Fig. 3 exhibits the magnitude spectrum of the generated wideband signals. The hyper-parameter is assumed known and is chosen as follows:
(91) which is within the bounds specified by (85). The proposal distribution used for these experiments is given by
where and are the prior distributions given, respectively, by (37) and (39).
The proposed algorithm randomly initializes all unknown parametersandrandomlyassignstheinitialmodelorder uniformly in , where is the maximum allowable model order. The number of MCMC iterations used in the algorithm is 10 000. Fig. 4 exhibits the resulting histogram for the number of sources, from which the algorithm predicts the correct number of sources , whereas Fig. 5 displays the estimate of the number of sources for each iteration as the algorithm proceeds. The algorithm takes about 25 iterations to converge to the correct order. However, the algorithm takes about 2000 iterations for a burn-in before the chain centres on the true ISD values. Note that the burn-in period is determined empirically. Fig. 6 depicts a comparison between the ISD estimates of the sources and the true values after the burn-in stage versus iteration number. It is clear that the chain centers on the true ISD values. Fig. 7 shows the marginal histograms of the ISDs from which the MAP estimates are obtained. As a result, the MAP delay estimates from the above simulation are shown in Table II , which also summarizes a comparison between the true and estimated values of the incident angles and the corresponding ISD parameters. Given the MAP estimate of the ISDs , the algorithm can now restore the source signals, as shown in Fig. 8 . It is clear that the signal amplitudes are well separated and restored by MCMC. Table III lists the mean-squared error of the restored amplitudes. 
B. Experiment 2: Narrowband Scenario
In this experiment, we apply the algorithm to a narrowband scenario, where we reduce the bandwidth of the signals from 300 to only 50 Hz. As in the previous experiment, we generate two Gaussian processes that are zero mean and variance and bandlimited as follows:
Hz (93) where the bandwidth of the signals is 50 Hz. Using the parameter values as given in Table I , we can then generate snapshots. In other words, by using the same data model developed in Section II and by tuning the bandwidth parameter , one can model both narrowband and wideband scenarios. Fig. 9 exhibits the magnitude responses of the generated narrowband signals. Fig. 10 is the histogram of the model order detection by the RJMCMC for the narrowband scenario. Figs. 11 and 12 depict the histogram and the trajectories of the estimation of the ISDs, respectively. As in the experiment for the wideband scenario, the algorithm runs for 10 000 iterations, and the chain centres very quickly around the true parameter values for the narrowband scenario as well. Table IV summarizes a comparison be- tween the true and estimated values of the incident angles and the corresponding ISDs. Furthermore, Fig. 13 exhibits a comparison between the restored and the true amplitudes. Table V lists the mean-squared error of the restored amplitudes for the narrowband case.
As seen in the simulations, the proposed method can perform joint detection, estimation, and signal recovery for both narrowband and wideband scenarios. To date, there appears to be no previous method that accomplishes the same set of tasks. Performance comparisons with previous methods involve com- Fig. 13 . Comparison between the true and the restored amplitudes using MCMC for one realization for the narrowband case. Solid lines correspond to the restored amplitudes using MCMC, and the dashed lines correspond to the true amplitudes. paring the performance of only a subset of the capabilities of the proposed method with the respective criteria of previous methods. Therefore, we present comparisions with the theoretical Cramér-Rao lower bound (CRLB) derived in [24] for this problem and goodness-of-fit and efficiency tests [25] . We also present a comparison of the proposed method and the method of [10] . We now present the evaluation of the performance of the new method in terms of variances of the estimates of as a function of SNR. This evaluation is obtained by applying the algorithm to 100 independent trials over a range of SNR, from 5 to 18 dB. The remaining parameter values are given in Table VI .
The variances of the estimated are plotted in Fig. 14 , along with the respective theoretical CRLBs. As shown in Fig. 14 , for SNR levels lower than 2 dB, the algorithm starts to break down (i.e., departs rapidly from the CRLB. However, it is seen that the variances approach the CRLB closely, above this level. The reasons why the variances do not come closer to the theoretical CRLB are 1) interpolation errors due to a nonideal interpolation function being used and 2) the suboptimal procedure for estimating the source amplitudes. This procedure has an impact on the estimation accuracy of the DOA parameters. Further simulation results, as shown in Fig. 15 , demonstrate that the probability of an error in detection of the model order tends to diminish toward zero with increasing number of snapshots with moderate SNR values.
We also use the goodness-of-fit and efficiency tests [25] to evaluate the proposed method. Denote the normalized estimation error squared (NEES) for by (94) 
The quantity is chi-squared distributed with degrees of freedom, that is (97) Given a confidence level, say 95%, a set of g-sigma ellipsoids for [25] can be obtained with different SNR values. These ellipsoids can be used to evaluate how well the MCMC method is performing in estimating . Fig. 16 shows the impact of different SNR values on the estimation of with a 95% confidence interval. It is clear that as SNR becomes large, the estimates concentrate more closely to the center of each ellipsoid, which corresponds to the true values of . However, as SNR falls below 0 dB, it is found that the estimates distribute loosely around the center, as evident in Fig. 16 . Accordingly, we can conclude that the proposed method would start to break down in estimating when SNR is below 0 dB under the conditions used for this set of experiments.
In addition, the proposed method was tested to determine whether it is an efficient estimator. Using the 95% confidence level, the two-sided probability region for the NEES [25] for is (98) Fig. 17 shows the NEES for versus different SNR values. For SNR values above 0 dB, the normalized errors fall inside the regions, that is, the method is consistent. However, as the SNR falls below 0 dB, the errors are outside the bounds, indicating that the method starts to break down. These findings are indeed consistent with those in Figs. 14 and 16 . Wideband array processing methods that rely on focusing [10] , [11] require significantly more observations than the proposed method. Focusing methods require at least snapshots, where is the number of frequency bins, so that full-rank covariance matrices can be formulated at each frequency, which is a requirement for DOA estimation. Since is typically on the order of 32, a minimum of 256 snapshots would be required before DOA estimates could be produced using the example of this section. Typically 10 times this number would normally be used, so that stable covariance matrix estimates would be obtained, yielding stable DOA estimates. As is seen in this section, DOA estimates that come close to the CRLB can be produced with 50 snapshots with the proposed method.
We now compare the performance between the proposed method and the TCT approach [10] . Table VII lists the common parameters used in the comparison. Fifty independent trials are run on each of these algorithms for different SNR values. The incident angles used are separated by a half-beamwidth. For the proposed method, 5000 MCMC iterations are run for each simulation, whereas for the TCT algorithm, 32 frequency bins are used. Fig. 18 depicts the variances of the ISD estimates obtained by these algorithms for different SNR values. According to Fig. 18 , the proposed method outperforms the TCT method throughout the range of SNR values shown. This can be explained by a few reasons. First, the TCT method requires sufficient data in each frequency bin so that a good estimate of the covariance matrix at that frequency can be determined. Therefore, when is not large, the performance of the TCT method degrades. Second, at low SNR, the signal and noise subspace estimates, which are needed by the TCT method, degrade significantly at low SNR, giving rise to an early threshold.
Moreover, according to Fig. 19 , at low values of SNR and , the performance of the MDL procedure, used by the TCT method for model order detection, degrades significantly. On the other hand, the proposed method, using a completely different detection approach, outperforms the TCT method under these conditions.
The MCMC method requires roughly four to five times more computations than the TCT method, for a parameter set typical of that used here. The number of flop counts per each iteration of the MCMC method is flop counts (99) and that of the TCT [14] is flop counts (100)
This apparent disadvantage is mitigated by the fact that the MCMC algorithm provides estimation of the source waveforms, in conjunction with joint detection of model order and estimation of the DOA parameters. Substantially more computations would be required by the TCT method if the source amplitudes were also to be recovered. Further, the MCMC method is easily "parallelizable," thus offering the potential to considerably reduce computation times. The source estimation procedure described in Section III-B is recursive. Under adverse conditions, the source estimates generated according to this procedure may occasionally become unstable, with very large error. As an example, when the SNR is 2 dB, such a phenomenon appears with an approximate probability of 5%. However, when the SNR is 2 dB, the probability grows to 22%. This problem may be alleviated by reinitializing the source amplitudes at periodic intervals throughout the observation interval.
VI. CONCLUSION
A novel structure for wideband array signal processing is proposed. It has been demonstrated the method applies equally well to the narrowband case. A Bayesian approach is used, where a posterior density function that has the nuisance parameters integrated out is formulated. The desired model order and DOA estimation parameters are determined through a reversible jump MCMC procedure. The source amplitudes are given using a MAP estimate. Simulation results support the effectiveness of the method and demonstrate reliable detection of the number of sources and estimation of their times of arrival in white noise environment with a single linear array. As a result, the source signals are reliably restored. It has been demonstrated that the method requires only real arithmetic and that significantly fewer observations are needed relative to what is required for focussing methods.
