Abstract-Fuzzy commitment of Juels and Wattenberg 1999 is a popular technique for designing secure systems based on noisy data. The scheme is easy to implement using standard error-correcting codes. However, secrecy of this scheme is only guaranteed when input data are generated by uniform i.i.d. sources, while typical input data (PUFs and biometrics) are not uniform. In this paper we address the problem of extracting robust independent uniformly distributed bits out of noisy data that can be used as entries to fuzzy commitment. The proposed techniques can serve as a building block of secure fuzzy commitment systems.
I. INTRODUCTION
A physical unclonable function (PUF) is defined as a function that maps challenges to responses and is embodied by a physical device. These functions were first introduced and studied by Pappu [1] . PUFs have important property that they generate responses from physical systems that are difficult to characterize and analyze. This property relies on a difficulty of taking a complex physical system, deriving its all essential parameters, and simulating the system to predict responses based on the derived information. Moreover, to measure physical parameters of a device that carries out PUFs, it is necessary to invade the device and therefore modify it, which results in breaking the PUF. Thus PUFs offer a certain degree of tamper evidence. Further, random nature of PUFs arises from random manufacturing variations. Thus even a manufacturer does not possess full knowledge about PUFs and is unable to produce two identical PUFs. This property of PUFs is called manufacture-resistance or unclonability.
The uniqueness of the responses and uncloneability of PUFs are very attractive properties for security applications. A device (token) with an embedded PUF becomes uniquely identifiable and uncloneable. Moreover, PUFs are a good source of (secret) common randomness between two terminals.
In this paper we concentrate on optical PUFs, see Pappu [1] . These PUFs consist of transparent material with randomly distributed light-scattering particles. Their suitability as a carrier of secret key material is derived from uniqueness and unpredictability of speckle patterns that result from multiple scattering of laser light in a disordered optical medium. However, measurements of PUFs are not exactly reproducible, since, for example, optical PUF displacements and laser angle differences introduce measurement noise.
Next we consider fuzzy commitment introduced by Juels and Wattenberg [2] , which is a popular scheme for secretkey binding used to built secure biometric applications. This scheme relies on standard error-correcting codes (ECC) that are efficient and easy to implement. Since PUFs have similar properties to those of biometrics, fuzzy commitment is also often used to build secrecy systems based on PUFs, see Skoric et al. [3] . In [4] , however, it was argued that fuzzy commitment schemes preserve their properties to be secure only if input data distribution is uniform. In practice, neither biometrics nor PUFs do not enjoy the required distribution. In the following we propose a number of methods to extract robust independent uniformly distributed bits out of noisy data. The proposed methods are validated on optical PUFs.
II. FUZZY COMMITMENT SCHEME
Let (X N , Y N ) be a pair of binary correlated PUF sequences, observed by an encoder and decoder, respectively. In the fuzzy commitment scheme, presented in Fig. 1 , a secret key k from alphabet {1, 2, . . . , |K|} is chosen uniformly at random independently of PUF, hence Pr{K = k} = 1/|K| for all k ∈ {1, 2, . . . , |K|}. The chosen secret key k is observed at the enrollment side together with a PUF enrollment sequence x N . The secret key k is encoded into a binary codeword c
, where e(·) is the encoding function. Then the PUF enrollment sequence is added modulo 2 to the codeword. This results in the sequence 
is the decoding function. In [4] it was shown that secure fuzzy commitment is only achieved with uniform input data distribution. The properties of fuzzy commitment are summarized in the following theorem.
Assume that a PUF sequence X N is a binary stationary sequence with entropy H ∞ (X). Define the binary entropy function h(p)
Theorem 1 ([4]):
For fuzzy commitment that operates on binary stationary sequences X N with entropy satisfying 0 < H ∞ (X) < 1 and uses a code with rate 0 < R c < 1 the secrecy leakage is lower bounded as follows.
Thm. 1 also holds for the i.i.d. case, the proof follows from application of Mrs. Gerber's lemma (Wyner and Ziv [5] ).
From the above theorem we conclude that in order to build a secure fuzzy commitment based system, a system should contain a layer that extracts uniform or very close to uniform data from enrollment sequences X N .
III. EXTRACTING ROBUST UNIFORM DATA
We concentrate on the case when PUFs are represented by binary images. Extracting independent uniformly distributed bits from PUF images requires a known model for them. We assume that PUFs are generated by Markov chains and use the CTW method [6] to find their data distribution. The CTW method is a universal sequential data compression method that finds a good, in terms of coding redundancy and complexity, coding distribution for tree sources. The method approaches entropy for one-and two-dimensional ergodic stationary sources.
A. Selection of robust bits
Although in fuzzy commitment ECCs are used to reconstruct a secret key K during the decoding phase, applying ECCs to long data sequences with high error rates is impractical. Therefore we need data that are not only uniformly random but also have lower error rates. In this section we present a number of methods to extract such data.
Let 
Moreover, we assume that noise that affects data is generated by a memoryless source. Now we define robust bits to be bits that actually occur with high probability in an authentication sequence y N after some template from a true sequence x N has been observed, see Fig. 2 . Robust bits defined in this way give the smallest contribution to the codeword length, when a noisy PUF sequence is compressed given a true one. This principle is based on the assumption that the underlaying noiseless process has a structure and, given this structure, we can better compress y N if this structure is still preserved. The algorithm is summarized in the following. 
2) A robustified sequencex
N is constructed by analyzing the average contribution of bits z l,t at position t to the codeword length, compressed given the context C x t .
and ε is a threshold with its value close to 0.
3) The robustified PUF sequence is a 3-valued sequence where non-robust bits are those that take on values 0 or 1 with (almost) equal probability. Positions t, for whichx t = 2, form the set of robust positions Π r . Method 2. The next method is an extension of method 1, where the assumption on the noise is modified. Unlike in the previous method, here we assume that noise is not memoryless, and robust bits are defined to be those that occur with high probability in an authentication sequence. The occurrence of a bit depends on both context from an enrollment PUF sequence and context from an authentication PUF sequence generated so far, see Fig. 3 . The method reads as follows. 1) The distribution p(y|x) is estimated using the CTW method as P (z L,t |C 2) A robustified sequence is constructed by analyzing the average contribution of t-th bit to the codeword lengtĥ
3) The set of robust positions Π r = {t :x t = 2} constitutes helper information.
B. Marginalization
Independent uniformly distributed bits are characterized by entropy equal to 1. Therefore we are looking for bits whose probability conditional on the preceding symbols is close to 0.5. Here we propose to estimate the marginal probabilities of the robust bits and remove all bits which do not occur with probability close to 0.5. The proposed method is again based on the CTW method.
Assume that Markov chain of order D governs the PUF data distribution. Then every bit x t in a PUF sequence depends on a well-chosen set of neighboring bits {x t−d , d ∈ B}. Moreover, let β t be a subset of B, refering to robust bits in a given context {x t−d , d ∈ B}. We are interested in conditional probabilities p(x t |{x t−d , d ∈ β t }) and find them as 
IV. EXPERIMENTAL RESULTS
In this paper we focus on optical PUFs, see Pappu [1] . Different challenges are obtained by directing a laser beam under different angles through a PUF. Shining a laser beam through the optical medium produces speckle patterns that are picked up by a CCD camera. To obtain a compact binary representation of a speckle pattern, the measurements are preprocessed using Gabor-filtering (at 45
• ), thresholding and subsampling, like e.g. in Skoric et al. [3] . This results in 64 × 64 binary images. Note that optical PUFs are modeled as stationary and ergodic, see Skroc at al. [7] , therefore the methods proposed in the previous sections are applicable.
We investigated five optical PUFs, two challenges per PUF. The PUFs were measured at different moments in time under different environmental conditions. We use 7 PUF measurements for training (robust bit selection) and 15 for testing. For robust bit selection we use the threshold ε = 0.97 and for uniform bit selection δ = 0.05.
As a benchmark we use a commonly used reliable component method, see Skoric et al. [3] and Campisi et al. [8] extended with decimation, as proposed in Skoric et al. [7] to obtain uniform i.i.d. data. This method is referred to as base method. Due to space limitations we only present the results for the base method and method 2. We note that method 1 has comparable performance to method 2.
Comparing the results of the experiments for robust uniform bit selection, we observe that the largest number of bits is derived in method 2 (545), while the base method could detect a much smaller number of bits (301). Moreover, from the results for the base method, we observe that 90% of the robust bits are within 46 bit Hamming distance for the inter class distribution, and only 24% of the data have 0 bit Hamming distance. Similar operation points for method 2 show that 90% of the data in the inter class distribution are within 5 bit Hamming distance, and 68% of the data have 0 bit Hamming distance. In Fig. 4 we have depicted the intra and inter class distribution histograms of the extracted bits. Based on the observed performance we conclude that method 2 outperforms the base method.
The resulting robust (nearly) uniform bits can be used to design a secure fuzzy commitment scheme. Here we take BCH codes, see e.g. McEliece [9] , that are used to correct multiple random error patterns. BCH codes are characterized by the triple (n, k, t), where n denotes the codeword length, k denotes the message length and t is the error correcting capability of the code. The rate of such codes is R c = k/n. We select the length of a PUF sequence that masks the encoded secret to be maximum integer that satisfies BCH codeword length requirement but less or equal to the maximum number of independent uniformly distributed robust bits that can be extracted from our PUFs. This number turns out to be n = 255 and n = 511 for the base and the proposed method, respectively. The key length and error correcting capability are selected based on the data distribution.
First, we consider a system with BCH code (255, * , * ). The performance of such a scheme is summarized in the upper parts of Tables Ia and Ib. To compare the proposed and base methods, we look at BCH codes with the same parameters and provide the corresponding FAR, FRR and secrecy-leakage bound for them. From the obtained results we see that as the rate of the code is getting smaller, less information is leaked on the secret. However, in the latter case, the key size also reduces, making brute-force attack feasible. Method 2 clearly outperforms the base method.
In the lower parts of Tables Ia and Ib we also provide results for BCH code (511, * , * ). Since in the base method the number of the extracted bits is smaller then 511, in order to use BCH code (511,*,*) we append dummy bits to the PUF sequences. Note that this results in much higher secrecy leakage.
V. CONCLUSIONS In this paper we have proposed a number of methods to design secure fuzzy commitment systems. The methods are based on the CTW method proposed by Willems, Shtarkov, and Tjalkens [6] . We have used optical PUFs and have shown that based on the extracted keys, we can construct a reliable and secure fuzzy commitment scheme. Note that the proposed method can also be utilized for binary biometric data such as iris data or binary minutiae fingerprint data.
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