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Abstract 19 
Measurement of the geometry of marine-terminating glaciers is challenging due to the lack of stable ground areas in close 20 
proximity to the glacier. This precludes the use of fixed measuring devices and restricts the placement of ground control 21 
points. We propose a measurement procedure for marine-terminating glaciers using structure-from-motion including 22 
proper survey planning, control point design and model alignment. As a case study, we surveyed Hans Glacier, Hornsund 23 
fjord, South Spitsbergen. We demonstrate that our method is indeed effective for documentation of small-scale glacier 24 
dynamics, show the importance of appropriate alignment strategies for models with poorly distributed control points and 25 
compare two SfM tools (Agisoft Metashape and Bentley ContextCapture) concluding that ContextCapture offers around 26 
17% lower error, 25% faster processing and better reconstruction of fine details and shadowed concavities. 27 
Keywords: structure-from-motion, GCP placement evaluation, Hans Glacier, glacier terminus dynamics monitoring 28 
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1. Introduction 30 
Low equipment costs and the availability of fully automatic, reliable and accurate software tools has made structure-from-31 
motion (SfM) widely-used in geomorphological studies [1–3]. Early work used SfM for documenting rock formations, 32 
bedrock ridges, hills and other small, static structures [1,4–6]. The utilization of unmanned aerial vehicles (UAVs) for 33 
data gathering allowed enlargement of the area of observation to farmlands, spoil tips, open-pit mines and quarries [7–9]. 34 
Other applications include the monitoring of dynamic environments such as landslides, riverbanks and seashores. All the 35 
above-mentioned geographical settings need accurate surveys in order to calculate changes in volume and material 36 
content. The motivation is the same for measurement of glaciers [10] and snow cover [11]. 37 
The accuracy of SfM methods is still debated [12–14]. In a measurement science setting, a very recent study quantitatively 38 
evaluated the accuracy of dense models obtained with SfM [15,16]. However, they used a contrived setup of a scale model 39 
of a river floodplain with ideal mounted camera positions. This allowed for almost unlimited ground control points (GCP) 40 
placement which is not feasible in many real word situations. Another recent study evaluated the effect of the number of 41 
GCPs in a large-scale UAV survey of static terrain [6]. Their goal was to choose the proper flight plan and acquisition 42 
method for this area while GCP analysis was a secondary aim of this study. While evaluations of SfM methods have 43 
grown in number over the past few years, only a small number of them describe in detail the problem of GCP placement 44 
and those that do usually involve UAV-based data acquisition. What is more, GCP placement studies often describe study 45 
areas where their placement is not limited to a large extent by safety measures or natural hazards. To our knowledge, 46 
none of the current studies undertook analysis of GCP placement in surveys done with hand-held cameras where data 47 
acquisition was performed from the level of the object. In order to fill in the gap in GCP placement analysis, a study was 48 
conducted on highly dynamic and remote object that is a water-terminating glacier. It allowed us to evaluate hand-held 49 
camera-based setups for SfM, their limitations concerning GCP placement restrictions and the effect that various types 50 
of GCP have on the accuracy of short term spatial monitoring of large natural. This is important since, due to the mobility 51 
of the survey setup for SfM, this extends the use to hazardous, remote areas, where other means of gathering dense 3D 52 
information are limited either by safety of the equipment or the people involved. However, this can be only done with a 53 
suitable GCP placement strategy, image acquisition strategy, model registration pipeline and the likely accuracy of the 54 
results can be predicted beforehand. This paper aims at the creation of such a method.  55 
1.1.  Contribution 56 
In this paper, we consider a real world, highly challenging and practically important measurement scenario: modelling 57 
the small-scale dynamics of marine-terminating glaciers. This scenario is challenging because GCPs can only be placed 58 
on the very limited stable ground regions at the edges of the glacier (often only on one side) and uncertainty increases 59 
away from these areas. In addition, fixed camera positions cannot be used since the majority of the glacier is only visible 60 
from sea or air. Dynamic changes to the glacier terminus are practically important because they allow the occurrence, 61 
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frequency, and size of small- and large-scale calving events to be measured. However, the changes can be quite subtle 62 
and so high accuracy is required to resolve them. For a realistic representation of this scenario, we conducted nine SfM 63 
surveys of the Hans Glacier, a marine-terminating outlet glacier located on Hornsund fjord, South Spitsbergen. We seek 64 
to evaluate the suitability and performance of SfM in this setting. In so doing, we make a number of contributions. 65 
First, we show that SfM algorithms applied to imagery collected from a handheld, uncalibrated camera can be used as a 66 
fast and accurate means of obtaining 3D information on a glacier front. Second, we evaluate how the placement, type and 67 
number of GCPs influences the geolocalisation of the model. Third, we distinguish different measures of accuracy and 68 
transformation strategies for aligning models. Fourth, we compare the accuracy of 3D glacier front models created using 69 
two different popular software packages, Agisoft Metascan (AM) [17] and Bentley’s ContextCapture (CC) [18]. Finally, 70 
we discuss the significance of obtaining 3D data in relation to calving event monitoring and terminus position change. 71 
2. Challenges in monitoring of glacier dynamics 72 
2.1. Ice loss from marine-terminating glaciers 73 
The annual ice loss from glaciers and ice sheets between 2003 and 2008 was estimated to be 1.5110-3 ± 1.610-4 m in 74 
sea-level equivalent [19]. This freshwater supply is not only responsible for a significant rise in global ocean levels, but 75 
also changes the thermohaline structure of polar seas, which impacts marine ecosystems. For example, the melting of the 76 
Greenland ice sheet created a cumulative freshwater anomaly of 3.21012 ± 3.581011 m3, which potentially affects large-77 
scale Atlantic Meridional Overturning Circulation [20,21]. Marine-terminating glaciers and ice sheets are losing mass 78 
worldwide as a result of three major processes: (1) freshwater discharge, (2) submarine melting at the ice-ocean interface, 79 
and (3) iceberg fluxes from the glacier terminus [22]. The first of these is directly connected to surface melting, rainfall 80 
episodes and water circulation in subglacial conduits. Submarine melting rates depend, in turn, on water temperatures, 81 
which are now rising rapidly as a result of climate shifts [23]. The solid ice discharge, also known as, ‘iceberg calving’, 82 
can be defined as mechanical loss observed at the edges of ice shelves and glaciers [24]. It accounts for around 40% of 83 
the mass loss from the Greenland ice sheet [25,26]. However, accurate quantification of glacier velocity is usually required 84 
to calculate volumes of icebergs that break off from the ice cliff. Therefore, measurements of both temporal changes of 85 
glacier terminus positions and calving intensity are essential to understand small-scale glacier dynamics and their 86 
relationship with external driving forces, including heat exchange at the ice-ocean boundary. These details are needed for 87 
more accurate estimates and modelling of the contribution of marine-terminating glaciers to the eustatic sea level rise. 88 
2.2. Measuring small-scale glacier dynamics 89 
Glacier velocity is an important factor in glacier behaviour, but it is challenging to measure daily changes with a high 90 
spatial resolution. Satellite-based remote sensing methods are useful in the case of observing larger events or long term 91 
glacier front displacement [27,28]. The level of detail of small-scale calving events, represented by a raster on the cell 92 
(pixel) size, or spatial resolution of satellite images or aerial based digital elevation model (DEM) is not high enough for 93 
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such analysis. Another issue is the temporal resolution of the satellite; satellites with higher spatial resolution (e.g. 94 
Landsat-8) have longer periods of time between revisits. Taking into account clouds that can appear on the image, the 95 
number of data points is limited to a dozen or so usable images per year. This problem can be partly mitigated by using 96 
airplanes or UAVs [29,30]; however, these methods are still evolving. Time lapse photography can be more effective 97 
while observing calving events and their frequency [31,32], however, it usually does not allow for volume measurements 98 
since it rarely utilises stereo-images [33]. Novel approaches, like terrestrial laser scanning, are currently emerging [34–99 
38], but this method is expensive due to the cost of the laser scanner and registration software. The laser scanner provides 100 
a 3D model of an object called a point cloud that can be geo-referenced with survey points of known coordinates [39]. 101 
Dense point clouds can be easily converted into a mesh model, allowing for volume calculations. Currently it is possible 102 
to buy a terrestrial laser scanner with a range of a few km and accuracy of a few mm that seems like a perfect solution for 103 
glacier observations.  Due to the uniqueness of the laser beam being used, however, it is highly sensitive to weather 104 
conditions such as water vapour. Another way of surveying tidewater glaciers would be the use of SAR (Synthetic-105 
Aperture Radar) sensors, since they are not susceptible to weather conditions. This method has its limitations since the 106 
time of revisit depending on the source could be from six to twenty-four days, that makes day-to-day measurement 107 
impossible. In addition, a pixel size of a few metres, makes this method useful for large glaciers with daily ice loss of at 108 
least a few metres, but might not be sufficient for smaller ones with more subtle variation [40]. 109 
2.3. Structure-from-motion in glaciology  110 
SfM offers the potential of filling the gap between expensive, but accurate laser scanning and cheap but limited traditional 111 
survey and satellite imaging or time-lapse photography [41]. In addition, SfM requires only a conventional camera which 112 
is more portable and offers faster acquisition than a laser scanner. It is therefore applicable for measurement of marine 113 
terminating glaciers where much of the terminus may not be visible from a stable vantage point. One of the first uses of 114 
SfM was for monitoring of periglacial processes [29,42–44] of alpine or more general mountain glaciers. The results of 115 
those studies have shown the high flexibility of this method in terms of time management during field works and most 116 
importantly the amount of data that a relatively short survey can obtain. Combining SfM with UAV-based pictures and 117 
movies has enabled modelling of parts of glaciers and its surroundings with detail rarely seen before. SfM accuracy is 118 
often described as worse than those of laser scanning, however the range is usually much larger [13,42].  119 
Studies of marine-terminating glaciers followed alpine glaciers monitoring [4] and the results were equally satisfactory 120 
with a large emphasis on the fact that the survey could be carried out from outside the structure, thus limiting the time 121 
and effort needed to move along the object. The most important problem that was observed was the placement and stability 122 
of ground control points– elements used for ensuring proper scale and/or georeferencing the model. For marine-123 
terminating glaciers, this issue was important since it required placing points in close vicinity of the glacier or on its 124 
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surface. It was not always possible to place or measure them on or around the object [4,43] and therefore to give the 125 
models proper geolocalization or scale.  126 
In the case of UAV acquisition this problem can be mitigated in two ways. Either by choosing a number of natural 127 
elements as GCP and measure their coordinates from a distance (single long-range laser scan, tachymetry, triangulation 128 
detailed DEM etc.) [29,42,45] or with the use of dual-frequency GPS receivers placed on the UAV [3]. The first approach 129 
is more versatile since the UAV does not need to have an extra GPS unit thus any UAV can be used for the survey. 130 
However, GCP might move over time, with each UAV survey there should be a control measurement of their coordinates 131 
[12]. This can be mitigated with the second approach, that can be done either by expensive off-shelf solutions [46] or 132 
custom built units with dual-frequency receivers on board, and GPS base station on the ground [30]. This approach is 133 
more suited for dangerous areas but can be done usually only with fixed-wing airframe UAV. Both of those can be adapted 134 
into ground-based SfM survey.  135 
Midgley and Tonkin [47] show that SfM can be also used in order to create models out of archive data. The authors 136 
decided to use SfM software to create a 3D model of former shape, volume and placement of marine-terminating glaciers 137 
in Svalbard. For this purpose they obtained images taken in 1936 with an analogue camera, digitized them and applied 138 
SfM. Contemporary LIDAR data was used for geolocalisation of the resulting models. This example shows that, despite 139 
the fact that the accuracy of 1936 model might not be high by current standards, the overall results allowed for 140 
measurement of long-term changes to the glacier terminus.  141 
All of the described research puts a lot of emphasis on two major issues. Firstly, the results were not always repeatable 142 
in regard to range, quality, number of artefacts and sometimes the shapes. Secondly, there was a general problem with 143 
placement of the control points – the number, type, survey method and most importantly the placement along or around 144 
the glacier. Since due to various field conditions, GCP cannot be eliminated entirely, even with experiments such as [30], 145 
analysis of their usage in regard to overall results of the survey needs to be performed [48].  146 
3. Methods  147 
3.1. Structure-from-motion software  148 
Strictly speaking, SfM algorithms seek to estimate 3D scene models (sparse point clouds), camera intrinsic parameters 149 
(focal length, centre of projection etc) and camera extrinsic parameters (3D pose – i.e. a rotation and translation) from a 150 
set of overlapping images. Sometimes it is assumed that the cameras are calibrated, i.e. that intrinsic parameters are 151 
already known. In general, SfM algorithms proceed by first extracting a set of distinctive local features in the images, 152 
robustly matching them between images, optimising the 3D position of these matched features and the camera parameters 153 
and iteratively adding more images to the reconstruction. The outputs of this process are the camera parameters and a 154 
sparse point cloud with one 3D point for each matched 2D feature [49]. Subsequently, with the camera parameters fixed, 155 
a dense point cloud can be estimated using a process called Multi-View Stereo (MVS). Often this is based on performing 156 
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dense binocular stereo between pairs of images with large overlap and then combining the multiple depth maps. 157 
Sometimes this dense point cloud is transformed into a surface by fitting a triangle mesh and the point cloud or mesh may 158 
be scaled and georeferenced using GCPs [50–52]. We refer to this whole pipeline as SfM and it may be implemented in 159 
a variety of different ways [53–55].  160 
For this study, two SfM software packages were used: Agisoft Metashape (AM) and Bentley’s ContextCapture (CC). 161 
These are closed source, commercial packages for which the producers do not disclose implementation details. 162 
Nevertheless, they are very widely used, including in the glaciological community. AM appears to follow the pipeline 163 
sketched above and works better with images taken in a fashion similar to stereo image photo acquisition. The workflow 164 
of CC suggests that it is not based directly on stereo images but since such image configurations can be successful for 165 
both CC and AM it was decided to take images in this fashion. In order to add scale to the object or to provide geo-166 
reference, control points, elements of known dimensions or coordinates are used.  167 
3.2. Control point placement strategy and photogrammetric survey.   168 
We used nine series of photographs of Hans Glacier, a marine-terminating outlet glacier located on Hornsund fjord, South 169 
Spitsbergen. This glacier is about 1,30 m wide [47], and its front velocity has been estimated at 200 m/yr and front retreat 170 
at about 40 m/yr [26]. For our survey, four types of control point were used. In order to facilitate the commonly used 171 
approach in photogrammetry we placed artificial GCPs on a rocky beach that ends near the West part of the glacier 172 
terminus (Fig. 1). They were designed as black and white checkerboards of exactly 0.20 m  0.20 m (each black or white 173 
square was 0.10 m  0.10 m) with black and white (0.01 m  0.02 m) rectangular panels on each side. Their number and 174 
placement was significantly limited by tidewater covering large parts of the beach. However, their dispersion is enough 175 
to fulfil the requirements of geometry of control point placement during the survey. Control points were measured via 176 
GNSS unit in a stop-and-go fashion using Polish Polar Station Horsund GPS base. The GPS measurements were carried 177 
out with the GNSS (Global Navigation Satellite System) receiver that was set up for the scientific crew of the Polish Polar 178 
Station and was available for us to use. It was set up at the time to only receive GPS signals.  The exact size of the GCP 179 
allowed the coordinates of the middle (the place where all four smaller squares met) to be obtained with an accuracy of 180 
0.04 m for XY and 0.07 m for Z.  181 
In order to add extra control points to the three artificial ones a second set of GCP was chosen. These were natural control 182 
points on the same beach and consisted of rocks that were large enough not to be moved by the tide. This allowed for 183 
better dispersion of control points in relation to the glacier. The accuracy of GPS measurement was similar, however, 184 
since these elements do not have such a well-defined central reference point like the artificial control points have, they 185 
are less likely to be pinpointed on the images with the same accuracy. Thus, it was estimated that their accuracy would 186 
be twice as bad as for the artificial GCPs, putting them at 0.1 m.  187 
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The third group of control points were designed on the ‘dead’ unchanging part of the glacier and on the rock near the 188 
glacier where the survey crew did not have access. This allowed for better dispersion of the GCPs than the other groups 189 
since some of them were placed on the object itself and on wider range of heights, giving better geometric constraints. 190 
The unchanged areas were pinpointed from the time-lapse images taken with a GoPro 3 black camera (resolution 12.1 191 
MP, pixel pitch 1.5510-6 m, focal length 2.9210-3 m). There, a set of six unchanged, clearly indefinable elements was 192 
chosen. Their coordinates were taken from the first geolocalised model (11 August 2016) and their accuracy was derived 193 
from the accuracy of this model with a small factor added due to potential problems with identifying the same point on 194 
all the models, putting the accuracy at 0.15 m.  195 
Additionally, five stable points on rocks were measured with a GPS unit to be used as control points (CP) for accuracy 196 
evaluation. Their error was the same as with natural GCP, namely 0.10 m. Also, their coordinates were read from the base 197 
model (11 August 2016) with an accuracy of 0.15 m.  198 
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 199 
Fig. 1. Placement of control points on the beach in front of active part of Hans Glacier. The lower picture represents 1/3 200 
of Hans Glacier area analysed in this study. PPS – Polish Polar Station.  201 
Photo sessions were done while moving along base-lines located nearly parallel and perpendicular to the glacier front, on 202 
the same beach that markers were placed on. They were taken while aiming the optical axis parallel to each other and 203 
covered the glacier from the waterline to glacier surface. CC needs minimum three images to perform a 3D model, it was 204 
assumed that four sets of images would be a safe minimum – if any needed to be removed for quality or other reasons. 205 
 
9 
 
The minimum and maximum distance to the glacier front was 150 m and 1,100 m, respectively. The length of the beach 206 
was about 400 m and ended about 100 m before the glacier front. Each photo session consisted of at least three baselines 207 
with two sessions within them. The number of baselines were highly dependent on weather conditions and time 208 
management. The first baseline was always placed at least 70 meters from the control point located farthest from the 209 
glacier. The first set of images was done with the camera optical axis perpendicular to the glacier front. The control points 210 
were visible on at least half of those photographs. Another set was captured aiming at as large an angle as possible while 211 
still having control points within frames if possible. The first session aimed to ensure the appropriate number of 212 
photographs with control points, but did not provide large parts of the glacier front. The next were done in order to gather 213 
more geometrical information on the glacier front. The final base-line was done in between the first and last two markers 214 
or, if the water level was low, in front of it. Images taken closer and at an angle allowed for better coverage of fractures 215 
in the ice front, giving more details on their depth. The overall idea was to take as many images, covering as much of the 216 
glacier as possible, while at least 20% of the photographs should cover control points. The baselines and control points 217 
can be seen in Fig. 1.  218 
The survey was done between 10 August 2016 and 22 August 2016. The number of obtained images is shown in Tab. 1 219 
and ranges between 164 and 792 per session. We used a Nikon D70 with Nikkor AF-S lens (6.1 MP resolution, pixel 220 
pitch 7.7810-6 m, focal length 1.8010-2 m - 7.0010-2 m). While more modern sensors offer higher resolution, the large 221 
pixel size and robust optics in this camera provide high quality images that work well in practice for SfM surveys. It is 222 
also representative of the sort of camera that might be readily available for use in such surveys in challenging 223 
environments. 224 
4. Model construction and transformation  225 
Registering each model to a common coordinate frame amounts to estimating a scale, rotation and translation. Where the 226 
common coordinate frame is a world coordinate system, this process is referred to as geolocalisation. AM and CC provide 227 
the residual error of this procedure. It is based on the distance between point coordinates on models after the 228 
transformation has been applied and comparing them with given XYZ coordinates of control points. This procedure, 229 
although mathematically correct, does not give the full picture of the error between model and world since it does not 230 
take into account control point dispersion, relation of the number of control points to the model size etc.  231 
To assess the accuracy of the scale of the models and the geo-referencing procedure, models are compared against the 232 
XYZ position of control points and known distances between selected elements from GPS [56] measurements. For the 233 
purpose of this article, we define: 234 
• nominal accuracy (accuracy of transformation as reported by the software), 235 
• real accuracy (accuracy of geo-referenced models, calculated as the average distance between stable, 236 
unchangeable-with-time points from the model and GPS measurements - see Fig.1).  237 
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We divide the transformation pipeline into three stages: 238 
• Geolocalisation with minimal control points - with the use of three control points (minimum required number). 239 
• Dense model-to-model alignment – one of the point clouds/models was used as a base with extra control point 240 
coordinates taken from this model, thus allowing for better dispersion of control points. This doesn’t necessarily 241 
improve the accuracy of geolocalisation but significantly improves the relative alignment between models. 242 
• Geolocalisation best case – added extra control points from GPS measurements of natural elements (rocks) in 243 
the glacier vicinity. Control point dispersion is still limited but this represents a realistic best case for our scene. 244 
Accuracies of each type of GCP were used during each step of this experiment as weights and as such were added during 245 
transformation within AM and CC software.  246 
 247 
Fig. 2. Results of primary image-to-scene transformation process done in Agisoft. Blue - reference model (11 August 248 
2016), yellow slightly tilted (16 August 2016) model.   249 
4.1. Geolocalisation with minimal control points  250 
Initial geolocalisation was done using three artificial control points placed in front of Hans Glacier. The nominal accuracy 251 
of the AM 11.08.16 models was 0.11 m. Other data sets were primarily calibrated the same way and the nominal accuracy 252 
is given in Tab. 1. While this error was apparently low, the result did not correspond well with the ‘real’ placement of the 253 
glaciers. Some of the fronts were rotated vertically up to 28º, and two models were rotated both vertically and horizontally, 254 
but to a much smaller degree up to 16º. This last issue was most visible in 20 August 2016 model (Fig. 2). 3D modelling 255 
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results did not allow for proper analysis of glacier front. Real accuracy was calculated based on five GPS measured control 256 
points, the error was from 0.5 m for points closest to the artificial control points and grew up to 5 m for furthest points, 257 
for all models besides 11.08.16. For this model, maximum and minimum error was 0.20 m and 0.61 m, respectively.  258 
The results given by CC were noticeably different from AM outputs. All fronts were calibrated with average nominal 259 
accuracy of 0.41 m. None of the 3D models were rotated or moved to a large extent, less than 2. In terms of real accuracy, 260 
the maximum error was 0.57 m for the furthest points and 0.20 m for points closer to artificial control points.   261 
When comparing AM and CC models, they were significantly rotated and tilted relative to each other. The results 262 
suggested that although the nominal accuracy is good, it does not describe the real placement of the glacier. Additional 263 
adjustment was necessary in order to remove rotation.  264 
  Geolocalisation with minimal 
control points 
Dense model-to-model alignment Geolocalisation best case 
Agisoft Metashape  
Date Number of 
used 
photographs  
Number of 
photographs 
with control 
points 
Number 
of 
control 
points 
Accuracy of 
adjustment   
(m) 
Number of 
photographs 
with control 
points 
Accuracy 
of 
adjustment   
(m) 
Number 
of 
control 
points 
Number of 
photographs 
with control 
points 
Accuracy 
of 
adjustment   
(m) 
Number 
of 
control 
points 
10.08.16 660 - - - 308 0.323 3(0+3) - - - 
11.08.16 368 40 3 0.113 40 - - 67 0.401 5(3+2) 
12.08.16 
morning 
763 174 3 0.009 223 0.211 4 (3+1) 199 0.201 5(3+2) 
12.08.16 
afternoon  
301 62 3 0.058 144 0.244 6 (3+3) 95 0.080 5(3+2) 
13.08.16 233 32 2 - 102 0.107 5(2+3) 75 0.284 5(3+2) 
15.08.16 244 59 3 0.072 84 0.321 5(3+2) 100 0.289 4(3+1) 
16.08.16 792 180 3 0.530 242 0.241 6(3+3) 222 0.269 4(3+1) 
20.08.16 179 56 - - 99 0.109 4(0+4) - - - 
22.08.16 233 62 - - 121 0.249 3(0+3) - - - 
ContextCapture  
10.08.16 541 - - - 228 0.344 3(0+3) - - - 
11.08.16 164 40 3 0.200 40 - - 47 0.069 5(3+2) 
12.08.16 
morning 
593 174 3 0.304 223 0.238 5 (3+2) 201 0.102 5(3+2) 
12.08.16 
afternoon  
299 62 3 0.178 144 0.244 4 (3+1) 89 0.112 5(3+2) 
13.08.16 233 32 2 - 102 0.310 5(2+3) 44 0.190 5(3+2) 
15.08.16 244 59 3 0.113 84 0.189 5(3+2) 79 0.220 4(3+1) 
16.08.16 632 180 3 0.499 222 0.321 5(3+2) 192 0.278 4(3+1) 
20.08.16 166 56 - - 90 0.281 4(0+4) - - - 
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22.08.16 201 62 - - 111 0.374 3(0+3) - - - 
Tab. 1. The number of used photographs of the glaciers front, number of used control points (in brackets number of placed 265 
control points + number of natural control points), nominal accuracy given by Agisoft and ContextCapture.  266 
4.2. Dense model-to-model alignment 267 
Dense model-to-model alignment of AM models was based on six additional points from the base model, unaffected by 268 
weather and the changing environment (top of boulders close to the glacier front, dead part of the glacier). Adding these 269 
points and, in the case of two last models (20 August 2016, 22 August 2016), eliminating previous control points improved 270 
the nominal accuracy. Not all base-model GCPs were used on all calculated models because points were not always 271 
visible on models from all dates or on sufficient number of images. The number and type of points used is given in  272 
Tab. 1.  273 
Analysis of the AM point clouds shows improvement in the geographical placement of the glacier terminus position. The 274 
real accuracy was calculated using five stable control points (not used before), resulting in an average difference in XYZ 275 
coordinates of 0.36 m (not exceeding 0.57 m). Scale process was done correctly with an average accuracy of 0.18 m, with 276 
a maximum of 0.39 m.  277 
Model-to-model alignment of CC models was done based on the same points as for AM. For the models calibrated before 278 
extra points did not change significantly nominal accuracy (Tab. 1) however they improved real accuracy. The average 279 
real accuracy of all models was 0.31 m, but with the maximum at 0.38 m. Scale estimation was done with an average 280 
accuracy of 0.21 m, with a maximum of 0.35 m. 281 
4.3. Geolocalisation best case 282 
Geolocalisation using a realistic best-case set of GCPs was based on five extra GPS points. As for model-to-model 283 
alignment, they could not be used on all models since at times recognition was indecisive (Tab.1). For the AM average, 284 
nominal accuracy was worst with model-to-model alignment, real accuracy was slightly better and the average was 0.35 285 
m (not exceeding 0.60 m). Scale error was at 0.21 m, with the maximum at 0.41 m. For the CC nominal error, the 286 
transformation had not changed significantly and real accuracy was improved achieving an average of 0.29 m (not 287 
exceeding 0.38 m). Scale error was at 0.19 m, with max at 0.31 m. 288 
5. Comparison of the mapping quality 289 
5.1. Model comparison: resolution, range and artefacts  290 
In order to compare models, reconstructions were performed in AM and CC using various settings so as to create similar 291 
point cloud density, similar mesh models (with similar density) and visually qualitatively similar, i.e. similar texture 292 
quality. This process has proven to be difficult due to different results with seemingly similar settings. Overall, CC 293 
generates a denser point cloud and mesh model than AM when using similar settings. The final results presented used 294 
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“medium” settings for AM and “normal” for CC. The resulting point cloud density was at 0.17 m for AM and 0.11 m for 295 
CC. This also proves appropriate in relation to projected pixel size (i.e. the real world distance that projects to a single 296 
pixel). The average pixel size for a single image varied from 0.07 m (closest to the baseline) to 0.38 m (furthest). CC has 297 
significantly less texture options, however the colour and quality of the texture was qualitatively more realistic. Models 298 
from each date differ in coverage, ranging from 1,000 to 2,000 m of glacier front. There were no distinct differences in 299 
regard to range in CC and AM software. In each 3D model, artefacts were present which are now discussed.  300 
For models constructed using AM, almost all of the glacier surfaces needed to be inspected and artificial elements 301 
manually removed before further processing. There were small (up to 2 m) artificial elements placed mostly on the top 302 
of the glacier or in its surroundings.  Also, the glaciers top did not have a distinct edge – i.e. what should have been a 303 
sharp boundary was overly smoothed in the reconstruction. This was less visible in the point cloud and more in the mesh 304 
model. Calculating the mesh model with interpolation/extrapolation disabled improved the results, but still some parts 305 
needed to be removed manually. 306 
One of the most significant issues with AM models was that it did not correctly distinguish water reflection from the 307 
glacier terminus calculating a 3D partial image of the glacier based on its reflection. This is a highly challenging scenario 308 
for SfM methods based on feature matching. This occurred in four models, when the survey was done during clear sky 309 
and glacier water reflection was significant. The 3D models constructed using ContextCapture had little to no artefacts 310 
near the glacier terminus. Those were mostly ice reflections visualised as actual physical elements (Fig. 3). In AM, all 311 
artefacts occurring in any stage of the calculation can be manually removed by the user, while CC models need to be 312 
exported and another software tools used to remove unnecessary elements. However, with the limited number of artefacts 313 
in CC models this was not a significant issue.  314 
 315 
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 316 
Fig. 3. From the top, textured mesh, mesh, mesh – triangles, point cloud. 317 
5.2. Level of detail -  modelling of voids 318 
The level of detail in the models and, in particular, the correctness of void (i.e. concavities) depth and size are difficult   319 
[57,58]. The CC models are significantly more detailed as to their shape, size and more importantly depth of the voids. 320 
Voids are visible and their rough edges well-defined. In addition, when comparing the textured model and point clouds 321 
(or uncoloured mesh) it is apparent that the edges and discontinuities in the 3D model correctly align with the 322 
corresponding edge in the texture.  323 
In the case of AM, most glacier terminus voids were interpolated with a false mesh placed at various depths or covering 324 
the crack completely. Also, there are many falsely calculated points in the point cloud that fill the cracks. Edges are almost 325 
completely missing. Each void is smaller and shallower than in CC models and also the edge placement does not 326 
correspond with the texture – usually the crack is smaller than the texture shows. This problem can be only partly mitigated 327 
by creating the mesh without interpolation/extrapolation. For large scale objects the mesh is more defined and sharp, but 328 
still not as detailed as in CC. Smaller voids are either filled or have no mesh at all. This results in a false area change and 329 
false volume change between calving events.  330 
6. Application of SfM in the analysis of small-scale glacier dynamics  331 
 
15 
 
6.1. Calving analysis  332 
Calving is described as a process of ice mass loss from the glacier terminus that is responsible for most water from land 333 
transfer [24,59]. Calving as a process can differ in accordance with the geographical placement of the glacier, frequency, 334 
styles, magnitudes, volume etc. Some of those aspects can be measured and analysed via satellite images [60–62]. But 335 
ground-based time-lapse photogrammetry brings more detailed information, especially in description of calving style 336 
[32,61,63]. 3D models can only improve this, especially if they were to be done in a time-lapse manner ergo, creation of 337 
succeeding 3D models in minor step [64].  338 
A cross section of the Hans glacier models was studied (Fig. 4,5 and 6), representing the part of the terminus that 339 
undergoes most frequent calving during the survey period. 3D representation allows us to observe the mechanics of each 340 
event. In this example, the first event occurring between 12.08.16 and 13.08.16, led to loss of ice material, larger in the 341 
top part of the terminus and smaller in the bottom part. In between 13.08.16-15.08.16, the glacier moved forward, visible 342 
in the bottom part of the terminus, but it also bends from the top part to the front. In between 15.08.16 and 22.08.16, a 343 
larger event occurred covering a large slab of ice oriented almost perpendicular to the water surface. Models from between 344 
15.08.16 and 22.08.16 that are also available and show no large calving, were omitted from the figure for better 345 
representation. This cross section shows the middle part of the glacier terminus. The events had common scenario and 346 
could be described as large in regard to the volume. Calving events in other parts of the glacier were also documented 347 
and their scenario differs.  348 
Similar geometry analysis can be done for other voids and glaciar gates (openings that allow for the meltwather flows to 349 
exit the glacier) of the glaciers front. One of the examples can be seen in Fig. 4. Where it is visible that over time the gate 350 
changed its shape, size and placement. It started as a characteristic gate structure. Between 12.08.16 and 13.08.16 a 351 
calving occurred almost destroying the structure. Between 13.08.16 and 15.08.16 glacier moved forward changing the 352 
shape of the void and between 15.08.16 and 22.08.16 ice material loosen creating a new gate a few meters to the right of 353 
the original structure. Between each date occurs a void representing the amount of material being detached from the main 354 
body. It is possible to measure the distance between the terminus before and after calving and, by isolating the calved 355 
area, to perform volume calculations. During calculation, it is necessary to take into consideration the terminus movement 356 
described above. This number might be negligible for larger sequential events not producing a large error in volume 357 
calculation but for smaller events, it needs to be factored in. The models provide a probable assumption of the terminus 358 
movement that could be included in calving volume calculation. 359 
 360 
 361 
  362 
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 363 
Fig. 4. Top: Cross-section of Hans Glacier showing the void created during calving events. Bottom: Glacier ice gate 364 
evolution.   365 
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6.2. Terminus dynamics monitoring  366 
Glacier velocity is measured often nowadays. Long-term observations can be done successfully with the use of satellite-367 
based data [65,66] or aerial images [66,67]. But, this is limited by the availability of satellite data and atmospheric 368 
conditions in the case of planes and UAV [68]. Terrestrial images have been taken [69] in order to allow to monitor 369 
terminus dynamics thus proving that this is a useful method of data collection. Time-lapse cameras that can be installed 370 
in remote areas have shown to be useful for smaller glaciers or more detailed analysis [70,71]. They allow movement 371 
trends in different regions of the glacier terminus to be distinguished [10,71,72]. Various organizations have installed 372 
time-lapse cameras to monitor glacier termini in various parts of the world. The British Geological Survey installed 373 
cameras monitoring Iceland’s glaciers [73,74], the Extreme Ice Survey has cameras in Greenland [75,76] and the Polish 374 
Polar Station Hornsund has cameras placed around Hans Glacier. However, this usually provides 2D data and, as has 375 
been observed, 3D models of the glacier front give more insight into the mechanisms of its movement.  376 
In the case of the Hans Glacier, GPS survey of stakes placed on the surface were being done every two weeks until 2018. 377 
Also, additional GPS survey (during summer) was performed in various time periods [77]. The survey (5th  and 24th  of 378 
August, [78]) show terminus velocities from 87.60 to 2,190 m/yr, with an average of 146-182.5 m/yr. Those results are 379 
based on measurements of one or two GPS stations placed close to the glacier front. The real accuracy of point clouds 380 
described in previous sections was at around 0.30 m. This accuracy does not allow daily analysis of glacier position since 381 
estimated daily movement is less than 0.30 m. However, it is possible to see the pattern of movement that can be used in 382 
more long-term (weekly or monthly) analysis.  383 
 384 
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 385 
Fig. 5. Calculation of the glacier front movement.  386 
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Movement calculation of the Hans glacier terminus was done with the use of point clouds obtained after model-to-model 387 
transformation based on a 650 m long segment of the glacier terminus visible in all CC and AM point clouds. 388 
Measurements were collected on sections of the glacier front that did not undergo calving. Areas, for this part of analysis, 389 
were isolated with the use of two indicators, first, time lapse photography done every second during the SfM photo survey, 390 
second, finding areas with largest differences in volume occurring between each photo survey, done with the use of 391 
CloudCompare software [79]. Average daily glacier front speed was at about 0.47 m, but results differ significantly 392 
between days (Fig. 5). This result corresponds well with previous assessments. After the differences in front position are 393 
calculated, calving areas are easily located and analysed. Events can be isolated from the front and 3D model differences 394 
before and after each calving event compared to give the overall volume of ice loss.  395 
Figure 6 shows an example of the analysis of the entire modelled front. It is possible to analyse and visualise in detail 396 
both carving events and glacier front movement, measure there volume and current front placement. What is more basing 397 
on the cross sections a detailed analysis of the mechanics of ice mass movement is possible, providing necessary data for 398 
not jet fully understood processes of glacier advance and retreat mechanics.  399 
Hans Glacier, front movement is relatively small (73-110 m/yr). However, in the case of Greenland glaciers, larger ice 400 
shelf terminating glacier velocities can range from 300–1670 m/yr, and the average marine terminating glacier velocity 401 
is 1,890 m/yr [80]. Therefore, the daily movement at large Greenland glaciers is more than 1.00 m, and an accuracy of 402 
0.30 m are within the acceptable range. If the necessity of monitoring glacier termini with daily movement around or 403 
below 0.30 m would occur, it could be done with the use of cameras with greater resolution and, if possible, with the use 404 
of better suited points, taking into account the limitations of the method previously described (control point placement, 405 
transformation procedure, etc).  406 
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 407 
Fig. 6. Bottom – view of 3D models of Hans Glacier. Top – cross-sections thru point clouds showing front movements 408 
(C) and calving (A and B). Results from Context Capture.  409 
7. Discussion and Conclusions 410 
The main aim of this study was to propose a method of performing a 3D inventory of glaciers in a way that would allow 411 
for accurate small-scale movement observations, and to analyse various GCP configurations in order to make this process 412 
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as accurate as possible. We estimated that, with limited access to the glacier, two methods of GCP placement are most 413 
reliable.  414 
The first method involves placing a small number of GCPs in front of the glacier terminus, creation of a base model with 415 
SfM and limited GCP and using this model as a base for obtaining GCPs for other models. This method has proven to be 416 
the fastest during each data set acquisition, since the user needs to place only a limited number of GCPs on the images 417 
and the GCPs need to be measured just once and can be placed further from the terminus on a safe part of the land. In 418 
addition, it is the easiest to process since the user can choose GCPs from the much larger span of the complete modelled 419 
area. The only drawback of this method is that limited number of physical GCPs does not place the base model exactly 420 
in the chosen global coordinate system. However, this is of limited importance if only day-to-day changes are being 421 
observed. The second method involves a larger number of GCPs some of which are well-defined (e.g. purpose-built 422 
checkerboards) and some natural. This method is significantly more time consuming during the data acquisition since the 423 
changing water level often destroys or covers natural control points and moves the well-defined GCP. This means they 424 
need to be measured during every survey session, prolonging the time of the survey. Also, the user needs to label them 425 
on the images. During processing, natural GCPs are usually hard to distinguish and unambiguous identification is difficult. 426 
This all prolongs the time of processing, leading to many iterations of this process in order to get satisfactory results. In 427 
addition, with almost-planar GCP placement (as occurs when distributing them over a beach) on only one side of the 428 
modelled object it is not certain if each model will have enough GCPs to be accurately placed on global coordinate system 429 
until processing is complete. Considering all this we propose the first method for day-to-day analysis or seasonal 430 
observations and second method for long term or less frequent observations.   431 
The demand for 3D models is increasing as more emphasis is given to proper description of Earth-forming processes, and 432 
glacier front change is one of them. The SfM methods provide a straightforward and accessible means of constructing a 433 
3D glacier model. Multiple models can then be used to visualize the calving process and general front movement 434 
[27,78,81]. Additionally, mass loss, stages of calving, and/or glacier gate creation can be monitored, described, and, as a 435 
result, understood. It is possible to tie them to other spatial data, weather conditions, tides etc.  436 
Our main aim was to show how SfM can be used to create accurate models of glacier fronts with the use of images from 437 
a hand held camera and how those models can be used for detailed analysis of front movement and calving mechanics. 438 
In doing so, we arrive at a number of key conclusions: 439 
• Different SfM software tools can give quite different outputs. Glaciologists and Earth Scientists need to be aware 440 
of this and understand how to validate their reconstructed models. 441 
• Nominal accuracy, as reported by SfM software, is not reliable in terms of the geographical placement of a 442 
model; they can only be used to assess scale estimation. 443 
• SfM models need to be validated by other independent survey (GPS, laser scan etc.)  444 
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• Using the theoretical minimum number of GCPs placed on one side of a glacier are not enough for proper image-445 
to-scene transformation. This can produce significantly rotated models out of the ground plane. 446 
• In terms of accuracy of the scale and geolocation of a model, it is better to have larger number of less-defined 447 
control points (rocks) than a smaller number of well-defined points (checkerboards).  448 
• AM based models need more and better-dispersed GCP to achieve correct scale and placement than CC based 449 
models.  450 
In addition to these general conclusions, comparison of workflow and performance of two SfM software packages was 451 
done. While performing calculations using similar settings, the speed of each step of the pipeline was in favour of CC by 452 
about 25%. In CC, the georeferencing process could only be done before other calculations. If an error in this procedure 453 
occurred, it was visible only after the point cloud was produced. An error might be mitigated only by adding/editing 454 
control points and redoing all calculations. That prolongs the process significantly. With AM GCP can be added at any 455 
time, thus allowing for multiple versions of GCP placement to be analysed fast and any mistakes in GCP coordinates or 456 
placement fixed. Also, in contrast to CC, workflow in AM, allows for control points to be placed into a model and then 457 
their placement improved in images. In general, the workflow of AM is more intuitive and much more practical during 458 
experimental stage. However, final results in terms of geolocalisation of the models and its geometrical qualities are in 459 
favour of CC. In Table 2 we provide a more detailed qualitative comparison between the two tools. 460 
Feature Agisoft Metashape ContextCapture 
Performance economy slower for all processes faster for all processes (about 25%) 
Geolocalisation procedure/ time 
involvement 
can be done at any stage, mistakes can be mitigated 
at any step, overall the process is faster 
can be done only before starting the SFM pipeline, mistakes 
can be mitigated only by repeating the procedure of 
calibration and all calculations, overall the process is slower 
Minimum number of GCP 3 (for accuracy calculation 4) 3 
Minimum number of scale-bars 
(for producing a model with 
correct scale) 
2 (for accuracy calculation 3)  1 (for accuracy calculation 2)  
Texture quality good (on occasion, changing light during 
photography series is visible as a lighter coloured 
area on the model) 
very good (better colour presentation, better colour blend, no 
lighter spots) 
Texture options Size, quality, colour blend, user chosen pictures for 
textures 
Size of texture, user chosen pictures for textures 
Reconstruction of fine details 
 
Good (5 options) – oversmooths edges Good (3 options) – better reconstruction of small details and 
preserves discontinuities in surface gradient 
Option to manually remove 
artefacts within software 
Yes No 
Depth reconstruction of concave 
areas, cracks, caves etc 
Concavities visible only to an extent, mostly partly 
filled with mesh interpolation without meaningful 
depth 
Concavities well reconstructed, no interpolated false depths 
Artefacts, reconstruction of false 
elements 
Large number on top and bottom of the models 
including models of clouds, distant mountain tops 
and glacier reflection in the water 
Small number usually small random elements on top of the 
model 
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Mesh reconstruction options Interpolation, extrapolation, none None 
Mesh voids In all options (besides none) no voids in the mesh  – 
software forces void filling 
Voids occur where point cloud is too sparse 
Tab. 2. Comparison of Agisoft Metashape and ContextCapture software performance – summary.  461 
We demonstrate that this method is indeed effective for documentation of small-scale glacier dynamics, ContextCapture 462 
offers around 17% lower error, 25% faster processing and better reconstruction of fine details and shadowed concavities. 463 
The accuracy we obtain in our Hans Glacier reconstructions can be compared to the similar experiment performed on 464 
much larger Russell Glacier, western Greenland [64], where time-lapse photography was used for SfM. The accuracy that 465 
was obtained in our experiment is the same order of magnitude as [64]; however, we are measuring a dynamic object with 466 
smaller daily front movement and in smaller time step. This forces us to find a means of creating more accurate models 467 
with smaller maximal to minimal error difference; this is provided by CC that also demonstrated 17% lower error than 468 
AM. Both experiments suggest that we are achieving close to the practical maximum performance of SfM, even in a 469 
challenging scenario. This accuracy may not be still as good as during terrestrial laser scanning [34] but provides sufficient 470 
spatial data for daily monitoring of glacier front changes in a scenario where laser scanning is impractical.  471 
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