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A generalization of the Ross symbols in higher
K-groups and hypergeometric functions I
M. Asakura ∗
Abstract
The Ross symbol is defined to be an element {1−z, 1−w} inK2 of a Fermat curve
zn +wm = 1. Ross showed that it is non-torsion by computing the Beilinson regulator.
In this paper, we introduce a certain generalization of the Ross symbols in Kd+1 of a
variety (1 − xn00 ) · · · (1 − xndd ) = t. The main result is that the Beilinson regulator is
described by the hypergeometric functions d+3Fd+2’s.
1 Introduction
In his paper [R2], R. Ross introduced an element
{1− z, 1− w} (1.1)
in K2 of a Fermat curve F over Q defined by an equation z
n + wn = 1. He proved that it is
non-torsion by showing that the real regulator
regR({1− z, 1− w}) ∈ H2D(F,R(2)) ∼= H1B(F,R(1)) (1.2)
does not vanish where H•
D
denotes the Deligne-Beilinson cohomology and H•B denotes the
Betti cohomology. In this paper we call his element the Ross symbol. This is integral in the
sense of [S-Int], and then one can discuss the regulators and the special values of L-functions
according to the Beilinson conjecture [Be], [S-Be]. This is studied by Ross [R1], K. Kimura
[Ki] and N. Otsubo [O1], [O2].
The purpose of this paper is to introduce a higher Ross symbol which is a generalization
of the Ross symbol in higher K-groups. We consider an affine scheme U defined by an
equation
(1− xn00 ) · · · (1− xndd ) = t
over a commutative ring A where t ∈ A and ni ≥ 1 are integers (see §2.1). A particular case
is (1−xn00 )(1−xn11 ) = 1⇔ x−n00 +x−n11 = 1 the Fermat curve. We call this a hypergeometric
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scheme. Indeed, whenA = C, periods of integrals are given by the hypergeometric functions
(Theorem 3.1),
d+1Fd
(
a0, . . . , ad
1, . . . , 1
; t
)
:=
∞∑
n=0
(a0)n
n!
· · · (ad)n
n!
td, (α)n := α(α + 1) · · · (α+ n− 1)
where we refer [Sl] or [NIST, 15,16] for the general theory of hypergeometric functions. For
ni-th roots νi of unity, we define the higher Ross symbol to be a symbol
ξRoss =
{
1− x0
1− ν0x0 , . . . ,
1− xd
1− νdxd
}
∈ KMd+1(O(U))
in Milnor’sK-group. See §4.1 for the relation with the original Ross symbol (1.1). We note
that, in case d = 1, this symbol was already discussed in [As1].
Otsubo [O1], [O2] discovered that the real regulators (1.2) for Fermat curves can be
described in terms of values at x = 1 of the hypergeometric functions 3F2’s. A relevant but
extended formula is provided in [As1], namely the regulators of the higher Ross symbols for
the curve (1 − xn00 )(1 − xn11 ) = t are described in terms of 4F3(t)’s (loc.cit. Thoerem 3.2).
The main result of this paper is a generalization of these formulas for arbitrary d ≥ 1. More
precisely, let
Fa0,...,ad(t) := d+3Fd+2
(
a0 + 1, . . . , ad + 1, 1, 1
2, . . . , 2
; t
)
,
be the hypergeometric function, and put
Fa0,...,ad(t) :=
d∑
k=0
(ψ(ak) + γ) + log(t) + a0 · · · ad t Fa0,...,ad(t)
where γ = −Γ′(1) is the Euler constant and ψ(t) = Γ′(t)/Γ(t) is the digamma function, cf.
§5.1. Then the main theorem is the following.
Theorem 1.1 (Theorem 5.5) Let A = C and t ∈ C \ {0, 1}. The Beilinson regulator
reg(ξRoss) ∈ Im[HdB(X,C/Q(d+ 1))→ HdB(U,C/Q(d+ 1))]
can be described by a linear combination of Fa0,...,ad(t)’s, where X ⊃ U is a smooth com-
pactification (cf. Proposition 2.1).
Here we note about the boundary of the higher Ross symbols. We expect that ξRoss has no
boundary, namely it lies in the image of Quillen’s Kd+1 of a smooth compactification of U
(see §4.2). This is true in case d = 1, 2 (Proposition 4.4), while the author has not succeeded
to prove it in general. However it is worth noticing that reg(ξRoss) lies in the image of
Hd+1
D
(X,Q(d+ 1)) ∼= HdB(X,C/Q(d+ 1)) (Lemma 5.4).
Theorem 1.1 has some applications to the study of the Beilinson conjecture. In particular,
employing a formula of D. Samart [Sa], we can prove the following theorem.
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Theorem 1.2 (Theorem 6.10) Let S be the K3 surface over Q defined by an equation (1 −
x20)(1− x21)(1− x22) = 1. Let
ξRoss =
{
1− x0
1 + x0
,
1− x1
1 + x1
,
1− x2
1 + x2
}
be a higher Ross symbol. Then
1
(2π
√−1)2 〈regR(ξRoss) | ∆
+
1 〉 = −8L′(h2tr(S), 0),
see §6.4 for the notation.
In a forthcoming paper [As3], we will give a p-adic counterpart of Theorem 1.1 where the
p-adic analytic function F
(σ)
a0,...,ad(t) introduced by the author [As2] plays the corresponding
role to the complex analytic function Fa0,...,ad(t).
The paper is organized as follows. In §2, we introduce hypergeometric schemes. We
provide a smooth projective compactification over an arbitrary ring A (Proposition 2.1). In
§3.1 we show that periods of integrals are given by the hypergeometric functions, which is a
fundamental formula on hypergeometric schemes. §3.2 is devoted to compute the cohomol-
ogy groups. The results in §3.2 plays a key role in the proof of the main theorem. The higher
Ross symbols are introduced in §4. In §5 we prove the main theorem (=Theorem 5.5) after
introducing Fa0...,ad(t) and its connection formula (=Theorem 5.1) in §5.1. Finally we apply
the main theorem to the Beilinson conjecture in §6.
2 Hypergeometric Schemes
2.1 Definition
Let d ≥ 1 and let ni ≥ 1 be positive integers for i = 0, . . . , d. Let A be an integral domain
such that all ni are invertible. For t ∈ A, let
U = Ut := SpecA[x0, . . . , xd]/((1− xn00 ) · · · (1− xndd )− t)
be an affine scheme. We call this an hypergeometric scheme over A. If t(1 − t) ∈ A×, then
U is smooth over A.
We denote by µm = µm(A) ⊂ A× the group of m-th roots of unity in A. Then a finite
abelian group G = µn0 × · · ·× µnd acts on U in a way that (x0, . . . , xd) 7→ (ν0x0, . . . , νdxd)
for ν = (ν0, . . . , νd) ∈ G. We put
σj(νj) : (x0, . . . , xd) 7−→ (x0, . . . , νjxj , . . . , xd) (2.1)
an automorphism for 0 ≤ j ≤ d and νj ∈ µnj .
For a commutative ring k and a k[G]-moduleH and a homomorphism χ : G→ k×, let
H(χ) := {x ∈ H | σ(ν)(x) = χ(ν)x, ∀ ν = (ν0, . . . , νd) ∈ G}
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denote the eigenspace where σ(ν) = σ0(ν0) · · ·σd(νd). If A is an integral k-algebra and
k is a field which contains primitive ni-th roots of unity for each i, then there is a natural
correspondence
Z/n0Z× · · · × Z/ndZ
∼=−→ Hom(G, k×), (i0, . . . , id) 7−→ χ(i0, . . . , id)
where χ(i0, . . . , id) is given byχ(i0, . . . , id)(ν0, . . . , νd) = ν
i0
0 · · · νidd . We also writeH(i0, . . . , id) =
H(χ(i0, . . . , id)) simply.
2.2 Smooth Compactification
We construct a smooth compactification of U/A. Let P1A(xi) = ProjA[Xi, Yi] denote the
projective line with homogeneous coordinates (Xi : Yi) where we associate xi = Xi/Yi. Let
X∗ = X∗t ⊂ P1A(x0)× · · · × P1A(xd) (2.2)
be a closed subscheme defined by an equation
(Y n00 −Xn00 ) · · · (Y ndd −Xndd ) = tY n00 · · ·Y ndd .
There is an open embedding U →֒ X∗.
Proposition 2.1 Suppose that t(1− t) ∈ A×. Then there is a projective morphism
ρ : X −→ X∗ ⊂ P1A(x0)× · · · × P1A(xd)
such that X → SpecA is smooth, ρ−1(U) ∼→ U and Z := X \ ρ−1(U) is a relative simple
NCD over A.
There is no natural smooth compactification of U . The author does not know whether the
action of G extends or not.
Proof. The singular locus (= the closed subset which is not smooth overA) ofX∗ lies outside
U . Put X0 := X∗ and Z0 := X∗ \ U . A neighborhood of Z0 in X0 is locally described by
an equation
(νi1 − xi1) · · · (νir − xir) = (unit)× ynj1j1 · · · y
njs
js
and the singular locus is the union of
{νi − xi = νj − xj = yk = 0} ∼= (P1A)d−2.
We denote the above situation by
Ad+1(z, w) ⊃
locus ofX0︷ ︸︸ ︷
{z1 · · · zr = uwm11 · · ·wmss } ⊃
locus of Z0︷ ︸︸ ︷
{w1 · · ·ws = 0} .
We construct a sequence of blow-ups
· · · −→ X i+1 −→ X i −→ · · · −→ X0 (2.3)
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in the following way. Let Z i ⊂ X i be the reduced inverse image Z0. Choose an irreducible
component Z i0 of Z
i which contains at least one component of the singular locus ofX i. Then
we take the blow-upX i+1 → X i along Z i0. We claim that eachX i ⊃ Z i is locally (in Zariski
topology) described as
Ad+1(z, w, v) ⊃
locus ofXi︷ ︸︸ ︷
{z1 · · · zr = uwm11 · · ·wmss } ⊃
locus of Zi︷ ︸︸ ︷
{w1 · · ·wsv1 · · · vl = 0} (2.4)
with u a unit (possibly l = 0). If i = 0, this is straightforward. Suppose that X i ⊃ Z i is
described as above. Put Z iab := {za = wb = 0} and Z ic := {vc = 0} irreducible components
of Z i. If X i+1 → X i be the blow-up along Z ic, then this is an isomorphism over the above
locus, so there is nothing to prove. Suppose that ρ : X i+1 → X i is the blow-up along Z iab.
We may assume a = b = 1 without loss of generality. Then X i+1 is covered by two affine
open sets (r + s+ l = d+ 1)
U1 =
{(
z1, . . . , zr,
w1
z1
, w2, . . . , ws, v1, . . . , vl
) ∣∣∣∣z2 · · · zr = u1zm1−11 (w1z1
)m1
wm22 · · ·wmss
}
(2.5)
U2 =
{(
z1
w1
, z2, . . . , zr, w1, . . . , ws, v1, . . . , vl
) ∣∣∣∣ z1w1 · z2 · · · zr = u2wm1−11 wm22 · · ·wmss
}
(2.6)
with ui units, and
ρ−1(Z i) ∩ U1 =
{
z1 · w1
z1
· w2 · · ·ws = 0
}
, ρ−1(Z i) ∩ U2 = {w1 · · ·ws = 0} .
Hence X i+1 ⊃ Z i+1 is also described as in (2.4). In the sequence (2.3), r and max{mi}
are decreasing sequences. Thus X i ⊃ Z i for i ≫ 0 is locally described by either of the
following descriptions
(a) Ad+1(z, w, v) ⊃ {z1 · · · zr = uw1 · · ·ws} ⊃ {w1 · · ·wsv1 · · · vl = 0}, r, s ≥ 2
(b) Ad+1(z, w, v) ⊃ {z1 · · · zr = uw1} ⊃ {w1v1 · · · vl = 0},
(c) Ad+1(z, w, v) ⊃ {z1 = uwm11 · · ·wmss } ⊃ {w1 · · ·wsv1 · · · vl = 0},
(d) Ad+1(z, w, v) ⊃ {z1 · · · zr = u} ⊃ {w1 · · ·wsv1 · · · vl = 0}.
If a local description of X i ⊃ Z i is either of (b), (c) or (d), then X i is smooth over A and
Z i is a relative NCD as required. Moorever if we take the blow-up ρ : X i+1 → X i along
a component of Z i, it is an isomorphism over the above locus as codim(Z i) = 1, so the
local description remains the same. Consider that a local description is as in case (a). Then
we keep continuing the blow-ups. Then r + s is strictly decreasing, so that the description
will finally be the case (b), (c) (mi = 1) or (d) which is the desired compactification. This
completes the proof. 
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2.3 Note on Boundary components
Let V be a quasi-projective A-scheme. Let l be a prime invertible in A. Define the etale
homologyH e´tj (V,Ql) to be the sheaf Q⊗ lim←−nR2n−jπ∗i!Z/ln on SpecA where i : V →֒ P
is a closed immersion to a smooth A-scheme P of relative dimension n and π : V →
SpecA is the structural morphism. We call V amixed Tate motive ifH e´tk (V,Ql) are succesive
extensions of products of Ql(j)’s for any k ∈ Z≥0 and primes l invertible in A. A mixed
Tate motive V is called a Tate motive if π is projective and smooth.
Proposition 2.2 Let X be the smooth compactification in Proposition 2.1 and Z = X \ U
the boundary. Let Z = ∪kZk be the decomposition where Zk are A-smooth divisors. Then
any intersection Zk1 ∩ · · · ∩ Zkq is a Tate motive over A.
Proof. Recall from the proof of Proposition 2.1 the sequence of the blow-ups · · · → X i+1 →
X i → · · · . We use the notation Z i = ⋃Z iab ∪⋃Z ic. For a finite set I of indices of ab and
c’s, write
(Z i)I = Z ia1b1 ∩ · · ·Z ianbn ∩ Z ic1 ∩ · · · ∩ Z icm.
It is straightforward to see that every intersections (Z0)I are a mixed Tate motive. We show
that this is true for all i by the induction. To do this, it is enough to show that (Z i+1)I satisfies
either of the following. Let ρ : X i+1 → X i be the blow-up.
(Z1) (Z i+1)I = ∅,
(Z2) (Z i+1)I
∼=→ (Z i)J with some J ,
(Z3) (Z i+1)I is a P1-bundle over (Z i)J with some J ,
(Z4) there are (Z i)J and a closed subscheme E ⊂ (Z i)J which is a union of (Z i)J ′’s such
that ρ((Z i+1)I) = (Z i)J and (Z i+1)I \ ρ−1(E) ∼=→ (Z i)J \ E and ρ−1(E) → E is a
P1-bundle.
If the above holds, then it follows that (Z i+1)I is a mixed Tate motives which can be shown
with use of the localization sequence
· · · // H e´ti (D,Ql) // H e´ti (V,Ql) // H e´ti (V \D,Ql) // · · ·
of etale homology groups for quasi-projective A-schemes (D, V ) with D ⊂ V a closed
subscheme.
The blow-up ρ : X i+1 → X i is locally described by either of the following cases.
(i) ρ : X i+1 → X i is the blow-up along Z iab = {za = wb = 0}, andma > 1,
(ii) ρ : X i+1 → X i is the blow-up along Z iab = {za = wb = 0}, andma = 1,
(iii) ρ : X i+1 → X i is the blow-up along Z ic = {vc = 0}.
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In the case (iii), ρ is an isomorphism over the locus (2.4), and hence Z i+1 ∼= Z i. Consider
the case (i). For simplicity of the notation, we take a = b = 1. Let X i+1 = U1 ∪ U2 be the
affine covering in (2.5) and (2.6). If m1 ≥ 2 then
ρ−1(Z i11) ∩ U1 =
{(
z1, . . . , zr,
w1
z1
, w2, . . . , ws, v1, . . . , vl
) ∣∣∣∣z1 = z2 · · · zr = 0}
ρ−1(Z i11) ∩ U2 =
{(
z1
w1
, z2, . . . , zr, w1, . . . , ws, v1, . . . , vl
) ∣∣∣∣w1 = z1w1 · z2 · · · zr = 0
}
.
The exceptional divisors are Ei+1a , 2 ≤ a ≤ r where
Ei+1a ∩ U1 = {z1 = za = 0}, Ei+1a ∩ U2 = {za = w1 = 0}
is a P1-bundle over Z i11 ∩ Z ia1. The proper transform Z i+11b of Z i1b with b ≥ 1 is given by
Z i+11b ∩ U1 = ∅, Z i+11b ∩ U2 = {
z1
w1
= wb = 0},
the proper transform Z i+1a1 of Z
i
a1 with a ≥ 2 is given by
Z i+1a1 ∩ U1 = {za =
w1
z1
= 0}, Z i+1a1 ∩ U2 = ∅.
Hence Z i+1ab
∼= Z iab if a = 1 or b = 1. The proper transform Z i+1ab of Z iab with a, b ≥ 2 is
given by
Z i+1ab ∩ U1 = {za = wb = 0}, Z i+1ab ∩ U2 = {za = wb = 0}.
Hence Z i+1ab → Z iab is the blow-up along Z iab∩Z i11. One easily sees that the proper transform
Z i+1c of Z
i
c is also isomorphic to Z
i
c.
Z i+1 := ρ−1(Z i) =
⋃
a≥2
Ei+1a ∪
⋃
b≥1
Z i+11b ∪
⋃
a≥2
Z i+1a1 ∪
⋃
a,b≥2
Z i+1ab .
By the above descriptions, we see
Z i+11b ∩ Z i+11b′ ∼= Z i1b ∩ Z i1b′, Z i+11b ∩ Z i+1a1 = ∅, Z i+1a1 ∩ Z i+1a′1 ∼= Z ia1 ∩ Z ia′1,
for b, b′ ≥ 1 and a, a′ ≥ 2,
Z i+11b ∩ Z i+1a′b′ ∼= Z i1b ∩ Z ia′b′ , Z i+1a1 ∩ Z i+1a′b′ ∼= Z ia1 ∩ Z ia′b′ ,
for b ≥ 1 and a, a′, b′ ≥ 2, and Z i+1ab ∩Z i+1a′b′ → Z iab∩Z ia′b′ is the blow-up alongZ iab∩Z ia′b′∩Z i11
for a, a′, b, b′ ≥ 2. Moreover
Ei+1a ∩ Z i+11b ∼= Z ia1 ∩ Z i1b, Ei+1a ∩ Z i+1a′1 ∼= Z i11 ∩ Z ia1 ∩ Z ia′1,
for a, a′ ≥ 2 and b ≥ 1, and Ei+1a ∩Z i+1a′b′ → Z i11 ∩Z ia1 ∩Z ia′b′ is a P1-bundle for a, a′, b′ ≥ 2.
Besides Z i+1c ∩ Z i+1ab ∼= Z ic ∩ Z iab if a = 1 or b = 1, and Z i+1c ∩ Z i+1ab → Z ic ∩ Z iab is the
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blow-up along Z ic ∩ Z iab ∩ Z i11 if a, b ≥ 2. In all cases, the descriptions (Z1),. . . ,(Z4) remain
true.
Next we consider the case (ii), namely ρ : X i+1 → X i is the blow-up along Z i11 and
m1 = 1. Then
ρ−1(Z i11) ∩ U1 = {z1 = 0, z2 · · · zr = u0 ·
w1
z1
· wm22 · · ·wmss },
ρ−1(Z i11) ∩ U2 = {w1 = 0,
z1
w1
· z2 · · · zr = u0 · wm22 · · ·wmss },
where u0 := u|z1=w1=0. This shows that ρ−1(Z i11) → Z i11 is the blow-up along the ideal
(z2 · · · zr, wm22 · · ·wmss ). Hence ρ−1(Z i11) is irreducible (possibly non-smooth over A), and
lettingEi11 := ∪a,b≥2Z i11∩Z iab, we have that ρ−1(Z i11\Ei11) ∼→ Z i11\Ei11 and ρ−1(Ei11)→ Ei11
is a P1-bundle. There is no exceptional divisor. The proper transform Z i+11b of Z
i
1b for b ≥ 2
is given by
Z i+11b ∩ U1 = ∅, Z i+11b ∩ U2 = {
z1
w1
= wb = 0},
the proper transform Z i+1a1 of Z
i
a1 for a ≥ 2 is given by
Z i+1a1 ∩ U1 = {za =
w1
z1
= 0}, Z i+1a1 ∩ U2 = ∅,
and the proper transform Z i+1ab of Z
i
ab for a, b ≥ 2 is given by
Z i+1ab ∩ U1 = {za = wb = 0}, Z i+1ab ∩ U2 = {za = wb = 0}.
Therefore Z i+1ab → Z iab is the blow-up along Z i11 ∩Z iab if a, b ≥ 2, and otherwise Z i+1ab ∼= Z iab
unless (a, b) = (1, 1). We have
Z i+11b ∩ Z i+1a′b′ ∼= Z i1b ∩ Z ia′b′ , Z i+1a1 ∩ Z i+1a′b′ ∼= Z ia1 ∩ Z ia′b′ ,
and Z i+1ab ∩ Z i+1a′b′ → Z iab ∩ Z ia′b′ is the blow-up along Z i11 ∩ Z iab ∩ Z ia′b′ . Moreover
Z i+111 ∩ Z i+11b = {
z1
w1
= w1 = wb = 0} ∼= Z i11 ∩ Z i1b,
Z i+111 ∩ Z i+1a1 = {z1 = za =
w1
z1
= 0} ∼= Z i11 ∩ Z ia1,
and Z i+111 ∩Z i+1ab → Z i11 ∩Z iab is a P1-bundle, Z i+111 ∩Z i+1c → Z i11 ∩Z ic is the blow-up along
the ideal (z2 · · · zr, wm22 · · ·wmss ). Thus the descriptions (Z1),. . . ,(Z4) remain true also in the
case (ii). 
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2.4 Rational differential forms in de Rham cohomology
We assume that each nk > 1. For (i0, . . . , id) ∈ Zd+1 with 0 < ik < nk, put
ωi0...id := n
−1
0 x
i0−n0
0 x
i1−1
1 · · ·xid−1d
dx1 · · · dxd
(1− xn11 ) · · · (1− xndd )
(2.7)
= (−1)kn−1k xi0−10 · · ·xik−nkk · · ·xid−1d
dx0 · · · d̂xk · · ·dxd
(1− xn00 ) · · · ̂(1− xnkk ) · · · (1− xndd )
(2.8)
∈ Γ (U,ΩdU/A)
a rational d-form. Moreover we put
ω
(r)
i0...id
:=
(
1− xn00
xn00
)r
ωi0...id (2.9)
for an integer r ≥ 0. Let X → SpecA be a (fixed) smooth compactification constructed in
Proposition 2.1.
Lemma 2.3 ωi0...id ∈ Γ (X,ΩdX/A).
If A is a Q-algebra, there is the exact sequence
· · · //H i−1dR (Z/A) // H ic,dR(U/A) // H idR(X/A) // H idR(Z/A) // · · · .
This induces an isomorphism
F d ∩Hdc,dR(U/A)
∼=−→ F d ∩HddR(X/A).
where F • denotes the Hodge filtrartion. Hence ωi0...id also defines a cohomology class in
Hdc,dR(U)
Proof. We may assume A = Z[1/N ][t] with t an indeterminate and N := n0 · · ·nd, since
ωi0...id is defined over Z[1/N ][t]. Recall the projective scheme X
∗ in (2.2). Let ρ : X → X∗
be the desingularization. Let yi = 1/xi. A locus of the boundaryX
∗ \ U is described by
(νk1 − xk1) · · · (νkr − xkr) = (unit)× ynj1j1 · · · y
njs
js
and then one can describe ωi0...id as follows
(regular function)× dyj1 · · · dyjs ∧
∏
k 6=j0,j1,...,js
dxk
νk − xk
where j0 ∈ {0, 1, . . . , d}\{j1, . . . , js} is a fixed integer. Therefore its pull-back by ρ belongs
to the subspace
ρ∗(yj1 · · · yjs) · ΩdX/A(logZ), Z := X \ U
in the locus. Noticing thatΩdX/A(logZ) = Ω
d
X/A⊗O(Z) is an invertible sheaf and ρ∗(yj1 · · · yjs) ∈
O(−Z) locally, this implies that
ρ∗ωi0...id ∈ Γ (X \ Z [2],ΩdX/A)
whereZ [r] = ∪i1<···<irZi1∩· · ·∩Zir . SinceX is regular (asA = Z[1/N ][t]) and codimX(Z [2]) =
2, one has Γ (X \ Z [2],ΩdX/A) = Γ (X,ΩdX/A), and hence the lemma follows. 
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Lemma 2.4 Suppose that A is a Q-algebra. Let U ′ = U \ {x0 = 0}. Let ω(r)i0···id be the
rational d-forms in (2.9). Then ω
(r)
i0...id
∈ Im[HddR(X/A)→ HddR(U ′/A)].
Proof. Wemay assumeA = Q[t, (t−t2)−1]. Let ∂ = d
dt
be the differential operator on theA-
moduleHddR(U
′/A) induced from the Gauss-Manin connection, namely ∂ is the composition
HddR(U
′/A) ∇−→ Ω1
A/Q
⊗A HddR(U ′/A)
∼=−→ HddR(U ′/A) (2.10)
of arrows where the second one is given by dt⊗ x 7→ x. Let D := t∂. Put
Ω := xi1−11 · · ·xid−1d
dx1 · · ·dxd
(1− xn11 ) · · · (1− xndd )
=
∧
1≤k≤d
 ∑
ζk∈µnk
n−1k ζ
ik
k
dxk
xk − ζk
 ∈ HddR(U/A).
Since this lies in the image of (O(U)×)⊗d by the dlog-map, this is annihilated by the differ-
ential operator D. Using the equalities
dx0 ∧ Ω =
(
1− xn00
−n0xn0−10
)
dt
t
∧ Ω, dx0 ∧ ωi0...id =
(
1− xn00
−n0xn0−10
)
dt
t
∧ ωi0...id
one has
D(ωi0...id) = D(n
−1
0 x
i0−n0Ω)
= n−10 (i0 − n0)xi0−n0−1
(
1− xn00
−n0xn0−10
)
Ω
= a0
(
1− xn00
xn00
)
ωi0...id (a0 := 1− i0/n0)
= a0ω
(1)
i0...id
,
and
D(ω
(r)
i0...id
) = D
((
1− xn00
xn00
)r
ωi0...id
)
= r
(
1− xn00
xn00
)r−1 −n0
xn0+10
(
1− xn00
−n0xn0−10
)
ωi0...id +
(
1− xn00
xn00
)r
D(ωi0...id)
= rω
(r)
i0...id
+ (a0 + r)ω
(r+1)
i0...id
. (2.11)
Note 0 < a0 < 1. Hence this implies
〈ω(0)i0...id, . . . , ω
(r)
i0...id
〉Q = 〈ωi0...id, D(ωi0...id), . . . , Dr(ωi0...id)〉Q ⊂ HddR(U ′/A).
Since ωi0...id ∈ Γ (X,ΩdX/A) by Lemma 2.4, the right hand side lies in the image ofHddR(X/A).

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Lemma 2.5 Suppose that A is a Q-algebra. Let U ′ = U \ {x0 = 0}. Let ∂ := ddt be the
differential operator defined by the composition (2.10). Then
tr∂r(ωi0...id) = a0(a0 + 1) · · · (a0 + r − 1)ω(r)i0...id, r ≥ 1.
According to this, we define a lifting ω˜
(r)
i0...id
∈ HddR(X/A).
Proof. Again we may assume A = Q[t, (t− t2)−1]. It follows from (2.11) that one has
(D − r)(ω(r)i0...id) = (a0 + r)ω
(r+1)
i0...id
for all r ≥ 0 and hence
D(D − 1) · · · (D − r + 1)(ωi0...id) = a0(a0 + 1) · · · (a0 + r − 1)ω(r)i0...id
by the induction on r. Now the assertion follows from an equalityD(D−1) · · · (D−r+1) =
tr∂r. 
3 Periods of Hypergeometric Schemes
In this section we work over A = C[t, (t− t2)−1]. Put S := SpecA = P1(t) \ {t = 0, 1,∞}.
Let
U = SpecA[x0, . . . , xd]/((1− xn00 ) · · · (1− xndd )− t)
be the hypergeometric scheme over A defined in §2.1. We think of U → SpecA to be a
fibration of complex manifolds. For α ∈ C \ {0, 1}, we denote by Uα the fiber at t = α.
3.1 Periods of integrals for Hypergeometric schemes
Theorem 3.1 Let 0 < ik < nk, and let ωi0...id be the differential forms in §2.4. Put ak :=
1 − ik/nk. Then there is a homology cycle ∆α ∈ Hd(Uα,Z) which is a vanishing cycle at
α = 0 such that ∫
∆α
ωi0···id =
(2πi)d
n0 · · ·nd · d+1Fd
(
a0, . . . , ad
1, . . . , 1
;α
)
. (3.1)
Proof. We define the cycle ∆α to be the following. Recall the equation (1 − xn00 ) · · · (1 −
xndd ) = α of Uα. Let 0 < |α| ≪ 1. When |x1 − 1| = · · · = |xd − 1| = |α|
1
d+1 , then x0 such
that |x0 − 1| ≪ 1 is uniquely determined. Hence a torus T = {(x1, . . . , xd) | |x1 − 1| =
· · · = |xd − 1| = |α| 1d+1} defines a homology cycle∆α in Uα with a suitable orientation. By
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definition,∆α is a vanishing cycle at α = 0. We show (3.1).∫
∆α
ωi0...id = n
−1
0
∫
∆α
xi0−n00 x
i1−1
1 · · ·xid−1d
dx1 · · · dxd
(1− xn11 ) · · · (1− xndd )
= n−10
∫
∆α
(
1− α
(1− xn11 ) · · · (1− xndd )
)−a0 xi1−11 · · ·xid−1d dx1 · · · dxd
(1− xn11 ) · · · (1− xndd )
= n−10
∫
∆α
( ∞∑
n=0
(a0)n
n!
xi1−11 · · ·xid−1d dx1 · · · dxd
(1− xn11 )n+1 · · · (1− xndd )n+1
αn
)
= n−10
∞∑
n=0
(a0)n
n!
αn
∫
∆α
xi1−11 · · ·xid−1d dx1 · · ·dxd
(1− xn11 )n+1 · · · (1− xndd )n+1
= n−10
∞∑
n=0
(a0)n
n!
αn
d∏
k=1
∮
|xk−1|=ε
xik−1k dxk
(1− xnkk )n+1
.
where the interchange of the integral and summation can be verified due to the uniform
convergence by the assumption |α| ≪ 1. Therefore (3.1) follows if we show that in general
1
2πi
∮
|x−1|=ε
xc1−1
(1− xc2)n+1dx = −c
−1
2
(1− c1/c2)n
n!
, (0 < ε≪ 1) (3.2)
for an integer n ≥ 0 and c1, c2 ∈ C with c2 6= 0 where xc takes the branch such that
|xc − 1| ≪ 1. The left hand side is the residue at x = 1, and hence it can be written as
f(c1, c2)/c
n+1
2 by some polynomial f(c1, c2). Therefore it is enough to show (3.2) under the
assumption that ci ∈ R and 0 < c1 < c2. Then, replace the circle {|x−1| = ε} with C1−C2
where C1 = {x = eπi/c2s | 0 ≤ s ≤ ∞} and C1 = {x = e−πi/c2s | 0 ≤ s ≤ ∞}. We have∮
|x−1|=ε
xc1−1
(1− xc2)n+1dx = −2i sin(πa)
∫ ∞
0
sc1−1
(1 + sc2)n+1
ds (a := 1− c1/c2)
= −2i
c2
sin(πa)
∫ ∞
0
s−a
(1 + s)n+1
ds
= −2i
c2
sin(πa)
∫ 1
0
(1− u)n−1+au−adu (s = u/(1− u))
= −2i
c2
sin(πa)
Γ(a + n)Γ(1− a)
Γ(n+ 1)
= −2i
c2
sin(πa)Γ(a)Γ(1− a)(a)n
n!
= −2πi
c2
(a)n
n!
as desired. This completes the proof. 
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Corollary 3.2 Let ω˜
(r)
i0···id ∈ HddR(X/A) be the lifting in Lemma 2.4. Then∫
∆α
ω˜
(r)
i0···id =
(2πi)d
n0 · · ·nd (a0(a0 − 1) · · · (a0 − r + 1))
−1αrF (r)(α)
where
F (r)(t) :=
dr
dtr
(
d+1Fd
(
a0, . . . , ad
1, . . . , 1
; t
))
.
Proof. Immediate from Theorem 3.1 and Lemma 2.5. 
3.2 Cohomology of Hypergeometric Schemes
Let µm = µm(C) denote the group of m-th roots of unity in C. A finite group G = µni ×
· · · × µnd acts on U and Uα as in §2.1. The topological fundamental group π1(S, α) acts
on the Betti cohomology groups H•B(Xα, k) and H
•
B(Uα, k) where k is a commutative ring,
and it commutes with the actionof G. The cohomology groups H•B(Uα,Q) carry the mixed
Hodge structures by Deligne. We denote by W∗H•B(Uα,Q) and W∗H
•
dR(Uα/C) the weight
filtrations.
Let a0, . . . , ad ∈ C. Let
φ : π1(S, α) −→ GL(VHG(a0, . . . , ad)α) (3.3)
be the monodromy representation of the hypergeometric function
d+1Fd
(
a0, . . . , ad
1, . . . , 1
; t
)
.
This is defined in the following way. Let VHG(a0, . . . , ad)α be the complex linear subspace
in the stalk OanS,α
∼= C{t − α} which is generated by all analytic continuations of the above
function. The action of π1(S, α) on the space VHG(a0, . . . , ad)α is defined in a natural way.
The linear space VHG(a0, . . . , ad)α is at most (d+1)-dimensional. We denote by VHG(a0, . . . , ad)
the corresponding locally constant sheaf. It is a fundamental theorem that if ai 6∈ Z for all i,
then (3.3) is a (d+ 1)-dimensional irreducible representation.
Lemma 3.3 Suppose that nk > 1 for all k. Let (i0, . . . , id) be a (d + 1)-tuple of inetgers
such that 0 < ik < nk. Put ak := 1 − ik/nk. Let VdR,α ⊂ WdHddR(Uα/C)(i0, . . . , id) be the
subspace generated by ωi0...id and ω˜
(r)
i0...id
where “(i0, . . . , id)” denotes the eigenspace as in
§2.1. Then
dimC VdR,α = d+ 1.
If dimCWdH
d
dR(Uα/C)(i0, . . . , id) = d+1 namely VdR,α =WdH
d
dR(Uα/C)(i0, . . . , id), then
WdH
d
B(Uα,C)(i0, . . . , id)
∼= VHG(a0, . . . , ad)∨α
as C[π1(S, α)]-module where (−)∨ denotes the dual representation. In particular, this is
irreducible.
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We shall soon see that dimWdH
d
dR(Uα/C)(i0, . . . , id) = d+ 1 always holds (Theorem 3.4).
Proof. We write VHG = VHG(a0, . . . , ad) simply. Let ∆α ∈ Hd(Uα,Z) be the homology
cycle in Theorem 3.1. Let VB,α ⊂ Hd(Uα,C) be the sub C[π1(S, α)]-module generated by
∆α. There is a C-linear map
Φ : VB,α −→ VHG,α, γ 7−→
∫
γ
ωi0...id
which is compatible with respect to the action of π1(S, α). Since VHG,α is irreducible, Φ
is surjective. This implies that there are homology cycles γ0, . . . , γd ∈ VB,α such that∫
γj
ωi0...id = Fj(t). By Corollary 3.2, we have∫
γj
ω˜
(r)
i0...id
= 2π
√−1(n0 · · ·nd)−1trF (r)j (t).
Now the linear independence of ω˜
(0)
i0...id
, . . . , ω˜
(d)
i0...id
follows from the non-vanishing of the
Wronskian determinant
det

F0(α) · · · Fd(α)
F
(1)
0 (α) · · · F (1)d (α)
...
...
F
(d)
0 (α) · · · F (d)d (α)
 6= 0, ∀α ∈ C \ {0, 1}.
We show the latter assertion. The map Φ factors through the eigenspace VB,α(i0, . . . , id),
and also the image V B,α(i0, . . . , id) := Im[VB,α(i0, . . . , id) → Hd(Xα,C)(i0, . . . , id)] as
ωi0...id ∈ Γ (Xα,ΩdXα),
VB,α(i0, . . . , id)
surj. // V B,α(i0, . . . , id)
surj. //
⋂

VHG,α
Hom(WdH
d
dR(Uα/C)(i0, . . . , id),C).
Suppose that dimCWdH
d
dR(Uα/C)(i0, . . . , id) = d+ 1. Since VHG is an irreducible (d+ 1)-
dimensional representation, the above diagram implies isomorphisms
(WdH
d
B(Uα,C)(i0, . . . , id))
∨ ∼= V B,α(i0, . . . , id) ∼= VHG,α
of π1(S, α)-modules. This completes the proof. 
Theorem 3.4 Let nk ≥ 1 be integers.
(i) Let U sm1 = SpecC[x0, . . . , xd]/((1 − xn00 ) · · · (1 − xndd ) − 1) \ {(0, . . . , 0)}. Then
WiH
i(U sm1 ,Q) = 0 if 1 ≤ i ≤ d− 1.
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(ii) Let Uα = SpecC[x0, . . . , xd]/((1 − xn00 ) · · · (1 − xndd ) − α) with α 6= 0, 1. Then
WiH
i(Uα,Q) = 0 if 1 ≤ i ≤ d− 1.
(iii) If nk = 1 for some k, thenWdH
d(Uα,C) = 0. Suppose that nk ≥ 2 for all k. Then
WdH
d(Uα,C) =
⊕
i0,...,id
WdH
d(Uα,C)(i0, . . . , id)
and dimWdH
d(Uα,C)(i0, . . . , id) = d+1where (i0, . . . , id) runs over all (d+1)-tuple
of integers such that 0 < ik < nk.
Proof. In case that nk = 1 for some k, one can easily prove (i), (ii) and (iii) on noticing that
Uα ∼= SpecC[x0, . . . , x̂k, . . . , xd][(1− xn00 )−1 · · · ̂(1− xk)
−1 · · · (1− xndd )−1]
∼=
∏
0≤i≤d, i 6=k
A1(xi) \ {xnii = 1}
where α ∈ C \ {0} (including α = 1).
Suppose that nk ≥ 2 for all k. We show (i), (ii) and (iii) by the induction on d. We
denote by (i)d, (ii)d and (iii)d the statements for d. There is nothing to prove for (i)1 and
(ii)1. We show (iii)1. Let Xα ⊃ Uα be the smooth compactification. It follows from Lemma
3.3 that dimH1(Xα,C)(i0, i1) = dimW1H
1(Uα,C)(i0, i1) ≥ 2. Since the genus of Xα is
(n0 − 1)(n1 − 1), we have
2(n0 − 1)(n1 − 1) ≤
∑
i0,i1
dimH1(Xα,C)(i0, i1) = dimH
1(Xα,C) = 2(n0 − 1)(n1 − 1)
and hence the equality holds, which implies dimW1H
1(Uα,C)(i0, i1) = 2 for all i0, i1 as
required.
Let d ≥ 2. Suppose that (i)d−1, (ii)d−1 and (iii)d−1 hold. We first show (i)d. Let S¯ :=
A1(xd) \ {xndd = 1} ⊃ S := A1(xd) \ {xndd = 1, 0}. Let g : U sm1 → S¯ be the projection
given by (x0, . . . , xd) 7→ xd, and put U sm,◦1 := g−1(S),
U sm1
g // S¯
U sm,◦1 //
OO
S.
OO (3.4)
Since U sm,◦1 → S is a topological fibartion, the sheavesRig∗Q|S are locally constant sheaves.
Therefore one has
H i(U sm,◦1 ,Q) = H
0(S,Rig∗Q)⊕H1(S,Ri−1g∗Q), (3.5)
and hence
WiH
i(U sm,◦1 ,Q) = H
0(S,WiR
ig∗Q)⊕WiH1(S,Ri−1g∗Q)
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for all i ≥ 0. The map WiH1(S,Wi−1Ri−1g∗Q) → WiH1(S,Ri−1g∗Q) is surjective.
By (ii)d−1, one has the vanishing WjRjg∗Q = 0 for all 0 < j < d − 1. Therefore,
WiH
i(U sm,◦1 ,Q) = 0 if 2 ≤ i ≤ d − 2. If i = 1, one also has W1H1(U sm,◦1 ,Q) =
WiH
1(S,Q) = 0. Let i = d− 1. One has
Wd−1Hd−1(U
sm,◦
1 ,Q) = H
0(S,Wd−1Rd−1g∗Q). (3.6)
Let VHG(a0, . . . , ad−1) be the locally constant sheaf corresponding to the monodromy repre-
sentation (3.3) of the hypergeometric functions
dFd−1
(
a0, . . . , ad−1
1, . . . , 1
; t
)
, ak := 1− ik
nk
.
By (iii)d−1 and Lemma 3.3,Wd−1Rd−1g∗C is the direct sum ofWd−1Rd−1g∗C(i0, . . . , id−1)’s,
and eachWd−1Rd−1g∗C(i0, . . . , id−1) is isomorphic to the dual of ρ∗VHG(a0, . . . , ad−1)where
ρ : S → A1(t) \ {0, 1} is the morphism such that ρ∗(t) = 1/(1 − xndd ). In particular, the
right hand side of (3.6) vanishes. We now have
WiH
i(U sm,◦1 ,Q) = 0, 1 ≤ ∀ i ≤ d− 1. (3.7)
We show the vanishingWiH
i(U sm1 ,Q) = 0 for 1 ≤ i ≤ d − 1. Put Dsm1 := U sm1 \ U sm,◦1 =
SpecC[x0, . . . , xd−1]/((1−xn00 ) · · · (1−xnd−1d−1 )−1)\{(0, . . . , 0)} a smooth connected divisor.
There is the localization exact sequence
· · · → H i−1(U sm,◦1 ,Q)→ H i−2(Dsm1 ,Q(−1))→ H i(U sm1 ,Q)→ H i(U sm,◦1 ,Q)→ · · ·
(3.8)
of mixed Hodge structures, which gives rise to an exact sequence
Wi−2H i−2(Dsm1 ,Q) −→ WiH i(U sm1 ,Q) −→WiH i(U sm,◦1 ,Q).
By (3.7) the right term vanishes if 1 ≤ i ≤ d − 1. The left term vanishes if 1 ≤ i ≤ d and
i 6= 2 by (i)d−1. In case i = 2, sinceH1(U sm,◦1 ,Q)→ H0(D1,Q(−1)) = Q is surjective, we
also have the vanishing of the middle term. This competes the proof of (i)d.
Next we show (ii)d. Let gα : Uα → S¯ be the projection given by (x0, . . . , xd) 7→ xd, and
put Sα := A
1(xd) \ {xndd = 1, 1− α} and U◦α := g−1α (S),
Uα
gα // S¯
U◦α //
OO
Sα.
OO (3.9)
We note that U◦α → Sα is a topological fibration. In the same way as the proof of (3.7), one
can show the vanishing
WiH
i(U◦α,Q) = 0, 1 ≤ i ≤ d− 1. (3.10)
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For an integer 1 ≤ i ≤ nd, let Di be the fiber of gα at xd = nd
√
1− αζ ind where ζnd is
a fixed primitive nd-th root of unity. The divisor Di has a unique singular point zi =
(0, . . . , 0, nd
√
1− αζ ind). Put Dsmi := Di \ {zi} a smooth connected divisor. Put D :=∐nd
i=1Di, D
sm :=
∐nd
i=1D
sm
i and Z := {z1, . . . , znd}. There is the localization exact se-
quence
· · · → H i−1(U◦α,Q)→ H i−2(Dsm,Q(−1))→ H i(Uα\Z,Q)→ H i(U◦α,Q)→ · · · (3.11)
of mixed Hodge structures, and this gives rise to an exact sequence
Wi−2H i−2(Dsm,Q) −→WiH i(Uα \ Z,Q) −→WiH i(U◦α,Q). (3.12)
By (3.10) the right term vanishes if 1 ≤ i ≤ d − 1. The left term vanishes if 1 ≤ i ≤ d
and i 6= 2 by (i)d−1. In case i = 2, we also have the vanishing of the middle term as
H1(U◦α,Q)→ H0(Dsm,Q(−1)) = Q⊕nd is surjective. We thus have
WiH
i(Uα \ Z,Q) = 0, 1 ≤ ∀ i ≤ d− 1.
One can replaceUα\Z withUα in the above asH i(Uα,Q) ∼= H i(Uα\Z,Q) for i 6= 2d, 2d−1.
This completes the proof of (ii)d.
Finally we show (iii)d. By Lemma 3.3, the inequality dimWdH
d(Uα,C)(i0, . . . , id) ≥
d+ 1 always holds. Therefore it is enough to show
dimWdH
d(Uα,Q) ≤ (d+ 1)(n0 − 1) · · · (nd − 1). (3.13)
Let i = d in the exact sequence (3.12). If d ≥ 3, the left term vanishes by (i)d−1. If d = 2,
thenH1(U◦α,Q)→ H0(Dsm,Q(−1)) = Q⊕nd is surjective. In both cases, the map
WdH
d(Uα,Q) = WdH
d(Uα \ Z,Q) −→WdHd(U◦α,Q)
is injective. Noticing that U◦α → Sα is a topological fibration and a fiber is a smooth affine
variety of dimension d− 1, one has
Hd(U◦α,Q) = H
0(Sα, R
dgα∗Q)⊕H1(Sα, Rd−1gα∗Q) = H1(Sα, Rd−1gα∗Q) (3.14)
where the vanishing Rdgα∗Q = 0 follows by the Lefschetz affine theorem. We have
dimWdH
1(Uα,Q) ≤ dimWdH1(Sα, Rd−1gα∗Q) ≤ dimWdH1(Sα,Wd−1Rd−1gα∗Q).
We show the last term is (d + 1)(n0 − 1) · · · (nd − 1), which implies (3.13). Put V =
Wd−1Rd−1gα∗C. By (iii)d−1, one has
V =
⊕
i0,...,id−1
V (i0, . . . , id−1), dimV (i0, . . . , id−1) = d
where (i0, . . . , id−1) runs over all d-tuple of integers such that 0 < ik < nk. By Lemma 3.3,
each V (i0, . . . , id−1) is isomorphic to the dual of ρ∗αVHG(a0, . . . , ad−1) where ρα : Sα →
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A1(t) \ {0, 1} is the morphism such that ρ∗(t) = α/(1− xndd ). In particular Γ (Sα,V ) = 0.
We have
dimH1(Sα,V ) = −χ(Sα,V ) = −χ(Sα) dimV = (2nd − 1) · d(n0 − 1) · · · (nd−1 − 1).
Let j : Sα →֒ P1 be the open immersion. There is an exact sequence
0 // H1(P1, j∗V ) // H1(Sα,V ) // Γ (P1, R1j∗V ) // 0
WdH
1(Sα,V )
where the equality follows by the fact that the weight ofR1j∗V is≥ d+1. The sheafR1j∗V
is supported on at most xndd = 1, 1− α,∞. Let Tp ∈ π1(S, α) be the local monodromy at p.
Then
(R1j∗V (i0, . . . , id−1))xd=ζind = Coker[T∞−id : VHG(a0, . . . , ad−1)α → VHG(a0, . . . , ad−1)α] = 0.
Moreover we have that
(R1j∗V (i0, . . . , id−1))xd= nd
√
1−αζind
= Coker[T1−id : VHG(a0, . . . , ad−1)α → VHG(a0, . . . , ad−1)α]
is (d− 1)-dimensional, and
(R1j∗V (i0, . . . , id−1))xd=∞ = Coker[T
nd
0 − id : VHG(a0, . . . , ad−1)α → VHG(a0, . . . , ad−1)α
is 1-dimensional (note that T0 is unipotent). We thus have
dimWdH
1(Sα,V ) = d(2nd − 1) · (n0 − 1) · · · (nd−1 − 1)
− ((d− 1)nd + 1) · (n0 − 1) · · · (nd−1 − 1)
= (d+ 1)(n0 − 1) · · · (nd − 1)
as required. This completes the proof of (3.13), and hence (iii)d. 
Theorem 3.4 (iii) together with Lemma 3.3 immediately implies the following.
Corollary 3.5 Suppose nk > 1 for all k. Let 0 < ik < nk be integers. Then the repre-
sentationWdH
d(Uα,C)(i0, . . . , id) of π1(A
1(t) \ {0, 1}, α) is isomorphic to the dual of the
monodromy representation of
d+1Fd
(
a0, . . . , ad
1, . . . , 1
; t
)
, ak := 1− ik
nk
.
Theorem 3.6 Suppose nk > 1 for all k. Let (i0, . . . , id) be (d + 1)-tuple of integers such
that 0 < ik < nk for all k.
(i) H i(U sm1 ,C)(i0, . . . , id) = 0 for all i < d.
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(ii) H i(Uα,C)(i0, . . . , id) = 0 for all i < d.
(iii) Hd(Uα,C)(i0, . . . , id) = WdH
d(Uα,C)(i0, . . . , id).
Proof. We show the theorem by the induction on d. We denote by (i)d, (ii)d and (iii)d the
statements for d. We show the case d = 1. It is simple to see (i)1 and (ii)1. We show that
(iii)1 holds. Let Xα ⊃ Uα be the smooth compactification, and put Z := Xα \ Uα. Then
there is the exact sequence
0 −→ H1(Xα,Q) −→ H1(Uα,Q) −→ H0(Z,Q)
which is compatible with the actions of σi(νi)’s. Since either of σ0(ν0) or σ1(ν1) acts on a
point z ∈ Z as identity, this impliesH1(Uα,C)(i0, i1) ⊂ H1(Xα,C)(i0, i1) for any 0 < ik <
nk. This completes the proof of (iii)1.
Let d ≥ 2. Suppose that (i)d−1, (ii)d−1 and (iii)d−1 hold. We first show (i)d. We consider
the diagram (3.4),
U sm1
g // S¯ = A1(xd) \ {xndd = 1}
U sm,◦1 //
OO
S = A1(xd) \ {xndd = 0, 1}.
OO
PutDsm1 := U
sm
1 \U sm,◦1 a smooth connected divisor. The localization exact sequence (3.8) is
compatible with the actions of the automorphisms σi(νi) in (2.1). Since σd(νd) acts on D
sm
1
as the identity, one has
H i(U sm1 ,C)(i0, . . . , id)
∼=−→ H i(U sm,◦1 ,C)(i0, . . . , id), ∀ i ≥ 0. (3.15)
The isomorphism (3.5) yields
H i(U sm,◦1 ,C)(i0, . . . , id) ⊂ H0(S,Rig∗C(i0, . . . , id−1))⊕H1(S,Ri−1g∗C(i0, . . . , id−1))
for all i. By (ii)d−1 one has Rjg∗C(i0, . . . , id−1) = 0 for j < d− 1. Therefore the right hand
side vanishes if i < d − 1, and hence one has H i(U sm1 ,C)(i0, . . . , id) = 0 for all i < d − 1
by (3.15). Let i = d− 1. Then
Hd−1(U sm1 ,C)(i0, . . . , id) = H
d−1(U sm,◦1 ,C)(i0, . . . , id) ⊂ H0(S,Rd−1g∗C(i0, . . . , id−1)).
By (iii)d−1 together with Corollary 3.5, the most right term vanishes. This completes the
proof of (i)d.
We show (ii)d. Let
Uα
gα // S¯ = A1(xd) \ {xndd = 1}
U◦α //
OO
Sα = A
1(xd) \ {xndd = 1, 1− α}.
OO
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be the diagram (3.9). In the same way as above one can show the vanishing
H i(U◦α,C)(i0, . . . , id) = 0, i < d.
We use the notation Z ⊂ D = Uα \ U◦α and Dsm = D \ Z after (3.10). The localization se-
quence (3.11) is compatible with the actions of σi(νi)’s. By (i)d−1, one hasHj(Dsm,C)(i0, . . . , id−1) =
0 for all j < d− 1. Hence
H i(Uα \ Z,C)(i0, . . . , id)
∼=−→ H i(U◦α,C)(i0, . . . , id) = 0, i < d.
Now the assertion (ii)d follows from the factH
i(Uα,Q) = H
i(Uα \Z,Q) for i 6= 2d, 2d−1.
Finally we show (iii)d. It is enough to show that H
d(Uα,C)(i0, . . . , id) has pure weight
d. By an exact sequence
Hd−2(Dsm)(i0, . . . , id) // Hd(Uα \ Z)(i0, . . . , id) // Hd(U◦α,C)(i0, . . . , id)
0
by (i)d−1
Hd(Uα)(i0, . . . , id)
∼=
OO
together with the isomorphism (3.14), one has
Hd(Uα,C)(i0, . . . , id) ⊂ H1(Sα,M (i0, . . . , id−1)).
where we put M := Rd−1gα∗C. Let j : Sα →֒ P1(xd) be the open immersion. Then there is
a commutative diagram
0 // H1(P1, j∗M ) // H1(Sα,M ) // H0(P1, R1j∗M )
Hd(Uα,C)
h //
∪
OO
⊕
β=1,1−α,∞(R
1j∗M )xnd
d
=β
with exact row. The cohomologyH1(P1, j∗M ) has pure weight d. Therefore it is enough to
show that the image h(Hd(Uα,C)(i0, . . . , id)) vanishes. The image of h lies at most in the
components of β = 1,∞. Since σd(νd) acts on the component of xd = ∞ as identity, the
image of Hd(Uα,C)(i0, . . . , id) lies only in the component of x
nd
d = 1,
h(Hd(Uα,C)(i0, . . . , id)) ⊂
⊕
νd∈µnd
(R1j∗M (i0, . . . , id−1))xd=νd.
Let VHG(a0, . . . , ad−1) be the locally constant sheaf associated to the monodromy represen-
tation (3.3) of the hypergeometric function
dFd−1
(
a0, . . . , ad−1
1, . . . , 1
; t
)
.
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Let ρα : Sα → A1(t) \ {0, 1} be the morphism such that ρ∗α(t) = α/(1 − xndd ). Then it
folllows from (iii)d−1 and Corollary 3.5 that M (i0, . . . , id−1) is isomorphic to the dual of
ρ∗VHG(a0, . . . , ad−1). Therefore
(R1j∗M (i0, . . . , id−1))xd=νd = Coker[T∞−id : VHG(a0, . . . , ad−1)α → VHG(a0, . . . , ad−1)α]
where Tp is the local monodromy at t = p. As is well-known, the right hand side vanishes.
This completes the proof of (iii)d. 
Theorem 3.7 Let nk ≥ 1. Let Q be the set of (d+ 1)-tuple (i0, . . . , id) of integers such that
0 ≤ ik < nk for all k and ik = 0 for some k. Then for all 0 ≤ j ≤ d, the subspace⊕
(i0,...,id)∈Q
HjdR(Uα/C)(i0, . . . , id) (3.16)
of the de Rham cohomologyHjdR(Uα/C) is generated by exterior products of
dlog(xi − νi) = dxi
xi − νi , νi ∈ µni. (3.17)
More precisely, for (i0, . . . , id) ∈ Q, let us put I = {k ∈ {0, 1, . . . , d} | ik > 0} and
Ic := {0, 1, . . . , d} \ I . Put s := ♯I and
ω :=
∧
k∈I
xik−1k dxk
xnkk − 1
∈ HsdR(Uα/C)(i0, . . . , id)
a s-form. Let pl : Uα → Tl := A1(yl) \ {yl = 1} be the morphism given by p∗l (yl) = xnll . Fix
k0 ∈ Ic. Put T :=
∏
l∈Ic\{k0} Tl, and p :=
∏
pl : Uα → T . Then the map
Hj−sdR (T/C) −→ HjdR(Uα/C)(i0, . . . , id), x 7→ ω ∧ p∗x (3.18)
is bijective. In particular
dimHjdR(Uα/C)(i0, . . . , id) =
(
d− s
j − s
)
=
(
d− s
d− j
)
.
Proof. Fix a primitive root νk ∈ µnk for each k. Let σk := σk(νk) be the automorphism of
Uα given by (x0, . . . , xd) 7→ (x0, . . . , νkxk, . . . , xd). Let Uα/G denote the quotient scheme
by a finite group G ⊂ 〈σ0, . . . , σd〉. Put Si := A1(xi) \ {xnii = 1}. Then we have
Uα/〈σk〉 = Spec [C[x0, . . . , xd]/((1− xn00 ) · · · (1− xndd )− α)]σ=id
∼= SpecC[x0, . . . , yk, . . . , xd]/((1− xn00 ) · · · (1− yk) · · · (1− xndd )− α)
∼= SpecC[x0, . . . , x̂k, . . . , xd][(1 − xn00 )−1 · · · ̂(1− xnkk )
−1 · · · (1− xndd )−1]
∼= S0 × · · · × Ŝk × · · · × Sd.
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This yields an isomorphism
HjdR(Uα/C)
σk=id ∼= HjdR(S0 × · · · × Ŝk × · · · × Sd). (3.19)
The de Rham cohomology group H1dR(Si/C) has a basis {dxi/(xi − νi) | νi ∈ µni}. Hence
the subspace
⊕
(i0,...,id)∈Q
HjdR(Uα/C)(i0, . . . , id) =
d∑
k=0
HjdR(Uα/C)
σk=id
is generated by exterior products of dxi/(xi−νi)’s. The eigen componentHjdR(Uα/C)(i0, . . . , id)
is the image of a projector
∏
0≤k≤d, k 6=k0
(
1
nk
nk−1∑
r=0
ν−ikrk σ
r
k
)
on HjdR(Uα/C)
σk0=id. Noticing the natural isomorphism (3.19), it is not hard to see that the
image of the above projector is isomorphic to the left hand side of (3.18). 
Theorem 3.8 Suppose nk > 1 and let 0 < ik < nk. Let F
• be the Hodge filtration in the
mixed Hodge structure Hd(Uα,Q). Then dimGr
p
FWdH
d(Uα,C)(i0, . . . , id) = 1 for each
p ∈ {0, . . . , d}.
Proof. Let f : U → S be the fibration, and let H := WdRdf∗Q be the admissible vari-
ation of Hodge structure of pure weight d. We write HB,α = Hα = WdH
d(Uα,Q). Let
T be the local monodromy on WdH
d(Uα,Q) at t = 0, and put N := log T . Let W (N)
be the monodromy weight filtration (cf. [Mo, p.106–107]). Recall from Corollary 3.5 that
HB,α(i0, . . . , id) := WdH
d(Uα,C)(i0, . . . , id) is a (d + 1)-dimensional representation of
π1(S, α) which is isomorphic to the dual of the monodromy representation of the hyperge-
ometric function d+1Fd
(
a0,...,ad
1,...,1
; t
)
. In particular, T is unipotent and N on HB,α(i0, . . . , id)
has rank d. Therefore
dimGr
W (N)
2p HB,α(i0, . . . , id) = 1 (3.20)
for each 0 ≤ p ≤ d, and the map
N : Gr
W (N)
2p HB,α(i0, . . . , id) −→ GrW (N)2p−2 HB,α(i0, . . . , id) (3.21)
is bijective for each 1 ≤ p ≤ d. Let Hlim be the limiting mixed Hodge structure of H at
t = 0 with the limiting Hodge filtration F •lim, whose underlying Q-module is HB,α and the
weight filtration is given byW (N) ([S-VHS], [Mo, §5]). Since (3.21) is bijective, we have
Gr
W (N)
2d HB,α
N
∼ // Gr
W (N)
2d−2 HB,α
N
∼ // · · · N∼ // GrW (N)0 HB,α (3.22)
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where all arrows are morphisms of mixed Hodge structures of type (−1,−1). Since the
weight piece Gr
W (N)
0 Hlim is of Hodge type (0, 0), we have that Gr
W (N)
2p Hlim is of Hodge
type (p, p) for each 0 ≤ p ≤ d. Therefore, there is a natural bijection
GrpFlim(HB,α ⊗ C)
∼=−→ GrW (N)2p (HB,α ⊗ C)
and this induces
GrpFlimHB,α(i0, . . . , id)
∼=−→ GrW (N)2p HB,α(i0, . . . , id). (3.23)
We have
dimGrpF [WdH
d(Uα,C)(i0, . . . , id)] = dimGr
p
Flim
[WdH
d(Uα,C)(i0, . . . , id)] = 1
by (3.20) and (3.23). 
Summary
(1) Let 0 ≤ j < d. ThenHjdR(Uα/C) is generated by exterior products of dxi/(xi− νi)’s.
In particularHjB(Uα,Q) carries a Tate-Hodge structure of type (j, j).
(2) Let P (resp. Q) be the set of (d+1)-tuple (i0, . . . , id) of integers such that 0 < ik < nk
for all k (resp. 0 ≤ ik < nk and ik = 0 for some k). Then
HdB(Uα,C) =
weight d︷ ︸︸ ︷⊕
(i0,...,id)∈P
HdB(Uα,C)(i0, . . . , id)⊕
weight 2d︷ ︸︸ ︷⊕
(i0,...,id)∈Q
HdB(Uα,C)(i0, . . . , id).
The weight 2d piece is generated by exterior products of dxi/(xi−νi)’s. For (i0, . . . , id) ∈
P , one has the Hodge decomposition
HdB(Uα,C)(i0, . . . , id) =
d⊕
p=0
Hp,d−p, dimHp,d−p = 1.
(3) For (i0, . . . , id) ∈ P , the π1(S, α)-representation HdB(Uα,C)(i0, . . . , id) is isomorphic
to the dual of the monodromy representation (3.3) of the hypergeometric function
d+1Fd
(
a0, . . . , ad
1, . . . , 1
; t
)
, ak := 1− ik
nk
.
(4) For 0 ≤ j < d,
dimHjB(Uα,C)(i0, . . . , id) =
{
0 (i0, . . . , id) ∈ P(
d−s
d−j
)
(i0, . . . , id) ∈ Q
where s = ♯{k ∈ {0, 1, . . . , d} | ik > 0}, and for j = d
dimHdB(Uα,C)(i0, . . . , id) =
{
d+ 1 (i0, . . . , id) ∈ P
1 (i0, . . . , id) ∈ Q.
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4 Higher Ross Symbols
4.1 Definition of Higher Ross Symbols
Let U be the hypergeometric scheme over A as in §2.1. Let ξ0 := {1 − x0, 1 − x1, . . . , 1 −
xd} ∈ KMd+1(O(U)) be a symbol in Milnor’s K-group. Let σi(νi) be the automorphisms in
(2.1), which act on the Milnor K-group in the natural way. For ni-th roots νk ∈ µnk(A) of
unity, we define
ξRoss = ξRoss(ν0, . . . , νd) := (1− σ0(ν0)) · · · (1− σd(νd))(ξ0) (4.1)
=
{
1− x0
1− ν0x0 ,
1− x1
1− ν1x1 , · · · ,
1− xd
1− νdxd
}
∈ KMd+1(O(U)) (4.2)
and call it a higher Ross symbol. There is the canonical map ι : KMd+1(O(U)) → Kd+1(U)
to Quillen’sK-group. We also denote the element ι(ξRoss) by the same notation.
Lemma 4.1 Let N = lcm(n0, . . . , nd) and ζN ∈ Q a N-th primitive root of unity. Let
A = Z[1/N, ζN ][t, (t− t2)−1]. Let
dlog : KMs (O(U))→ Γ (U,ΩsU/Z[1/N,ζN ])
be the dlog map. Then
dlog(ξRoss) = (−1)d
n0−1∑
i0=1
· · ·
nd−1∑
id=1
(1− νi00 ) · · · (1− νidd )ωi0...id
dt
t
where ωi0...id are the rational differential forms in §2.4.
Proof. Exercise (left to the reader). 
Higher Ross vs. Ross.
Let us see the relation with the original Ross symbols. Let F be the Fermat curve defined by
an equation zn + wm − 1. Recall from [R2, Theorem 2] the Ross symbol
{1− z, 1− w}
in Milnor’s KM2 of the function field of F . It is not hard to see that this has no boundary,
namely it lies in the image of K2(F ) ⊗ Q. Let U be the one-dimensional hypergeometric
scheme with t = 1 which is an affine scheme defined by an equation (1− xn00 )(1− xn11 ) = 1
⇔ x−n00 + x−n11 = 1. Put z = x−10 and w = x−11 . Then our higher Ross symbol is
ξRoss(ν0, ν1) =
{
1− x0
1− ν0x0 ,
1− x1
1− ν1x1
}
=
{
z − 1
z − ν0 ,
w − 1
w − ν1
}
.
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Take the summation over all n0-th and n1-th roots (ν0, ν1) of unity. Then we have∑
ν0,ν1
ξRoss(ν0, ν1) =
{
(z − 1)n0
zn0 − 1 ,
(w − 1)n1
wn1 − 1
}
= {(z − 1)n0, (w − 1)n1} − {(z − 1)n0, wn1 − 1} −
{
zn0 − 1, (w − 1)
n1
wn1 − 1
}
= {(z − 1)n0, (w − 1)n1} −
2-torsion︷ ︸︸ ︷
{(z − 1)n0,−zn0}−
2-torsion︷ ︸︸ ︷{
−wn1, (w − 1)
n1
wn1 − 1
}
= n0n1{1− z, 1− w}
the original Ross symbol, up to 2-torsion.
Remark 4.2 (cf. [O2, (4.18)]) In [R1], Ross considered another symbol
{1− zw, z}
in K2 of the Fermat curve F defined by z
n + wn = 1. However this is essentially the above
his symbols. More precisely, let C be the smooth projective curve defined by an equation
yn = x(1 − x). Let ρ : F → C be the covering given by ρ∗y = zw and ρ∗x = zn. Then
using the algorithm in [RT], one can show
ρ∗{1− z, 1 − w} = 3{1− y, x} (4.3)
up to torsion, and hence
{1− zw, z} = 1
3
ρ∗ρ∗{1− z, 1− w} = 1
3
∑
ζ∈µn(Q)
{1− ζz, 1− ζ−1w}. (4.4)
4.2 Boundary of higher Ross symbols
Let X ⊃ U be a smooth compactification (Proposition 2.1). By a standard argument using
de Jong’s alteration, one has that the image Ks(X) ⊗ Q −→ Ks(U) ⊗ Q does not depend
on the choice of X . We say that u ∈ Ks(U)⊗Q has (non trivial) boundary if it does not lie
in the image ofKs(X)⊗Q.
The symbol ξ0 ∈ Kd+1(U) has boundary, while we expect that the higher Ross symbols
ξRoss have no boundary. Several results convince the author of the truth, though he has not
succeeded to prove it.
Proposition 4.3 Let U ⊂ X be the smooth compactification in Proposition 2.1 and Z =
X \ U . Let Dk = p−1k (xk =∞)red be the reduced fiber at xk = ∞ where pk : X → P1(xk)
is the projection. LetDck be the union of irreducible components ofZ which are not contained
in Dk. Put D
◦
k = Dk \ (Dk ∩Dck). Let ∂ : K∗+1(U) → K ′∗(Z) denote the boundary map in
K ′-theory. Then
∂(ξRoss)|D◦
k
= 0 (4.5)
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inK ′d(D
◦
k) for any k. In particular
∂(ξRoss)|Zsm = 0
in K ′d(Z
sm) where Zsm ⊂ Z is the maximal locus which is smooth over A, or equivalently
Zsm = Z \ ∪i<jZi ∩ Zj .
Proof. Let Vk ⊃ Dk be a formal neighborhood. Let i : Dk → Vk be the closed immersion.
Then there is a commutative diagram
Kd+1(U ∩ Vk) ∂ //K ′d(D◦k)
Kd(U)⊗ O(Vk)× ∂⊗i∗ //
OO
K ′d−1(D
◦
k)⊗ O(Dk)×.
OO
Recall from the definition that ξRoss is the image of an element
(−1)d−k
{
1− x0
1− ν0x0 , · · · ,
1̂− xk
1− νkxk , · · · ,
1− xd
1− νdxd
}
⊗
{
1− xk
1− νkxk
}
∈ Kd+1(U)⊗O(Vk)×.
Since
i∗
(
1− xk
1− νkxk
)
=
(
1− xk
1− νkxk
) ∣∣∣∣
xk=∞
= ν−1k
is a torsion, one has the vanishing (4.5). 
Proposition 4.4 When d = 1, 2, the higher Ross symbols ξRoss have no boundary.
Proof. Put O := Z[1/N, ζN ]. It follows from the localization sequence
0 // Kq(O [t])
(j) // Kq(A)
(j) // (Kq−1(O)(j−1))⊕2 // 0
Kq(O)
(j)
∼=
OO
and Borel’s theorem Kq(O)
(j) = 0 for 2j − q 6= 1 that we have
Kq(A)
(j) =

Kq(O)
(j) 2j − q = 1
(Kq−1(O)(j−1))⊕2 2j − q = 2
0
(4.6)
for q ≥ 1. We want to show the vanishing
∂(ξRoss) = 0 ∈ K ′d(Z)(d). (4.7)
If d = 1, then this is immediate from Proposition 4.3. When d = 2, one has
∂(ξRoss) ∈ Im[K2(T )(1) → K ′2(Z)(2)],
where T := Z \ Zsm = ∪i<jZi ∩ Zj is disjoint union of SpecA. Hence it vanishes by (4.6).

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Proposition 4.5 Let N be the l.c.m. of n0, . . . , nd, and let ζN ∈ Q be a primitive N-th root
of unity. Let A = Z[1/N, ζN ][t, (t− t2)−1]. Let l be a prime which divides N . Suppose that
the higher Chern class map
KZd (X)⊗Q −→ Hd+2e´t,Z(X,Ql(d+ 1)) (4.8)
to the etale cohomology group is injective. Then the higher Ross symbols ξRoss have no
boundary.
Proof. It is well-known that the diagram
Kd+1(U)
∂ //

KZd (X)

Hd+1e´t (U,Ql(d+ 1))
// Hd+2e´t,Z(X,Ql(d+ 1))
is commutative. Since we assume the injectivity of (4.8), it is enough to show that ξRoss
vanishies in Hd+2e´t,Z (X,Ql(d + 1)). Put P := (1 − σ0(ν0)) · · · (1 − σd(νd)) as in (4.1). Since
ξRoss = P (ξ0), it is enough to show that the composition
Hd+1e´t (U,Ql(d+ 1))
P // Hd+1e´t (U,Ql(d+ 1))
// Hd+2e´t,Z (X,Ql(d+ 1))
is zero. Let f : X → SpecA, j : U → X and i : Z → X . It is enough to show that the
composition
R(fj)∗Ql
P−→ R(fj)∗Ql −→ R(fi)∗i!Ql[1]
is zero in the derived category of complexes of l-adic sheaves on SpecA, which is equivalent
to that
Rk(fj)∗Ql
P−→ Rk(fj)∗Ql −→ Rk+1(fi)∗i!Ql
is zero for all k ≥ 0. Since all terms are smooth sheaves, it is enough to see this at one
geometric point. Then, thanks to the comparison theorem with the Betti or de Rham coho-
mology, the assertion is reduced to that the composition
HkdR(Uα/C)
P−→ HkdR(Uα/C) −→ Hk+1dR,Z(Xα/C)
is zero for the fiber Uα at a point t = α ∈ C \ {0, 1}. However, this is immediate from
Theorem 3.6. Indeed it implies that P = 0 if k < d and
Im(P ) =WdH
d
dR(Uα/C) = Im[H
d
dR(Xα/C)→ HddR(Uα/C)]
if k = d, which agrees with the kernel of HddR(Uα/C)→ Hd+1dR,Z(Xα/C). 
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5 Beilinson Regulator of Higher Ross Symbols
5.1 Complex analytic function Fa1,...,ad(t)
For an integer s ≥ 1, and a1, . . . , as ∈ C \ Z≤0, we put
Fa1,...,as(t) := s+2Fs+1
(
a1 + 1, . . . , as + 1, 1, 1
2, . . . , 2
; t
)
,
Fa1,...,as(t) :=
s∑
k=1
(ψ(ak) + γ) + log(t) + a1 · · · astFa1,...,as(t)
where γ = −Γ′(1) is the Euler constant and ψ(t) = Γ′(t)/Γ(t) is the digamma function, cf.
[NIST, 5.2.2]. By definition
t
d
dt
(Fa1,...,as(t)) = sFs−1
(
a1, . . . , as
1, . . . , 1
; t
)
. (5.1)
The following theorem is often refered to as the connection formula which describes the
behavior of Fa1,...,as(t) around t = ∞. This will play a key role in the proof of Thorem 5.5
(main theorem) below.
Theorem 5.1 Let ai ∈ C \ Z≤0 satisfy that Re(
∑s
i=1 ai) < s and ai − aj 6∈ Z for any i, j.
Put
Hj(t) := a
−1
j (−t)aj s+1Fs
(
aj , · · · , aj
1− a1 + aj , · · · , ̂1− aj + aj , · · · , 1− as + aj , 1 + aj
; t
)
,
Cj := (Γ(1− aj))−s+1
∏
1≤k≤s, k 6=j
Γ(ak − aj)
Γ(ak)
.
Then we have
Fa1,...,as(t
−1) = πi−
s∑
j=1
CjHj(t). (5.2)
Proof. Let z = t−1. Put
Gj(z) := z
d
dz
Hj(z) = (−z)aj sFs−1
(
aj , · · · , aj
1− a1 + aj , · · · , ̂1− aj + aj , · · · , 1− as + aj
; z
)
.
Then
sFs−1
(
a1, . . . , as
1, . . . , 1
; t
)
=
s∑
j=1
CjGj(z) (5.3)
by [NIST, 16.8.8]. Therefore we have
t
d
dt
(Fa1,...,as(t)) = z
d
dz
(
s∑
j=1
CjHj(z)
)
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by (5.1), and this implies
log(t) + a1 · · · astFa1,...,as(t) +
s∑
j=1
CjHj(z) = constant.
We compute the constant
C := a1 · · ·asFa1,...,as(1) +
s∑
j=1
CjHj(1) (5.4)
where the series Fa1,...,as(t) andHj(t) are absolutely convergent on |t| = 1 by the assumption
Re(
∑s
i=1 ai) < s. Noticing (c)n = Γ(c+ n)/Γ(c), one has
Γ(c)
[
s+1Fs
(
a1, · · · , as, c
1, · · · , 1 ; 1
)
− 1
]
=
∞∑
n=1
(a1)n · · · (as)nΓ(c+ n)
n!s+1
→
∞∑
n=1
(a1)n · · · (as)nΓ(n)
n!s+1
(as c→ 0)
=
∞∑
n=0
(a1)n+1 · · · (as)n+1n!
(n+ 1)!s+1
= a1 · · · as · s+2Fs+1
(
a1 + 1, · · · , as + 1, 1, 1
2, · · · , 2 ; 1
)
= a1 · · · asFa1,...,as(1). (5.5)
Let
G∗j(z) := (−z)aj s+1Fs
(
aj , · · · , aj
1− a1 + aj, · · · , ̂1− aj + aj, · · · , 1− as + aj , 1− c+ aj
; z
)
, j ≤ s
G∗s+1(z) := (−z)cs+1Fs
(
c, · · · , c
1− a1 + c, · · · , · · · , 1− as + c ; z
)
,
C∗j :=
s∏
k=1,k 6=j
Γ(ak − aj)
Γ(ak)
· (Γ(1− aj))−s · Γ(c− aj)
Γ(c)
, j ≤ s
C∗s+1 :=
s∏
k=1
Γ(ak − c)
Γ(ak)
· (Γ(1− c))−s.
By [NIST, 16.8.8], one has
s+1Fs
(
a1, . . . , as, c
1, . . . , 1
; t
)
=
s+1∑
j=1
C∗jG
∗
j(z). (5.6)
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By (5.5) and
lim
c→0
Γ(c)C∗jG
∗
j (1) = (−aj)−1
s∏
k=1,k 6=j
Γ(ak − aj)
Γ(ak)
· (Γ(1− aj))−s+1ajHj(1) = −CjHj(1)
for 1 ≤ j ≤ s, one has
lim
c→0
Γ(c)
[
s+1Fs
(
a1, . . . , as, c
1, . . . , 1
; 1
)
− 1−
s∑
j=1
C∗jG
∗
j(1)
]
=
C︷ ︸︸ ︷
a1 · · ·asFa1,...,as(1) +
s∑
j=1
CjHj(1)
where C is the constant (5.4). Applying (5.6) to the left hand side, we see
C = lim
c→0
Γ(c)
[
C∗s+1G
∗
s+1(1)− 1
]
.
Noticing that G∗s+1(1) = e
πi +O(cs+1), we have
C = lim
c→0
Γ(c)
[
eπic
s∏
k=1
Γ(ak − c)
Γ(ak)
· (Γ(1− c))−s − 1
]
=
d
dc
[
eπic
s∏
k=1
Γ(ak − c)
Γ(ak)
· (Γ(1− c))−s
] ∣∣∣∣
c=0
= πi−
s∑
k=1
ψ(ak) + sψ(1) = πi−
s∑
k=1
(ψ(ak) + γ)
as desired. 
Corollary 5.2 Let ai ∈ C \ Z≤0 satisfy that Re(
∑s
i=1 ai) < s (possibly ai − aj ∈ Z). Then
around t = 0, the analytic function Fa1,...,as(t
−1) can be written as a C-linear combination
of
(log t)itajhij(t), (i ≥ 0, j = 1, 2, . . . , s)
modulo Q(1) by some holomorphic functions hij(t) at t = 0. Here “log t” does not appear
when ai − aj 6∈ Z for all i, j.
Proof. When ai − aj 6∈ Z for all i, j, this is immediate from (5.2). When ai − aj ∈ Z, we
take the limit ǫ → 0 in (5.2) for a′i := ai + ǫ. Then “log t” appears as above (details are left
to the reader). 
Example 5.3 Theorem 5.1 implies
Re(F 1
2
, 1
2
(t)) = Re
[
− log 16 + log t + t
4
4F3
(
3
2
, 3
2
, 1, 1
2, 2, 2
; t
)]
= Re
[
−2t− 12 3F2
( 1
2
, 1
2
, 1
2
1, 3
2
; t−1
)]
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for t ∈ R>0. To see this, recall (5.2) for a1 = 12 + ǫ and a2 = 12
F 1
2
+ǫ, 1
2
(t−1) = πi− (C1H1(t) + C2H2(t))
where
H1(t) :=
(
1
2
+ ǫ
)−1
(−t) 12+ǫ3F2
( 1
2
+ ǫ, 1
2
+ ǫ, 1
2
+ ǫ
1 + ǫ, 3
2
+ ǫ
; t
)
, H2(t) := 2(−t) 12 3F2
( 1
2
, 1
2
, 1
2
1− ǫ, 3
2
; t
)
,
C1 :=
Γ(−ǫ)
Γ(1
2
)Γ(1
2
− ǫ) , C2 :=
Γ(ǫ)
Γ(1
2
)Γ(1
2
+ ǫ)
.
We have
F 1
2
, 1
2
(t−1) = lim
ǫ→0
F 1
2
+ǫ, 1
2
(t−1) = πi+ 2π−1 log(−t)(−t) 12 3F2
( 1
2
, 1
2
, 1
2
1− ǫ, 3
2
; t
)
+ (−t) 12h(t)
with h(t) a holomorphic function at t = 0. Let t > 0 and take the real part. Then this turns
out
Re(F 1
2
, 1
2
(t−1)) = Re
[
−2t 12 3F2
( 1
2
, 1
2
, 1
2
1− ǫ, 3
2
; t
)]
.
5.2 Main Theorem for Beilinson regulators
Let A = C[t, (t − t2)−1] and put S = SpecA = P1(t) \ {0, 1,∞}. Let f : U → S be the
hypergeometric scheme in §2.1. Let
ci,j : Ki(U)
(j) −→ Ext2j−iMHM(U)(Q,Q(j)), i, j ≥ 0 (5.7)
be the Beilinson regulator maps (higher Chern class maps) to the extension groups of mixed
Hodge modules by Saito [S-MHM]. We only discuss the case (i, j) = (d+ 1, d+ 1). There
is the natural map
Extd+1MHM(U)(Q,Q(d + 1)) −→ Ext1VMHS(S)(Q, Rdf∗Q(d+ 1))
as Rjf∗Q(d + 1) = 0 for j > d where VMHS(S) denotes the category of admissible
variations of mixed Hodge structures on S. Let
ρB : Kd+1(U) −→ Ext1VMHS(S)(Q, Rdf∗Q(d + 1)) (5.8)
be the composition with cd+1,d+1. Let
ξRoss =
{
1− x0
1− ν0x0 , · · · ,
1− xd
1− νdxd
}
∈ KMd+1(O(U)) (5.9)
be a higher Ross symbol introduced in §4.1. There is an exact sequence
0 //WdR
df∗Q(d+ 1) // Rdf∗Q(d+ 1) // QS(1)⊕ // 0
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in VMHS(S) by Theorems 3.6 and 3.7 (see also §3.6 Summary (2)). This gives rise to an
exact sequence
0 // Ext1(Q,WdR
df∗Q(d+ 1)) // Ext1(Q, Rdf∗Q(d+ 1)) // Ext1(Q,Q(1)⊕).
Lemma 5.4 ρB(ξRoss) ∈ Ext1(Q,WdRdf∗Q(d+ 1)).
Proof. Let ξ0 := {1− x0, . . . , 1− xd} ∈ KMd+1(O(U)). Let σi(νi) be the automorphisms on
U in (2.1). Let P := (1 − σ0(ν0)) · · · (1− σd(νd)) be an operator. By the naturalness of the
Beilinson regulator maps, we have
ρB(ξRoss)
(4.1)
= ρB(Pξ0) = P (ρB(ξ0)) ∈ Ext1(Q, Rdf∗Q(d+ 1)).
Since P (Rdf∗Q(d+ 1)) = WdRdf∗Q(d + 1) by Theorem 3.6 (iii), the assertion follows. 
The element ρB(ξRoss) defines a 1-extension
0 //WdR
df∗Q(d+ 1) //MξRoss(U/S) // QS // 0. (5.10)
Let Uα = f
−1(α) be the fiber at t = α. Restricting the 1-extension (5.10) to t = α, we have
a 1-extension
0 //WdH
d(Uα,Q(d+ 1)) //MξRoss(Uα)
// Q // 0 (5.11)
of mixed Hodge structures. There are the natural isomorphism
Ext1MHS(Q,WdH
d(Uα,Q(d+ 1))) ∼= WdHd(Uα,C/Q(d+ 1))
∼= Hom(Hd(Uα,Q)/W−d−1,C/Q(d+ 1)).
The extension class ρB(ξRoss)|Uα = ρB(ξRoss|Uα) defines an element
regB(ξRoss|Uα) ∈ WdHd(Uα,C/Q(d+ 1)) (5.12)
in the Betti cohomology group. In more explicit manner, this is defined in the following
way. Let MξRoss(Uα)B be the underlying Q-module of MξRoss(Uα), and (MξRoss(Uα)dR, F
•)
the underlying C-module with the Hodge filtration. There are two liftings of 1 ∈ Q in the
exact sequence (5.11), say eB,α ∈MξRoss(Uα)B and edR,α ∈ F 0MξRoss(Uα)dR. Then
regB(ξRoss|Uα) = edR,α − eB,α mod WdHd(Uα,Q(d+ 1)).
Theorem 5.5 For 0 < ik < nk we write ak = 1 − ik/nk. Let α ∈ C \ {0, 1} and let
∆α ∈ Hd(Uα,Z) be the homology cycle in Theorem 3.1. Then
〈reg(ξRoss|Uα) | ∆α〉 = ±
∑
0<ik<nk
(1− νi00 ) · · · (1− νidd )
(2πi)d
n0 · · ·ndFa0...ad(α)
modulo Q(d+ 1), where 〈− | −〉 is the natural pairing
Hd(Uα,C/Q(d+ 1))⊗Hd(Uα,Q) −→ C/Q(d+ 1).
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Proof. We think of 〈reg(ξRoss|Uα) | ∆α〉 to be a function on α, which we write by 〈reg(ξRoss) |
∆t〉 with variable t. This is a multi-valued function which is locally holomorphic on C \
{0, 1}. Recall from Lemma 4.1 that
dlog(ξRoss) = (−1)d
∑
0<ik<nk
(1− νi00 ) · · · (1− νidd )ωi0...id
dt
t
.
It follows from Theorem 3.1 together with [As1, Prop.3.1] that one has
t
d
dt
〈reg(ξRoss) | ∆t〉 =
∑
0<ik<nk
(1− νi00 ) · · · (1− νidd )
∫
∆t
ωi0...id
=±
∑
0<ik<nk
(1− νi00 ) · · · (1− νidd )
(2πi)d
n0 · · ·nd · d+1Fd
(
a0, . . . , ad
1, . . . , 1
; t
)
.
This implies
〈reg(ξRoss) | ∆t〉 = C +
∑
0<ik<nk
(1− νi00 ) · · · (1− νidd )
(2πi)d
n0 · · ·ndFa0...ad(t) (5.13)
with a constant C. There remains to show C ∈ Q(d + 1). To do this, we look at the local
momodromy T∞ at t =∞. Put
Q :=
d∏
k=0
nk−1∏
ik=1
(T∞ − e2πi(1−ik/nk)).
It follows from Corollary 5.2 that Qm withm≫ 1 annihilates all Fa0...ad(t). Since T∞ acts
on the constant terms as the identity, we have
Qm〈reg(ξRoss) | ∆t〉 = QmC =
(
d∏
k=0
nk−1∏
ik=1
(1− e2πi(1−ik/nk))
)m
C = (n0 · · ·nd)mC.
(5.14)
On the other hand, since 〈reg(ξRoss|Uα) | ∆α〉 is defined for ∆α modulo the kernel of
Hd(Uα,Q) → Hd(Xα,Q), it follows from Theorem 3.6 that one can replace ∆α with ∆′α
where ∆α = ∆
′
α +∆
′′
α is the decomposition such that∆
′
α ∈ ⊕0<ik<nkHd(Uα,C)(i0, . . . , ik)
and ∆′′α ∈ ⊕∃ ik=0Hd(Uα,C)(i0, . . . , ik). We have
Qm〈reg(ξRoss|Uα) | ∆α〉 = Qm〈reg(ξRoss|Uα) | ∆′α〉 = Qm ·
(2πi)d+1Q︷ ︸︸ ︷
〈eB,α | ∆′α〉−〈edR,α | Qm∆′α〉.
For 0 < ik < nk, the component Hd(Uα,C)(i0, . . . , ik) is isomorphic to the monodromy
representation of the hypergeometric function by Corollary 3.5. In particular it is annihilated
by Qm, and hence we have 〈edR,α | Qm∆′α〉 = 0. Therefore the most left term in (5.14) is
contained in Q(d+ 1). This completes the proof. 
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Corollary 5.6 Let ε = (ε0, . . . , εd) ∈ G, and put∆α(ε) := σ0(ε0) · · ·σd(εd)(∆α). Then
〈reg(ξRoss|Uα) | ∆α(ε)〉 = ±
∑
0<ik<nk
εi00 · · · εidd (1− νi00 ) · · · (1− νidd )
(2πi)d
n0 · · ·ndFa0...ad(α)
modulo Q(d+ 1).
Proof. By the naturalness of the regulator map, we have
〈reg(ξRoss|Uα) | ∆α(ε)〉 = 〈reg(σ0(ε0) · · ·σd(εd)ξRoss|Uα) | ∆α〉.
We have
σ0(ε0) · · ·σd(εd)ξRoss =
(
d∏
k=0
σk(εk)− σk(εkνk)
)
ξ0 (see (4.1))
=
(
d∏
k=0
1− σk(εk)− (1− σk(εkνk))
)
ξ0
=
∑
(−1)kξRoss(ε0ν0, . . . , εi1, . . . , εik , . . . , εdνd).
The corollary follows by applying Theorem 5.5 to the Ross symbols in the last term. 
6 Application to the Beilinson conjecture
6.1 Beilinson conjecture
For a separated scheme V of finite type over R, let H•B(V,Q) = H
•
B(V (C),Q) denote the
Betti cohomology groups. We denote by F∞ the infinite Frobenius on V (C)which is induced
by the complex conjugation. It acts on the Betti cohomologyH•B(V,Z) = H
•
B(V (C),Z), and
it naturally extends on H•B(V,C) as an anti-linear involution. Moreover F∞ acts on the de
Rham cohomology groupsH•dR(V/R)⊗C as an anti-linear involution such that it is identity
on H•dR(V/R). The actions of F∞ are compatible under the comparison H
•
dR(V/R)⊗ C ∼=
H•B(V,C).
Let X be a smooth variety over R. Let A = Z,Q or R. Let A(r)D be the Deligne-
Beilinson complex
(2π
√−1)rAX −→ OX −→ · · · −→ Ωr−1X
of sheaves on the analytic site Xan. The Deligne-Beilinson cohomology group is defined to
be the hypercohomology group
H•D(X,A(r)) := H
•(Xan, A(r)D).
We refer [EV] or [S-Be, §2] for a general theory on the Deligne-Beilinson cohomology. The
infinite Frobenius acts on A(r)D in such a way that ω 7→ F ∗∞ω. Let
cDi,j : Ki(X)
(j) −→ H2j−i
D
(X,R(j))F∞=1
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be the Beilinson regulator map (or higher Chern class map) to the fixed part of Deligne-
Beilinson cohomology by F∞. This is compatible with the regulator map ci,j in (5.7) under
the comparison
ExtpMHM(X)(Q,Q(j))
∼= HpD(X,Q(j)).
We now focus on the case i = j > 0. Then there is the natural isomorphism (e.g. [S-Be,
p.9])
Hj
D
(X,R(j))F∞=1 ∼= Hj−1B (X,R(j − 1))F∞=1(= Hj−1B (X,R)F∞=(−1)
j−1 ⊗ R(j − 1)).
The right hand side is endowed with the canonical Q-structure Hj−1B (X,Q(j − 1))F∞=1.
Composing the above with cDj,j, we have
regR : Kj(X)
(j) −→ Hj−1B (X,R(j − 1))F∞=1, j > 0.
Conjecture 6.1 (Beilinson conjecture, [Be], [S-Be]) LetXQ be a smooth projective variety
over Q, andXR := XQ×QR. LetKi(XQ)(j)Z ⊂ Ki(XQ)(j) be the integral part ([S-Int]). Let
j > 0 be an integer. Then
regR : Kj(XQ)
(j)
Z ⊗ R −→ Hj−1B (XR,R(j − 1))F∞=1
is bijective, and
det[Kj(XQ)
(j)
Z ]⊗ det[Hj−1B (XR,Q(j − 1))F∞=1]−1 ∼Q× L∗(hj−1(XQ), 0) (6.1)
where L(M, 0) denotes the L-function of a motive M , and where L∗(M,m) is the leading
coefficient in a Taylor series expansion at s = m. Note that ords=0L(h
j−1(XQ), s) =
dimHj−1B (XR,Q(j − 1))F∞=1 under the hypothesis of the functional equation ([S-Be, p.5,
Corollary]).
The left hand side of (6.1) is called the Beilinson regulator, which is a higher dimensional
generalization of the classical Dirichlet regulators. In more down-to-earth manner, it is de-
scribed in the following way. Let {ξp}p be a Q-basis of Kj(XQ)(j)Z and {γq}q a Q-basis of
HB2 (X,Q)
F∞=(−1)j−1 . Let 〈− | −〉 denote the natural pairing onH•B(X)⊗HB• (X). Then
LHS of (6.1) = det
[
1
(2π
√−1)j−1 〈regR(ξp) | γq〉
]
p,q
(6.2)
6.2 K2 of Elliptic curves
Let
Uα = SpecQ[x0, x1]/((1− x20)(1− x21)− α), α ∈ Q \ {0, 1}
35
be a hypergeometric scheme in §2.1. Let Xα be the smooth compactification of Uα, which
is an elliptic curve over Q. Then dimH1B(Xα,Q(1))
F∞=1 = 1, and the Beilinson conjecture
predicts that there is an integral element ξ ∈ K2(Xα)(2)Z satisfying
1
2π
√−1〈regR(ξ) | γ〉 ∼Q× L
′(Xα, 0), L(Xα, s) := L(h1(Xα), s) (6.3)
where γ ∈ HB1 (Xα,Q)F∞=−1 is a generator (this statement is often referred to as the weak
Beilinson conjecture). Let∆α be the homology cycle in Theorem 3.1. We take γ :=
1
2
(F∞+
1)∆α. Let
ξRoss =
{
1− x0
1 + x0
,
1− x1
1 + x1
}
be the higher Ross symbol. Then it follows from Theorem 5.5 that one has
1
2π
√−1〈regR(ξRoss) | γ〉 = Re[F 12 , 12 (α)].
Thus we arrive at the following statement,
Conjecture 6.2 Suppose that ξRoss ∈ K2(Xα)(2) is integral. Then
Re[F 1
2
, 1
2
(α)] ∼Q× L′(Xα, 0).
If the denominator of j(Xα) = 16(α
2−16α+16)3/((1−α)α4) is prime to α (e.g. α = ±2n,
n ∈ {±1,±2,±3}), then ξRoss is integral.
Numerical verifications
α Re[F 1
2
, 1
2
(α)] L′(Xα, 0) Re[F 1
2
, 1
2
(α)]/L′(Xα, 0)
2 −1.4866664931 0.74333324664 −2
−2 −2.42449751304 2.42449751304 −1
1/2 −3.3173289967 1.6586644983 −2
−1/2 −3.5763399863 −3.5763399863 1
4 −1.0228481341 0.51142406705 −2
−4 −1.942820350 0.971410175 −2
1/4 −4.091392536 0.51142406705 −8
−1/4 −4.21743424174 2.10871712 −2
8 −.71480404895 1.429608097 −1/2
−8 −1.5342722011 0.511424067 −3
1/8 −4.819613084 −9.639226168 1/2
−1/8 −4.8822409859 4.8822409859 −1
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6.3 K3 of K3 surfaces
Let Xα be the smooth compactification of
Uα := SpecQ[x0, x1, x2]/((1− x20)(1− x21)(1− x22)− α), α ∈ Q \ {0, 1}. (6.4)
This is a K3 surface over Q. In this section we discuss the Beilinson conjecture for Xα.
Lemma 6.3 Let A be a commutative ring. Let N ≥ 2 be an integer, and let
Ut := SpecA[x0, . . . , xd]/((1− xN0 ) · · · (1− xNd )− t)
be a hypergeometric scheme with t(1 − t) ∈ A×. Let n, n1, . . . , nd be integers such that
0 < n, ni < N and gcd(N, n) = gcd(N, ni) = 1 for all i. Let
Vt := SpecA[y, z1, . . . , zd]/(y
N − zn1 · · · znd (1− z1)n1 · · · (1− zd)nd(−t+ z1 · · · zd)N−n)
be an affine scheme. Then there is a covering morphism
ρ : Ut −→ Vt (6.5)
given by {
ρ∗y = xN−n0 x
n1
1 · · ·xndd (1− xN1 ) · · · (1− xNd )
ρ∗zi = 1− xNi (1 ≤ i ≤ d).
Proof. Straightforward. 
Remark 6.4 A special case of (6.5) (t = 1, d = 1) is the Fermat quotient (cf. [G, p.211]).
For a smooth projective variety S over Q, we denote by NS(S) the Neron-Severi group of
S ×Q Q. Let h2tr(S,Q(m)) = h2(S,Q(m))/NS(S) ⊗ Q(m − 1) be the transcendental part
of the motive h2(S,Q(m)). We denote by L(h2tr(S), s) the L-function of h
2
tr(S,Q).
Let d = 2, N = 2 and n = n1 = n2 = 1 in Lemma 6.3. Let Yα be the smooth
compactification of Vα overQ. This is a K3 surface which has a structure of elliptic fibration
over P1(zi). Thanks to the covering (6.5), there is an isomorphism
h2tr(Yα,Q)
∼= h2tr(Xα,Q) (6.6)
of motives. Recall the equation
Vα : y
2 = z1z2(1− z1)(1− z2)(−α + z1z2).
Changing the variables u1 = −z1, u2 = −1/z2 and w = y/z22 , the equation turns out to be
w2 = u1u2(1 + u1)(1 + u2)(u1 − αu2).
In [AOP], Ahlgren, Ono and Penniston study the L-function of Yα for infinitely many α ∈
Q \ {0, 1}.
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Theorem 6.5 ([AOP, Theorem 1.1]) Let α ∈ Q \ {0, 1}. Let
Eα : y
2 = x
(
x2 + 2x− α
1− α
)
E ′α : (1− α)y2 = x
(
x2 + 2x− α
1− α
)
be ellptic curves over Q. Then L(h2tr(Yα), s) = L(h
2
tr(Eα ×E ′α), s).
Following [AOP], we call Yα modular ifL(h
2
tr(Yα), s) is theL-function of a Hecke eigenform
of weight 3. The authors give a list of α’s for Yα to be modular.
Theorem 6.6 ([AOP, Theorem 1.2]) The K3 surface Yα is modular if and only if α =
−1, 4±1,−8±1, 64±1.
The corresponding Hecke eigenforms are as follows ([AOP, p.366–367]). Let η(z) be the
Dedekind eta function. Let
A = η6(4z), B = η2(z)η(2z)η(4z)η2(8z), C = η3(2z)η3(6z), D = η3(z)η3(7z)
(6.7)
be weight 3 newforms of level 16, 8, 12, 7 respectively. Let χD denote the quadratic character
associated to the quadratic field Q(
√
D). Then the corresponding Hecke eigenforms are
given as follows.
α −1 4 1/4 −8 −1/8 64 1/64
Hecke eigenform B ⊗ χ−4 C C ⊗ χ−4 A A⊗ χ8 D D ⊗ χ−4 (6.8)
where f ⊗ χ denotes the χ-twist of the modular form.
We turn to the K3 surface Xα. We discuss the Beilinson conjecture for the real regulator
map
regR : K3(Xα)
(3) −→ H2B(Xα,R,R(2))F∞=1 (6.9)
where Xα,R := Xα ×Q R. By (6.6),
L(h2tr(Xα), s) = L(h
2
tr(Yα), s).
If α = −1, 4±1,−8±1, 64±1, then this is the L-function of a Hecke eigenform by Theorem
6.6.
Let f : Xα → P1(x2) be the projection which is an elliptic fibration. Let 〈fib〉 ⊂
NS(Xα)⊗Q be the Q-linear subspace generated by irreducible components of the singular
fibers (defined over Q). Fix a section ∞ defined by x0 = 1 and x1 = ∞. A standard
computation yields
dim〈fib〉 = 18, dim〈fib,∞〉 = 19.
Let Hpq denote the Hodge (p, q)-component of H2B(Xα,Q)/〈fib,∞〉. Then dimH20 =
dimH20 = dimH11 = 1 and
dim[H2B(Xα,Q)/〈fib,∞〉]F∞=1 =
1︷ ︸︸ ︷
dim(H20 +H02)F∞=1+
0 or 1︷ ︸︸ ︷
dim(H11)F∞=1 .
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In particular, if dim(H11)F∞=1 = 0, then
[H2B(Xα,Q)/〈fib,∞〉]F∞=1
∼=−→ H2tr(Xα,Q)F∞=1 = Q. (6.10)
It seems difficult to determine the dimension of (H11)F∞=1. However, as is pointed out
in [AOP, Remark 4.,4], Theorem 6.5 suggests that there will be the Shioda-Inose structure
Eα × E ′α → Yα defined over Q. Let D ∈ H1B(Eα) ⊗ H1B(E ′α) be the Ku¨nneth (1, 1)-
component of the cycle class of the graph of a morphism Eα → E ′α given by (x, y) 7→
(x, y/
√
1− α). Assuming the Shioda-Inose structure, there is an isomorphism
H2B(Xα,Q)/〈fib,∞〉 ∼= H1B(Eα)⊗H1B(E ′α)/〈D〉 (6.11)
of 3-dimensional irreducible π1(S, α)-modules. Let D
′ be the Ku¨nneth (1, 1)-component
for a morphism (x, y) 7→ (x,−y/√1− α). Then D + D′ = 0 as it lies in the image
of H1B(Eα) ⊗ H1B(P1) = 0. It is straightforward from the definition that F∞D = D if
1 − α > 0 and F∞D = D′ = −D if 1 − α < 0. Noticing that dim[H1B(E )]F∞=1 =
dim[H1B(E )]
F∞=−1 = 1 for any elliptic curve E over R, one has that dim(H11)F∞=1 = 0 if
and only if 1− α < 0 (under the assumption of the Shioda-Inose structure Eα ×E ′α → Yα).
Recall from Theorem 3.1 the homology cycle ∆α with 0 < |α| ≪ 1. Extend ∆α for
α ∈ R \ {0, 1} (this is not uniquely determined), and put
∆±α :=
1
2
(F∞ ± 1)∆α ∈ H2(Uα,Q)F∞=±1.
If 0 < |α| < 1, then one immediately has∆+α = ∆α and∆−α = 0. In general, it follows from
Theorem 3.1 that one has ∫
∆+α
ω1,1,1 = Re
[
3F2
( 1
2
, 1
2
, 1
2
1, 1
;α
)]
(6.12)
and this does not vanish for all α ∈ R 1. In particular ∆+α 6= 0. Moreover 〈γ | ∆α〉 =
0 for all γ ∈ 〈fib,∞〉 by the construction of ∆α. Hence the pairing with ∆+α induces a
homomorphism
〈− | ∆+α 〉 : [H2B(Xα,Q)/〈fib,∞〉]F∞=1 −→ Q
which is surjective by the non-vanishing of (6.12). If dim(H11)F∞=1 = 0, then the left hand
side is one-dimensional and the bijection (6.10) holds.
Summing up the above observation, we arrive at the following statement.
Conjecture 6.7 (Weak Beilinson conjecture) Suppose dim(H11)F∞=1 = 0 (this holds if
and only if 1 − α < 0 under the assumption of the Shioda-Inose structure). There is an
integral element ξ ∈ K3(Xα)Z such that
1
(2π
√−1)2 〈regR(ξ) | ∆
+
α 〉 ∼Q× L′(h2tr(Xα), 0). (6.13)
Note 〈regR(ξ) | ∆+α 〉 = Re〈regR(ξ) | ∆α〉.
1 cf. http://functions.wolfram.com/HypergeometricFunctions/Hypergeometric3F2/.
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Example 6.8 (α = 4) One can show dim(H11)F∞=1 = 0 in the following way. Let f :
Xα → P1(x2) be the elliptic fibration, and Eα the generic fiber. Then NS(Xα)/〈fib,∞〉 is
naturally isomorphic to theMordell-Weil group Eα(C(x2)). Hence if rank[Eα(C(x2))]
F∞=1 >
0, then dim(H11)F∞=−1 > 0 which implies dim(H11)F∞=1 = 0. This holds since a point
(x0, x1) = (x
−1
2 , (1 + x
2
2)/(1− x22)) is non-torsion.
By Theorem 6.6 and (6.8), we have L(h2tr(X4), s) = L(C, s). We take ξ = ξRoss. Then
1
(2π
√−1)2 〈regR(ξRoss|X4) | ∆
+
4 〉 = Re[F 1
2
, 1
2
, 1
2
(t)|t=4]
= Re
[
− log 64 + log t+ t
8
5F4
( 3
2
, 3
2
, 3
2
, 1, 1
2, 2, 2, 2
; t
) ∣∣∣∣
t=4
]
by Theorem 5.5. The computer calculation shows
Re[F 1
2
, 1
2
, 1
2
(t)|t=4] = −2.41291989930352597175242344918,
L′(C, 0) = 0.30161498741294074646905293114776839989
and hence
1
(2π
√−1)2 〈regR(ξRoss|X4) | ∆
+
4 〉 = −8L′(C, 0)
approximately.
Example 6.9 (α = 64) One can show dim(H11)F∞=1 = 0 since a point (x0, x1) = ((x2 −
3)/(x2 + 1), (x2 + 3)/(x2 − 1)) of E64 is non-torsion. We have L(h2tr(X64), s) = L(D, s) by
Theorem 6.6 and (6.8). Again we take ξ = ξRoss. Then Conjecture 6.7 is restated as
Re[F 1
2
, 1
2
, 1
2
(t)|t=64] ∼Q× L′(D, 0)
by Theorem 5.5. The computer calculation shows
Re[F 1
2
, 1
2
, 1
2
(t)|t=64] = −0.821372862231216089683652759186
L′(D, 0) = 0.10267160777890201121045659489829291400.
We have approximately
1
(2π
√−1)2 〈regR(ξRoss|X64) | ∆
+
64〉 = −8L′(D, 0).
6.4 Addendum : Xα for α = 1
When α = 1 the surface Xα has a singular point, but its smooth model is a K3 surface. We
shall discuss the weak Beilinson conjecture forX1. However, to apply Theorem 5.5, we need
an additional argument.
Let Ut → SpecQ[t, t−1] be the hypergeometric scheme. Take the base change by t−1 =
λ2, and put U := SpecQ[[λ]][x0, x1, x2]/((1− x20)(1− x21)(1− x22)− 1− λ2). Let X∗ ⊃ U
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be the projective scheme (2.2) over Q[[λ]]. Let ρ : X → X∗ be the blow-ups in Proposition
2.1. Then X → SpecQ[[λ]] is smooth outside a point P = {(x0, x1, x2, λ) = (0, 0, 0, 0)}.
A neighborhood of P in X is locally defined by an equation x20 + x
2
1 + x
2
2 + λ
2 = 0. Let
ρ′ : X → X be the blow-up at P , and we have a diagram
X
ρρ′ //
π %%▲▲
▲
▲
▲
▲
▲
▲
▲
▲
X∗

SpecQ[[λ]].
Then π is a semistable family. The central fiber of π is S ∪Q where Q is a smooth quadratic
surface in P3, L = Q ∩ S is a smooth quadratic curve in P2 and S is a K3 surface which is
the smooth compactification of an affine equation
(1− x20)(1− x21)(1− x22) = 1.
Put U := (ρρ′)−1(U) and US := S ∩U and i : US →֒ U the inclusion. Write ξRoss|U :=
(ρρ′)∗(ξRoss) ∈ K3(U ) the inverse image of the higher Ross symbol. The restriction i∗(ξRoss|U )
lies in the image of K3(S), which we write by ξRoss|S simply. Let ∆ = {|λ| < 1} be the
unit disk, and j : ∆ \ {0} →֒ ∆ the inclusion. The local monodromy T on H2B(π−1(λ),Q)
is trivial since so does on 3F2
(
1
2
, 1
2
, 1
2
1,1
; 1− λ2
)
(or this follows from [Mo, p.118, algebraic
monodromy criteria]). There is a commutative diagram
K3(X ) //
i∗

Ext1VMHS(∆)(Q, j∗j
∗R2π∗Q(3))
i∗

// Γ (∆ \ {0}, j∗R2π∗C/Q(3))
i∗

K3(S) // Ext
1
MHS(Q, H
2(S,Q(3))) // H2(S,C/Q(3))
where the right and middle vertical arrows are defined by the fact that the local monodromy
is trivial. In this situation, it is possible to apply Theorem 5.5 so that one has
1
(2π
√−1)2 〈reg(ξRoss|S) | ∆1〉 = F 12 , 12 , 12 (t)|t=1 (6.14)
modulo 2π
√−1Q where ∆1 ∈ H2(US,Q) is the homology cycle ∆α at α = 1. Let f :
S → P1(x2) be the elliptic fibration. Fix a section∞ defined by (x0, x1) = (1,∞), and let
〈fib〉 ⊂ NS(S)⊗Q be the subspace of fibral divisors as before. Then
dim〈fib〉 = 19, dim〈fib,∞〉 = 20.
In particular NS(S)⊗Q = 〈fib,∞〉. We have
[H2B(S,Q)/NS(S)⊗Q]F∞=1 = [H2B(S,Q)/〈fib,∞〉]F∞=1 ∼= Q
and the pairing with∆+1
〈− | ∆+1 〉 : [H2B(S,Q)/〈fib,∞〉]F∞=1 −→ Q
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gives an isomorphism. Therefore it follows from (6.14) that we have
1
(2π
√−1)2 〈regR(ξRoss|S) | ∆
+
1 〉 = Re[F 1
2
, 1
2
, 1
2
(t)|t=1]
= − log 64 + 1
8
5F4
(
3
2
, 3
2
, 3
2
, 1, 1
2, 2, 2, 2
; 1
)
. (6.15)
Next we show L(h2tr(S), s) = L(A, s) where A is the Hecke eigenform in (6.7). Let Z be
the K3 surface defined by an equation
(y0 − y−10 )(y1 − y−11 )(y2 + y−12 ) = 8.
There is a covering ρ1 : Z → S given by
ρ∗1(x0) =
1
2
(y0 + y
−1
0 ), ρ
∗
1(x1) =
1
2
(y1 + y
−1
1 ), ρ
∗
1(x2) =
√−1
2
(y2 − y−12 ).
Let Ei be the elliptic curve defined by w
2
i + z
4
i = 1. There is a covering ρ2 : E1 × E2 → Z
given by
ρ∗2(y0) =
z2w1
z21 − 1
, ρ∗2(y1) =
−w1w2 + 2z1z2
w1w2 + 2z1z2
, ρ∗2(y2) =
z1w2
z22 + 1
.
The composition ρ := ρ1 ◦ ρ2 : E1×E2 → S gives the Shoida-Inose structure. Let αp, βp be
the eigenvalues of the p-th Frobenius Φ on the crystalline cohomology groupH1crys(Ei,p/Zp)
of the reduction Ei,p/Fp at p > 2. Since
ρ∗
(
dx0dx1
(1− x20)(1− x21)x2
)
= 4
√−1dz1
w1
dz2
w2
,
we see
det(1− ΦT | H2crys(Sp/Zp)) =
{
(1− α2pT )(1− β2pT ) p ≡ 1 mod 4
1 + p2T 2 p ≡ 3 mod 4.
This implies
L(h2tr(S), s) = L(h
2
tr(E × E), s) = L(A, s). (6.16)
Finally we employ a formula of D. Samart [Sa, Corollay 1.3]
log 64− 1
8
5F4
(
3
2
, 3
2
, 3
2
, 1, 1
2, 2, 2, 2
; 1
)
= 8L′(A, 0). (6.17)
By (6.15), (6.16) and (6.17), we deduce the weak Beilinson conjecture for ξRoss|S.
Theorem 6.10
1
(2π
√−1)2 〈regR(ξRoss|S) | ∆
+
1 〉 = −8L′(h2tr(S), 0).
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