TEXTURAL CLASSIFICATION OF MULTIPLE SCLEROSISLESIONS IN MULTIMODAL MRI VOLUMES by Storey, Ian
TEXTURAL CLASSIFICATION OF MULTIPLE SCLEROSIS
LESIONS IN MULTIMODAL MRI VOLUMES
by
Ian Storey
A thesis submitted for the degree of MSc Computer Science by Research
University of Lincoln
College of Science
School of Computer Science
October 2019
Abstract
Background and objectives: Multiple Sclerosis is a common relapsing demyelinating disease
causing the significant degradation of cognitive and motor skills and contributes towards a
reduced life expectancy of 5 to 10 years. The identification of Multiple Sclerosis Lesions
at early stages of a patient’s life can play a significant role in the diagnosis, treatment and
prognosis for that individual. In recent years the process of disease detection has been aided
through the implementation of radiomic pipelines for texture extraction and classification
utilising Computer Vision and Machine Learning techniques.
Eight Multiple Sclerosis Patient datasets have been supplied, each containing one standard
clinical T2 MRI sequence and four diffusion-weighted sequences (T2, FA, ADC, AD, RD).
This work proposes a Multimodal Multiple Sclerosis Lesion segmentation methodology util-
ising supervised texture analysis, feature selection and classification. Three Machine Learning
models were applied to Multimodal MRI data and tested using unseen patient datasets to eval-
uate the classification performance of various extracted features, feature selection algorithms
and classifiers to MRI volumes uncommonly applied to MS Lesion detection.
Method: First Order Statistics, Haralick Texture Features, Gray-Level Run-Lengths, His-
togram of Oriented Gradients and Local Binary Patterns were extracted from MRI volumes
which were minimally pre-processed using a skull stripping and background removal algorithm.
mRMR and LASSO feature selection algorithms were applied to identify a subset of rankings
for use in Machine Learning using Support Vector Machine, Random Forests and Extreme
Learning Machine classification.
Results: ELM achieved a top slice classification accuracy of 85% while SVM achieved 79%
and RF 78%. It was found that combining information from all MRI sequences increased the
classification performance when analysing unseen T2 scans in almost all cases. LASSO and
mRMR feature selection methods failed to increase accuracy, and the highest-scoring group
of features were Haralick Texture Features, derived from Grey-Level Co-occurrence matrices.
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1 Introduction
1.1 Multiple Sclerosis
With an estimated 2.5 million cases worldwide, Multiple Sclerosis (MS) is the most frequent chronic
demyelinating disease-causing long term, irreversible, disability in young adults. Presentation
commonly occurs between ages 20-40 years, with a ratio of 2:1 between female and male diagnosis
(Alroughani et al. 2016). Geographically, Multiple Sclerosis occurrences are rare in equatorial
regions with around 15 diagnoses per 100,000 compared to 250 per 100,000 in northern Europe
(Smirniotopoulos et al. 2009).
Multiple Sclerosis causes deterioration in motor and cognitive skills as well as a reduction in life ex-
pectancy of 5 to 10 years, alongside common emotional side effects including irritability and anger,
often leading towards depression and anxiety (Laing et al. 2015). Symptoms of Multiple Sclerosis
attack include physical (pain, fatigue), emotional (stress and anxiety) and cognitive deterioration
(Carrigan et al. 2018).
Patients with MS can enjoy a comfortable quality of life through early diagnosis and consistent
medication, however, this has been proven to be beneficial during the early stages of MS only.
After a time patients may enter the progressive phase of MS which sees a reduction in the number
of Lesions within the brain alongside any inflammation, at which point symptoms heighten and
become more challenging to treat (Lassmann et al. 2007). There is no known cure for the disease,
and alternative therapy approaches for stalling progression are adopted, such as pain management,
physiotherapy, for maintaining motor skills, and medication for the reduction in attack duration.
1.1.1 Pathogenesis
MS is believed to be caused by a breakdown in the myelin sheath surrounding axons, or nerve cell
endings as a result of the bodies auto-immune response to perceived foreign bodies entering the
brain through the blood-brain barrier. T-cells contained within white blood cells and B lympho-
cytes attack the fatty myelin sheath surrounding sensitive nerve endings resulting in loss of signal
and the build-up of scar tissue (Lubetzki & Stankoff 2014). The destruction of myelin and resultant
axonal loss is known as demyelination, and the plaques or Lesions, formed by this scarring are the
key pathological symptom of MS.
The criterion for diagnosing MS include the identification of at least two Lesions within white
matter, alongside inflammation of the nervous system (Goldenberg 2012). Early diagnosis plays
a critical role in therapy options for mitigating and controlling Multiple Sclerosis with extensive
amounts of overall axonal damage occurring early on during the development phase of Lesions
(Kuhlmann et al. 2002). Furthermore, symptoms occurring longer than six months have little to
no chance of regeneration without the introduction of disease-modifying therapy (Rudick et al.
1997).
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1.1.2 McDonald Criteria
Identification of MS during early stages is critical for patient therapy options as well as mitigating
the deterioration in condition and managing symptoms. Until recently, the McDonald Criteria,
the standard for MS diagnosis, stated that diagnosis requires dissemination of disease in both
space and time. Dissemination in space requires presentation of at least two Lesions from T2-
weighted MRI located within regions associated with MS occurrence (Periventricular, Cortial,
Spinal). Dissemination in time requires the identification of enhancing and non-enhancing Lesion,
within a region of frequent occurrence, using gadolinium-enhanced T2-weighted imaging (Hartung
et al. 2019).
The 2017 revision to the McDonald criteria proposed a set of modifications to speed up the process
of diagnosis. These changes included considering both symptomatic or asymptomatic Lesions as
dissemination in space or time. Furthermore, Clinically Isolated Syndrome (CIS) can now be
considered dissemination in space, CIS referring to the stage of MS during which the initial stages
of demyelination occur (Schwenkenbecher et al. 2019).
Multiple Sclerosis disease identification and monitoring requires the application of MRI imaging
techniques for non-invasive capturing of Lesions located within a patients brain and spinal column.
MRI is the gold standard for MS detection, with T2w and fluid-attenuated inversion recovery
(FLAIR) imaging proving invaluable in the identification of white matter Lesions (Filippi et al.
2019).
1.2 Medical Imaging
This work focuses on MRI imaging and the applications of Computer Vision and Classification
techniques to the problem of Multiple Sclerosis Lesion detection in Multimodal MRI volumes. The
following section provides a brief background to Medical Imaging.
1.2.1 X-ray, CT and Tomography
Before the late 19th century, it was impossible to perform non-invasive medical diagnosis of a
patient, and disease classification often required surgical examination. Wilhelm Conrad Roentgen
pioneered early medical imaging application through experimentation with Crookes cathode-ray
tubes which highlighted the visual differences between soft tissue and bone density, caused by
absorption rates of X-rays (Bercovich & Javitt 2018). The original X-ray image from this paper is
depicted in fig. 1
The early 20th century saw the introduction of Tomography, the technique of reconstructing images
from projections into anatomical image slices using X-ray imaging techniques (Seeram 2015). This
work led to the development of Computerised Tomography by Godfrey Hounsfield in 1971, an
imaging modality frequently applied to cancer detection and chronic pulmonary diseases (Silva
et al. 2018).
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Figure 1: (NLoM 2013) First X-ray Image
The development of CT imaging was made possible through significant advancement in computer
technology, which was carried out in parallel during the 20th century. Computerised Tomography
performs computation on extracted attenuation coefficient data for use in the construction of
anatomical cross-section volumes, obtained utilising X-ray scanning around 360 degrees allowing
for a complete visual representation of the examined region (Soto & Nadrljanski 2019).
1.2.2 Magnetic Resonance Imaging
The development of Magnetic Resonance Imaging took several years and combined several fields as
well as the contribution from multiple researchers. Physicists Felix Bloch and Edward Mills simul-
taneously discovered Nuclear Magnetic Resonance in solids and liquids through the displacement
of nuclei within stationary magnetic fields for the production of electromagnetic signals. The appli-
cation of NMR for image production was pioneered by Paul Lauterbur, who created NMR images
across three dimensions, utilising signal decay for contrast enhancement. A significant advantage
of MRI imaging, unlike X-ray and CT scanning, is that MRI does not use ionising radiation (Bell
& Jones 2019).
Medical application of MRI technology was pioneered by (Damadian 1971), who demonstrated
that cancer cells exhibited much longer T1 and T2 relaxation times compared to normal cells.
The first full-body MRI image was generated by (Damadian et al. 1977) and subsequently applied
in cancer detection, requiring a capture time of 5 hours. This first MRI image, displayed in the
original paper, is shown in fig. 2 and clearly shows the cross-section of the human chest with the
heart at the centre.
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Figure 2: (Damadian et al. 1977) First MRI Image
1.3 MRI Theory
Magnetic Resonance Imaging is a medical imaging modality used for the non-invasive capture of
tissue information utilising strong magnetic fields and radio frequencies. An MRI scanner consists
of a hollow tube, magnet, radiofrequency coils and gradient coils, and the process of image creation
using an MRI scanner concerns the application of magnetic fields and radiofrequency pulses to the
body in order to stimulate resonance in hydrogen protons within the body. Protons are found
extensively throughout the body at the centre of hydrogen atoms, each having orbits independent
of one another. Each proton contains a north and south pole and spins on an independent rotation,
similar to Earth’s poles.
1.3.1 Acquisition
The MRI scanner generates magnetic field B0 causing protons at the centre of water molecules to
align into parallel and antiparallel longitudinal magnetisation along the direction of the scanning
tube. As parallel and antiparallel protons have equal, but opposite magnetic moments, these will
cancel out, however, more protons align in the parallel direction, known as low energy, as opposed
to antiparallel or high energy. The net magnetisation vector M is the value of remaining spinning
protons parallel to B0. The protons then exhibit precession as described by the Larmor equation.
f0 = γB0
Where f0 is precession frequency, B0 is the strength of the external magnetic field, and γ is the
gyromagnetic ratio, the ratio between the observed angular frequency of the proton rotating and
the strength of the magnetic field. Radio waves equalling Larmor frequency of hydrogen atoms
are fired at the now uniform nuclei, causing resonation. Switching off the RF pulse field cause
the return of protons to equilibrium within magnetic field B0, known as relaxation, emitting small
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radio signals caused by resonation which are collected and used in the formulation of tomographic
grayscale images.
Depending upon settings, or sequences, chosen by a Radiologist, different tissues will exhibit wide
ranges of intensity, allowing for clear differentiation between fluids, soft tissues and bone. Different
chains of settings are called sequences and the sequence selected is dependent upon the scanned
region and the type of disease sought.
1.3.2 MRI Sequences and Multiple Sclerosis
With regards to Multiple Sclerosis imaging, MRI acquisition is superior compared to alternative
imaging modalities. T1w imaging reveals regions of severe CNS damage, known as hypointense
Lesions, whereas the T2w and ADC sequences reveal regions of Lesion hyperintensity, which rep-
resent axonal loss. FLAIR imaging is very sensitive to MS Lesions and represents these regions as
high signal intensity (Wilson & Smirniotopoulos 2019), proving useful in Lesion identification.
T1w, T1* and T2w images are the universal standard in MS diagnosis and monitoring owing
to their ability to identify demyelinating Lesions within all regions of the brain. FLAIR MRI
scanning is a standard clinical sequence in the diagnosis of Multiple Sclerosis owing to its sensitivity
to Lesions close to the cortex (Juxtacortical) and around the Lateral Ventricle (Periventricular)
regions (Wattjes et al. 2015).
Diffusion-weighted imaging techniques (DWI) are a new avenue of exploration by medical re-
searchers owing to their unique ability to capture microstructural changes inherent with MS plaques
(Mustafi et al. 2019). DWI techniques capture the underlying Brownian characteristic of water
molecules travelling through the brain, motion, which is influenced by demyelination (Thaler et al.
2018). Concerning the application of DWI scanning, the method itself will not replace contrast-
enhanced methods in MS detection. However, the combination of conventional clinical MRI scans
alongside DWI techniques provides higher disease classification from multimodal diffusion biomark-
ers than the analysis of a single MRI sequence (Davoudi et al. 2016).
Classification of MS Lesions is carried out manually through the examination of MRI scans for the
dissemination in space and time by a medical expert. This process is both time-consuming and
prone to error owing to image quality and misinterpretation (Schmidt et al. 2019). Furthermore, the
process of image acquisition and signal quantisation leads to issues regarding the correct boundary
location of Lesions even with manual segmentation. The transformation of the analogous signal
into image voxels runs the risk of unwanted MRI artefacts. Most notable of these is the partial
volume effect in which signals are mixed and averaged with surrounding tissue regions, leading to
difficulty in locating the exact boundaries between tissue regions.
The MRI sequences included in this research comprise a standard clinical T2 weighted image and
four Diffusion based sequences which are Apparent Diffusion Coefficient, Fractional Anisotropy,
Radial Diffusion and Axial Diffusion volumes.
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1.3.3 Available Sequences
Within this research, T2 is the only clinical MRI sequence routinely applied in the diagnosis of
demyelinating diseases. The remaining four sequences are based upon diffusive properties of tissue.
1.3.3.1 T2
The first MRI sequence used in this research is the standard clinical T2 sequence. The T2 weighted
image is generated through the dephasing of protons following a 90◦ RF pulse, immediately after
which all spinning protons are in phase. Owing to paramagnetic interference from neighbouring
protons or foreign materials such as Iron, the protons become out of phase with one another
exponentially. The measurement of this dephasing is categorised as T2 relaxation (Hacking &
Bashir 2019).
1.3.3.2 Apparent Diffusion Coefficient
The ADC volume is produced in multiple steps. Firstly, a clinical T2* image with no diffusion
attenuation is captured. This is also referred to as b = 0 image and is generally considered a baseline
image. The second stage requires a measure of diffusivity, usually captured in three directions, x,
y and z by applying gradients to either side of a 180◦ pulse. The output of this process is a b
value, where a higher value indicates stronger diffusion. The T2* b = 0 image and three diffusion-
weighted images are then combined through averaging the diffusion maps and dividing against the
T2* image for production of the ADC image which is a measure of the magnitude of diffusion
within tissue (Verma & Bashir 2019).
1.3.3.3 Fractional Anisotropy
Following the calculation of the ADC image, it is possible to quantify the asymmetry within a
voxel as described by eigenvalues which are calculated from ADC diffusion maps captured in the
x, y and z directions. Fractional Anisotropy represents diffusion as a value between 0 and 1 where
a greater value can indicate higher parallel, and reduced perpendicular diffusion (Masdeu & Belen
2019).
1.3.3.4 Axial and Radial Diffusion
As previous mentioned, apparent diffusion coefficient represents the mean diffusivity in each di-
rection, and Fractional Anisotropy indicates the orientation of diffusion used to identify axonal
integrity. Axial diffusion describes mean diffusivity of molecules travelling parallel to the tract
within regions of interest. Whilst Radial diffusion represents the magnitude of water diffusion
perpendicular to this tract (Winklewski et al. 2018).
1.3.4 MRI sequence texture
Displayed in fig. 3 is a comparison between healthy and unhealthy MS Lesion tissue regions in
all available MRI sequences used within this research. The brain region depicts the clinical T2w
image, whilst the four diffusion based sequences depict enhanced MS Lesion areas.
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Figure 3: Example of Lesion and Brain Texture shown in dataset p01c1 slice 100 for each available
MRI protocol.
1.4 Radiomics
Computer Vision and Machine Learning have been applied to Medical Imaging problems to assist
in the identification of a wide range of diseases represented in patient images. Information can
be captured from anatomical image slices and then classified through a machine learning model
trained on existing medical data for the prediction of whether a particular tissue sample contains
healthy or unhealthy qualities. The process of information extraction from medical images is
Radiomics, and the process of categorising this data as healthy or diseased is Classification.
The qualitative and quantitative information elicited from medical data through Computer Vi-
sion and Image processing techniques has potential in the application of diagnosis, analysis and
prognosis of disease and illness. These features can describe key characteristics of a disease, often
invisible to human vision, made possible through the use of modern Computer Processing power
(Gillies et al. 2015). Machine Learning models trained on databases of feature samples can be used
in the Classification of unknown images, as well as sub tissue regions to assist in the prognosis and
therapy of patients.
In the case of Multiple Sclerosis, correctly selected feature extraction methods have the potential
to describe heterogeneous characteristics such as macroscopic textural and structural information
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from MRI volumes containing MS Lesions.
1.5 Proposed Work and Motivation
This research seeks to apply modern radiomic techniques in feature extraction and selection to the
problem of automatic semi-supervised Classification and Segmentation of Multiple Sclerosis Lesions
in Multimodal MRI patient volumes. The available dataset consists of several DWI sequences,
uncommonly applied in clinical settings to Multiple Sclerosis diagnosis. As previously discussed,
the McDonald criteria require T2 Lesion in two or more areas of the central nervous system,
one of which should be gadolinium-enhanced. Gadolinium is an intravenous contrast agent which
displays as high-intensity regions under MRI scanning. Gadolinium-enhanced images highlight
areas of normal and abnormal flow, leading to clearer imaging of damaged regions. Contained
within the available dataset are a single clinically standard sequence, T2w, and four diffusion
sequences.
Diffusion imaging techniques can greatly assist clinical sequences owing to their prevalence in cap-
turing underlying water molecules travelling through axons and out of damaged regions. However,
diffusion acquisition is not mandatory to MS diagnosis, and a careful balance must be found be-
tween image acquisition for expert diagnosis and patient comfort, greatly affected by the number
and complexity of sequences applied.
A major issue relating to the correct identification of Multiple Sclerosis in MRI data is the time-
consuming task of manual Lesion identification in slice volumes. Patient datasets containing mul-
tiple MRI sequences must be thoroughly examined by professional clinicians to ensure correct
diagnosis, therapy and prognosis. In the analysis of brain volumes, as is commonplace, this can
require hundreds of manual slice inspections and in some cases second opinions on a diagnosis. The
application of Computer Vision and Medical Imaging techniques helps to support Radiologists and
Medical experts in the task of MS Lesion identification for efficient and effective treatment.
This research applies a novel set of textural feature descriptors which have yet to be combined
and applied to the problem of Multiple Sclerosis in the available Multimodal MRI sequences. This
work aims to provide a comparison between three classification models, Support Vector Machine
(SVM), Random Forest (RF), and Extreme Learning Machine (ELM). Described below are the
aims and objectives of this work.
Aim: To develop a Multiple Sclerosis Segmentation Tool for radiomic biomarker extraction and
classification in Multimodal MRI patient volumes containing Multiple Sclerosis Lesions.
Objectives:
• Minimalistic pre-processing for skull stripping and background removal, leaving greyscale
brain tissue untouched.
• Extraction of First Order, Haralick, Grey Level Run Length, Histogram of Oriented Gradient,
and Local Binary Pattern features from healthy and unhealthy tissue regions.
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• Feature Selection utilising mRMR and LASSO feature selection algorithms for dimensionality
reduction.
• Machine Learning Training through 5-fold cross-validation utilising Support Vector Machine,
Random Forest, and Extreme Learning Machine.
• Evaluation and comparison of machine learning models, feature extraction and selection
techniques and validity and success of Multimodal Multiple Sclerosis classification.
The following section consists of a literature review of up to date and modern approaches towards
radiomic techniques for image description and Classification of Multiple Sclerosis. Following the
Literature review is the Methodology, section 3, containing a detailed account of the implemented
solution including motivation, research methods and software packages. Following this is the
Results section, section 5, Discussion section 6 and Conclusion, section 7, to this research.
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2 Literature Review
2.1 Image processing approaches
Attempts to solve the problem of Multiple Sclerosis Lesion Segmentation in MR Image data have
been made utilising Image processing techniques. (Isoglu et al. 2017) propose a simple implementa-
tion of the K-means algorithm for Lesion segmentation in brain MRI containing Multiple Sclerosis.
This approach identifies a K-means initialisation parameter from histograms extracted from each
image, followed by an implementation of MATLAB’s k-means clustering algorithm to group pixels
into categories based on the initialised histogram threshold.
This simplistic methodology may work in isolated cases where a single slice containing fewer Le-
sions is analysed, however, the nature of MS Lesions indicates that the model will not adapt for
heterogenous Lesions. The pixels of each Lesion must fall within a similar range of greyscale inten-
sities, allowing the setting of the K-means clustering parameter. However, it is also likely that this
approach will fail to correctly classify when using unseen patient samples from a separate dataset
where the characteristics of the Lesion information deviates from the information used to train the
original model.
A second Image Processing approach is implemented by (Ali & Maher 2016). Their methodology
consists of Skull Stripping utilising a seed point at the centre of each image slice and iterating
around each brain region until a binary mask is obtained. A comparison of Canny and Marr-
Hildreth edge detection algorithms is carried out followed by an analysis of each extracted region
using a seed point for contour analysis to satisfy the shape and size of each Lesion.
Similar to (Isoglu et al. 2017) this approach implements fundamental Image Processing techniques
and makes use of edge detectors in the identification of Lesion like regions for use as input into
contour analysis for shape description of these possible Lesions. This implementation is more
thorough, and likely to transfer to certain unseen cases.
The nature of MR imaging and its susceptibility for bias field error and noise indicates that
image processing methods such as these are not robust enough to scale from smaller domains
to larger datasets. Instead, approaches implementing pattern analysis for feature extraction and
evaluation have been applied owing to their ability to identify more descriptive biomarkers which
are transferable to new datasets.
2.2 Radiomic Approaches
(Theocharakis et al. 2009) develop a pattern recognition system for Multiple Sclerosis Lesion seg-
mentation in MRI data. Manual Lesion segmentations were carried out and provided the basis from
which feature extraction of grey-level co-occurrence matrices (GLCM), histogram, and grey-level
run length (GLRL) statistics was carried out. These extracted statistics describe the underlying
characteristics of grey-level texture and can be used to train classification models in differentiat-
ing between healthy brain tissue and unhealthy MS Lesions. Four methods are implemented for
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classification, Logistic Regression, Minimum Distance, Probabilistic Neural Network and Linear
Discriminant Analysis.
PNN performed to a higher standard out of all classification methods in best overall accuracy with
a score of 88.46%. However, the remaining methods fell just short of this score, indicating the
transferable qualities of the proposed feature descriptors to a range of classification methods. The
study found that each Multiple Sclerosis Region of Interest (ROI) contained high entropy and sum
entropy values indicating that these areas contain coarse texture compared to healthy regions in
the brain. This demonstrates a clear biological link with a disruption in MR signal intensity owing
to inflammation and demyelination of tissue regions.
This approach utilised textural description techniques such as grey-level run-length and grey-level
co-occurrence statistics to generate information describing comprising tissue regions. Furthermore,
the extracted information is used as input into classification models which learn from a set of
training data and classify unseen points into categories relating to the learned parameters.
Another implementation of classification from extracted radiomic descriptors is proposed by (Zhang
et al. 2008) who present a method of Multiple Sclerosis Lesion detection utilising texture features
derived from grey-level co-occurrence matrices, Run-length matrices, Gradient matrices, AR Mod-
els and Wavelet transforms. Following the feature extraction stage, a statistical analysis is carried
out utilising Raw Data Analysis, Principal Component Analysis and Nonlinear discriminant anal-
ysis. Fisher coefficient is then applied to draw correlation between seperate tissue data. K-Nearest
Neighbour and Artificial Neural Network are chosen as the classification algorithms for discrimi-
nation between Lesion and a range of brain tissue matters (white matter, dark matter, CSF) as
well as between brain regions.
During the statistical analysis of features, it was found that a combination of all features produced
the highest classification accuracy than the use of a single set of features. With combined methods
producing 100% accuracy and GLCM alone achieving 92.67% accuracy between Multiple Sclerosis
Lesion and Normal White Matter. It was noted that the writers found it difficult to obtain the
desired averaged GLCM values from orientation matrices in the software package they were using.
Averaging GLCM matrices is a step which is often carried out for rotation invariance against
directional changes in MR images.
This work highlights the importance of combining differing approaches to feature extraction when
performing a statistical analysis of Multiple Sclerosis Lesions in MRI data. Similar to (Theocharakis
et al. 2009) the classification performance was high for GLCM statistics and GLRL statistics. Fur-
thermore, in the work of (Zhang et al. 2008), combinations of GLCM and GLRL with Gradient
matrices, AR Models and Wavelet transform features provided significant performance improve-
ment, despite GLCM alone producing good results.
Further implementation of GLCM and GLRL features is carried out by (Tozer et al. 2009) who
perform texture feature extraction and classification of Multiple Sclerosis Lesions in Magnetization
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Transfer Images. MTIR scans were used to create Lesion masks which then formed the basis
of Lesion region extraction from T2 weighted scans. The images were pre-processed utilising
histogram normalisation at 256 grey-levels. The images were then used in the calculation of
texture descriptors derived from 8 grey-level co-occurrence matrices which are then averaged to
create a mean GLCM from which 14 Haralick Texture Features are calculated.
Voxels were only used in feature extraction if the pixels were present in the extracted masks.
Furthermore, the voxels were only used if they were surrounded by eight pixels, excluding boundary
regions surrounding the brain or Lesion. The extracted features were used in two statistical analysis
tests, ANOVA and two-tailed t-test for examination of the correlation between two types of MS
condition, Clinically Isolated Syndrome (CIS) and Clinically Definite Multiple Sclerosis (CDMS).
It was found that there were differences in the texture of White and grey Matter between CIS and
CDMS when applying features derived from GLCM. It was also discovered that whilst it is possible
to differentiate between groups, the overlap between features is not clear enough for complete group
classification. Furthermore, when combined with data such as sex and gender, there is little to no
dependencies between the Haralick Texture Feature statistics and these categorical metrics.
Unlike previous literature, this research focuses on the relationship between Clinically Isolated
Syndrome and Clinically Definite Multiple Sclerosis images. Whilst this isn’t a Lesion classifi-
cation methodology, it does present key information which transfers to Lesion Classification and
Segmentation methodologies. Firstly, the statistics used, Haralick Texture Features derived from
grey-level co-occurrence statistics provide the ability to differentiate between the two types of Mul-
tiple Sclerosis syndrome. Furthermore, an averaging of grey-level co-occurrence matrices is carried
out which intends to reduce the directional effect of each GLCM.
(Mayerhoefer et al. 2009) carry out a thorough investigation into the performance of various texture
analysis techniques with regard to varying parameters in MRI acquisition settings such as repetition
time, echo time and spatial resolutions of the acquired MRI volumes. The textural approaches
investigated were statistics derived from co-occurrence matrices, run-length matrices, absolute
gradient, autoregressive model and the wavelet transform.
Motivation for this work focuses on the susceptibility of texture feature sensitivity towards selected
MRI acquisition settings. Four MRI acquisition experiments were carried out, one each for number
of acquisitions (NA), repetition time (TR), echo time (TE), and sampling band width (SBW),
applying varying settings to the parameter being examined whilst applying a default standard
clinical value for the remaining parameters.
Following the acquisition of images, a second stage of feature extraction was performed on each
set of acquired scans in order to capture the proposed texture statistics. Classification was carried
out utilising the K-nearest neighbour classifier trained on a subset of features identified through
linear discriminant analysis for dimensionality reduction.
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The results of this study found that co-occurrence and run length features are affected most when
analysing varying ranges of NA TR, TE and SBW, however, all features sensitivity to settings
decreases as the spatial resolution of MR images reduces. Furthermore, if a dataset has varying
spatial resolution between volumes, co-occurrence matrix textural descriptors are found to be the
only approach to retain a high accuracy. It was noted by the authors that co-occurrence matrix
descriptors appear to be the best all-around texture feature examined.
Different approaches to the task of Multiple Sclerosis Lesion segmentation are evaluated by (Llado´
et al. 2012) who provide a review of existing work in the field of Medical Imaging on Multiple
Sclerosis. A critical point in their discussion concerns the choice of supervised or unsupervised
methodologies. Often the selection of a particular approach is dependent on the dataset itself
owing to human error and fuzzy boundary detection as a result of the partial volume effect in
Medical Imaging problems.
Furthermore, labelling which is required for supervised learning is time consuming and requires
one or more radiologist experts to confirm and outline the presence of a disease in large numbers
of scans. It is also found that the selection of a particular framework is dependent on whether the
methodology requires Lesion identification in single MR volumes, or whether longitudinal analysis
is desired, where Lesion detection and change monitoring is performed within the same algorithm.
The work examined so far has focused on varying approaches of Radiomic feature extraction from
MRI images containing MS. This information is only one step in a Medical Imaging methodology,
with classification forming the key link between extracted information and disease identification.
2.3 Approaches to Classification
(Karimaghaloo et al. 2012) propose an automatic method for the detection of Multiple Sclerosis
Lesions in gadolinium enhanced MR images utilising posterior probabilities calculated at each pixel
for classification as identification of enhancing Lesion and background. The proposed methodology
applies a conditional random field which is shown to exhibit greater classification accuracy than
Linear Regression, Support Vector Machine and Markov Random field in the case of gadolinium
enhanced T2 images.
The CRF is evaluated on 80 multimodal MRI scans from patients with Relapse Remitting Multiple
Sclerosis, considering local and more global information from pixel neighbourhoods. The average
accuracy of this methodology was 98% successful Lesion prediction with an average number of
False Positive values of 2.43.
It is identified that a key problem regarding gadolinium enhancement relates to healthy tissue re-
gion enhancement alongside the target disease, leading to greater risk of false positive classification
when implementing feature extraction techniques based on texture and intensity. The authors also
highlight key corrections which may be required for MRI data extraction in which bias field inho-
mogeneity and misaligned spatial coordinates present unwanted artefacts which much be addressed
before the validity of a study can be confirmed.
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(Roy et al. 2013) examine the effectiveness of SVM classification of MS Lesions using texture
features obtained from multimodal T1w, T2w and FLAIR MRI data. For pre-processing steps,
intensity normalisation and contrast enhancement are applied for greyscale thresholding. Image
regions are further developed through the application of a sobel gradient for contrast enhance-
ment. The second step consists of feature extraction using a 5x5 region window to calculate mean
and variance alongside gradient based features, run length features, and co-occurrence statistics
captured at 4 orientations (0, 45, 90 135). During feature extraction global information is also
extracted around the candidate local pixel regions for calculating the probability of that region
containing an MS Lesion.
All pixel information and candidate regions are then used for classification using a Support Vector
Machine with a Linear Kernel and soft margin C set to 1. The feature vector consists of three
local intensity features from T1w, T2w and FLAIR images using three tissue probability maps
from White Matter, Grey Matter and Cerebral Spinal Fluid.
Following classification, a post processing stage consists of morphological dilation applied to regions
identified as MS Lesion. The structuring element used in dilation is a 1mm circle applied to expand
the Lesion regions. Fuzzy C-means clustering is used to remove unwanted artefacts from CSF
regions followed by morphological closing using a circle of radius 10 pixels.
This method of Multiple Sclerosis Lesion segmentation achieves a mean F1 score of 0.5 when
applied to 8 sets of T1w, T2w and FLAIR MRI from the Childrens Hospital Boston dataset as
part of the MS Lesion Segmentation Challenge 2008. The method outperformed existing state of
the art approaches which were submitted as part of the challenge, with the closest score achieving
a mean F1 value of 0.44.
The work by (Roy et al. 2013) applies a variety of texture features to Support Vector Machine
classification and evaluates the approach on a range of MS datasets with positive results. The
application of morphology during post-processing allows for identified regions to be further pro-
cessed. The post-processing approach assists with previously mentioned problems regarding MRI
acquisition in which boundary regions suffer from the partial volume effect, as well as the challenges
associated with correctly identifying Lesion edges.
(Sweeney et al. 2014) evaluate the performance of varying classification algorithms and feature
vectors in relation to MS Lesion detection in Multimodal MR images. This work does not seek
to determine the best features or classification algorithm, instead it evaluates the performance of
different metrics in relation to each approach. The six feature vectors examined consist of observed
raw data, normalised data, random voxel selection, smoothed MR image, Moments and Smoothed
Moments. The classification algorithms chosen were Logistic Regression, Linear Discriminant
Analysis, Quadratic Discriminant Analysis, Gaussian mixture model, Support Vector Machine,
Random Forest, K-Nearest Neighbour and Neural Network.
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The experiments carried out analysed classification performance, algorithm agreement, and com-
putational time. In classification performance it was found that more complex models such as
Gaussian mixture model, Neural Network and Random Forest performed to a higher standard
than the other classifiers examined. It was also found that models classifying normalised informa-
tion converged at a certain point, leading to similar classification performance across all models
providing a rigorous training procedure is adopted. It was also highlighted that a significant num-
ber of classification algorithms perform below average on unbalanced training data, a common case
with brain diseases where healthy tissue greatly outnumbers unhealthy regions.
It was decided that the selection of an appropriate feature extraction methodology holds more
importance than the selection of classification algorithms as differences in DSV, ROC and AUC
values were attributed to the various feature vectors implemented rather than classification algo-
rithm performance.
The paper by (Sweeney et al. 2014) provides good argument and guidance on areas in which the
most time and effort should be focused in the development of Multiple Sclerosis segmentation
methodologies. Particular attention should be paid on the implementation of feature extraction
techniques and it was found that the selection of a classification algorithm is less critical when a
thorough and reliable radiomic extraction stage is implemented.
(Sacca` et al. 2018) evaluate the performance of several machine learning algorithms applied to
the prediction of early onset Multiple Sclerosis. The sequences examined were T1w, T2w and
resting-state functional MRI. Pre-processing consisted of registration, skull stripping, movement
and noise correction and smoothing.
Lesions were manually identified by two experts for Lesion mask creation to be used during the
research. The focus of this work was a comparative analysis between five machine learning ap-
proaches for Multiple Sclerosis feature classification. Features were extracted utilising independent
component analysis to decompose regional information into composing multivariate signals. The
approach of extracting information from the images was to create White matter and Cerebral Spinal
Fluid masks using T1w scans. The masks were then applied to rs-FMRI for signal extraction, in
order to collect a range of rs-FMRI signals, each representing a different tissue type.
The classification algorithms examined were Random Forest, Support Vector Machine, Na¨ıve
Bayes, K-nearest neighbours, and Artificial Neural Network. The research also applied feature
selection using the GIFT toolbox, for the identification of the feature rankings to be used as input
into all machine learning models. Gini index was used for Random Forest feature selection whilst
recursive feature elimination generated feature indexes for SVM and k-NN classification.
5-fold cross validation was used with a split of 80% training and 20% testing data to avoid overfitting
and bias errors. The authors remark that 5-fold cross-validation performed poorly and the margin
between each methods classification performance was extreme owing to different feature selection
algorithms being implemented across all classifiers. SVM achieved 63.3% accuracy and the lowest
score was Na¨ıve Bayes which achieved 46.6% accuracy.
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Following the 5-fold cross-validation test a second experiment was carried out using sensori-motor
I features. This second approach using a single set of features achieved 85.7% accuracy for Ran-
dom Forest and SVM. Whilst Na¨ıve Bayes, k-Nearest Neighbour and Artificial Neural network all
achieved an accuracy of 71.42%. It was observed that the best overall classifiers were Random
Forest and Support Vector Machines, both of which were successful in Multiple Sclerosis Lesion
detection.
One criticism of the work carried out by (Sacca` et al. 2018) is the use of different feature selection
algorithms on each classifier. Intrinsic feature selection based around the Gini index was used for
Random Forest feature selection. Recursive feature elimination was applied to SVM and k-NN
classifiers. The absolute value of the t-statistic was used for Na¨ıve Bayes and the absolute values
of weights was used for the Artificial Neural Network.
Applying varying feature selection techniques across separate classifier results in a lack of com-
parative analysis in the examination of how each classifier respond to features inputted into each
network. A more robust implementation would be to train a set of all models using each feature
selection technique to ascertain the performance of each model alongside the performance of each
set of feature descriptors, as well as the performance of each feature selection algorithm. An in-
formed judgement could then be made as to the best classifier, the best feature selection algorithm,
and the best set of features.
2.4 Approaches to Feature Extraction
A thorough investigation into various types of radiomic textural descriptors is provided by (Loizou
et al. 2015) who implement an evaluative textural methodology for the comparison of different
approaches to feature extraction from MS MRI images. Their feature extraction approach captures
shape and textural information before performing statistical analysis on the obtained information
to identify differences between healthy tissue and MS Lesion.
The shape and textural descriptors consist of area and perimeter information. Statistical features
consist of first-order statistics, spatial grey-level dependence matrices such as Haralick’s texture
features, grey-level difference statistics, neighbourhood grey tone difference matrices, statistical
feature matrix, laws texture energy measures, fractal dimension texture analysis and Fourier power
spectrum. A sliding window is applied in the collection of standard deviation and median statistics.
The results of the statistical analysis found that skewness, mean and median could be used for
Lesion identification across time series data proving their use as universal feature descriptors in
MS segmentation. Furthermore, it was found that there was significant variation between texture
features in longitudinal data indicating a potential drawback concerning statistical descriptors
when presented with differing time points in MR image data. It was also found that first-order
statistics such as median and mean could be used to identify Lesions at various points in time such
as 0 month, 6-12 months and 2-5 years.
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The study also found that combining GLCM features with additional texture descriptors yielded
greater accuracy in the differentiation between Multiple Sclerosis Lesion and Normal White Matter,
with a classification accuracy greater than 90%, a finding also discussed by (Zhang et al. 2008).
(Michoux et al. 2015) analyse the classification performance of MR Brain images containing Mul-
tiple Sclerosis. The approach consisted of grey-level co-occurrence matrix and run length matrix
calculation followed by the capturing of Haralick texture features and Galloway’s grey-level run-
length statistics. Three classification models were tested, Linear Discriminant Analysis, Logistic
regression models and partial least squares test.
The results show that in the comparison between healthy white matter and MS Lesions, in both
enhanced and unenhanced MR images, the p-values are highly significant. This indicates strong
differences between the structures of both tissues. Furthermore, the use of texture features derived
from GLRLM’s and GLCM’s has proven significant in the classification of Multiple Sclerosis Lesions
in T2 images and may be relevant to brain inflammation detection in Multiple Sclerosis patients.
Similar to (Loizou et al. 2015), (Michoux et al. 2015) found that texture parameters between White
Matter Lesions and normal appearing White Matter were significantly different, leading to the
reaffirmation that GLRLM and GLCM statistics are viable candidates for Multiple Sclerosis texture
description. It was also found that the ADC parameter did not assist in Lesion identification. The
point is again raised that combining texture parameters could lead to greater description in MR
image analysis.
(Roura et al. 2015) examine T2-weighted and FLAIR MR images containing Multiple Sclerosis
Lesions for the production of a segmentation tool to aid patient’s diagnosis and prognosis stages
of treatment. Pre-processing consists of Skull stripping, denoising and bias correction followed by
co-registration. Skull stripping is carried out using an existing Brain Extraction Tool Software.
The process of Lesion segmentation is two-fold. Initially the brain tissue is segmented into white
matter, grey matter, and cerebrospinal fluid. Secondly Lesions are segmented as outliers using a
threshold from the grey matter regions identified from T1w tissue to find the grey matter distri-
bution in FLAIR images for Lesion mask creation. Thresholding values are trained iteratively for
the reduction in False Positives and increase of True Positive detections.
The algorithm was trained using the Children’s Hospital Boston dataset and tested using the
MICCAI MS Challenge 2008 dataset. A Dice Similarity Coefficient of 41 was obtained during the
first iteration of training, followed by 43 during subsequent iterations. A TPR of 0.51 was also
achieved and it was noted that the rate of FP detections increased slightly, although a high number
of TP was also captured, contributing towards a high overall success rate.
This approach presents a method of Multiple Sclerosis Lesion segmentation which focuses on outlier
observation as opposed to texture analysis between tissue and Lesion. Whilst the overall results
are average, the detail used in presentation of classification scores is useful. Furthermore, the
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decomposition of MRI data into brain regions such as White Matter, Grey Matter and CSF leads
to more targeted analysis of tissue areas and increased computation performance as Multiple
Sclerosis will not appear in CSF, leading to the exclusion of these regions.
(Ghribi et al. 2018) propose a method of Multiple Sclerosis Lesion classification in multimodal
MR image data. The sequences used are T1w, T1*, T2w and FLAIR. Inhomogeneity correction,
skull stripping, anisotropic diffusion filtering and voxel intensity normalisation were applied during
pre-processing. A key intention with this step was to scale the intensity of each MRI modality
into a uniform range relative to each scanning sequence through inhomogeneity correction. This
not only set each sequence to the same grayscale range, but also led to reduced computational
complexity when capturing multimodal statistics. Skull stripping was carried out for noise and
tissue removal before the feature extraction stage.
The primary approach for capturing feature information utilised statistical feature descriptors
derived from grey-level co-occurrence matrices and grey-level run-length matrices. GLCM can
be used to extract texture features such as coarseness, regularity and fine details in the spatial
intensity distributions of pixels within a region of interest. Grey-level run-length matrices identify
the amount of change in pixel intensity between the region of interest and return a matrix of run
length information from which more detailed descriptors can be extracted. Both matrices were
computed in 3 dimensions using a sliding region window of 4x4x4 pixels, and the matrices were
captured in four orientations around each pixel centre.
Classification was carried out using an SVM combined with a function for predicting the validity of
each classification probability which was compared against the absolute values of Lesions obtained
from a manual segmentation. Dice similarity scored 0.68 indicating acceptable identification of
Multiple Sclerosis Lesions in FLAIR sequence MR images. A higher accuracy of 0.83 was achieved
using an unseen dataset, indicating the robustness of the approach utilising statistics derived from
GLCM and GLRLM for Multiple Sclerosis Lesion identification.
Significant analysis so far has focused upon texture analysis utilising grey-level co-occurrence ma-
trices and grey-level run length matrices. A wider range of texture descriptors have been applied
to MRI disease classification outside of the scope of Multiple Sclerosis. (Abbasi & Tajeripour 2017)
apply Local Binary Patterns and Histogram of Oriented Gradients for MR image analysis in the
detection and segmentation of brain tumours.
Their methodology consists of pre-processing for the removal of noisy regions such as the skull and
facial tissues as well as unwanted information collected during image capture such as magnetic
field bias, IV lines and noise. Otsu thresholding is then applied in order to extract tumour regions
such as necrosis, non-enhancing tumour, enhancing tumour and oedema before feature extraction
consisting of Local binary patterns and Histogram of oriented gradients.
The Local binary pattern approach provides uniform analysis of each binary word to increase
effectiveness and remove the impact of noise. The final feature vector consists of the uniform local
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binary patterns taken in both spatial and time domain of the image for a more detailed descriptor.
Histogram of Oriented Gradients is the second feature extraction technique applied in this study
which is more widely applied for object detection in Computer Vision. A neighbourhood of nine
pixels is selected, and a subsequent 9-dimension feature vector is defined for use in classification.
Owing to the use of 3D volumetric image data they proposed the extraction of HOG information
in three dimensions around each central voxel.
Random Forest is applied for classification of features, achieving good results with a maximum
Dice similarity score of 0.93. The classification accuracies achieved in this approach for Brain
Tumour segmentation improves significantly upon existing methodologies developed for analysis of
the same dataset.
This work focuses on Brain Tumour detection in Multimodal MRI data, and whilst not wholly rel-
evant to Multiple Sclerosis, the features proposed are transferable to different diseases in Magnetic
Resonance Imaging where shape and texture information are highly important in classification.
The authors noted that the use of LBP and HOG features with a Random Forest classifier pro-
vided very good results whilst maintaining a smaller feature vector. This improves the performance
whilst retaining a high level of classification accuracy. Furthermore, the Random Forest classifier
performs well on unbalanced datasets, providing a solution to the inherent class imbalance problem
in MS datasets.
(Akbarpour et al. 2017) propose a method for Unsupervised Multimodal MRI Segmentation of
Multiple Sclerosis Lesions focusing on edge and texture descriptors. The MRI sequences inves-
tigated are T1 and T2 weighted images. Pre-processing consists of skull stripping followed by
statistical feature extraction utilising a 3x3 region window.
Features are extracted in both the frequency and spatial domains through the application of a
stationary wavelet transform for frequency representation. Following this is the calculation of two
statistical features, energy and entropy, which indicate whether consecutive pixels belong to the
same type of texture. Fuzzy C-Means Clustering is then applied for segmentation into four classes
of Grey matter, White matter, Cerebrospinal fluid and Multiple Sclerosis Lesions.
The results of the work produce a Dice similarity score of around 0.9 which improves upon existing
research by 16.38%. Whilst this work focuses upon an unsupervised implementation of Multiple
Sclerosis Lesion segmentation, it highlights several useful techniques which are transferable to
supervised classification. Jaccard and Dice alongside Sensitivity and Specificity metrics provide
powerful indication as to the performance of a classifier when producing binary masks of Lesions.
Furthermore, textural information such as energy and entropy which can be extracted from grey-
level co-occurrence matrices have been found to be viable in T1w and T2w MR images. The
authors also discuss that the Fuzzy C-means algorithm is susceptible to noise within MR images
indicating the possible application of alternate classification algorithm.
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Earlier described work by (Abbasi & Tajeripour 2017) applied local binary patterns and Histogram
of Oriented gradients to the task of Multiple Sclerosis detection. A similar set of features are applied
by (Samah et al. 2018) who extract local binary patterns alongside grey-level co-occurrence texture
features and Decimal Descriptor Pattern texture descriptors from noisy T1w and T2w weighted
MR images containing Multiple Sclerosis. A 3x3 pixel region is applied in the extraction of all
features and grey-level co-occurrence matrices are calculated at 0, 90 45 and 135 degrees.
The extracted information is inputted into a multi-class SVM for sample categorisation into dis-
eased and healthy tissue types. The main aim of this research was to analyse the performance of
different feature descriptors on noisy MRI data using varying amounts of noise for each iteration.
The results of the work found that in the case of noisy images the Decimal Descriptor Patterns out-
performed grey-level co-occurrence matrix features and Local Binary Patterns. GLCM and LBP
features performed well on T2w images and poorly on T1w images. Decimal Descriptor Patterns
achieved around 97.12% T1w accuracy and 94.21% T2w accuracy. GLCM achieved 85.83% T1w
accuracy and 50.50% T2w accuracy Whilst LBP achieved 70.87% T1w accuracy and 79.07% T2w
accuracy.
This work highlights the importance of noise in relation to Multiple Sclerosis Lesion detection.
Furthermore, the correct selection of texture features can positively impact a methodologies sus-
ceptibility to noise and misclassification. Without noise, all methods performed well, however,
Decimal Descriptor Patterns prove to be the most robust descriptor for images exhibiting un-
wanted artefacts. One argument against the work concerns the inclusion of a portion of simulated
MRI volumes for noise generation. Whilst the creation of such scans contributed towards the
datasets lack of noisy image examples, there is argument that real world unwanted MRI artefacts
are difficult to replicate and as such results are not an accurate representation of real world MRI
imperfection.
2.5 Deep Learning approaches
(Verma et al. 2017) present a study examining dynamic texture parameter analysis with regard
to contrast enhancing gadolinium injection in time series MRI data. The key focus is in identi-
fying whether perfusion-related differences in texture exist over time during the application of a
contrast bolus. The work also sought to identify whether texture parameters are different between
Glioblastoma, Multiple Sclerosis Lesion and Cerebral Lymphoma.
The MRI sequences investigated are dynamic susceptibility contrast-enhanced perfusion (DSCE),
T1w and T2* DSCE images. Four texture parameter maps are examined including Mean intensity,
Standard Deviation, Variance, and Variance of Variance. SPSS was used in analysing the statistical
significance of the extracted texture maps and the tests used were WELCH-ANOVA and Games
Howell.
It was found that 24 of the 48 extracted texture parameters were statistically significant between
all diseases, and the time at which images are analysed determines the successful use of features.
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For example, the statistical differences between features is highly significant during earlier phases
of contrast application with deterioration in significance overtime inline with contrast enhancement
decay.
This work focuses on time series MRI scans examining the application of contrast agents for
Multiple Sclerosis Lesion, Glioblastoma and Cerebral Lymphoma, unlike previously examined work
focusing on static MRI volumes. The application of first order statistics such as Mean, Standard
Deviation and Variance has produced noticeable statistical significance in identifying underlying
diseases in time series MRI data, prompting the possibility to include such statistics as part of a
larger feature vector of texture focused descriptors.
Another Deep Learning approach is proposed by (Valverde et al. 2017) who implement a Con-
volutional Neural Network for automatic White Matter Lesion Segmentation in Multimodal MR
images of Multiple Sclerosis patients. The sequences examined are FLAIR, T1w, and T2w images.
For network training, sample patches are fed into a 7-layer Convolutional Neural Network (CNN)
for multimodal training of axial regions. A second CNN architecture is also proposed in which
a probability is calculated, indicating the likelihood of Multiple Sclerosis Lesion on the reduced
input image from the output of the initial CNN framework. Training and validation datasets are
created for independent model training of both classifiers without sharing any information between
the two CNN models.
For testing, an unseen image is inputted into the cascading architecture for classification. The first
CNN removes all voxels with a low probability of Lesion categorisation. The second model then
takes this reduced image as input and classifies regions with high Lesion probability, returning a
binary mask of those areas. The dataset used is the 2008 MICCAI Multiple Sclerosis challenge
containing 45 scans of T1w, T2w and FLAIR sequences. The proposed methodology ranked in the
top three when testing on all image sequences, achieving an overall score of 87.12% classification
accuracy.
This approach manages class imbalance between healthy brain and unhealthy Lesion samples which
is a key issue in Multiple Sclerosis Lesion identification problems. The class imbalance problem
was tackled through under sampling the major class of healthy brain and extracting a random
sample equal in size to that of the unhealthy class. In binary segmentation results, the proposed
method achieved a Dice similarity score of 53.5 on the MS1 dataset, and 56 on the MS2 dataset
indicating a good segmentation accuracy with low False Positive Rates.
(Yoo et al. 2018) propose an unsupervised Deep Learning approach for Multiple Sclerosis Seg-
mentation in T1w and myelin MR images using a 9x9x9 patch applied to normal-appearing brain
tissue. The deep learning framework is based around existing literature in neural network imple-
mentations of multimodal feature learning. The focus of the architecture is to identify normal
appearing tissue regions and use these as input to a deep learning framework for the extraction of
a multimodal feature vector. In classification, areas of tissue exhibiting outlier characteristics are
then classified as Lesion.
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LASSO feature selection is applied to the extracted feature vector for dimensionality reduction
before a Random Forest classifier is trained. Classification consisted of 11-fold cross-validation
with an averaged performance captured across each fold. Sensitivity and Specificity metrics were
gathered as well as area under curve (AUC) value from receiver operating characteristic. Overall
a mean value of 73.7% accuracy was achieved for myelin images, dropping to 73.4% accuracy with
LASSO feature selection. T1w accuracy was 70.7% which increased by 3% following the application
of the LASSO algorithm.
This paper introduces feature reduction through the Least Absolute Shrinkage Selection Operator
(LASSO) algorithm, implemented to reduce the dimensionality of feature vectors inputting into
the Random Forest classifier. The algorithm removed between 60 - 80% of regional mean features
and also increased the accuracy by 3% for feature vectors extracted from T1w images. Contrarily,
features obtained from the deep learning framework inputted into LASSO feature selection reduced
the accuracy by around 0.3%.
This work shows the importance of feature selection algorithms and their applications. The ability
to remove large amounts of information whilst retaining a high classification accuracy can improve
the speed of classification methodologies. This highlights the importance of certain extracted
features to the histopathology of a disease, assisting in the identification of meaningful biomarkers.
It must also be noted that feature selection can reduce the accuracy of a study in certain cases,
indicating the necessity for careful application of these techniques.
In recent years significant work has been carried out in Multiple Sclerosis Lesion segmentation
using Deep Learning architectures such as Convolutional Neural Networks. (Aslani et al. 2019)
propose a multimodal segmentation method for Multiple Sclerosis Lesions in MRI data utilising
a CNN. The sequences used are T1w, T2w, PDw and FLAIR from a dataset of 5 patients. 14
patients are then used for the extraction of testing data and information is analysed on a slice by
slice basis as opposed to 3D regions.
The basic idea behind the CNN architecture focuses on a modified ResNet50, 50-layer network for
pixel segmentation. A unique ResNet is designed for each sequence and images are analysed on the
axial, sagittal and coronal planes leading to a three network pipeline for T1w, T2w and FLAIR
images. After each block in the Convolutional Neural Network the feature maps can be extracted
before the next step of convolutions takes place. Meaning 109x109, 54x54, 27x27, 14x14 and 7x7
feature maps are extracted from each sequence slice.
Concatenating features extracted from each network block produces a set of descriptors represent-
ing a particular resolution for all sequences, known as multimodal feature fusion. Following this
a multiscale up sampling stage is performed in which lower resolution features are combined with
higher resolution features to create a single feature map encompassing all subsampled descriptors.
In network training, slices containing at least a single Lesion were included in the dataset to avoid
overfitting with slices containing entirely healthy tissue. The learning rate was set to 0.0001 with
a multiplier of 0.95 every 400 steps.
38
Two tests were performed, the first using the single branch network, and the second using the multi-
branch network. It was found that the best performance overall was a multi-branch approach using
FLAIR, T1w and T2w sequences, achieving 0.7067 Dice Similarity. The highest score from the
single branch network was again FLAIR, T1w and T2w features with a Dice of 0.6712.
This approach using a Convolutional Neural Network produces high Dice similarity scores with
low false positive rates in the problem of Multiple Sclerosis Lesion Segmentation. The extraction
of features at multiple resolutions is critical to the proposed second branch approach where feature
fusion between different resolutions of extracted descriptors leads to the highest classification ac-
curacies. A drawback however is the necessity to use three different MRI sequences in the testing
of Multiple Sclerosis in a single patient case. The ideal solution of using a single clinical sequence
from any MRI modality for high accuracy is not possible with this architecture.
Having examined a significant amount of modern research into MS Lesion classification and segmen-
tation, it is now possible to compare key works to understand the various methods and approaches
to solving this problem.
2.6 Summary
Examining the reviewed literature, it is now possible to understand more thoroughly the topic of
Multiple Sclerosis Lesion Segmentation through the insight of those who have undertaken similar
challenges. It is clear that simple approaches such as the Image Processing methodologies of (Ali
and Maher, 2016) and (Isoglu, Koka and Duru, 2017) lack robustness and the transferability to
images outside a small domain of training examples.
Furthermore, features such as Decimal Descriptor Patterns, Local Binary Patterns and Histogram
of Oriented gradients perform well in situations where Haralick texture and Gray Level Run Length
features achieve poor classification.
Unwanted MRI artefacts such as bias, noise and inhomogeneity require lengthy feature descriptors
for Lesion identification. In contrast, Deep Learning methodologies such as Convolutional Neural
Networks derive descriptors from the repeated downsampling and extraction of information, per-
formed at each layer of the network. Over time the model applies backwards propagation to train
weights and biases, which represent the incremental changes learned by the network to identify the
underlying characteristics of Multiple Sclerosis Lesions.
As seen by (Yoo et al. 2018), the Deep Learning approach can be combined with standalone clas-
sifiers to produce a framework in which features are identified by a Neural Network, but classified
externally. This type of approach allows for the substitution of classifiers as well as feature selection
techniques to assist in identifying an optimum solution.
The identification of Multiple Sclerosis Lesions from Multimodal MRI volumes using Computer Vi-
sion techniques is a complex challenge requiring a robust and transferable methodology to patients
volumes outside of the domain of the training dataset. The previous section provided an up to
39
date background in state-of-the-art frameworks applied to Multiple Sclerosis Lesion Segmentation.
The following section consists of the Methodology, which explains the proposed techniques, as well
as justification for their inclusion.
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Table 1: Advantages and Disadvantages of key Multiple Sclerosis Segmentation Methods.
Citation Method Advantage Disadvantage Sequence
(Zhang
et al.
2008)
GLCM, GLRLM,
Gradient, AR model,
Wavelet transforms.
Variance feature
selection.
Classification using
Artificial Neural
Network
Robust and Highly
descriptive texture
analysis and
Feature extraction.
Repeatability.
Computationally
Complex.
Classification
using black-box
software. Poor
differentiation
between NAWM
and NWM.
T2w
(Tozer
et al.
2009)
Preprocessing:
normalisation (256).
Haralick Texture
Features from
averaged GLCM.
Combined HTF with
categorical patient
data.
Good separation
between examined
classes of CDMS
and CIS.
One feature
extraction
algorithm used.
The class overlap
between the
portion of HTF.
MTR,
T2w
(Karimaghaloo
et al.
2012)
Conditional Random
Field Model
Highly
customisable for
targeted
classification. The
approach takes
into account
spatial information
as well as
neighbourhood.
System
complexity.
Small
performance gain
over existing
SVM.
T1w,
T2w,
PD1,
FLAIR
(Roy et al.
2013)
First Order
Statistics, GLCM.
Classification using
Support Vector
Machine. Active
contour and
Morphological
post-processing.
Local and Global
image analysis.
Improved upon
existing methods
by 6%. Identified
Lesions expanded
through
morphology.
Small dataset.
Average F1 score
(50%).
T1w,
T2w,
FLAIR
(Sweeney
et al.
2014)
Brain tissue regions
extraction and
normalized, followed
by voxel selection for
input into a Super
learner classification
approach.
Fast feature
extraction.
Superlearning
approach utilises
information from
all classification
algorithms (LR,
LDA, QDA,
GMM, SVM, RF,
k-NN, NN).
Primitive feature
descriptors.
T1w,
T2w,
FLAIR
(Loizou
et al.
2015)
ROI investigation
including shape,
statistical, Haralick,
Fourier power
spectrum and fractal
dimension texture
analysis. Statistical
analysis of extracted
features.
Detailed analysis
of existing
applications of
texture features.
The significant
difference in MS
Lesion over time.
Most features can
differentiate NWM
from NAWM.
No application of
features to
classification and
segmentation.
T2w
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Table 1 – continued from previous page
Citation Method Advantage Disadvantage Sequence
(Michoux
et al.
2015)
Haralick Texture
Features and Grey
Level Run Lengths.
Classification using
LDA, LR and PLS
All but one
texture feature
showed a
significant
difference between
WM and NAWM.
High specificity,
low Sensitivity.
ADC failed to
contribute in
Lesion
classification as
predicted.
T1w,
T2w,
ADC,
DWI
(Roura
et al.
2015)
Skull stripping and
normalisation. GM
distribution
acquisition followed
by outlier masking
for Lesion regions.
Robust and
transferable to
several tested
datasets.
Low
Classification
accuracy on
small volume
Lesions
T1w,
FLAIR
(Akbarpour
et al.
2017)
Skull Stripping and
Region
Segmentation.
Feature fusion using
Wavelet and
Statistical features.
FCM clustering into
identified regions.
High Specificity
and Jaccard
metrics. Best
performance in
specific
methodology.
Susceptible to
noise. Primitive
FCM
classification.
T1w, T2w
(Valverde
et al.
2017)
Cascading CNN
methodology. The
first stage identifies
candidate regions.
The second stage
removes FP voxels.
High Classification
accuracy. Design
of system accounts
for unbalanced
training data.
Requires
separate training
and testing for
each dataset.
Sensitive to
changes in MRI
resolution and
acquisition
parameters.
T2w,
FLAIR
(Yoo et al.
2018)
Unsupervised deep
learning procedure.
Feature vector
construction from
excluded patches.
Feature selection
using LASSO.
Random Forest
Classification.
High Classification
accuracy using
Multimodal data.
Lack of training
data. Unclear if
the method will
generalize.
Reliant on
preprocessing.
T1w, T2w
(Ghribi
et al.
2018)
Skull stripping and
preprocessing.
GLCM and GLRLM
features extracted
from a single scan
created using
Volumetric Wavelet
Fusion. Support
Vector Machine
classification.
Classification
performance
competes with
existing MS CNN
architectures.
Capable of Lesion
identification from
noisy images.
Does not
generalise well.
T1w,
T2w,
FLAIR,
PDw
(Samah
et al.
2018)
GLCM, LBP and
DDP feature
extraction. SVM
classification.
High Classification
accuracy in noisy
images.
Inclusion of
simulated MRI
scans.
T1w,
T2w,
PDw
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Table 1 – continued from previous page
Citation Method Advantage Disadvantage Sequence
(Aslani
et al.
2019)
Modified ResNet50
Deep CNN
architecture. Three
plane analysis of
MRI volumes,
applying feature
fusion from different
modalities.
Multimodal
approach utilising
separate branches
for sequence
analysis, resulting
in improved
performance.
Capable of
identifying the
most influential
sequence (FLAIR).
High
Computation
time.
T1w,
T2w,
PDw,
FLAIR
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3 Methodology
3.1 Research Question
The focus of this research was to determine whether qualitative multimodal feature descriptors
extracted from a database of Multiple Sclerosis Patients could correctly categorise Multiple Scle-
rosis Lesions from Healthy Brain Tissue regions, irrespective of the MRI sequence selected for
classification. The identified biomarkers should be representative of the underlying histopathology
of Multiple Sclerosis, transferable to new scans and clinical situations.
Of the methodologies analysed during the Literature Review section, this research is most compara-
ble with those adhering to a Supervised Textural Feature Extraction technique preceding Machine
Learning classification for region segmentation into binary masks for use in identifying Multiple
Sclerosis Lesions.
Five textural extraction techniques are adopted for this research, each of which exhibits unique
approaches in the representation of MRI greyscale texture. Classification is carried out on subsets
of features selected through two feature selection algorithms, in a comparative analysis using three
machine learning models.
3.2 Research Methodology
3.2.1 Patient Cohort and MRI sequences
The dataset was sourced by the University Hospital of Nancy, and contains forty scans from eight
patient datasets, each containing five separate MRI sequences for training and unseen patient
validation. Each patient subset consists of a set of all five sequences. No patient is captured
over time, longitudinally, as this study is concerned with the analysis of Multiple Sclerosis in
experimental sequences. The focus, therefore, is not on Multiple Sclerosis Lesion change, such as
(Loizou et al. 2015, Ko¨hler et al. 2019), but instead on the identification of meaningful biomarker
descriptors which can be used to classify Lesions in the provided experimental DWI sequences.
Before receiving the full dataset, registration and normalisation were carried out in line with
the standard clinical practice of the hospital. The sequences for each patient were fully registered
volumes of 1) normalised T2-weighted, 2) Fractional Anisotropy, 3) Apparent Diffusion Coefficient,
4) Axial Diffusion and 5) Radial Diffusion volumes, details of which are outlined in section 1.3.3.
Each patient sequence contained White Matter Masks, Grey Matter Masks, Lesion Normalisation
Masks, and Lesion Normalisation Binary Masks.
3.2.2 Multimodal Analysis of Multiple Sclerosis
The primary aim of this research was in the development of a Multiple Sclerosis Lesion Seg-
mentation tool for classification and extraction in Multimodal MRI data. Conventional clinical
MR imaging of Multiple Sclerosis consists of Fluid-Attenuated Inversion Recovery (FLAIR), T1-
weighted (T1w) and T2-weighted (T2w) sequences. Contained within the available dataset was a
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single clinical sequence (T2w), whereas the remaining four sequences were more experimental to
the problem of MS Lesion detection. It was therefore essential that all sequences are combined
to determine correlations between features and radiomic links for the identification of meaningful
biomarkers. This multimodal analysis allowed access to information, unique to each MRI sequence,
which can help gain an all-around understanding of the disease (Galassi et al. 2019).
The application of multimodal feature extraction is useful in the discovery of links between features
extracted from different MRI sequences (Shoshtari et al. 2016). In the proposed methodology, a
multimodal analysis must be carried out to determine repeatable and durable textural links between
the experimental FA, ADC, AD, RD sequences and the clinical T2w images.
3.2.3 Data pre-processing
There is a strong argument towards the inclusion of pre-processing frameworks in the development
of all medical diagnosis software (Andronache et al. 2013). Pre-processing standardises raw data
through intensity normalisation, outlier removal, and skull stripping to alleviate the effects of
unwanted MRI artefacts and to set a baseline for greyscale ranges between patients (Dworkin
et al. 2018).
In line with the intentions of stakeholders at the hospital, pre-processing would be applied spar-
ingly and only where necessary, as opposed to a stringent framework of algorithms intended on
standardising scans between patients and sequences. The primary focus of pre-processing was on
the analysis of each patient volume across the five sequences to eliminate concerns regarding the
presence of unwanted MRI artefacts including noise, bias inhomogeneity and physical objects such
as IV lines and medical apparatus.
Addressing the concerns of (Fartaria et al. 2018) surrounding the reluctance to include automated
segmentation methods in clinical scenarios, a critical focus of this research was to maintain a con-
dition similar to that which a radiologist is presented with when examining patient scans. It was
therefore essential that extensive pre-processing was removed from the methodology to avoid bias-
ing the dataset and subsequent results over a repeatable, clinically viable solution. The proposed
skull stripping algorithm consists of a reliable, fully-automated algorithm for brain extraction (Ali
& Maher 2016), with no further modifications or corrections to brain tissue intensities between
sequences or patient sets.
The implemented pre-processing framework is in line with the proposed methodology of (Zhong
et al. 2012) who perform automatic and reproducible skull stripping through the utilisation of
edge detection and morphological processing for binary mask retrieval and filling. Modifications
to MRI voxel intensities were applied to background regions surrounding brain areas only, where
normalisation and anonymisation were carried out by the University Hospital of Nancy. In doing
so, the pre-processing stage consists only of background thresholding and skull stripping in line
with the requirements of the stakeholders. The obtained brain tissue regions, now devoid of facial
tissue, skull and background, are then used in the acquisition of all texture descriptors.
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3.2.4 Feature Extraction
Local feature extraction was carried out utilising a sliding region window applied to all patient
scans for the calculation of the proposed texture descriptors. The selection of a sliding region
window reflects the concerns raised regarding the exact locations of Multiple Sclerosis boundary
regions. By their very nature, MS Lesions can range in size from very small, less than 2mm, to
larger volumes of greater than 5mm (Chawla et al. 2018). The ability to classify these Lesions,
irrespective of size is critical to clinical assessment and treatment planning (Nair et al. 2018).
The selected size of the region window is 5x5 pixels, applied to both brain and Lesion tissue regions
in the axial plane of the MRI volumes. Similar studies to our own have implemented the 5x5 region
window for Multiple Sclerosis Lesion segmentation tasks (Roy et al. 2013). Similarly, (Sharma
et al. 2019) discuss region window sizes stating that sizes smaller than this fail to capture enough
orientation information, whilst sizes above this value (15x15 and 25x25) do not impact tissue
orientation, indicating that a 5x5 region window is the smallest viable size to capture orientation
information and significant detail from MRI slices.
Smaller region windows of 3x3 pixels do not provide sufficient information from analysed regions,
whereas larger region windows, for example, 19x19, decreases performance as separate tissue regions
blend (Rampun et al. 2016). It is, therefore, a concern that the five-by-five region window could
fail to return enough information. However, in line with existing research and observations of the
MS Lesions contained within the available dataset, the window of 5x5 has proven to be sufficiently
sized to capture information from both small and large volume Lesions.
When performing feature extraction, the 5x5 pixel window ignores boundary regions between
Lesion and Brain tissues, and Brain and background pixels. These areas share information between
the classes of healthy and unhealthy and would blend information into a potential third class of
hybrid healthy and unhealthy tissue (Tozer et al. 2009, Mobahi et al. 2011).
The feature extraction stage combined various supervised texture analysis techniques to provide the
best opportunity of classifying Multiple Sclerosis Lesions. In line with the findings of (Theocharakis
et al. 2009, Zhang et al. 2008), the inclusion of multiple statistical and textural feature extraction
techniques provides a more robust analysis of regions than implementing a single feature extraction
algorithm.
Supervised Radiomic Feature extraction can represent the underlying histopathology of tumour
regions such as Multiple Sclerosis. There is, however, a trade-off in striking the correct balance
between qualitative feature extraction to correctly identify disease and oversimplification of mean-
ingful MRI volumes into diluted and unrepresentative image descriptors (Zhou et al. 2018).
In total, 302 features were extracted from each non-boundary tissue region of the forty patient
scans. The feature extraction stage was carried out utilising the grey and white matter brain
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volumes created during pre-processing for healthy brain feature extraction. Lesion feature extrac-
tion was carried out using a separate set of masks generated from the application of the provided
manually segmented binary masks, to the generated brain volumes.
3.2.4.1 First Order Statistics
First-order statistics, while simple to calculate, make for highly reproducible, fast-to-compute
feature descriptors. Owing to their susceptibility to changes in pixel intensity, the combination
with second-order statistics such as grey-level co-occurrence matrices provides a more robust set
of feature descriptors (Schwartz et al. 2012). The combination with second-order statistics also
solves a significant problem with first-order statistics where location information is ignored during
the calculation of pixel intensity statistics (Reischauer et al. 2018).
First-order statistics consist of simple metrics such as mean, standard deviation, skewness and
kurtosis. The inclusion of standard deviation and variance can provide more significant textural
information describing the spread of values within a region of interest (Gonzalez & Woods 2008).
This work proposes the use of basic first-order statistics as initial local feature descriptors to be
extracted from all MRI volumes.
3.2.4.2 Haralick Texture Features
Haralick proposes a set of 14 texture features derived from grey-level co-occurrence matrices, a
method of describing frequency distributions of greyscale pixel occurrences in an image. The
GLCM describes the joint probability of a grey-level occurring in a particular texture, or how
often a tone will reside in a specific location compared to a second tone (Haralick et al. 1973).
Haralick texture features are found to be sensitive to MRI artefacts, most notably noise (Brynolf-
sson et al. 2017), and it is suggested that a denoising procedure should be incorporated into any
methodology using these features. Furthermore, in the case of ADC images, a standardised resolu-
tion must be upheld throughout all scans, and calculated grey-level co-occurrence matrices should
be fixed in resolution. The work also proposes a standardisation in grey-level resolution across se-
quences which conflicts with the aim of the proposed methodology and could present a significant
problem with the incorporation of these features in the research.
While GLCM features are susceptible to unwanted MRI artefacts and resolution inconsisten-
cies, significant work in Multiple Sclerosis Lesion Segmentation involves the use of grey-level
co-occurrence matrices and Haralick Texture Features. These features have been applied to the
classification of diseases outside of MS Lesions, such as Stroke, Glioblastoma and Haemorrhage.
Their application also extends to domains outside of medical imaging such as Materials Character-
ization (Webel et al. 2018) and Crop Classification (Kwak & Park 2019), highlighting the resilience
of these texture features to image acquisition modalities and subdivisions within.
The 14 Haralick Texture features are included in the research methodology owing to their significant
usage in the field and resilient description of texture characteristics in images. Furthermore, as
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highlighted by (Schwartz et al. 2012, Reischauer et al. 2018), the combination of first and second-
order statistics may present a set of resilient and generalizable feature descriptors for this work.
3.2.4.3 Grey-Level Run-Length Statistics
(Galloway 1975) expanded upon Haralick’s work in grey-level co-occurrence matrices to investigate
tonal run lengths and texture descriptors through the analysis of adjacent pixels of the same grey
tone of pixel runs within images. Unlike Haralick’s GLCM, which describes the probability of
occurrence within an image region, Galloway’s proposed grey-level run-length matrix examines
the patterns of pixel values within a region of interest. The GLRLM describes occurrences of run
distances within an image (Gupta et al. 2018).
From the Literature Review section, it is clear that a significant amount of research combines
Haralick Texture features with grey-level run-length statistics for texture characterisation. Using
GLRLM on its own can lead to lower accuracy (Bharathi & Subashini 2014). Therefore, their
inclusion in this work is based not only on their standalone performance, which still achieves a high
classification rate, but also the complementary nature of these features when representing texture
alongside alternate descriptors such as Haralick’s texture features and First Order statistics.
There are no standout disadvantages to using GLRLM features. However, because of the simi-
larities between Galloway’s and Haralick’s proposed matrices, the constraints associated with the
calculation of GLCM features could apply to GLRLM features. These issues, such as requiring
a standardised greyscale for optimal performance, noise reduction, and using a fixed resolution,
apply to both GLCM and GLRLM calculation.
3.2.4.4 Histogram of Oriented Gradients
Histogram of Oriented Gradients has been developed and built upon by several researchers since
the 1980s (McConnell 1986, Freeman & Roth 1995, Dalal & Triggs 2005). HoG features are
frequently applied in Computer Vision tasks for object detection utilising intensity gradients and
edge directions for shape analysis (Nabizadeh & Kubat 2015).
The Histogram of Oriented gradient separates an image into cells before calculating an orientation
histogram for region description. Consequently, the performance of these features is less sensitive
to varying grayscale intensities across images owing to an included normalisation step after local
feature acquisition during the initial stage of the HoG algorithm (VenkateswarLal et al. 2019).
Significant Computer Vision literature has implemented HoG feature descriptors for classifica-
tion problems owing to their robust ability to quantify, with a high degree of detail, local shape
occurrences within images (Gonzalez-Arias et al. 2019).
Concerning this work, the use of HoG feature descriptors for Multiple Sclerosis classification using
the proposed basic pre-processing strategy could prove beneficial to classification accuracy. Owing
to normalisation after capturing regional information for the generation of final feature descriptors
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(Arunkumar et al. 2018). The inclusion of these descriptors will provide a robust level of detail to
compliment the proposed first and second-order methods.
3.2.4.5 Local Binary Patterns
Local Binary Patterns are first proposed by (Ojala et al. 1996) as a method of feature description
through the extraction of greyscale invariant texture units described as binary numbers. LBP is
further expanded upon by (Ojala et al. 2002) who present the concept of a multiresolution greyscale
and rotationally invariant texture classification method utilising local binary patterns for feature
extraction and image representation.
A key motivation for the inclusion of Local Binary Patterns in this work is their resilience to
illumination changes within images, a problem significant to MRI volumes (Giacalone et al. 2018).
A fundamental concern with the Local Binary Pattern descriptor relates to perspective change and
scale variations within images (Pietika¨inen & Zhao 2015), issues which should not directly impact
the proposed research. As the pre-processing stage consists of no changes to greyscale or intensity
correction, the LBP operator should prove to be a highly resilient and accurate textural feature
descriptor applied in conjunction with HoG and First and second-order statistics.
In line with previous observations, combining LBP features with alternate feature description tech-
niques have yielded greater classification accuracy than using LBP features only (Karimaghaloo
et al. 2015). It is also noted that combining Local Binary Patterns with Histogram of Oriented Gra-
dients has increased the accuracy of brain tumour detection in MRI volumes (Abbasi & Tajeripour
2017). This observation, if consistent with Multiple Sclerosis detection, could significantly improve
the classification performance of the proposed research.
3.2.4.6 Examples of Texture Descriptors
Examples of texture maps from First Order statistics, Gray Level Run Lengths and Haralick Tex-
ture Features can be found in fig. 4. Reading from row one top left to right are 1,1 Lesion and
Brain Sample 1,2 Minimum, 1,3 Maximum, 1,4 Mean, 1,5 Median, 2,1 Standard Deviation, 2,2
Short Run Emphasis, 2,3 Long Run Emphasis, 2,4 Low Grey Level Run Emphasis, 2,5 High Grey
Level Run Emphasis, 3,1 Short Run Low Grey Level Emphasis, 3,2 Short Run High Grey Level
Emphasis, 3,3 Long Run Low Grey Level Emphasis, 3,4 Long Run High Grey Level Emphasis,
3,5 Grey Level Nonuniformity, 4,1 Run Length Nonuniformity, 4,2 Run Percentage, 4,3 Angular
Second moment, 4,4 Contrast, 4,5 Correlation, 5,1 Sum of Squares (Variance), 5,2 Inverse Differ-
ence Moment, 5,3 Sum Average, 5,4 Sum Variance, 5,5 Sum Entropy, 6,1 Entropy, 6,2 Difference
Variance, 6,3 Difference Entropy, 6,4 Information Measure of Correlation I.
3.2.5 Feature Selecction
The implemented feature extraction methodology returns a feature vector of 302 individual de-
scriptors, for every 5x5 brain and Lesion region within each MRI sequence volume. For every piece
of brain tissue examined, there are 302 possible ways of describing that region. Feature reduction
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Figure 4: Texture Map of Multiple Sclerosis Lesion surrounded by healthy brain tissue, taken from
T2 dataset p06c1 slice 106. Reading from the top row from left to right are the five First Order
statistics, followed by 11 Gray Level Run Lengths and 12 Haralick Texture Features.
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is an important step for tackling the curse of dimensionality, which is a frequent problem when
using large feature vectors (Hastie et al. 2009).
Two feature selection algorithms were applied within this methodology for Multiple Sclerosis fea-
ture dimensionality reduction. Least Absolute Shrinkage Selection Operator (LASSO) and Mini-
mum Redundancy Maximum Relevance (mRMR) algorithms.
The theory of feature selection relies upon the identification of a subset of relevant features from
the global set. The new subset of features has the potential to improve classification performance
and lower training times through the removal of redundant and repeated features, for use in
machine learning training and testing (Cai et al. 2018). Furthermore, removing redundant features
can negate overfitting training data to a model which impacts the performance of that model on
unseen data, leading to better generalisation (Parmar et al. 2015, Li et al. 2017).
Feature selection algorithms fall into three categories, Filter, Wrapper and Embedded methods.
Filter methods are applied as a pre-processing step isolated from machine learning algorithms.
Instead, statistical characteristics of the data are analysed for feature discrimination before clas-
sification (Hancer et al. 2018, Rodriguez-Galiano et al. 2018). Wrapper methods perform variable
selection taking into account the predictor performance when used in machine learning to identify
a subset of descriptive features (Jiang et al. 2019). Wrapper approaches provide a black-box ap-
proach to feature selection, as well as the potential for higher accuracies in final models owing to
their direct influence on the feature selection procedure (Jadhav et al. 2018). Embedded methods
combine the speed of Filter methods with the Learning capabilities of Wrapper methods for the
inclusion of feature selection within model training (Lu 2019).
3.2.5.1 LASSO
LASSO feature selection (Tibshirani 1996) is an embedded method selected as the first algorithm
for feature selection of the proposed 302 length feature vector. LASSO can provide high classi-
fication accuracy through the removal of variables exhibiting high variance while maintaining a
low bias towards particular features (Fonti & Belitser 2017). A drawback of LASSO feature se-
lection surrounds its stepwise nature which arises when the analysing a vast number of features.
This presents a large variability in the possible feature subsets, leading to reduced classification
performance when uncorrelated features are selected (Morozova et al. 2015).
LASSO feature selection has been applied alongside 5-fold cross-validation using Support Vector
Machine for classification of glioblastomas in T2 MRI data resulting in high classification accu-
racy of around 83% (Qian et al. 2019). Interestingly these authors noted that the inclusion of
multimodal MRI sequences could provide even greater accuracy when applying LASSO and SVM
algorithms. Similar research in tumour classification again combined LASSO with an SVM clas-
sifier using 10-fold cross-validation and grid search for LASSO parameter tuning, which exhibited
100% classification accuracy (Kang et al. 2019).
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3.2.5.2 mRMR
mRMR feature selection (Hanchuan Peng et al. 2005) is a filter method implemented as the second
feature selection algorithm in this research. mRMR identifies the relevance and redundancy of a
variable through the examination of mutual information between multiple variables (Sheng et al.
2018). One significant drawback of mRMR lies in its sensitivity to outliers, which have the potential
to be selected as features owing to their differentiable qualities (Kalina & Schlenker 2015).
mRMR has been applied in a range of medical imaging problems such as brain tumour detection
(Zhao et al. 2019, Kim et al. 2018) with high classification accuracy generated from training data
selected using mRMR feature rankings. Furthermore, combining mRMR with Support Vector
Machines has exhibited high classification accuracy, especially sensitivity to disease in the identi-
fication of heart disease (Haq et al. 2018).
The rankings from both feature selection algorithms are applied as indexes for training dataset
construction into the supervised machine learning stage. These rankings not only provide the
possibility of reducing computation time and increasing classification accuracy, but can also help
negate the necessity to capture the full range of proposed features upon completion of model
training for increased performance in the final system.
3.2.6 Supervised Machine Learning
When designing a machine learning methodology, consideration must be given to the type of clas-
sification algorithm implemented. Supervised classification requires labelled data describing the
disease location for feature extraction and categorisation. Unsupervised classification does not re-
quire labelled information to understand diseased regions and instead identifies features describing
the whole image, for example, CNN and Deep Learning architectures. Semi-supervised machine
learning infers meaning on missing information extracted from labelled images for classification
(Vial et al. 2018).
In the determination of the correct classification approach for this research, consideration was given
to the available Multiple Sclerosis Data. Deep Learning methodologies such as Convolutional Neu-
ral Networks have been successfully applied to Multiple Sclerosis Segmentation problems, as covered
in the literature review section. These methodologies, while robust and successful, present limita-
tions. Most notable is the amount of training data required for learning, often tens of thousands
of images for common diseases (Lam et al. 2018). This problem becomes more complicated with
diseases such as Multiple Sclerosis where the amount of training data required from the non-clinical
DWI sequences investigated in this research does not exist.
3.2.6.1 Support Vector Machine
Support Vector Machine is the first classification algorithm used in this research. SVM has been
chosen for its previous success in the classification of Multiple Sclerosis (Abdullah et al. 2012,
Zurita et al. 2018) and other degenerative brain diseases, often combining features such as GLRLM
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(O¨ztu¨rk & Akdemir 2018), GLRL (Jafarpour et al. 2012), LBP and HoG descriptors (Amin et al.
2018). The SVM proposed in this methodology utilises the RBF kernel for non-linear classification
and is optimised using a grid search and 5-fold cross-validation, similar to the experimental setup
of (Sørensen & Nielsen 2018).
SVM (Boser et al. 1992, Cortes & Vapnik 1995) is a classification model which seeks to identify a
separating hyperplane which functions as a decision boundary between two classes (e.g. Healthy
and Unhealthy). Primitively speaking any line which separates the data classes could function
as the hyperplane. However, the SVM aims to find a hyperplane such that the points closest to
the line (Support Vectors) for each class are maximised. This region between the hyperplane and
support vectors is called the margin. The objective of this region is to provide as much distance
between classes as possible for use in classifying future data points.
The nature of SVM’s linearly separating hyperplane presents an obvious problem, its inability
to classify non-linear data. Support Vector Machine adopts the “kernel trick” to remap data
into a third z dimension for linear separation (Yang et al. 2019). A noted disadvantage of the
SVM is computational cost and unreliable accuracy when presented with low amounts of training
data containing large feature vectors (Sharma et al. 2016)). With regards to SVM and Multiple
Sclerosis, the class imbalance problem is a potential risk owing to the susceptibility of medical
imaging problems to unhealthy minority samples and majority healthy samples (Zhu, Xia, Jin,
Yan, Cai, Yan & Ning 2018).
3.2.6.2 Random Forest
Random Forest is the second machine learning model implemented as part of this research. Random
Forests have been applied to various domains such as Human detection (Jalal et al. 2019) and
Medical Imaging, including Multiple Sclerosis (Wei et al. 2018, Lo¨tsch et al. 2018). Random Forest
was developed through expanding the work of (Tin Kam Ho 1995) who analysed Random Decision
Forests. (Breiman 2001) further expanded upon this, suggesting the random selection of features
at each tree node as well as out-of-bag estimations deduced from classification results and error
rates.
Random Forests are stable algorithms for classification owing to the employment of multiple trees
in decision making, often leading to SVM outperformance (Speiser et al. 2019). They are insensitive
to large feature vectors and only require a small amount of tuning such as the number of trees
in the forest (Xia et al. 2018). Furthermore, setting an incorrect number of trees in a forest does
not significantly impact the performance of the classifier (Thanh Noi & Kappas 2018), leading to
faster optimisation time and a less complicated tuning procedure.
The significant disadvantage of Random Forest lies in their complexity. The version implemented
in this research utilised 200 decision trees within the model, leading to a high level of complexity
in both construction and decision making. Owing to the ensemble nature of the RF classifier in
which classification is achieved through isolated prediction by each decision tree in the forest before
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aggregated voting decides the outcome. The number of trees in that forest directly impacts the
performance and complexity of the overall model.
3.2.6.3 Extreme Learning Machine
Extreme Learning Machine (Huang et al. 2006, Huang et al. 2012) is the final classification al-
gorithm implemented in this research. Deep Learning methodologies learn utilising backwards
propagation for cost minimisation, performed during each training iteration. Extreme Learning
Machines do not employ backwards propagation, and instead, weights and biases are chosen ran-
domly and are trained using a least-squares solution from the linear system (Peng et al. 2013).
The success of ELM stems from the Universal approximation theorem in which a feed-forward
network with a single hidden layer and a finite amount of neurons can approximate continuous
functions with little information on the activation function. Owing to the random allocation of
nodes as opposed to backwards propagation during the learning phase, ELM has much faster
classification performance and generalises well with unseen data samples (Yu et al. 2019).
The reasoning for the inclusion of the Extreme Learning Machine in this work is two-fold. Firstly,
ELM has been successfully applied to a variety of medical imaging problems such as brain tumour
detection (Gumaei et al. 2019) and cancer detection using a modified GLCM algorithm (Zhang
et al. 2018), as well as classification using additional texture features (Song et al. 2018).
Secondly, there is a significant lack of research in applications of ELM for textural analysis of
Multiple Sclerosis, at the time of writing. Existing work has been carried out by Zhang et al.
(2017) who perform Multiple Sclerosis classification utilising the online library OS-ELM to evaluate
features extracted from MRI volumes using Canny edge detection followed by fractal dimension
analysis. This gap in research presents a significant opportunity to assess the performance of
Extreme Learning Machine Classification of Multiple Sclerosis in Multimodal MRI data.
3.3 Tools and Performance Evaluation
3.3.1 Tools
The Software has been developed utilising a Windows 10 Machine running MATLAB 2018a 64bit.
Feature Selection Methods are applied using the Feature Selection Toolbox provided by (Roffo 2016,
Roffo & Melzi 2016, Roffo et al. 2017), available from https://uk.mathworks.com/matlabcentral/
fileexchange/56937-feature-selection-library
Haralick Texture Features are applied using a modified version of the MATLAB package provided
by (Monzel 2007).
Grey Level Run Lengths are applied using a modified version of the MATLAB package provided
by (Wei 2007).
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3.3.2 Performance Evaluation
Binary classification performance can be expressed in terms of a Confusion Matrix where columns
represent predicted responses and rows represent the actual labels.
1. True Positive: the number of positive samples identified as positive by a binary classifier.
2. False Positive: the number of negative samples identified as positive by a binary classifier.
3. True Negative: the number of negative samples identified as negative by a binary classifier.
4. False Negative: the number of positive samples identified as negative by a binary classifier.
3.3.2.1 Sensitivity
Sensitivity denotes the proportion of positives which are correctly predicted as positive. The
sensitivity of a trial indicates the effectiveness of that test in identifying patients having a disease.
TP
TP + FN
(1)
A test with 100% sensitivity identifies all patients as having a disease. However, this outcome is
not specific. It may be the case that 20% of those patients were healthy.
3.3.2.2 Specificity
Specificity denotes the proportion of negatives which are correctly predicted as negative. The
specificity of a trial indicates the effectiveness of that test in identifying patients without a disease
(Lalkhen & McCluskey 2008).
TN
TN + FP
(2)
A test with 100% specificity identifies all patients as being healthy.
3.3.2.3 Accuracy
Accuracy is a measure of the success of a test in the classification of a disease. The average of
correct classifications is taken comparing predicted positive and predicted negative values over the
total number of samples classified in the study.
ACC =
TP + TN
P +N
(3)
3.3.2.4 BCR
Balanced Classification Rate is the second measure of the accuracy of a test and is considered a
more reliable metric than ACC. BCR takes into account both positive and negative classes through
TPR and TNR. The BCR metric applied the sensitivity and specificity of a test when calculating
the overall accuracy, describing the average of the proportion of correct classifications of each class.
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This metric is particularly useful for unbalanced datasets.
BCR =
1
2
(TPR+ TNR) =
1
2
(
TP
TP + FN
+
TN
TN + FP
)
(4)
The BCR metric is generally accepted as the better method of representing accuracy owing to the
ability to account for unbalanced datasets unlike the ACC metric.
3.3.2.5 BER
Balanced Error Rate is the complement of the BCR score and details the average of the proportion
of misclassifications of each class.
BER = 1−BCR (5)
3.3.2.6 Precision
Precision describes the proportion of correct positive predictions and is calculated as the number
of true positive values over the total number of positive predictions.
Precision =
TP
FP + TP
(6)
3.3.2.7 Recall
Recall describes the proportion of actual positives which are correctly identified. It is calculated
as the number of true positive values over the summation of true positive and false negative.
Recall =
TP
TP + FN
(7)
3.3.2.8 F1 score
F1 score is the harmonic mean between precision and recall. The F1 metric describes the model’s
accuracy with a higher score indicating low false positives and low false negatives.
F1 = 2 · precision · recall
precision+ recall
(8)
3.3.3 Similarity Coefficients
The similarity is an important concept in the determination of the cardinality of a set taking into
account the Union and Intersection. Two key metrics are the Sorensen-Dice coefficient and the
Jaccard coefficient, which both seek to identify shared membership between two sets. A higher
score from these metrics indicates that the similarity between the two is greater, with a score of
100 identifying exactness between the groups (Glen 2016).
Similarity coefficients have been applied in this work to predicted binary masks containing possible
MS Lesion locations. These binary masks are compared against manual segmentation masks using
Sorensen-Dice, and Jaccard coefficients as similarity measures to indicate the accuracy of trained
models.
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3.3.3.1 Sorensen-Dice coefficient
SDC(A,B) =
2|A ∩B|
|A|+ |B| (9)
3.3.3.2 Jaccard coefficient
J(A,B) =
|A ∩B|
|A ∪B| (10)
3.4 Proposed System
The implemented Multiple Sclerosis Classification and Segmentation approach consists of dataset
generation from raw MRI volumes for construction of brain images devoid of CSF, Skull and
anonymous background noise. These volumes are then used for feature extraction utilising a 5x5
region window with a stride of 3 pixels for brain feature extraction to capture First Order statistics,
Haralick texture features from GLCM, Galloway’s grey-level run-length statistics from GLRLM,
Local Binary Patterns and Histogram of Oriented Gradients.
Basic machine learning training and testing are carried out on Individual MRI sequences to assess
the performance of each Machine Learning algorithm in a set of less complex experiments. This
stage also identified an ideal sample size across each sequence for use in constructing a Multimodal
training dataset.
The Multimodal training dataset is then used in a 5-fold cross-validation procedure for feature
selection utilising mRMR and LASSO algorithms, with an integrated LASSO tuning stage. The
cross-validation stage also includes Support Vector Machine, Random Forest and Extreme Learning
Machine tuning followed by a separate stage of final model creation for each of the three classifiers
utilising settings identified from the 5-fold cross-validation procedure. The Multimodal training
stage also carries out further investigation into the ideal sample size, using the individual sequence
size as a baseline, and five times this value as the upper limit.
The final models are used in the evaluation of unseen patient data, which has been separated from
the cross-validation and model training procedures. An overview diagram of the entire system is
shown in fig. 5.
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Figure 5: Overview of system
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4 Methods
4.1 Data pre-processing
4.1.1 Skull stripping
As suggested by (Abbasi & Tajeripour 2017), the skull stripping algorithm should be applied to
an MRI sequence which exhibits clear boundary lines between brain tissue and the inner skull
regions. In their work, the T1w scan was selected. The proposed research utilised the clinical T2w
modality for skull removal owing to the similarities between the T1w and T2w sequences, and the
clarity of boundaries in the available dataset.
Two Brain Tissue Segmentation techniques are implemented and applied to T2w sequences from
each patient.
1. The first more straightforward technique combined the provided White Matter, Grey Matter
and Lesion masks for each patient set to produce a full set of brain volumes void of Cerebral
Spinal Fluid. Volumes depicting only Lesion regions were produced using the Lesion Binary
Masks applied to each entire MRI volume. The Lesion Masks were then subtracted from the
brain tissue regions for patient volumes void of Multiple Sclerosis Lesions for use in brain
sample extraction.
2. A histogram-based, morphological algorithm was developed to remove the skull and facial
tissue regions for the segmentation of complete brain volumes including White Matter, Grey
Matter, Lesions and Cerebral Spinal Fluid. This approach threshold the image using Otsu-
thresholding before eroding each image to seperate tissue from skull regions. The last step
identified the largest component in each image and selected this to be the brain region.
During both approaches, the background regions surrounding the brain were set to a threshold of
zero to be solid black. This would reduce the complexity when locating the brain areas during
feature extraction.
Brain volumes created during the first approach were used for the feature extraction stage in which
information was extracted from healthy brain and unhealthy Lesion regions, while the second
approach was implemented for manual inspection, viewing and final results presentation as these
volumes contained the entire brain volume.
4.2 Feature Extraction
The feature extraction stage combined various techniques of texture analysis to provide the best
opportunity of classifying Multiple Sclerosis Lesions. Evaluating the accuracy in both Multimodal
MRI as well as scans containing unwanted artefacts, it was found by (Theocharakis et al. 2009,
Zhang et al. 2008) that a combination of feature extraction techniques provides a more robust
analysis of regions than implementing a single feature extraction algorithm.
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4.2.1 First Order Statistics
The first five elements of the feature vector comprised simple statistics captured from the sliding
5x5 region window of healthy and unhealthy tissue regions.
The minimum is the pixel whose value is lowest in the extracted 5x5 block.
Minimum = i|p(i) > 0and 63 j < i|p(j) > 0 (11)
The maximum is the pixel whose value is the highest in the extracted 5x5 block.
Maximum = i|p(i) > 0and 63 j > i|p(j) > 0 (12)
The mean corresponds to the average value within the extracted 5x5 block.
Mean = x¯ =
∑n
i=1 xi
n
(13)
The median corresponds to the middle value within the extracted and sorted 5x5 block.
Median = Psorted(N/2) (14)
The standard deviation is an indication of the dispersion of values within the 5x5 block from the
mean.
StandardDeviation =
√∑ |x− x¯|2
n
(15)
4.2.2 Haralick Texture Features
Grey level co-occurrence matrices are calculated in four directions Θ: 0, 45, 90, 135 degrees with d
distance representing the distance between origin and calculation point, e.g. d = 1 for immediate
neighbour calculation. An average co-occurrence matrix was then calculated for rotation invari-
ance. The 14 Haralick texture features were then extracted from the mean GLCM for rotationally
invariant texture description.
Haralick texture features can be perceived as a spatial distribution of intensities for use in iden-
tifying similar regions across different images. The 14 features are explained in greater detail
below.
Angular Second Moment
Angular Second Moment is the measure of homogeneity in an image region. For example, a
homogenous area has a more uniform texture, whereas a heterogenous area will have more extreme
intensity changes.
f1 =
N∑
i=1
N∑
j=1
p(i, j)2 (16)
Contrast
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Contrast is the measure of variation in the image region. Higher contrast will exhibit greater
variations.
f2 =
N∑
i=1
N∑
j=1
(i− j)2p(i, j) (17)
Correlation
Correlation is the measure of linear dependence in grey levels of a neighbourhood region. A
correlation of 0 indicates that there is no correlation between pixels, whereas a correlation of -1 or
1 indicates negative and positive correlation.
f3 =
N∑
i=1
N∑
j=1
(i.j)p(i, j)− µxµy
σxσy
(18)
Sum of Squares (Variance)
The Sum of Squares (Variance) indicates the deviation from the mean of each pixel within the
image region, summed together. A low Sum of Squares shows that the region may be uniform as
all values reside around the mean.
f4 =
N∑
i=1
N∑
j=1
(i.j)(i− µ)2p(i, j) (19)
Inverse Difference Moment
Inverse Difference Moment indicates the local homogeneity. The value is high when a pixel region
is uniform.
f5 =
N∑
i=1
N∑
j=1
p(i, j)
1 + |i− j| (20)
Sum Average
f6 =
2N∑
k=2
kpx+y(k) (21)
Sum Variance
f7 =
2N∑
k=2
(k − µx+y)2px+y (22)
Sum Entropy
f8 = −
2N∑
k=2
px+y(k) logpx+y (k) (23)
Entropy
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Entropy is the statistical measure of randomness contained within a pixel region. Entropy will be
high in regions exhibiting nonuniformity and sparsity in patterns.
f9 = −
N∑
i=1
N∑
j=1
p(i, j) log(p(i, j)) (24)
Difference Variance
f10 =
N−1∑
k=0
(k − µx−y)2px−y (25)
Difference Entropy
f11 = −
N−1∑
k=0
px−y(k) logpx−y (k) (26)
Information correlation coefficient refers to the dependency between two random variables and
describes the amount of information in one variable compared to another.
Information Measures of Correlation I
f12 =
HXY −HXY 1
max(HX,HY )
(27)
Information Measures of Correlation II
f13 =
√
1− exp [−2(HXY 2−HXY )] (28)
where:
HXY 1 = −
N∑
i=1
N∑
j=1
p(i, j) log{px(i)py(j)} (29)
HXY 2 = −
N∑
i=1
N∑
j=1
px(i)py(j)log{px(i)py(j)} (30)
Maximal Correlation Coefficient
f14 = (Second largest eigenvalue of Q)1/2 (31)
where:
Q(i, j) =
N∑
k=1
p(i, j)p(j, k)
px(i)py(k)
(32)
4.2.3 Grey Level Run Length Statistics
The grey level run length matrix describes the number of occurrences in which a pixel of a particular
greyscale runs and for how pixels this run iterates. A grey level run length matrix is defined such
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that the y-axis indicates greyscale, and the x-axis displays the run length. Similar to Haralick’s
grey level co-occurrence matrix, the grey-level run-length matrix is captured in four directions Θ:
0, 45, 90, 135 degrees. An average GLRLM can then be calculated for rotation invariance.
(Galloway 1975) proposes 11 textural descriptors which are then derived from the mean GLRLM
for calculation of rotationally invariant grey level run length statistics.
Short Run Emphasis
Short Run Emphasis indicates the number of shorter runs within an image region. Shorter runs
usually indicate finer textures.
SRE =
1
H
N∑
i=1
N∑
j=1
GLRLM(i, j)
j2
(33)
Long Run Emphasis
Long run emphasis indicates the number of longer runs within an image region. Longer runs
usually indicate structural regions and coarse textures.
LRE =
1
H
N∑
i=1
N∑
j=1
GLRLM(i, j) · j2 (34)
Low Grey Level Run Emphasis
Low Grey Level Run Emphasis analyses the spread of low grey level values and returns a higher
value for areas containing more low grey level values.
LGRE =
1
H
N∑
i=1
N∑
j=1
GLRLM(i, j)
i2
(35)
High Grey Level Run Emphasis
High Grey Level Run Emphasis analyses the spread of high grey level values and returns a greater
value for areas containing more high grey level values.
HGRE =
1
H
N∑
i=1
N∑
j=1
GLRLM(i, j) · i2 (36)
Short Run Low Grey Level Emphasis
Short Run Low Grey Level Emphasis examines the joint distribution of short runs with low grey-
level values.
SRLGE =
1
H
N∑
i=1
N∑
j=1
GLRLM(i, j)
i2 · j2 (37)
Short Run High Grey Level Emphasis
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Short Run High Grey Level Emphasis examines the joint distribution of short runs with high
grey-level values.
SRHGE =
1
H
N∑
i=1
N∑
j=1
GLRLM(i, j) · i2
j2
(38)
Long Run Low Grey Level Emphasis
Long Run Low Grey Level Emphasis examines the joint distribution of long runs with low grey-level
values.
LRLGE =
1
H
N∑
i=1
N∑
j=1
GLRLM(i, j) · j2
i2
(39)
Long Run High Grey Level Emphasis
Long Run High Grey Level Emphasis examines the joint distribution of long runs with high grey-
level values.
LRHGE =
1
H
N∑
i=1
N∑
j=1
GLRLM(i, j) · i2 · j2 (40)
Grey Level Nonuniformity
Grey Level Nonuniformity analyses the similarity of pixels within a region and returns a higher
value for areas of differing texture.
GLNU =
 1
H
N∑
i=1
 N∑
j=1
GLRLM(i, j)
2
 (41)
Run Length Nonuniformity
Run Length Nonuniformity analyses the similarity of run lengths within an image region and
returns a higher value for more heterogenous, or differing run lengths.
RLNU =
 1
H
N∑
j=1
(
N∑
i=1
GLRLM(i, j)
)2 (42)
Run Percentage
Run Percentage analyses the coarseness of image texture and returns a higher value in situations
where an image region contains many short runs, indicating a finer texture.
RP =
(
H∑N
i=1
∑N
j=1(j ·GLRLM(i, j))
)
(43)
4.2.4 Local Binary Patterns
Local Binary Patterns are first proposed by (Ojala et al. 1996) as a method of feature extraction
through the extraction of greyscale invariant texture units described as binary numbers. The
theory behind Local Binary Patterns is that a neighbourhood of pixels, for example, 3x3, are
evaluated, beginning at the top-left pixel, against the central point in that neighbourhood. Pixels
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of greater or equal intensity to the centroid are represented as 1, whilst those less than are set to 0.
The Binary number is then converted to decimal and stored within a second map of Local Binary
Pattern values from which histogram binning is applied to produce a 256-length feature vector.
LBPP,R =
P−1∑
p=0
s(gp − gc)2p (44)
s(x) =
1, if a = 10, otherwise (45)
The local binary pattern is further expanded upon by (Ojala et al. 2002) who present the concept of
a multiresolution grey-scale and rotationally invariant texture classification method utilising Local
Binary patterns for feature extraction and image representation. The proposed operators build
from initial work from the 1996 paper in Local Binary Patterns and seek to tackle the problem of
grey-scale and rotation invariance. All proposed methods build from the LBPP,R algorithm.
LBP rui2P,R =

∑P−1
p=0 s(gp − gc), if U(LBPP,R) ≤ 2
P + 1, otherwise,
(46)
U(LBPP,R) = |s(gP−1 − gc)− s(g0 − gc)|+
P−1∑
p=1
|s(gp − gc)− s(gP−1 − gc)| (47)
LBP riu2(P,R) builds from this concept to achieve rotation invariance from uniform grey levels through
identifying the number of changes in pixel intensity around the central point. Each pixel is cal-
culated as 1 or 0 depending upon the number of uniform changes to obtain rotation invariance
with less than two changes leading to the calculation of signed differences for that neighbourhood
rotation.
The uniform change U(LBPP,R) iterates over each pixel in the neighbourhood and compares the
right-hand neighbour. If this neighbour holds the same value as the current starting pixel, they
are said to be uniform. Through identifying the number of changes around the binary word, a
new word is generated, describing the number of changes within the originally calculated binary
pattern. The resultant vector is a rotationally invariant descriptor.
LBP riu2P,R provides spatial and structural description of regional texture, and its combination with
V ARP,R was found to elicit both structural and contrast information for excellent feature descrip-
tors. The basic premise of Local Binary Patterns concerns building binary numbers from pixel
neighbourhoods through the examination of each circular value about the central point of that
region. A sign is created for each point relative to the subtraction of that value from the centre.
The binomial factorisation of these binary words generates a unique LBPP,R number representing
spatial structure of that neighbourhood.
V ARP,R =
1
P
P−1∑
p=0
(gp − µ)2, (48)
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where:
µ =
1
P
P−1∑
p=0
gp (49)
V ARP,R is invariant against changes in greyscale unlike LBP
riu2
P,R whose output is unaffected
by monotonic transformations in intensity, meaning that contrast is ignored entirely. V ARP,R
examined the local variance and presents a set of rotationally invariant descriptors for use in the
grey-scale invariant representation of image regions. This operator iterates across the pixel region
and calculates the summation of the current neighbourhood pixel minus the neighbourhood mean
squared to produce the variance of each rotation.
Owing to the complementary relationship between LBP riu2P,R and V ARP,R a joint distribution
of LBP riu2P,R /V ARP,R can be implemented for highly descriptive, rotationally invariant feature
extraction of local region texture comprising the whole image.
4.2.5 Histogram of Oriented Gradients
Histogram of Oriented Gradients has been developed and built upon by several researchers since
the 1980s. (Freeman & Roth 1995) propose Orientation Histograms for Hand Gesture recognition,
which builds on patented work by (McConnell 1986) in the development of a histogram-based
algorithm for orientation analysis. Freeman and Roth simplified the histogram comparison section
of McConnell’s work and proposed the squared error measure as a replacement.
In line with (Dalal & Triggs 2005), the theory behind Histogram of Oriented Gradients begins
with gradient detection using a convolution operation and gradient filter such as the Sobel filter
to obtain the gradient representation of the original image. Magnitude and direction of gradients
are then calculated utilising the following formula.
g =
√
g2x + g
2
y (50)
Θ = arctan
gy
gx
(51)
Calculation of magnitude and direction is carried out over subdivisions of the original image, for
example, 8x8 blocks. In the calculation of a blocks individual feature vector, the gradient and
magnitude matrix of that region are used to store the magnitude values into bins defined by the
gradient direction. The extracted feature vector consists of binned values, the length of which is
dependent upon the size of the examined pixel region.
It has been found that grey level co-occurrence Statistics and grey level run length statistics can
be used effectively in the classification of White Matter Lesions. While Histogram of Oriented
Gradients and Local Binary Patterns are less susceptible to bias field inhomogeneities (Nogueira
et al. 2017). Therefore, within this research, a combination of feature extraction techniques have
been implemented into this methodology for Multiple Sclerosis Lesion Segmentation. The feature
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vector was comprised of five First Order Statistics, 14 Haralick Texture Features, 11 Grey Level
Run Length Statistics, 9 Histogram of Oriented Gradient Statistics and 256 Local Binary Pattern
features.
4.3 Classification
Classification of the feature vectors was carried out using three Machine Learning models. Two
models, Support Vector Machine and Random Forest, have been significantly applied to Multiple
Sclerosis Segmentation tasks. The third model, an Extreme Learning Machine, has yet to be
applied to Texture based Multiple Sclerosis Lesion Segmentation.
4.3.1 Support Vector Machine
Support Vector Machine has two tunable parameters, C or Box Constraint, and γ or Kernel
Scale. The implemented Support Vector Machine algorithm was provided within the Statistics and
Machine Learning Toolbox provided by MATLAB 2018a. Documentation on the SVM contained
within this package can be found at (Mathworks 2019a).
4.3.2 Random Forest
The Random Forest algorithm has three parameters for tuning. These are the number of trees in
the decision forest, the number of predictors to sample and the number of samples per leaf. The
implemented Random Forest algorithm was provided within the Statistics and Machine Learning
Toolbox provided by MATLAB 2018a. Documentation on the RF contained within this package
can be found at (Mathworks 2019b).
4.3.3 Extreme Learning Machine
The Extreme Learning Machine algorithm has three parameters for tuning. These are the N0 or
Number of initial training data used during initial stages. The Block or size of data learned at
each step, and the number of hidden neurons in the ELM parameter. The implemented Extreme
Learning Machine algorithm utilised the OS-ELM library available from (NTU 2013), and was
modified for integration into the MS segmentation system.
4.4 Experimental Setup
Two initial experiments are proposed for evaluating the described Multiple Sclerosis Segmentation
methodology. The initial approach is designed to evaluate the performance of features extracted
from and classified on single MRI sequences. For example, an SVM model trained on T2 features,
and used to classify unseen T2 scans. The second approach combines features taken from all
MRI sequences for multimodal classification and segmentation of unseen patient datasets. In both
experiments, models are trained using features extracted from all patient sets except a single,
leave-out patient dataset, which is used as the unseen testing set for Lesion Classification and
Segmentation.
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As well as these two initial experiments, a set of secondary experiments were designed to understand
the classification performance and relationship between groups of features from the implemented
feature extraction techniques. This second set of experiments also carries out an Individual MRI
sequence and Multimodal set of experiments in order to assess the extent to which different se-
quences assist or hinder classification performance.
4.4.1 Training samples and data split
In calculating an optimal sample size for use in final model training it was imperative that the
chosen number of samples achieved good classification performance whilst remaining unbiased
to varying MRI sequences and machine learning models. To achieve this aim a grid search was
devised to search the sample size space between 500 and 7000 samples using an increment of 100
samples. In doing so, the results of these experiments could be analysed in order to identify a
sample size which performed consistently across MRI sequences without overfitting any machine
learning model to the data.
A significant consideration was whether to include different numbers of healthy and unhealthy
samples to compensate for the common problem in MS Lesion detection methodologies where
datasets are dominated by healthy samples. In the available dataset, only 4.68% of available
samples represent MS Lesion, and when factoring in the possibility of noise or other MRI artefacts
the chances of all unhealthy samples operating as meaningful MS biomarkers reduces.
Within this research an equal split of healthy and unhealthy samples is used owing to the complex
task of identifying an applicable and unbiased number of samples for both healthy and unhealthy
classes when attempting to train machine learning models using unbalanced datasets. Furthermore,
the implementation of an equally balanced split can lead to increased sensitivity to MS Lesion
during testing, however, there is also the risk of increasing False Positive classification through
undersampling the healthy class (Valverde et al. 2017).
4.4.2 K-fold Crossvalidation
K-fold cross-validation was carried out during model creation in order to partition the dataset into
separate training and validation sets. The model is trained on 80% of the data and tested on the
remaining 20%. This process is repeated until all data has been used in both training and validation.
Applying cross-validation leads to reduced data variance and a reduction in bias and overfitting
as the procedure ensures performance is uniform across all folds (Sacca` et al. 2018). Within this
research, 5-fold cross-validation is applied to sample size calculation and feature selection in order
to calculate sample size, perform feature selection tuning and to avoid model overfitting by leaving
out portions of training data.
Pseudocode for the k-fold procedure is shown in algorithm 1 highlighting the sample size loop,
k-fold loop and feature selection and model training stages.
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Algorithm 1 K-fold cross-validation overview
1: procedure K-fold(T, f) . where T is Training Data and f is number of folds
2: for n = 100 : 100 : length(T ) do . where n is the current sample size of features for
training
3: partitionStart = 1
4: partitionEnd = n/f
5: for i = 1 : f do
6: TrainingSet = T(1:n)
7: leaveoutSet = TrainingSet(partitionStart:partitionEnd)
8: TrainingSet(partitionStart:partitionEnd) = [];
9: Feature Selection;
10: Model Training;
11: partitionStart = partitionEnd + 1
12: partitionEnd = partitionEnd + n/f
13: end for
14: end for
15: end procedure
4.4.3 Individual Sequence Classification
LASSO and mRMR rankings are calculated using features extracted from a single MRI sequence.
These rankings are then used to train Support Vector Machine, Random Forest and Extreme
Learning Machine classifiers for each feature selection method. An unseen patient dataset from
the same MRI sequence is then provided to each classifier for Multiple Sclerosis classification and
Lesion Segmentation.
Individual classification also assists with Multimodal classification by providing a baseline number
of samples to include in model training. This stage also indicates basic tuning parameters such
as LASSO λ values per sequence. Individual classification also provides critical information to
the Multimodal section through the feature selection rankings outputted for each MRI sequence.
The top 25 rankings from each feature selection algorithm operating on every MRI sequence are
combined into two rankings (LASSO and mRMR) for use in Multimodal classification.
4.4.4 Multimodal Classification
Multimodal classification takes the top 25 LASSO and mRMR rankings from the previous classi-
fication stage and performs both feature selection algorithms once more on these feature ranking
vectors which are identified as being representative of the underlying histopathology of Multiple
Sclerosis within each MRI sequence. A similar training stage is again implemented utilising a
sample size calculation step beginning at the optimal size identified for individual sequence classi-
fication and increasing this until classification accuracy improvement is insignificant in relation to
the time taken for training.
Multimodal classification equally samples from sequences across each patient and each sequence
to train SVM RF and ELM classifiers for both mRMR and LASSO features. A leave-out set is
then used in the validation of all six models and subsequent generation of binary images containing
representative Lesion segmentations.
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Figure 6: Individual sequence K-fold and feature selection diagram
4.4.5 Statistical Comparisons
Two secondary experiments are proposed for comparative analysis between the performance of
patients and sequences with respect to each feature selection technique. Similar studies are con-
ducted to the Individual, and Multimodal analysis highlighted previously, however, feature vectors
are split into comprising feature extraction techniques and are applied to each patient dataset in
order to extract features from a single method only. The performance of each feature extraction
technique is analysed for both Individual and Multimodal classification with respect to patient and
sequence performance in order to assess the performance and validity of each method included in
this research.
This second analysis examines both Multimodal and Individual sequences. However, during this
second experiment, feature selection algorithms are left out of model training. Instead, the perfor-
mance is evaluated utilising entire feature vectors representing each method.
Diagrams of both systems are shown in the following two pages with fig. 7 displaying Individual
and Multimodal classification of all features selected using LASSO and mRMR algorithms. The
second diagram, fig. 8, depicts Individual and Multimodal classification of individual groups of
features.
This section has thoroughly detailed all methods implemented within this research as well as a
thorough description of the proposed Multiple Sclerosis Lesion Segmentation framework. The
following section presents the results of this research for initial experiments of Multiple Sclerosis
Lesion Segmentation utilising Feature Selection of the 302 length feature vector in Individual and
70
Multimodal MRI analysis. Following these results is the comparative analysis of each feature
selection method with regards to patient datasets, MRI sequences and separate feature selection
methods.
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5 Results
This section presents the results of this research with an overview of the training procedure provided
in section 5.1. The findings of experiment one using feature selection algorithms on Individual MRI
data is depicted in section 5.2, while Multimodal is shown in section 5.3. Finally, the results of
experiment two in which comparison was made between feature extraction techniques are found in
section 5.4 for both Individual and Multimodal Machine Learning models.
As shown in table 2, the number of Lesion samples taken from each patient varies greatly depending
upon the severity of Multiple Sclerosis.
Table 2: Number of Healthy and Unhealthy tissue samples per MRI sequence.
Patient Lesion Samples Brain Samples Lesion Load
p01c1 134,829 539,626 19.99%
p02c1 2840 515,014 0.54%
p04c1 2705 638,004 0.42%
p06c1 17,170 532,649 3.12%
p07c1 5125 569,696 0.89%
p08c1 11,670 590,412 1.94%
p09c1 6740 480,218 1.38%
5.1 Training
5.1.1 Model Training - Individual
The first stage of the results section provides an overview of the training procedure alongside
justification for parameter selection in the training of each machine learning model.
5.1.1.1 Sample Size Calculation
Sample Size calculation of Machine Learning Models trained on Individual MRI sequences using
LASSO and mRMR feature selection is shown in fig. 9 with samples ranging from 500 to 7000.
The solid blue line represents the average between individual MRI sequences. Extreme Learn-
ing Machine trained using mRMR feature selection is the only model not exhibiting increased
classification performance as the sample size increases.
5.1.1.2 LASSO λ tuning
Results of LASSO λ tuning are shown in fig. 10. Support Vector Machine and Random Forest
models perform well, achieving an F1 score between 65 and 85. Both of these models exhibit a
sharp increase in F1 score as the λ parameter surpasses 60. Extreme Learning Machine plateaus
from the beginning and reduces accuracy from 60 to 90.
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Figure 9: Sample Size calculation of each MRI sequence using mRMR and LASSO Feature Selection
and SVM, RF and ELM classifiers.
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Figure 10: LASSO λ parameter tuning comparison between all three classification models using a
sample size of 4000. Showing average F1 score for each MRI sequence.
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5.1.1.3 Support Vector Machine Tuning
Support Vector Machine Tuning is shown in fig. 11 for LASSO and fig. 12 for mRMR feature
selection techniques. Both LASSO and mRMR rankings exhibit similar trends in classification
accuracy, with an increase in γ influencing an increased F1 score until a γ of 2, most notable in
mRMR feature selection. After this point, the classification accuracy reduces as γ increases past
2. This is shown across both feature selection methods and all MRI sequences.
LASSO feature selection Box Constraint values generally converge around γ values between 2 and
8, whereas mRMR Box Constraint fails to unanimously converge, with lower values of 0.0313, 0.125
and 0.5 achieving less than desirable scores compared to the remaining Box Constraint parameters
shown in fig. 12.
5.1.1.4 Random Forest Tuning
Random Forest number of trees tuning is shown in fig. 13 in which mRMR rankings outperform
LASSO rankings by over 5%. In both cases, Fractional Anisotropy achieves the highest F1 score
while T2 achieves the lowest scores for LASSO rankings and RD for mRMR rankings.
Both methods follow a similar trend in the correlation between the number of trees and increased
classification performance, with a low number of decision trees, around ten, exhibiting a slightly
lower classification accuracy compared to 50. However, following this threshold, there is no dis-
cernible increase in performance, and the accuracies obtained using 10,000 trees is comparable to
using only 50 trees.
Further Random Forest tuning has been carried out for the Minimum Leaf Size and Number of
Predictors to Sample parameters for both LASSO fig. 14 and mRMR fig. 15 feature selection
methods. Both of these figures show the same trend of increased performance between 2 and 10
Predictors to Sample, with no significant increases in accuracy after this point. Both LASSO and
mRMR classification results exhibit the highest accuracy with a minimum leaf size of 1, and a
linear decrease is shown as the Minimum Leaf Size parameter increases.
5.1.1.5 Extreme Learning Machine Tuning
ELM tuning of the Number of Hidden Neurons for both LASSO and mRMR rankings is shown in
fig. 16. Following a sharp increase in classification accuracy from 1 to 5 hidden neurons, the F1
scores level out around 60% for both feature selection experiments.
ELM Tuning of Block Size and N0 parameter using LASSO feature selection and all MRI sequences
is shown in fig. 17, and mRMR feature selection for all MRI sequences in fig. 18. LASSO feature
selection achieves a higher F1 score on average, and dispersion in scores between varying block
sizes across all MRI sequences is much less than mRMR results which exhibit a higher degree of
fluctuation and dispersion between block sizes and N0 values.
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Figure 11: SVM tuning C and γ using grid search and LASSO feature selection.
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Figure 12: SVM tuning C and γ using grid search and mRMR feature selection.
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Figure 13: RF tree size tuning for LASSO and mRMR features using grid search.
5.1.2 Model Training - Multimodal
5.1.2.1 Sample Size Calculation
Multimodal Sample Size calculation is carried out for SVM, RF and ELM in the range of 1000
to 30000 fig. 19. The trend in SVM and RF classifiers in both feature selection algorithms, but
most prominent in mRMR experiments, is a gradual increase in classification accuracy with an
indication of slight levelling towards higher sample sizes. Extreme Learning Machine accuracy
fluctuates greatly, with the highest accuracy achieved using 1000 samples.
5.1.2.2 LASSO λ tuning
Results of Multimodal LASSO tuning are shown in fig. 20. Random Forest classification achieves
the highest overall set of results with SVM in second place. Extreme Learning Machine scores
fluctuate considerably for lambda values between 40 and 90 while lower values between 1 and 30
yield more stable results.
5.1.2.3 Support Vector Machine Tuning
Support Vector Machine Tuning is shown in fig. 21 for LASSO and mRMR feature selection
methods. Both methods show an increased F1 score as the γ parameter increments. Following
a value of two, a significant reduction in accuracy is shown in both graphs. This is also true of
Individual training.
5.1.2.4 Random Forest Tuning
Results for Random Forest number of Trees calculation is shown in fig. 22. Both LASSO and
mRMR rankings exhibit the same trend of increased accuracy between 1 and 50 trees despite
LASSO scoring consistently higher than mRMR.
Random Forest results of Minimum Leaf Size and Number of Predictors to Sample tuning are
shown in fig. 23. Both of these figures show the same trend of increased performance between 2
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Figure 14: RF Leaf Size against Number of predictors tuning using grid search and LASSO feature
selection.
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Figure 15: RF Leaf Size against Number of predictors tuning using grid search and mRMR feature
selection.
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Figure 16: ELM Number of Hidden Neurons tuning for LASSO and mRMR features using grid
search.
and 10 Predictors to Sample, with a plateau in accuracy and no significant increases after this point.
Both LASSO and mRMR classification results exhibit the highest accuracy with a minimum leaf
size of one, and a linear decrease is shown as the Minimum Leaf Size parameter increases, indicated
by each line in all plots. The same trend is seen in classification using Individual MRI sequence
information.
5.1.2.5 Extreme Learning Machine Tuning
Extreme Learning Machine tuning of the Number of Hidden Neurons for both Multimodal LASSO
and mRMR rankings is shown in fig. 24. Both LASSO and mRMR results show a similar trend
of a sharp increase in classification accuracy from 1 to 5 hidden neurons and a levelling out of F1
score at around 60%.
Extreme Learning Machine Tuning of Block Size and N0 parameter using LASSO and mRMR
feature selection methods on Multimodal data is shown in fig. 25. Both sets of results show similar
signs of convergence and sustained accuracy between different parameter values for Block Size and
N0 parameters. Noticeably, mRMR rankings begin with a low F1 score for Block Sizes of 10, 50
and 100 when coupled with an N0 parameter of 50 or less. LASSO feature selection does not
exhibit this trend and instead hold a continuous trend in accuracy for all values of Block Size and
N0.
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Figure 17: ELM Block Size against N0 parameter tuning using grid search and LASSO feature
selection.
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Figure 18: ELM Block Size against N0 parameter tuning using grid search and mRMR feature
selection.
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Figure 19: Sample Size calculation of Multimodal MRI data using mRMR Feature Selection and
SVM, RF and ELM classifiers.
Figure 20: LASSO λ parameter tuning for all classification models using a sample size of 4000.
Showing average F1 score for Multimodal MRI data.
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Figure 21: SVM tuning C and γ using grid search for LASSO and mRMR feature selection for
Multimodal classification.
Figure 22: RF tree size tuning for Multimodal classification using LASSO and mRMR features
and grid search.
Figure 23: RF Leaf Size against Number of predictors tuning for Multimodal classification using
LASSO and mRMR features and grid search.
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Figure 24: ELM Number of Hidden Neurons tuning for LASSO and mRMR features using grid
search for Multimodal classification.
Figure 25: ELM Block Size against N0 parameter tuning using grid search and LASSO feature
selection for Multimodal classification.
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5.1.3 Tuned parameters
Following the cross-validation and optimisation procedure outlined in section 4, the final parameters
shown in table 3 were selected based upon the tuning results shown during this section. This
selection was made following careful consideration of performance increase and computational
expense, as well as the success of all MRI protocols individually so as to avoid biasing parameters
selection.
Table 3: Values of trained parameters following 5-fold cross-validation and optimisation procedure.
Parameter Individual Multimodal
Sample Size 4000 20,000
Lasso λ 70 70
C (SVM) 2 8
γ (SVM) 8 0.5
Trees (RF) 50 500
MLS (RF) 1 1
NPS (RF) 10 10
NhN (ELM) 5 10
Block (ELM) 10 10
N0 (ELM) 5 50
5.1.4 Final Model Performance and Rankings
Average leave out cross-validation accuracies for Individual and Multimodal model training are
shown in fig. 26. Throughout all folds in both Individual sequence and Multimodal classification
experiments, Extreme Learning Machine achieves the lowest overall accuracy averaging an F1 score
of 60%. The Random Forest classifier yields the highest accuracy of 84.52% F1 score across all
sequences and Multimodal classification. Support Vector Machine shows a performance between
that of Extreme Learning Machine and Random Forest, around 75% F1 score. The final F1 scores,
Sensitivity and Specificity of each classifier and feature extraction technique is shown in table 4.
Final Rankings from Individual and Multimodal experiments are shown in fig. 27. HoG and
Haralick features are ignored in all experiments, and of all feature extraction techniques, LBP
features has the most occurences.
Table 4: Average cross validation accuracy of all 6 classifiers.
Model F1 score Sensitivity Specificity
SVM LASSO 74.80 ± 3.65 70.18 ± 3.81 82.57 ± 3.71 %
RF LASSO 83.24 ± 3.60 78.03 ± 2.53 90.68 ± 3.13%
ELM LASSO 59.76 ± 5.35 56.22 ± 8.75 72.54 ± 6.09%
SVM mRMR 73.70 ± 3.00 67.96 ± 4.76 83.70 ± 1.64%
RF mRMR 84.52 ± 0.68 80.81 ± 1.18 89.60 ± 2.13%
ELM mRMR 55.14 ± 2.11 47.94 ± 4.25 76.93 ± 5.72%
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Figure 26: Average accuracy across all 5 cross-validation folds during final model tuning of Models
using Individual MRI sequence and Multimodal data.
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Figure 27: Individual and Multimodal Rankings from LASSO and mRMR feature selection meth-
ods.
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Figure 28: Dice score performance for entire MRI volumes using Support Vector Machine Models
trained on Individual MRI sequences and LASSO Feature Selection.
5.2 Unseen Dataset Classification - Individual
The following section provides the results from the first proposed experiment of unseen patient
dataset classification using Individual and Multimodal machine learning models and features iden-
tified through LASSO and mRMR feature selection algorithms. Lasso graphs have been provided
intext, with the mRMR results shown in appendix A. Interpretation of these results is carried out
in section 6.1.2.
5.2.1 Support Vector Machine
Individual SVM Dice scores are represented as boxplots in fig. 28 for LASSO and appendix A
fig. 63b for mRMR feature selection methods. A significant number of median Dice values fell
between 40 and 60 for slices within classified volumes and datasets exhibited similar trends in
segmentation accuracy between feature selection methods, with p01c1, p06c1 and p08c1 yielding
the highest scores, while sets p04c1, p07c1 and p09c1 score lowest in both methods.
It is also clear that deviations are present such as the inability to classify AD, ADC and RD
sequences from patient dataset p02c1 using mRMR feature selection alongside the SVM model.
LASSO feature selection exhibits a single instance of misclassification in the case of p02c1 in which
the AD MRI sequence fails.
Bar graphs showing the occurrences of slice accuracies are shown in fig. 29 for LASSO and ap-
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Figure 29: Bar charts displaying binned distributions of slice accuracies for Individual SVM ex-
periments using LASSO feature selection. Red represents the number of slices within a volume
scoring greater than 70.
pendix A fig. 64b for mRMR feature selection methods. Significantly more slices were classified
between 30 and 69 compared to those with an F1 score greater than 70%.
5.2.2 Random Forest
Individual RF Dice scores are represented as boxplots in fig. 30 for LASSO and appendix A fig. 65b
for mRMR feature selection methods. The highest Dice scores were obtained by p01c1, p06c1 and
p08c1, with apparent differences between these three patients and the remaining datasets in both
the LASSO and mRMR case.
Bar graphs complimenting these boxplots are shown in fig. 31 for LASSO and appendix A fig. 66b
for mRMR feature selection methods. Unlike the SVM results, LASSO and mRMR feature selection
appear much closer in accuracy across all F1 bins. Similar to the RF boxplot results, the datasets
p01c1 and p06c1 show higher levels of slice scores between 50 and 100.
5.2.3 Extreme Learning Machine
Individual ELM Dice scores are shown in fig. 32 for LASSO feature rankings and appendix A fig. 67b
for mRMR. Both experiments failed to classify dataset p02c1 FA, and in LASSO feature selection
it is possible to identify datasets p01c1 p06c1 and p08c1 as having a higher overall accuracy across
MRI sequences.
Bar graphs complimenting these boxplots are shown in fig. 33 for LASSO and appendix A fig. 68b
for mRMR feature selection methods. While LASSO feature selection falls behind in maximum
slice results between 70 and 100, it is again shown that the two feature selection methods exhibit
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Figure 30: Dice score performance for entire MRI volumes using Random Forest Models trained
on Individual MRI sequences and LASSO Feature Selection.
Figure 31: Bar charts displaying binned distributions of slice accuracies for Individual RF experi-
ments using LASSO feature selection. Red represents the number of slices within a volume scoring
greater than 70.
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Figure 32: Dice score performance for entire MRI volumes using Extreme Learning Machine Models
trained on Individual MRI sequences and LASSO feature Selection.
Figure 33: Bar charts displaying binned distributions of slice accuracies for Individual ELM ex-
periments using LASSO feature selection. Red represents the number of slices within a volume
scoring greater than 70.
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similar trends in classification performance with minimal maximum slice classifications and the
majority of slices classifying between 30 and 69.
5.2.4 Multiple Sclerosis Lesion Segmentation Images
The segmentation success of Individual sequence classification using machine learning models
trained on Individual MRI sequence data can be seen in fig. 34 and fig. 35. The first figure
depicts Axial Diffusion sequence classification on patient p01c1 slice 109 with a clear segmentation
of the largest Multiple Sclerosis Lesion regions across all Machine Learning models.
Depicted in fig. 35 is a scan taken from the same dataset as fig. 34, however this time the sequence
classified was FA. ELM exhibits the highest F1 score in both instances, which captured the most
shape information, with SVM achieving the lowest score.
Individual segmentations of dataset p02c1 AD slice 108 are shown in appendix A fig. 69a and p04c1
ADC 110 in appendix A fig. 69b, both using models trained on their respective sequences. In both
cases, smaller Lesions are missed leading to lower slice accuracies and sensitivity.
T2 MRI Individual sequence results are shown in appendix A fig. 70a for mRMR feature selection
and appendix A fig. 70b for LASSO feature selection, both of which depict slices from patient
dataset p06c1. In both instances, over half of the Lesions are correctly identified as such with a
significant portion of both slices identifying MS within larger Lesion regions, while again missing
smaller areas.
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5.2.5 Cross-sectional Heatmap graphs.
This section presents the results for Individual Machine Learning model classification of unseen
MRI sequence data, depicted as Heatmap graphs. Cross-sectional graphs of unseen dataset p06c1
are shown in fig. 36 for LASSO and fig. 37 for mRMR feature selection. Predicted slices fall inside
the manual Lesion segmentation range, as shown in the first columns. Significant reduction in
accuracy is exhibited towards upper and lower edges of the Lesion volume while greatest accuracy
is shown in the upper middle section of predicted volumes.
Cross-sectional graphs of unseen dataset p02c1 are shown in fig. 71 for LASSO and fig. 72 for
mRMR feature selection methods. Maximum classification accuracy peaks around an F1 score
of 60 and a significant number of Machine Learning Models failed for both LASSO and mRMR.
Furthermore, in all experiments, significant gaps between slices containing Lesion are present.
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Figure 38: Dice score performance for entire MRI volumes using Support Vector Machine Models
trained on Multimodal MRI data and LASSO Feature Selection.
5.3 Unseen Dataset Classification - Multimodal
5.3.1 Support Vector Machine
Multimodal Boxplots showing Dice scores for entire patient volumes are shown in fig. 38 for LASSO
and appendix B fig. 73b for mRMR feature selection using Support Vector Machine models. These
results group as patient datasets as opposed to MRI sequences between the datasets. A significant
portion of these dataset results fall between a Dice score of 0 and 70 for both LASSO and mRMR
feature selection methods.
Bar graphs complimenting these boxplots are shown in fig. 39 for LASSO and appendix B fig. 74b
for mRMR feature selection methods. LASSO feature selection achieves more top slice classifica-
tions compared to mRMR.
5.3.2 Random Forest
Random Forest Dice scores for Multimodal classification volumes are shown in fig. 40 for LASSO
and appendix B fig. 75b for mRMR feature selection algorithms. Boxplots group as patient datasets
as opposed to MRI sequences and median slice accuracy fluctuates between 0.25 and 0.58. Datasets
p01c1, p06c1 and p08c1 and classified slightly more successfully than other unseen datasets for both
feature selection methods.
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Figure 39: Bar charts displaying binned distributions of slice accuracies for Multimodal SVM
experiments using LASSO feature selection. Red represents the number of slices within a volume
scoring greater than 70.
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Figure 40: Dice score performance for entire MRI volumes using Random Forest Models trained
on Multimodal MRI data and LASSO Feature Selection.
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Figure 41: Bar charts displaying binned distributions of slice accuracy for Multimodal RF experi-
ments using LASSO feature selection. Red represents the number of slices within a volume scoring
greater than 70.
Bar graphs complimenting these boxplots are shown in fig. 41 for LASSO and appendix B fig. 76b
for mRMR feature selection methods.
5.3.3 Extreme Learning Machine
Extreme Learning Machine Dice scores for Multimodal classification volumes are shown in fig. 42
for LASSO and appendix B fig. 77b for mRMR feature selection algorithms. ELM exhibits a higher
rate of change between patients and sequences. Median values fluctuate significantly between 0.25
and 0.55, and upper and lower quartile ranges change dramatically between unseen datasets and
MRI sequences.
Bar graphs complimenting these boxplots are shown in fig. 43 for LASSO and appendix B fig. 78b
for mRMR feature selection methods. A low number of datasets contain slice classifications above
70, and the majority of slices fall between 30 and 69.
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Figure 42: Dice score performance for entire MRI volumes using Extreme Learning Machine Models
trained on Multimodal MRI data and LASSO feature Selection.
Figure 43: Bar charts displaying binned distributions of slice accuracies for Multimodal ELM
experiments using LASSO feature selection. Red represents the number of slices within a volume
scoring greater than 70.
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5.3.4 Multiple Sclerosis Lesion Segmentation Images
The segmentation success of Multimodal sequence classification using machine learning models
trained on all MRI sequences can be seen in fig. 44 and fig. 45. The first figure depicts AD
classification of patient p01c1 slice 109 with a clear segmentation of the largest Multiple Sclerosis
Lesion regions.
Depicted in fig. 35 is a scan taken from the same dataset as fig. 34, however this time the sequence
classified was FA. ELM exhibits the highest F1 score in both instances, which captured the most
shape information, with the lowest score being achieved by the SVM.
Multimodal segmentation images of dataset p02c1 AD slice 108 are shown in appendix B fig. 79a
and p04c1 ADC 110 in fig. 79b, both using models trained on their respective sequences. In both
cases, smaller Lesions are missed leading to lower slice accuracies and sensitivity.
T2 MRI sequence Multimodal results are shown in appendix B fig. 80a for mRMR feature selection
and fig. 80b for LASSO feature selection, both of which depict slices from patient dataset p06c1. In
both instances, over half of the Lesions are correctly identified as such with a significant portion of
both slices identifying MS within larger Lesion regions, while smaller areas are once again missing.
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5.3.5 Cross-sectional Heatmap graphs.
This section contains the cross-section heatmap graphs for Multimodal results using LASSO and
mRMR feature selection algorithms. Multimodal Cross-sectional graphs of dataset p06c1 are shown
in fig. 46 for LASSO and fig. 47 for mRMR feature selection methods. Classification accuracy was
greater towards upper-middle regions of the Lesion volume and slices classified less accurately
towards edge regions of the Lesion volume in both methods.
Multimodal Cross-sectional graphs of unseen dataset p02c1 are shown in appendix B fig. 81 for
LASSO and fig. 82 for mRMR feature selection methods and all machine learning experiments.
Maximum classification accuracy peaks around an F1 score of 60 and a significant number of
machine learning methods failed for both LASSO and mRMR. Furthermore, in all experiments,
significant gaps between slices containing Lesion are present. A significant number of experiments
failed consistently across the same slices, most notable around the middle of the brain region.
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Figure 48: Individual sequence Dice Scores using Support Vector Machine Classifier applied on
Individual feature sets using leaveout patient datasets T2 MRI sequence.
5.4 Unseen Dataset Classification - Feature Groups
This section presents the results of the second experiment described in section 4.4.5 for comparison
between groups of extracted features. The results depicted in all figures are for experiments
classifying T2 MRI scans. Results from other MRI sequences are found in the appendices. The
final accuracies across all MRI sequences are provided at the end of the results section.
5.4.1 Support Vector Machine
Results of classification using feature groups are shown in fig. 48 for SVM trained on Individual
T2 sequence data, and appendix C fig. 83b for SVM trained on Multimodal MRI data. The
interquartile range of dice scores varies greatly between feature extraction techniques and patient
datasets. Volumes using LBP features and Multimodal SVM fail and Individual SVM fails for
p02c1 LBP features, with low values existing in LBP features for p06c1, p07c1 and p09c1.
F1 distribution charts for Individual fig. 49 and Multimodal appendix C fig. 84b depict the group-
ings of slice results across each brain volume, and the top slice scores from these volumes are
depicted in fig. 50 for both Individual and Multimodal experiments.
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Figure 49: Bar charts displaying binned distributions of slice accuracies for Individual SVM exper-
iments using individual feature extraction techniques. Red represents the number of slices within
a volume scoring greater than 70.
Figure 50: Bar charts displaying top slice scores for Individual and Multimodal SVM experiments
using individual sets of features.
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Figure 51: Individual sequence Dice Scores using Random Forest Classifier applied on Individual
feature sets using leaveout patient datasets T2 MRI sequence.
5.4.2 Random Forest
Dice Scores for unseen T2 patient data classification using Random Forests trained on T2 data is
shown in fig. 51 and Multimodal MRI data in appendix C fig. 85b. Random Forest successfully
classified all features, with median values between 30 and 55 and maximum similarities achieving
close to 80 in both Individual and Multimodal experiments.
Distribution charts showing the occurrences of F1 scores are shown in fig. 52 and appendix C
fig. 86b for Individual and Multimodal experiments. A significant number of slice values were
classified with an F1 score between 50 and 70 in both Individual and Multimodal cases, and a
comparison between maximum slice values from each MRI volume can be found in fig. 53.
5.4.3 Extreme Learning Machine
Results of classification using feature groups are shown in fig. 54 for ELM trained on T2 sequence
data, and appendix C fig. 87b for ELM trained on Multimodal MRI data. Maximum slice scores
surpass 80% and median F1 slice scores fall between 0.2 and 0.6. Datasets p01c1, p06c1, and
p08c1’s interquartile ranges exceed all other leave out datasets.
Distribution charts for ELM are shown in fig. 55 and appendix C fig. 88b for Individual and
Multimodal experiments and maximum slice charts are shown in fig. 56.
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Figure 52: Bar charts displaying binned distributions of slice accuracies for Individual RF exper-
iments using individual feature extraction techniques. Red represents the number of slices within
a volume scoring greater than 70.
Figure 53: Bar charts displaying top slice scores for Individual and Multimodal RF experiments
using individual sets of features.
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Figure 54: Individual sequence Dice Scores using Extreme Learning Machine Classifier applied on
Individual feature sets using leaveout patient datasets T2 MRI sequence.
Figure 55: Bar charts displaying binned distributions of slice accuracies for Individual ELM exper-
iments using individual feature extraction techniques. Red represents the number of slices within
a volume scoring greater than 70.
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Figure 56: Bar charts displaying top slice scores for Individual and Multimodal ELM experiments
using individual sets of features.
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5.4.4 Multiple Sclerosis Lesion Segmentation Images
The following section presents a range of Binary Images predicted using both Individually trained
and Multimodal Machine Learning Models.
Two patients are selected, p01c1 and p08c1. Patient p01c1 is included owing to the larger Lesion
sizes, and overall success in classification, while p08c1 is included owing to the significantly lower
Lesion Load to indicate potential failings in this research which are discussed in section 6.2.1.
Segmentation’s for p01c1 slice number 113 using First Order Statistics are shown in fig. 57 for
Machine Learning Models trained on T2 MRI data only, and fig. 58 for Machine Learning Models
trained on Multimodal MRI data. The same setting but using grey level run length statistics are
shown in figure appendix C fig. 89a for Individual models and appendix C fig. 89b for Multimodal
models. Classification using Haralick Texture features on p01c1 slice 113 and Individual models
are shown in appendix C fig. 90a and Multimodal models in appendix C fig. 90b. Histogram
of Oriented Gradients are shown in appendix C fig. 91a for Individual and appendix C fig. 91b
for Multimodal. Finally, Local Binary Pattern T2 segmentations of p01c1 slice 113 are shown in
appendix C fig. 92a for Individual T2 models and appendix C fig. 92b for Multimodal machine
learning models.
Segmentations for p08c1 slice number 73 using First Order Statistics are shown in appendix C
fig. 93a for Machine Learning Models trained on T2 MRI data only, and appendix C fig. 93b for
Machine Learning Models trained on Multimodal MRI data. The same setting but using grey level
run length statistics are shown in figure appendix C fig. 94a for Individual models and appendix C
fig. 94b for Multimodal models. Classification using Haralick Texture features on p08c1 slice 73
and Individual models are shown in appendix C fig. 95a and Multimodal models in appendix C
fig. 95b. Histogram of Oriented Gradients are shown in appendix C fig. 96a for Individual and
appendix C fig. 96b for Multimodal. Finally, Local Binary Pattern T2 segmentations of p08c1
slice 73 are shown in appendix C fig. 97a for Individual T2 models and appendix C fig. 97b for
Multimodal machine learning models.
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5.4.5 Cross-sectional Heatmap graphs
Individual feature results for patient dataset p01c1 using all MRI sequences and all Machine Learn-
ing models trained on Individual MRI sequence data are shown in fig. 59 for First Order Statistics,
appendix C fig. 98 for Grey Level Run Lengths, appendix C fig. 100 for Haralick Texture features,
appendix C fig. 102 for Histogram of Oriented Gradients and appendix C fig. 104 for Local Binary
Patterns.
The results of the same experiment using machine learning models trained on Multimodal MRI
data are shown in fig. 60 for First Order Statistics, appendix C fig. 99 for Grey Level Run Lengths,
appendix C fig. 101 for Haralick Texture features, appendix C fig. 103 for Histogram of Oriented
Gradients and appendix C fig. 105 for Local Binary Patterns.
All feature extraction methods exhibit increased classification accuracy towards upper regions of
the main Lesion volume, yet struggle with classification towards the edges. Extreme Learning
Machine and Support Vector Machine using T2 MRI data scores particularly low when using only
First Order Statistics, however, the lowest performance is shown in Local Binary Patterns which
achieve significantly lower results compared to all other feature extraction methods in dataset
p01c1.
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The results for patient dataset p02c1 using Machine Learning models trained on Individual MRI
sequence data are shown in fig. 61 for First Order Statistics, appendix C fig. 106 for Grey Level
Run Lengths, appendix C fig. 108 for Haralick Texture features, appendix C fig. 110 for Histogram
of Oriented Gradients and appendix C fig. 112 for Local Binary Patterns.
The results of the same experiment using models trained on Multimodal MRI data are shown in
fig. 62 for First Order Statistics, appendix C fig. 107 for Grey Level Run Lengths, appendix C
fig. 109 for Haralick Texture features, appendix C fig. 111 for Histogram of Oriented Gradients
and appendix C fig. 113 for Local Binary Patterns.
Dataset p02c1 contains a significant number of missing slices across all feature extraction exper-
iments with large numbers of slices missing across all Lesion volumes. In all figures, the highest
slice scores and most consistent grouping is towards the lower slices within the coronal plane. The
highest slice accuracies are shown using Multimodal Random Forest for T2 and FA sequences when
classifying Histogram of Oriented Gradients appendix C fig. 111, as well as in Random Forest T2,
ELM T2 and ELM FA classification using Local Binary Patterns features only appendix C fig. 113.
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Table 6: Results table for each Feature Extraction technique and Machine Learning Model using
T2 sequence data.
Features Data Model F1 Sensitivity Specificity BER Precision Recall
F
irst
O
rd
er
Individual
SVM 30.19 ± 15.53 62.38 ± 4.17 99.87 ± 0.04 18.87 ± 2.08 21.64 ± 13.71 62.38 ± 4.17
RF 38.26 ± 10.18 64 ± 3.01 99.88 ± 0.04 18.06 ± 1.51 28.19 ± 10.03 64 ± 3.01
ELM 34.72 ± 14.74 60.68 ± 4.49 99.88 ± 0.03 19.72 ± 2.24 26.57 ± 15.77 60.68 ± 4.49
Multimodal
SVM 38.12 ± 13 60.48 ± 4.04 99.89 ± 0.03 19.82 ± 2.01 29.72 ± 14.65 60.48 ± 4.04
RF 42.74 ± 8.96 61.44 ± 3.09 99.89 ± 0.03 19.33 ± 1.54 33.83 ± 11.12 61.44 ± 3.09
ELM 39.26 ± 13.8 58.53 ± 3.75 99.89 ± 0.03 20.79 ± 1.87 31.65 ± 16.22 58.53 ± 3.75
G
L
R
L
Individual
SVM 34.96 ± 11.61 60.09 ± 3.59 99.88 ± 0.04 20.02 ± 1.79 25.71 ± 11.3 60.09 ± 3.59
RF 39.41 ± 8.73 60.46 ± 2.17 99.89 ± 0.04 19.83 ± 1.07 29.96 ± 9.28 60.46 ± 2.17
ELM 36.39 ± 11.4 61.45 ± 2.69 99.88 ± 0.04 19.33 ± 1.34 26.92 ± 11.07 61.45 ± 2.69
Multimodal
SVM 38.4 ± 13.73 59.23 ± 2.34 99.89 ± 0.03 20.44 ± 1.17 30.56 ± 15.94 59.23 ± 2.34
RF 41.47 ± 12.09 59.72 ± 1.16 99.89 ± 0.03 20.19 ± 0.58 33.71 ± 14.83 59.72 ± 1.16
ELM 31.68 ± 12.21 59.81 ± 4.94 99.88 ± 0.04 20.16 ± 2.46 22.52 ± 11.15 59.81 ± 4.94
H
a
ralick
Individual
SVM 42.28 ± 8.42 62.26 ± 3.65 99.89 ± 0.04 18.92 ± 1.82 32.65 ± 9.07 62.26 ± 3.65
RF 43.15 ± 8.99 62.16 ± 3.02 99.89 ± 0.04 18.97 ± 1.5 33.82 ± 10.03 62.16 ± 3.02
ELM 39.37 ± 8.67 62.25 ± 3.35 99.88 ± 0.04 18.93 ± 1.67 29.39 ± 8.7 62.25 ± 3.35
Multimodal
SVM 47.96 ± 8.2 60.41 ± 2.35 99.9 ± 0.03 19.84 ± 1.18 40.52 ± 10.36 60.41 ± 2.35
RF 46.65 ± 8.45 61.15 ± 2.88 99.9 ± 0.03 19.47 ± 1.44 38.52 ± 10.48 61.15 ± 2.88
ELM 48.02 ± 7.76 58.94 ± 2.76 99.91 ± 0.03 20.58 ± 1.38 41.11 ± 9.75 58.94 ± 2.76
H
oG
Individual
SVM 44.2 ± 8.44 62.04 ± 2.21 99.89 ± 0.04 19.03 ± 1.1 35.05 ± 10.01 62.04 ± 2.21
RF 44.26 ± 8.38 61.81 ± 2.65 99.89 ± 0.04 19.15 ± 1.32 35.14 ± 9.85 61.81 ± 2.65
ELM 42.68 ± 8.56 60.9 ± 3.6 99.89 ± 0.04 19.6 ± 1.8 33.44 ± 9.7 60.9 ± 3.6
Multimodal
SVM 31.91 ± 8.37 67.09 ± 2.66 99.87 ± 0.04 16.52 ± 1.33 21.36 ± 6.99 67.09 ± 2.66
RF 48.05 ± 8.3 60.51 ± 2.43 99.9 ± 0.03 19.79 ± 1.21 40.54 ± 10.4 60.51 ± 2.43
ELM 47.39 ± 7.17 60.35 ± 2.7 99.9 ± 0.03 19.88 ± 1.35 39.53 ± 8.85 60.35 ± 2.7
L
B
P
Individual
SVM 3.99 ± 4.32 65.1 ± 29.45 99.84 ± 0.07 10.38 ± 5.63 2.12 ± 2.4 65.1 ± 29.45
RF 36.66 ± 7.5 64.7 ± 3.52 99.88 ± 0.05 17.71 ± 1.76 25.87 ± 6.98 64.7 ± 3.52
ELM 38.11 ± 17.4 63.22 ± 3.46 99.89 ± 0.04 18.44 ± 1.72 30.43 ± 17.22 63.22 ± 3.46
Multimodal
SVM 0 ± 0 0 ± 0 99.83 ± 0.07 0 ± 0 0 ± 0 0 ± 0
RF 0 ± 0 0 ± 0 99.83 ± 0.07 0 ± 0 0 ± 0 0 ± 0
ELM 47.27 ± 6.29 61.04 ± 4.74 99.9 ± 0.03 19.53 ± 2.37 38.79 ± 7.06 61.04 ± 4.74
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6 Discussion
In this research three machine learning models were trained using a Multiple Sclerosis dataset
provided by the University Hospital of Nancy, consisting of seven patient sets comprising five MRI
sequences (Axial Diffusion, Radial Diffusion, Apparent Diffusion Coefficient, Fractional Anisotropy,
T2). These datasets were pre-processed using skull stripping and background removal before
feature extraction. The primary focus of this research was in the development of a Computer
Vision and Classification methodology to understand the underlying Histopathology of MS Lesions
contained within Multimodal MRI volumes.
Three initial experiments were carried out to achieve this aim. In particular, SVM, RF and ELM
classifiers were trained on radiomic feature descriptors which were extracted using First Order
Statistics, Grey Level Run Length statistics, Haralick texture features, Histogram of Oriented
Gradients and Local Binary Patterns.
In the first experiment, LASSO and mRMR feature selection methods were applied to obtain a
subset of features from the global feature set. These were then used to train Machine Learning
models for Individual and Multimodal MRI classification. The second experiment evaluated the
performance of feature groups through the creation of machine learning models trained on features
from single extraction methods such as Haralick texture features. In doing so, the focus was to
develop an understanding as to the classification performance of different features when applied,
independently, to the task of MS Lesion detection in MRI volumes which have undergone a minimal
pre-processing stage.
A significant portion of this research was based upon existing work in the field of Computer Vision
and Machine Learning applications to Medical Imaging. During section 2, a Literature Review
was conducted examining existing research in the application of similar techniques and to provide
the foundation for the methodological underpinning of this work. The Methodology section 3 and
Methods section 4 sections detailed the chosen approach and provided information on the chosen
methods which used to complete this research. Finally, section 5 presented the results of both
experiments carried out during this research.
The first section of the Discussion chapter presents a review of the Results section to understand
whether the aim of this research outlined in section 1.5 has been accomplished. A critical evaluation
in section 6.2 is carried out in reference to existing research in order to understand the validity
of findings and success of this work. Finally, the conclusion section provides an overview of this
research, including future research and recommendations in section 7.
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6.1 Results Review
6.1.1 Training
During sample size calculation of models trained on Individual MRI sequences fig. 9, SVM and
RF classifiers outperform ELM while maintaining a similar accuracy across both LASSO and
mRMR feature selection methods. Extreme Learning machine shows significant instability when
combined with mRMR feature selection compared to all other models, including the ELM classifier
combined with LASSO feature selection. It is difficult to speculate upon the exact reasoning for this
fluctuation in results when identifying a sample size owing to a lack of research in the applications
mRMR and ELM applied to MS. However, examining existing work by (Zhu, Fan, He & Xu 2018)
in which varying numbers of features and hidden neurons are applied, the sensitivity of ELM to
parameter changes may be accountable for the instability of these results.
It should be noted that the sample size for Multimodal data, shown in fig. 19, was set at five
multiplied by the selected Individual sample size of 4000, to account for all 5 MRI sequences. This
sample size was selected owing to the steep increase in performance, followed by a reduction in
classification accuracy afterwards, as shown in fig. 9.
LASSO tuning of Individual MRI sequence fig. 10 and Multimodal MRI sequence fig. 20 experi-
ments found that a value of 70 provided the most consistent increase in accuracy in both Individual
and Multimodal experiments. The ELM once more exhibits fluctuating accuracy, most noticeable
in Multimodal experiments.
A coarse grid search algorithm was applied for model tuning to determine the optimal settings for
each machine learning model. Individual LASSO fig. 11 and mRMR fig. 12 and Multimodal fig. 21
SVM tuning was carried out in line with (Hsu et al. 2003) who suggest an exponentially growing
search space for C and γ performed within k-fold cross-validation. This research reinforces that
finding, as evidenced by the convergence around a C value of 2 from all parameters. This lower
value is desirable in research by (Roy et al. 2013) who advocate the setting of C to 1 for MS Lesion
detection.
SVM converging around a γ value of 2 is significant in terms of the validity of this research. Despite
the adopted minimal pre-processing stage, it is found that the ideal parameters for SVM are close
to those proposed in similar research containing significant data pre-processing.
The final results from the training procedure, which were unexpected lie in the relationship be-
tween Individual and Multimodal training and both feature selection algorithms. Individual fig. 13
results show increased classification accuracy using mRMR feature selection across all five MRI
sequences, while Multimodal fig. 22 results show LASSO with consistently higher accuracy. This
trend is not related to sample size, which shows mostly equal accuracies between both feature
selection methods. Instead, the classification of Multimodal data using LASSO feature selection
and Random Forest may be considerably more successful after tuning the λ parameter compared
to Individual classification post tuning.
130
From the training stage, the final results show that Random Forest achieved the highest accuracy
in both LASSO and mRMR experiments with scores between 83-85%. Furthermore, of all models,
the RF showed the least variance between MRI sequences and individual folds. Extreme Learning
Machine scored the lowest with mean F1 scores below 60% despite good specificity, while SVM
ranked between RF and ELM with scores between 73-75% as shown in table 4.
The ultimate purpose of the training section was to obtain a set of rankings from mRMR and
LASSO algorithms which would be used in Individual and Multimodal experiments during model
training and unseen dataset testing. As shown in fig. 27, the majority of features were selected
from Local Binary Patterns in all cases with the remaining choices coming from First Order and
Grey Level Run Length statistics. Haralick Texture Features were avoided entirely by LASSO and
mRMR algorithms for every MRI sequence.
Speculation as to the exclusion of Haralick Texture Features is based on the spatial resolution of
brain regions belonging to healthy and unhealthy classes. Owing to the lack of normalisation during
pre-processing, information extracted from brain and Lesion regions using this method may not fit
entirely into either class. As such, the feature selection algorithms will find no benefit in selecting
them for inclusion in any feature vector and will instead select features which better represent
a clear divide. A significant portion of research examined during the Literature Review chapter
performed normalisation stages, such as (Tozer et al. 2009), (Loizou et al. 2015) and (Ghribi et al.
2018) who perform Haralick feature extraction after a rigorous pre-processing stage. In these
experiments, the features perform well, indicating the necessity to normalise image volumes when
using GLCM based features.
6.1.2 Experiment 1 – Feature selection Individual and Multimodal
Experiment 1 applied LASSO and mRMR feature selection methods to Individual and Multimodal
MRI data for the creation of SVM, RF and ELM models trained on a subset of features taken from
the global set. This research has found that both LASSO and mRMR feature selection methods are
capable of identify a set of features which describe the underlying pathology of Multiple Sclerosis, as
evidenced by the Individually trained SVM section 5.2.1, RF section 5.2.2, and ELM section 5.2.3,
and Multimodal trained SVM section 5.3.1, RF section 5.3.2, and ELM section 5.3.3 results.
In the examination of the same MRI sequences there existed no correlation in classification perfor-
mance between different patient datasets, and what instead is shown is scans within each patient
dataset performing to a similar standard as all others for that patient. Furthermore, the trend
across all results is that patient datasets containing considerably more Lesion volume are classified
more accurately in all MRI sequences compared to those datasets containing small volume Lesions,
as shown in table 2.
This is in line with the findings of (Sacca` et al. 2018) who report their only misclassification was
in a patient set consisting of the smallest Lesion load. Similar to their findings, the results of
this research found that the only experiments to fail were those using SVM and ELM trained on
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Individual MRI data attempting to classify p02c1, the second smallest patient within the available
dataset. Unlike similar research which advocates the removal of smaller Lesions (Salem et al. 2018),
the focus of this work was to identify all Lesions, especially those consisting of smaller volumes,
owing to their importance in early disease detection (Fartaria et al. 2018).
The exact cause of misclassification is difficult to determine. Patient set p02c1 is the second
smallest dataset based upon Lesion samples and percentage with 0.54% of the brain consisting of
MS Lesion. Dataset p04c1 is the smallest, containing only 0.42% unhealthy samples within the
brain volume.
The ELM achieved the lowest score of all machine learning models, although it should be noted
that the variance of scores was significantly less than SVM and RF in LASSO fig. 32 and mRMR
fig. 67b experiments. Research into the applicability of ELM to texture features describing MS
Lesions is lacking, and this experiment has shown their potential resilience to outliers.
Visualising the success of each model is complex, owing to the sheer number of scans and poten-
tial Lesion examples. Because of this, the Individual section 5.2.4 and Multimodal section 5.3.4
segmentation images display a sample of the common trends which were present throughout all
unseen patient datasets. It was found that all models successfully identified medium to large-sized
Lesion regions but failed for much smaller volume Lesions, as shown in fig. 34 and fig. 69b.
Heatmap results of dataset p06c1 for LASSO fig. 36 and mRMR fig. 37 experiments show increased
classification performance towards the upper section of Lesion regions, highlighting a potential
increase in Lesion load towards this region. Classification has been successful throughout the
entire Lesion region in the identification of slices containing unhealthy tissue samples. This could
translate into clinical applications and operate as an indicator for medical experts to quickly
understand where a Lesion volume may reside.
Looking at Multimodal results of p06c1 in fig. 47 and fig. 46, there is a slight trend in SVM and
ELM performing to a higher standard then Individual SVM and ELM. Random Forest does not
share this trend and instead Individual, and Multimodal results show similar accuracies. This
trend only exists for this patient dataset, and from examining all other heatmap datasets, it is
again clear that both LASSO and mRMR feature vectors are competitive in MS Lesion detection.
T2 classification using mRMR and LASSO feature selection techniques as shown in table 5, found
that models trained on Multimodal MRI data outperformed Individual models in almost every
case, with the exception of mRMR ELM. T2 is the only MRI sequence which exhibits this increase
in performance. The importance of this finding is critical, owing to the primary use of T2 in
clinical settings. When attempting to segment MS Lesion from a T2 scan, it is indicative with
these results, that information from Multimodal MRI sequences is assisting in identifying Lesion
regions more successfully than the same Machine Learning Models trained on Individual MRI data
from T2 scans only.
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The difference between slice accuracies and the overall sporadic nature of the results discussed in
this section indicate significant differences amongst patients and MRI sequences. Deviation exists
in accuracy between each patient dataset, as well as between the MRI sequences within these
datasets. This does not mean that the results are poor or invalid, as evidenced by the successful
identification of Multiple Sclerosis Lesions, it does, however, raise the question of the predictable
performance and generalisation of future scans in relation to the proposed methodology when
analysing new unseen MRI data.
In the evaluation of experiment one, it is clear that the proposed methodology is successful in
understanding Multiple Sclerosis Lesion in medium to larger sized samples. A full analysis of the
successes and limitations of this work is provided in section 6.2. However, the following section
provides an interpretation of the results of experiment two, in which groups of features from each
Feature Extraction method are used to segment MS Lesions.
6.1.3 Experiment 2 – Feature Groups Individual and Multimodal
Experiment 2 trained SVM, RF and ELM models on Individual and Multimodal MRI data taken
from groups of features belonging to each of the implemented feature extraction techniques, out-
lined in section 4.4.5.
Examining the Dice score Boxplots for Individual fig. 48 and Multimodal fig. 83b results, the LBP
descriptors performed poorly in comparison to all others with either complete failures or very low
boxplot ranges. These findings suggest that LBP features should be avoided when attempting MS
segmentation on unnormalized MRI data. This is contrary to the work of Abbasi & Tajeripour
(2017) who suggest LBP features combined with HoG provides excellent description of targeted
brain regions. It is noted that their work incorporated pre-processing for intensity normalisation
and standardisation across MRI sequences before feature extraction.
In comparison, First Order and GLRL statistics classify to a lower standard than Haralick and
HOG features which consistently achieve high Dice scores in Individual experiments. In Multi-
modal classification, the Haralick texture features achieve the highest upper quartile in all but one
experiment (p06c1 First Order) indicating their ability to classify MS Lesion to a higher degree of
accuracy in T2 data.
From the distribution graphs for Individual fig. 84b and Multimodal fig. 49, both experiments
identified a high number of slices with accuracies between 50 and 69. Surprisingly, Individual
SVM classified more slices to a score greater than 70% compared to Multimodal, which achieved
most of these using Haralick texture features and First Order statistics. Furthermore, Haralick
texture features consistently score more slices in the range of 50-60 compared to all other feature
extraction techniques.
Examining the top slice values from feature groups experiments depicted in fig. 50, the maximum
slice scores were classified within the largest patient dataset, p01c1, with HoG achieving 0.79%
using Individual SVM, and Haralick achieving 0.77% using Multimodal SVM. It is noted that in
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previous experiments using LASSO and mRMR that features from Haralick and HoG techniques
were ignored entirely. This point is further discussed in section 6.2.
In comparison to SVM experiments, the RF classifiers Individual fig. 51 and Multimodal fig. 85b re-
sults, successfully identified MS Lesion within all datasets using all feature extraction techniques,
including Local Binary Patterns. Experiments using feature groups cluster as patient datasets,
however, unlike previous experiments it is possible to identify trends amongst feature extraction
methods such as Haralick and HoG features consistently performing well, while First Order statis-
tics and GLRL fluctuate in performance.
The number of top slices is considerably more in the case of Multimodal RF compared to Multi-
modal SVM, and consistency is seen between the two RF figures, highlighting the model’s ability to
classify unseen Individual and Multimodal data to a consistent standard across all feature extrac-
tion techniques. Furthermore, significantly more slices are classified in the range of 0.7 – 0.8%, as
shown in fig. 53, and only two datasets fail to achieve top scores (p02c1 and p08c1). Interestingly,
between each patient dataset and feature extraction method, the top slice score changes, indicating
inconsistency in feature descriptors between patients when using the RF algorithm as SVM tended
towards higher results using Haralick features.
In ELM boxplots for Individual fig. 54 and Multimodal fig. 87b feature group experiments, the
results from Individual experiments group more consistently than Multimodal results, in which
First Order and GLRL results are significantly lower than Haralick, HoG and LBP.
Examining the ELM distribution charts for Individual fig. 55 and Multimodal fig. 88b experiments,
the number of top tier slices between Individual and Multimodal is considerably more when com-
pared with SVM. Furthermore, Multimodal experiments appear to capture a greater number of
slices with dice scores between 50-69 compared to Individual. ELM achieves the highest slice value
of all experiments, using LBP features and Multimodal classification on patient p01c1, achieving
a score of 0.825%, a huge contrast compared to SVM which failed to classify any multimodal LBP
datasets.
Slice segmentations for individual feature groups show that the smallest Lesions are ignored, while
medium to large sized areas are correctly identified. Figure fig. 96a highlights this, with HoG fea-
tures being used in model training and unseen testing. Interestingly, the Multimodal model results
depicted in fig. 96b highlights an attempt at smaller Lesion identification, once more demonstrating
that Multimodal MRI data has the potential to describe smaller T2 regions which may not have
been captured during 5x5 region window feature extraction.
While not achieving the highest accuracy, fig. 95a shows the results of experiments using Haralick
texture features on T2, resulting in a good segmentation despite not achieving the highest accuracy.
The Multimodal case in fig. 95b shows clear region identification of almost all Lesion areas across
each machine learning model.
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LBP features failed for SVM, and it may be the case that unnormalized MRI LBP features are
heavily dependent on the choice of Machine Learning model as both RF and ELM successfully
identified MS Lesions using these features. Contrary to speculation, the ELM classifies to a higher
standard than the RF classifier in these examples.
SVM consistently achieved the lowest classification accuracy of MS Lesion, a finding in line with
the research of (Speiser et al. 2019). The results of this work also reinforce the findings of (Sharma
et al. 2016) who found that low amounts of training data, as is common in MS Lesion segmentation
tasks, and larger feature vectors can significantly impact the classification performance of SVM.
Heatmap graphs for each feature selection method are shown in section 5.4.5 and each set of figures
displays Individual and Multimodal results of every feature extraction method. With the exception
of Local Binary Patterns, each experiment is successful in the two patients shown. In line with
the findings of experiment one, all feature groups classify to a higher degree in regions of greater
Lesion magnitude, as depicted in fig. 103.
Across all heatmaps, the results show increased slice accuracy for regions containing more Lesion
samples. For patient p06c1, this is found to be towards the upper region of the Lesion volume. It
was also found that throughout all experiments, there exists no outright winner between Individual
and Multimodal experiments. Looking at the score table table 6, the highest machine learning
model trained on Individual T2 data was RF with an average F1 score of 44.26±8.38 when trained
with HoG features only. The highest model trained on Multimodal data and used to classify T2 was
again RF and HoG features with a score of 48.05±8.3. The lowest score ignoring LBP features was
Individual First Order experiments using SVM which achieved a volume accuracy of 30.19±15.53.
An unexpected and critical finding was the ELM classifier achieving two of the highest classification
scores across the entire set of leave-out patients in Haralick texture features and Local Binary
Patterns, with respective scores of 48.02±7.76 and 47.27±6.29. In both Individual and Multimodal
experiments, the ELM managed to attain one of the highest volume accuracies where RF and SVM
misclassified entirely in the Multimodal classification of LBP features.
The specificity of all experiments using individual feature groups did not fall below 0.99%, similar
to experiment one using feature selection algorithms, and it was found that the feature descriptors
themselves have proven successful in combination with the chosen machine learning algorithms to
MS Lesion segmentation. There are, however, certain considerations which must be taken into
account when evaluating the success of this research.
6.2 Critical Evaluation
A considerable number of Research Methodologies in MS Lesion Segmentation, as well as wider
Medical Imaging applications, advocate varying pre-processing stages in order to improve the
classification performance of proposed pipelines. The incorporation of unique and contradicting
pre-processing steps results in less generative methods and an overall lack of standardisation in
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clinical application and adoption of developed Medical Imaging systems. A critical step within this
research was the negation of pre-processing involving intensity normalisation and noise removal in
order to treat all MRI volumes as naturally as possible, in line with a clinical setting in which a
medical expert would make a diagnosis.
The results of this research contradict the findings of (Sweeney et al. 2014) who found that the
selection of a classification algorithm is not critical in comparison to the development of a set
of meaningful feature descriptors for MS Lesion descriptions. The findings suggest that careful
consideration should be given to Feature Descriptors, Feature Selection and Classification model
choice when designing an MS Lesion segmentation methodology. In both experiments, it was found
that Machine Learning model selection played a significant role in Classification Accuracy when
examining unnormalized MRI data.
This is evidenced in the results of the comparative analysis between Feature Extraction techniques
in table 5, where it was found that significant performance differences existed between the same
Machine Learning models operating on different sets of features, as well as between each Machine
Learning model operating on the same sets of Features. Furthermore, the choice of Feature Se-
lection method also adds to the complexity of classification success as evidenced in table 5, where
the identified set of 25 features has a significant impact on a Machine Learning Models ability to
identify MS Lesion.
In all experiments carried out within this research, the specificity did not fall below 0.9983, high-
lighting the resilience of this methodology to False Positive classification through meaningful post-
processing. All classification algorithms identified false Lesion regions which required morpholog-
ical post-processing, carried out in line with the suggestions of (Roy et al. 2013). This research
is not susceptible to the common problem of MS segmentation methodologies suffering from high
False Positive rates owing to the similarities between Lesion and normal tissue and inability to
meaningfully separate the two classes.
While the specificity of this work is high, the Sensitivity to MS Lesions falls between 0.58% and
0.67% across all experiments highlighting the necessity for an improved description of unhealthy
tissue regions. A significant portion of reviewed literature proposes methodologies ranging in accu-
racy from 0.40% to 100% and a direct comparison is difficult given the huge variety of segmentation
methodologies and limited available datasets for which to test the generalisation of developed sys-
tems (Danelakis et al. 2018).
Where this research succeeds is in the application of Multimodal Machine Learning model train-
ing using biomarkers extracted from multiple MRI sequences, uncommonly applied to MS Lesion
identification. This is in line with the findings of (Davoudi et al. 2016) who also state that Multi-
modal biomarkers provide more information than Unimodal. The findings of this Thesis advocate
consistently better classification performance in all but one experiment where Multimodal classi-
fication algorithms outperform the same algorithms trained on unimodal MRI data. From table 5
and table 6, it is apparent that when classifying unseen T2 datasets, information from all 5 MRI
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sequences, combined for Multimodal experiments, provides more meaningful description than in-
dividual experiments using T2 data only.
A significant discovery from this research was the classification performance and consistency of the
Extreme Learning Machine classifier, which outperformed the RF algorithm in several instances.
Furthermore, the ELM correctly identified MS Lesion in Multimodal LBP feature group experi-
ments where SVM and RF failed, as well as achieving the highest LBP score in the Individual MRI
sequence version of this experiment. To the best of our knowledge, there is no existing literature
on the application of ELM for texture classification of MS Lesions and these findings represent a
significant possibility for the application of ELM to textural biomarker classification.
While each machine learning model consistently outperformed at least one other, the SVM failed
to yield a winning score in any experiment. In line with existing research, it is speculated that
the imbalanced nature of MS Lesion datasets and lack of training samples is disadvantageous to
SVM classifiers. (Sacca` et al. 2018) provide possible reasoning as to the reduced performance in
SVM compared to RF, stating that their results of SVM and RF performance being comparable
is most likely attributed to their pre-processing stage for denoising and artefact removal. As this
research carries out no such stage, it is speculated that the gap in performance is attributed to
SVM’s disadvantage when presented with larger noisy datasets.
LASSO and mRMR feature selection algorithms were applied during the first set of Individual and
Multimodal experiments for dimensionality reduction from 302 descriptors into a feature vector of
25 elements. The averaged results of all unseen patient datasets are shown in table 5. It was found
that between both Feature Selection results, there existed no clear indication of the best method,
and when analysing the results of feature selection experiments against the second feature groups
experiments, table 6, in certain cases, the use of a single set of feature descriptors outperformed
LASSO and mRMR’s selection from the global feature set.
This finding is significant in terms of the hypothesised outcome from this research which followed
the findings of (Yoo et al. 2018) who found the application of LASSO Feature Selection alongside
RF classification resulted in classification accuracy increase. Our natural assumption was that
both LASSO and mRMR algorithms would correctly identify a subset of descriptors which were
capable of identifying MS Lesion from healthy brain tissue. From the final rankings, fig. 27, and
results of both experiments, it is clear that the identified rankings from Individual MRI sequences
for concatenation and Feature selection in Multimodal experiments yielded a set of descriptors,
capable of describing MS Lesion, but unable to improve the performance over manual feature
grouping.
In the available dataset, the highest resolution image was the clinical T2w, while the more exper-
imental DWI techniques of, AD, ADC, FA and RD scans comprised significantly less information.
The highest performing Feature Extraction technique using Multimodal MRI data was Haralick
texture features captured using an averaged GLCM, as shown in table 6. These features were
also the most consistent across the three machine learning models. A result which reinforces the
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findings of (Mayerhoefer et al. 2009) who suggest that co-occurrence statistics are significantly
more accurate than other texture descriptors when analysing groups of scans comprising varying
resolutions.
Significant research has found that texture descriptors such as Haralick’s Texture Features and
Galloway’s GLRL statistics have been widely applied to Multiple Sclerosis Lesion Segmentation
tasks (Zhang et al. 2008, Michoux et al. 2015, Ghribi et al. 2018). While the application of LASSO
and mRMR feature selection algorithms failed to identify any GLCM features, the second set
of experiments comparing these methods did highlight their robustness to MRI sequences and
different patient datasets.
6.2.1 Limitations
There are several limitations to this research. Firstly, the identified rankings from LASSO and
mRMR algorithms across all 5 MRI sequences shown in table 6 failed to select any of the Haralick
texture features which have proven successful in existing research in MS Lesion detection using
T2w images (Ghribi et al. 2018, Samah et al. 2018). LASSO and mRMR also failed to select any
HoG features which have been found to prove useful when combined with Local Binary Patterns
and Random Forest classification for Brain Tumour detection (Abbasi & Tajeripour 2017), as well
as showing good classification performance in experiment two results.
A critical issue with the experimental setup of this work involves the combination of identified
features from Individual Machine Learning Training, for creation of a Multimodal feature subset
for use in Multimodal training and feature selection. In doing so, a significant portion of MRI
features are excluded during the second feature selection step where they may prove useful as
Multimodal biomarkers.
While the results of the first experiment using Feature selection algorithms fell below hypothesised
expectation, it is critical to note the success of the research owing to the overall classification
performance and ability to segment MS Lesion regions. Furthermore, it is noted that the LASSO
training procedure is correctly implemented owing to the similarities between the selections of both
itself and mRMR, an algorithm which does not require training. It is therefore apparent that any
failure is in the application of these algorithms to biomarkers extracted from unnormalized MRI
data.
The reduced performance in comparison to existing state of the art research in MS Lesion seg-
mentation is attributed to the lack of pre-processing and intensity normalisation of MRI volumes
before feature extraction. Existing literature by (Samah et al. 2018) investigated the level of noise
within MRI volumes and found GLCM and LBP features inherently unstable at higher levels of
noise, a fundamental weakness for this research in which a primary focus was to leave brain re-
gions untouched. This assumption is in line with research by (Brynolfsson et al. 2017), who found
that the use of Haralick Texture features required standardisation in resolution and greyscale for
meaningful description.
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Another area of this research which has affected overall performance is the number of smaller sized
Lesions contained within patient volumes. Smaller Lesions are not fully captured when using a 5x5
region window owing to the combination of boundaries between healthy Brain and unhealthy Lesion
tissue regions. (Garc´ıa-Lorenzo et al. 2013) highlight the importance of taking into consideration
the differing Lesion loads contained within a patient dataset for more accurate results analysis.
During the analysis of unseen classification experiments, these smaller Lesions are misclassified
owing to the blending of regions and unclear groupings between healthy and unhealthy classes.
The problem of Lesion load is negated entirely by (Salem et al. 2018) who remove small Lesions of
less than three voxels from datasets before feature extraction in order to improve the classification
performance of their methodology. This approach, however, is not desirable owing to the missed
opportunity to assist in the diagnosis of early-stage Multiple Sclerosis and disease progression
(Fartaria et al. 2018).
7 Conclusion
The focus of the research was to determine whether qualitative Multimodal feature descriptors
extracted from a database of Multiple Sclerosis patients could correctly categorise Multiple Scle-
rosis Lesions from healthy brain tissue regions, irrespective of the MRI sequences selected for
classification.
Two experiments were implemented, both of which have been outlined in section 4.4. The first of
these applied LASSO and mRMR feature selection to Individual and Multimodal MRI data for
the creation of two sets of Machine Learning models focused on Individual MRI sequence analysis
and Multimodal sequence analysis. Multimodal analysis combined data from all MRI sequences in
order to ascertain whether information from non-clinical sequences could be combined alongside
standard T2 data in order to classify Multiple Sclerosis Lesions in unseen patient datasets.
The second set of experiments took groups of biomarkers from different feature extraction tech-
niques and compared the performance of each of the methods outlined in section 4 in order to
understand which feature extraction technique best describes MS Lesions found in unnormalized
MRI volumes. Both of these experiments created Individual and Multimodal Machine Learning
models for classification of unseen patient datasets.
The results indicate that biomarkers generated from non-clinical MRI sequences such as AD, ADC,
FA and RD provide additional description alongside information extracted from T2 volumes, for use
in Lesion identification and segmentation. Owing to the lack of pre-processing for standardisation
and resolution differences between MRI volumes, this finding suggests that combinations of texture
features extracted from these volumes can contain information useful across a broad range of
scanning sequences, including clinical T2 images.
While the application of feature selection algorithms was successful, the performance increase
was not as impactful as initially predicted and a number of useful descriptors, such as Haralick’s
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texture features and HoG descriptors, were left out of feature vectors generated by the two methods.
Because of this, the initial experiment using feature selection algorithms played less of a role in
answering the research question, and instead a more exhaustive search of the feature space would
have been more appropriately suited.
Where this research exceeds expectations is in the classification performance of the Extreme Learn-
ing Machine, which has yet to be applied to the problem of texture classification of Multimodal MRI
volumes. This work presents ELM’s ability to compete with established RF and SVM classifiers,
as well as outperforming them both in MS Lesion detection during a range of experiments.
This work also presents the ability to understand slice classifications in the context of the structural
locations of MS Lesions in the coronal plane of an MRI image through Heatmap graphing. This
combination of Heatmaps, Lesion structure and Classification accuracy goes a long way in providing
a visually detailed and quick understanding of the algorithmic performance of a methodology.
7.1 Recommendations
To better understand the implications of these results, future studies could focus upon the analysis
of pre-processing techniques as opposed to Machine Learning and Feature Extraction methodolo-
gies. The lack of adoption of developed Computer Systems in the Medical Community relates to
poor generalisation between closed laboratory and clinical settings where a push for top results in
academia can hinder the real-world impact of a developed system. Furthermore, the availability of
datasets representing Multiple Sclerosis is considerably lacking, and a greater pool of labelled data
is necessary across all Medical imaging systems, especially for diseases containing smaller samples
outside of the domain of MS.
Depending upon the desired outcome from future research, the removal of smaller Lesions could
significantly improve the classification success of a study. Within this research, the aim was in the
evaluation of uncommonly applied MRI sequences to MS Lesion identification, as such, smaller
Lesions were left untouched in order to understand whether the combination of all MRI sequences
could identify biomarkers describing these critical areas.
The findings of this research indicate reduced performance improvement in the use of feature
selection algorithms when operating on unnormalized MRI volumes. It is advised that a more
robust feature selection stage is implemented, such as Sequential Forward Selection in which the
best feature is initially identified, followed by the second until n features have been obtained. More
exhaustive approaches such as these offer a detailed and more supervised search of a feature space
compared to automatic and semi-automatic methods, at the cost of computational expense.
7.2 Future work
Following the outcome of this research, the transferability and generalisation of the proposed
methodology must be tested against open-source datasets. This will provide a greater insight
into exact future directions and changes which must be made in order to assist in the clinical
140
adoption of texture-based classification systems. Inline with state-of-the-art research, the sourced
dataset could be used within a CNN methodology to establish how a fully automatic architecture
understands the histopathology of MS Lesion represented in Multimodal MRI data, however, the
number of available datasets once more limits the success of this direction.
During the early stages of this research, a full set of Wavelet transformed images were captured.
These images were not used owing to the complexity of the proposed methodology and time taken
to carry out feature extraction. These images have the potential to describe MS Lesions across all
MRI sequences in a unique manner and could present a new set of biomarkers for use independently
or alongside the existing database of features.
This research has successfully applied established textural descriptors alongside state-of-the-art
classification and feature selection algorithms for the classification and segmentation of Multiple
Sclerosis Lesion in Multimodal MRI data. The results highlight the successful application of the
ELM classifier, which has yet to be applied to MS Lesion in this way, as well as challenging existing
findings regarding the RF and SVM classifier and their reliability.
This work has sought to address a knowledge gap in MS Lesion detection in the classification of
uncommonly applied and unnormalized MRI volumes of Axial Diffusion, Radial Diffusion, Appar-
ent Diffusion Coefficient, Fractional Anisotropy, alongside the clinical T2w volume. It has been
found that these MRI sequences provide combined information which assists in the diagnosis of
MS Lesion when analysing an unseen volume from one of these sequences.
It is hoped that this research provides a useful guide into unnormalized MRI analysis utilising
existing techniques in Computer Vision and Machine Learning, as well as operating as a platform
for future development in MS Lesion detection for diagnosis, monitoring and prognosis.
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Figure 63: (a) Dice score performance for entire MRI volumes using Support Vector Machine
Models trained on Individual MRI sequences and LASSO Feature Selection. (b) As for (a) but
using mRMR feature Selection.
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Figure 64: (a) Bar charts displaying binned distributions of slice accuracies for Individual SVM
experiments using (a) LASSO feature selection and (b) mRMR feature selection methods. Red
represents the number of slices within a volume scoring greater than 70.
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Figure 65: (a) Dice score performance for entire MRI volumes using Random Forest Models trained
on Individual MRI sequences and LASSO Feature Selection. (b) As for (a) but using mRMR feature
Selection.
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Figure 66: (a) Bar charts displaying binned distributions of slice accuracies for Individual RF
experiments using (a) LASSO feature selection and (b) mRMR feature selection methods. Red
represents the number of slices within a volume scoring greater than 70.
163
ll
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
0.0
0.2
0.4
0.6
0.8
Individual Protocol Dice Scores − ELM − Lasso feature selection.
Patient
D
ic
e 
Sc
or
e
AD ADC FA RD T2
p01c1 p02c1 p04c1 p06c1 p07c1 p08c1 p09c1
(a)
l
l
l
l
l
l
l
l
l
l
l
l
l ll l
l
l
l
ll
l
l
l l
l
l l
0.0
0.2
0.4
0.6
0.8
Individual Protocol Dice Scores − ELM − mRMR feature selection.
Patient
D
ic
e 
Sc
or
e
AD ADC FA RD T2
p01c1 p02c1 p04c1 p06c1 p07c1 p08c1 p09c1
(b)
Figure 67: (a) Dice score performance for entire MRI volumes using Extreme Learning Machine
Models trained on Individual MRI sequences and LASSO feature Selection.(b) As for (a) but using
mRMR feature Selection.
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Figure 68: (a) Bar charts displaying binned distributions of slice accuracies for Individual ELM
experiments using (a) LASSO feature selection and (b) mRMR feature selection methods. Red
represents the number of slices within a volume scoring greater than 70.
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Figure 69: (a) Segmentations using all machine learning classifiers trained on AD MRI sequence
and features selected using LASSO feature selection for MS identification of dataset p08c1 AD
sequence on slice 109. (b) Models trained on ADC data only used to predict p04c1 slice 110. Both
using mRMR feature selection.
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(b)
Figure 70: (a) Segmentations using all machine learning classifiers trained on T2 MRI sequence and
features selected using mRMR feature selection for MS identification of dataset p06c1 T2 sequence
on slice 74. (b) Models trained on T2 data only used to predict p06c1 slice 93 with LASSO feature
selection.
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B Results from Unseen Dataset Classification - Multimodal
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Figure 73: (a) Dice score performance for entire MRI volumes using Support Vector Machine
Models trained on Multimodal MRI data and LASSO Feature Selection. (b) As for (a) but using
mRMR feature Selection.
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Figure 74: (a) Bar charts displaying binned distributions of slice accuracies for Multimodal SVM
experiments using (a) LASSO feature selection and (b) mRMR feature selection methods. Red
represents the number of slices within a volume scoring greater than 70.
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Figure 75: (a) Dice score performance for entire MRI volumes using Random Forest Models trained
on Multimodal MRI data and LASSO Feature Selection. (b) As for (a) but using mRMR feature
Selection.
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Figure 76: (a) Bar charts displaying binned distributions of slice accuracy for Multimodal RF
experiments using (a) LASSO feature selection and (b) mRMR feature selection methods. Red
represents the number of slices within a volume scoring greater than 70.
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Figure 77: (a) Dice score performance for entire MRI volumes using Extreme Learning Machine
Models trained on Multimodal MRI data and LASSO feature Selection.(b) As for (a) but using
mRMR feature Selection.
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Figure 78: (a) Bar charts displaying binned distributions of slice accuracies for Multimodal ELM
experiments using (a) LASSO feature selection and (b) mRMR feature selection methods. Red
represents the number of slices within a volume scoring greater than 70.
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Figure 79: (a) Segmentations using all machine learning classifiers trained on Multimodal MRI
data and features selected using mRMR feature selection for MS identification of dataset p02c1 AD
sequence on slice 108. (b) as for (a) but identifying dataset p04c1 slice 110 with mRMR feature
selection.
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Figure 80: (a) Segmentations using all machine learning classifiers trained on Multimodal MRI
data and features selected using mRMR feature selection for MS identification of dataset p06c1
T2 sequence on slice 74. (b) as for (a) but identifying dataset p06c1 slice 93 with LASSO feature
selection.
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C Results from Unseen Dataset Classification - Feature Groups
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l l l
l
l
0.0
0.2
0.4
0.6
0.8
Individual T2 Dice scores − SVM
Patient
D
ic
e 
Sc
or
e
First Order GLRL Haralick HOG LBP
p01c1 p02c1 p04c1 p06c1 p07c1 p08c1 p09c1
(a)
l
l
l l
l
l
ll
l
l
l
l
l
l l
l
0.0
0.2
0.4
0.6
0.8
Multimodal T2 Dice scores − SVM
Patient
D
ic
e 
Sc
or
e
First Order GLRL Haralick HOG LBP
p01c1 p02c1 p04c1 p06c1 p07c1 p08c1 p09c1
(b)
Figure 83: (a) Individual sequence Dice Scores using Support Vector Machine Classifier applied on
Individual feature sets using leaveout patient datasets T2 MRI sequence. (b) As for (a) but using
Multimodal MRI data in classifier training.
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Figure 84: (a) Bar charts displaying binned distributions of slice accuracies for Individual SVM
experiments using individual feature extraction techniques (b) as for a but showing results of SVM
trained using Multimodal MRI data. Red represents the number of slices within a volume scoring
greater than 70.
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(b)
Figure 85: (a) Individual sequence Dice Scores using Random Forest Classifier applied on Individual
feature sets using leaveout patient datasets T2 MRI sequence. (b) As for (a) but using Multimodal
MRI data in classifier training.
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Figure 86: (a) Bar charts displaying binned distributions of slice accuracies for Individual RF
experiments using individual feature extraction techniques (b) as for a but showing results of RF
trained using Multimodal MRI data. Red represents the number of slices within a volume scoring
greater than 70.
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Figure 87: (a) Individual sequence Dice Scores using Extreme Learning Machine Classifier applied
on Individual feature sets using leaveout patient datasets T2 MRI sequence. (b) As for (a) but
using Multimodal MRI data in classifier training.
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Figure 88: (a) Bar charts displaying binned distributions of slice accuracies for Individual ELM
experiments using individual feature extraction techniques (b) as for a but showing results of ELM
trained using Multimodal MRI data. Red represents the number of slices within a volume scoring
greater than 70.
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Figure 89: (a) Individual sequence Segmented regions using all classifiers trained using only Gray
Level Run Length statistics from T2 MRI sequence for unseen segmentation using dataset p01c1
T2 sequence on slice 113. (b) depicts the same slice and dataset but using machine learning models
trained on Multimodal MRI data.
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Figure 90: (a) Individual sequence Segmented regions using all classifiers trained using only Har-
alick Texture statistics from T2 MRI sequence for unseen segmentation using dataset p01c1 T2
sequence on slice 113. (b) depicts the same slice and dataset but using machine learning models
trained on Multimodal MRI data.
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Figure 91: (a) Individual sequence Segmented regions using all classifiers trained on Histogram of
Oriented Gradient statistics from T2 MRI sequence for unseen segmentation using dataset p01c1
T2 sequence on slice 113. (b) depicts the same slice and dataset but using machine learning models
trained on Multimodal MRI data.
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Figure 92: (a) Individual sequence Segmented regions using all classifiers trained using only Local
Binary Pattern statistics from T2 MRI sequence for unseen segmentation using dataset p01c1 T2
sequence on slice 113. (b) depicts the same slice and dataset but using machine learning models
trained on Multimodal MRI data.
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Figure 93: (a) Individual sequence Segmented regions using all classifiers trained using only first-
order statistics from T2 MRI sequence for unseen segmentation using dataset p08c1 T2 sequence
on slice 73. (b) depicts the same slice and dataset but using machine learning models trained on
Multimodal MRI data.
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Figure 94: (a) Individual sequence Segmented regions using all classifiers trained using only Gray
Level Run Length statistics from T2 MRI sequence for unseen segmentation using dataset p08c1
T2 sequence on slice 73. (b) depicts the same slice and dataset but using machine learning models
trained on Multimodal MRI data.
191
(a)
(b)
Figure 95: (a) Individual sequence Segmented regions using all classifiers trained using only Har-
alick Texture statistics from T2 MRI sequence for unseen segmentation using dataset p08c1 T2
sequence on slice 73. (b) depicts the same slice and dataset but using machine learning models
trained on Multimodal MRI data.
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Figure 96: (a) Individual sequence Segmented regions using all classifiers trained on Histogram of
Oriented Gradient statistics from T2 MRI sequence for unseen segmentation using dataset p08c1
T2 sequence on slice 73. (b) depicts the same slice and dataset but using machine learning models
trained on Multimodal MRI data.
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Figure 97: (a) Individual sequence Segmented regions using all classifiers trained using only Local
Binary Pattern statistics from T2 MRI sequence for unseen segmentation using dataset p08c1 T2
sequence on slice 73. (b) depicts the same slice and dataset but using machine learning models
trained on Multimodal MRI data.
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Figure 98: Cross sectional graph for p01c1 using Machine Learning models trained on Individual
sequence Grey Level Run Length MRI data.
Figure 99: Cross sectional graph for p01c1 using Machine Learning models trained on Multimodal
Grey Level Run Length.
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Figure 100: Cross sectional graph for p01c1 using Machine Learning models trained on Individual
sequence Haralick Texture Feature MRI data.
Figure 101: Cross sectional graph for p01c1 using Machine Learning models trained on Multimodal
Haralick Texture Feature MRI data.
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Figure 102: Cross sectional graph for p01c1 using Machine Learning models trained on Individual
sequence Histogram of Oriented Gradient MRI data.
Figure 103: Cross sectional graph for p01c1 using Machine Learning models trained on Multimodal
Histogram of Oriented Gradient MRI data.
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Figure 104: Cross sectional graph for p01c1 using Machine Learning models trained on Individual
sequence Local Binary Pattern MRI data.
Figure 105: Cross sectional graph for p01c1 using Machine Learning models trained on Multimodal
Local Binary Pattern MRI data.
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Figure 106: Cross sectional graph for p02c1 using Machine Learning models trained on Individual
sequence Grey Level Run Length MRI data.
Figure 107: Cross sectional graph for p02c1 using Machine Learning models trained on Multimodal
Grey Level Run Length MRI data.
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Figure 108: Cross sectional graph for p02c1 using Machine Learning models trained on Individual
sequence Haralick Texture MRI data.
Figure 109: Cross sectional graph for p02c1 using Machine Learning models trained on Multimodal
Haralick Texture MRI data.
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Figure 110: Cross sectional graph for p02c1 using Machine Learning models trained on Individual
sequence Histogram of Oriented Gradient Texture MRI data.
Figure 111: Cross sectional graph for p02c1 using Machine Learning models trained on Multimodal
Histogram of Oriented Gradient Texture MRI data.
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Figure 112: Cross sectional graph for p02c1 using Machine Learning models trained on Individual
sequence Local Binary Pattern MRI data.
Figure 113: Cross sectional graph for p02c1 using Machine Learning models trained on Multimodal
Local Binary Pattern MRI data.
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D Results from DWI protocols
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Table 11: Results table for each Feature Extraction technique and Machine Learning Model using
AD protocol data.
Features Data Model F1 Sensitivity Specificity BER Precision Recall
F
irst
O
rd
er
Individual
SVM 40.73 ± 11.61 62.18 ± 1.8 99.89 ± 0.04 18.96 ± 0.9 31.72 ± 12.7 62.18 ± 1.8
RF 42.12 ± 9.72 63.48 ± 2.08 99.89 ± 0.04 18.32 ± 1.03 32.43 ± 10.69 63.48 ± 2.08
ELM 40.27 ± 12.2 61.52 ± 2.34 99.89 ± 0.03 19.29 ± 1.16 31.66 ± 13.75 61.52 ± 2.34
Multimodal
SVM 40.42 ± 12.15 62.23 ± 2.78 99.89 ± 0.04 18.94 ± 1.39 31.5 ± 13.49 62.23 ± 2.78
RF 40.41 ± 10.55 64.64 ± 1.58 99.89 ± 0.04 17.74 ± 0.78 30.42 ± 10.95 64.64 ± 1.58
ELM 29.69 ± 11.26 65.62 ± 3.46 99.87 ± 0.04 17.25 ± 1.73 20.18 ± 9.85 65.62 ± 3.46
G
L
R
L
Individual
SVM 36.03 ± 11.67 60.96 ± 3.05 99.88 ± 0.04 19.58 ± 1.52 26.7 ± 11.52 60.96 ± 3.05
RF 39.15 ± 10.29 61.1 ± 2.49 99.89 ± 0.03 19.51 ± 1.24 29.79 ± 10.89 61.1 ± 2.49
ELM 37.25 ± 10.57 61.63 ± 2.91 99.88 ± 0.04 19.25 ± 1.45 27.72 ± 10.92 61.63 ± 2.91
Multimodal
SVM 40.28 ± 10.7 62.2 ± 2.81 99.89 ± 0.04 18.96 ± 1.4 30.94 ± 11.8 62.2 ± 2.81
RF 36.95 ± 11.44 61 ± 2.73 99.88 ± 0.04 19.56 ± 1.36 27.59 ± 11.49 61 ± 2.73
ELM 34.81 ± 11.9 61.49 ± 3.56 99.88 ± 0.04 19.31 ± 1.77 25.39 ± 11.49 61.49 ± 3.56
H
aralick
Individual
SVM 42.18 ± 10.7 62.69 ± 2.69 99.89 ± 0.04 18.71 ± 1.34 32.98 ± 11.64 62.69 ± 2.69
RF 42.41 ± 10.47 62.51 ± 3.01 99.89 ± 0.04 18.8 ± 1.5 33.23 ± 11.65 62.51 ± 3.01
ELM 38.59 ± 12.66 63.57 ± 2.44 99.88 ± 0.04 18.27 ± 1.22 29.15 ± 12.48 63.57 ± 2.44
Multimodal
SVM 43.11 ± 10.39 62.21 ± 2.56 99.89 ± 0.04 18.95 ± 1.27 34.19 ± 11.99 62.21 ± 2.56
RF 41.02 ± 10.48 63.4 ± 3.27 99.89 ± 0.04 18.36 ± 1.63 31.28 ± 10.89 63.4 ± 3.27
ELM 38.7 ± 12.67 61.93 ± 2.33 99.89 ± 0.04 19.09 ± 1.16 29.63 ± 13.12 61.93 ± 2.33
H
oG
Individual
SVM 44.28 ± 8.5 62.01 ± 2.84 99.89 ± 0.04 19.05 ± 1.41 35.2 ± 10.12 62.01 ± 2.84
RF 44.53 ± 7.98 61.86 ± 2.84 99.89 ± 0.04 19.12 ± 1.41 35.44 ± 9.55 61.86 ± 2.84
ELM 42.59 ± 6.87 61.85 ± 2.44 99.89 ± 0.04 19.13 ± 1.21 32.92 ± 7.66 61.85 ± 2.44
Multimodal
SVM 26.68 ± 11.16 68.22 ± 7.93 99.86 ± 0.05 15.96 ± 3.97 17.04 ± 8.41 68.22 ± 7.93
RF 44.16 ± 8.18 61.95 ± 2.82 99.89 ± 0.04 19.08 ± 1.4 34.95 ± 9.56 61.95 ± 2.82
ELM 42.98 ± 7.51 61.41 ± 3.1 99.89 ± 0.04 19.35 ± 1.54 33.59 ± 8.58 61.41 ± 3.1
L
B
P
Individual
SVM 0.71 ± 1.22 16.56 ± 28.46 99.83 ± 0.07 6.02 ± 10.4 0.36 ± 0.62 16.56 ± 28.46
RF 37.65 ± 5.74 64.97 ± 4.43 99.88 ± 0.05 17.57 ± 2.21 26.71 ± 5.32 64.97 ± 4.43
ELM 40.18 ± 11.83 62.85 ± 3.71 99.89 ± 0.04 18.63 ± 1.86 30.77 ± 11.66 62.85 ± 3.71
Multimodal
SVM 0 ± 0 0 ± 0 99.83 ± 0.07 0 ± 0 0 ± 0 0 ± 0
RF 0 ± 0 0 ± 0 99.83 ± 0.07 0 ± 0 0 ± 0 0 ± 0
ELM 44.04 ± 7.39 61 ± 3.22 99.89 ± 0.04 19.56 ± 1.6 35.02 ± 8.85 61 ± 3.22
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Table 12: Results table for each Feature Extraction technique and Machine Learning Model using
ADC protocol data.
Features Data Model F1 Sensitivity Specificity BER Precision Recall
F
irst
O
rd
er
Individual
SVM 40.83 ± 10.04 62.73 ± 1.71 99.89 ± 0.04 18.69 ± 0.87 31.46 ± 11.3 62.73 ± 1.71
RF 42.88 ± 9.74 63.28 ± 1.86 99.89 ± 0.04 18.41 ± 0.92 33.58 ± 11.22 63.28 ± 1.86
ELM 40.86 ± 10.91 62.24 ± 1.18 99.89 ± 0.04 18.93 ± 0.59 31.86 ± 12.54 62.24 ± 1.18
Multimodal
SVM 40.17 ± 9.11 63.49 ± 1.96 99.89 ± 0.04 18.31 ± 0.98 30.26 ± 9.66 63.49 ± 1.96
RF 41.23 ± 11.95 63.24 ± 1.82 99.89 ± 0.04 18.43 ± 0.91 32 ± 12.79 63.24 ± 1.82
ELM 42.02 ± 10.85 61.7 ± 3.18 99.89 ± 0.04 19.21 ± 1.59 33.11 ± 12.28 61.7 ± 3.18
G
L
R
L
Individual
SVM 37.34 ± 11.29 60.82 ± 3.38 99.88 ± 0.04 19.65 ± 1.68 28.04 ± 11.57 60.82 ± 3.38
RF 40.85 ± 10.42 61.1 ± 3.03 99.89 ± 0.04 19.51 ± 1.51 31.72 ± 11.4 61.1 ± 3.03
ELM 36.51 ± 10.63 60.5 ± 3.19 99.88 ± 0.04 19.81 ± 1.59 26.99 ± 10.5 60.5 ± 3.19
Multimodal
SVM 37.45 ± 10.72 61.43 ± 2.8 99.88 ± 0.04 19.34 ± 1.4 27.99 ± 11.21 61.43 ± 2.8
RF 40.88 ± 9.65 61.33 ± 2.21 99.89 ± 0.04 19.39 ± 1.1 31.64 ± 10.71 61.33 ± 2.21
ELM 32.4 ± 10.99 60.34 ± 4.75 99.88 ± 0.03 19.89 ± 2.36 22.99 ± 10.49 60.34 ± 4.75
H
aralick
Individual
SVM 41.94 ± 10.76 62.79 ± 2.36 99.89 ± 0.04 18.66 ± 1.17 32.77 ± 12.37 62.79 ± 2.36
RF 42.95 ± 10.04 62.35 ± 2.33 99.89 ± 0.04 18.88 ± 1.15 33.87 ± 11.66 62.35 ± 2.33
ELM 41.14 ± 10.03 63.46 ± 2.89 99.89 ± 0.04 18.32 ± 1.44 31.52 ± 11.28 63.46 ± 2.89
Multimodal
SVM 43.59 ± 8.85 62.7 ± 2.19 99.89 ± 0.04 18.7 ± 1.08 34.3 ± 10.54 62.7 ± 2.19
RF 43.53 ± 9.15 63.53 ± 2.54 99.89 ± 0.04 18.29 ± 1.26 34.02 ± 10.65 63.53 ± 2.54
ELM 40.03 ± 10.11 63.76 ± 3.6 99.89 ± 0.04 18.18 ± 1.8 30.18 ± 10.73 63.76 ± 3.6
H
oG
Individual
SVM 44.37 ± 8.2 61.84 ± 2.89 99.89 ± 0.04 19.13 ± 1.44 35.32 ± 9.78 61.84 ± 2.89
RF 43.91 ± 8.4 61.39 ± 2.7 99.89 ± 0.04 19.36 ± 1.34 34.95 ± 10.09 61.39 ± 2.7
ELM 44.42 ± 7.96 61.07 ± 2.95 99.89 ± 0.04 19.52 ± 1.47 35.63 ± 9.96 61.07 ± 2.95
Multimodal
SVM 23.89 ± 9.48 69.87 ± 5.53 99.86 ± 0.06 15.14 ± 2.77 14.74 ± 6.97 69.87 ± 5.53
RF 43.93 ± 8.36 62.44 ± 2.52 99.89 ± 0.04 18.83 ± 1.25 34.62 ± 9.89 62.44 ± 2.52
ELM 42.59 ± 8.83 61.65 ± 3.64 99.89 ± 0.04 19.23 ± 1.82 33.27 ± 10.25 61.65 ± 3.64
L
B
P
Individual
SVM 0.89 ± 1.65 22.33 ± 38.15 99.83 ± 0.07 3.15 ± 5.4 0.45 ± 0.85 22.33 ± 38.15
RF 37.72 ± 6.89 64.07 ± 4.58 99.88 ± 0.05 18.02 ± 2.28 27.12 ± 6.75 64.07 ± 4.58
ELM 34.99 ± 13.77 64.17 ± 4.17 99.88 ± 0.05 17.98 ± 2.07 25.69 ± 11.86 64.17 ± 4.17
Multimodal
SVM 0 ± 0 0 ± 0 99.83 ± 0.07 0 ± 0 0 ± 0 0 ± 0
RF 0 ± 0 0 ± 0 99.83 ± 0.07 0 ± 0 0 ± 0 0 ± 0
ELM 43.28 ± 7.59 62.96 ± 4.26 99.89 ± 0.04 18.58 ± 2.13 33.6 ± 8.43 62.96 ± 4.26
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Table 13: Results table for each Feature Extraction technique and Machine Learning Model using
FA protocol data.
Features Data Model F1 Sensitivity Specificity BER Precision Recall
F
irst
O
rd
er
Individual
SVM 39.49 ± 13.75 61.28 ± 3.21 99.89 ± 0.04 19.42 ± 1.6 30.95 ± 13.71 61.28 ± 3.21
RF 42.36 ± 11.18 62.65 ± 3.38 99.89 ± 0.04 18.73 ± 1.68 33.52 ± 12.64 62.65 ± 3.38
ELM 40.42 ± 13.76 61.09 ± 4.37 99.89 ± 0.04 19.51 ± 2.18 31.92 ± 13.7 61.09 ± 4.37
Multimodal
SVM 44.13 ± 14.18 59.79 ± 2.44 99.9 ± 0.03 20.15 ± 1.22 37.3 ± 15.22 59.79 ± 2.44
RF 46.17 ± 11.18 60.87 ± 2.29 99.9 ± 0.03 19.61 ± 1.14 38.85 ± 13.09 60.87 ± 2.29
ELM 41.95 ± 14.72 60.61 ± 3.49 99.89 ± 0.03 19.75 ± 1.74 34.05 ± 14.14 60.61 ± 3.49
G
L
R
L
Individual
SVM 36.25 ± 13.07 60.9 ± 4.29 99.88 ± 0.04 19.61 ± 2.14 27.12 ± 12.5 60.9 ± 4.29
RF 40.75 ± 11.19 61.2 ± 2.99 99.89 ± 0.04 19.46 ± 1.49 31.74 ± 12.03 61.2 ± 2.99
ELM 35.76 ± 10.85 60.12 ± 3.98 99.88 ± 0.04 20 ± 1.98 26.46 ± 11.03 60.12 ± 3.98
Multimodal
SVM 37.97 ± 14.53 59.61 ± 4.41 99.89 ± 0.03 20.25 ± 2.2 29.97 ± 15.96 59.61 ± 4.41
RF 42.63 ± 11.96 60.75 ± 2 99.9 ± 0.03 19.68 ± 1 34.71 ± 14.53 60.75 ± 2
ELM 30.23 ± 10.83 60.34 ± 4.84 99.87 ± 0.04 19.9 ± 2.4 20.98 ± 9.86 60.34 ± 4.84
H
aralick
Individual
SVM 43.07 ± 9.06 61.5 ± 3.2 99.89 ± 0.04 19.3 ± 1.59 34.25 ± 10.99 61.5 ± 3.2
RF 43.09 ± 11.02 62.47 ± 3.11 99.89 ± 0.04 18.82 ± 1.55 34.36 ± 12.44 62.47 ± 3.11
ELM 44.89 ± 8.68 61.25 ± 3.26 99.9 ± 0.04 19.42 ± 1.62 36.43 ± 10.56 61.25 ± 3.26
Multimodal
SVM 48.61 ± 9.1 59.91 ± 1.85 99.91 ± 0.03 20.09 ± 0.92 41.95 ± 11.55 59.91 ± 1.85
RF 46.7 ± 10.27 59.82 ± 1.64 99.9 ± 0.03 20.14 ± 0.82 39.65 ± 12.4 59.82 ± 1.64
ELM 22.24 ± 20.34 53.69 ± 24.35 99.86 ± 0.04 16.07 ± 7.63 15.86 ± 16.52 53.69 ± 24.35
H
oG
Individual
SVM 44.28 ± 8.37 61.97 ± 2.83 99.89 ± 0.04 19.07 ± 1.41 35.13 ± 9.81 61.97 ± 2.83
RF 44.31 ± 8.74 62.75 ± 3.11 99.89 ± 0.04 18.68 ± 1.55 34.94 ± 10.16 62.75 ± 3.11
ELM 43.41 ± 7.88 62.08 ± 2.85 99.89 ± 0.04 19.01 ± 1.42 33.94 ± 9.01 62.08 ± 2.85
Multimodal
SVM 34.11 ± 12.09 66.02 ± 3.73 99.87 ± 0.05 17.05 ± 1.87 23.87 ± 11.07 66.02 ± 3.73
RF 48.54 ± 7.76 60.6 ± 2.09 99.9 ± 0.03 19.75 ± 1.04 41.16 ± 10.12 60.6 ± 2.09
ELM 48.28 ± 7.2 60.26 ± 2.97 99.9 ± 0.03 19.92 ± 1.48 40.73 ± 8.8 60.26 ± 2.97
L
B
P
Individual
SVM 1.93 ± 2.15 52.3 ± 38.3 99.83 ± 0.07 9.62 ± 9.53 0.99 ± 1.12 52.3 ± 38.3
RF 36.13 ± 9.04 66.83 ± 2.84 99.88 ± 0.05 16.65 ± 1.41 25.48 ± 9.1 66.83 ± 2.84
ELM 43.65 ± 6.61 61.46 ± 3.08 99.89 ± 0.04 19.32 ± 1.53 34.25 ± 7.87 61.46 ± 3.08
Multimodal
SVM 0 ± 0 0 ± 0 99.83 ± 0.07 0 ± 0 0 ± 0 0 ± 0
RF 0 ± 0 0 ± 0 99.83 ± 0.07 0 ± 0 0 ± 0 0 ± 0
ELM 45.66 ± 8.33 59.86 ± 2.83 99.9 ± 0.04 20.12 ± 1.41 37.71 ± 10.26 59.86 ± 2.83
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Table 14: Results table for each Feature Extraction technique and Machine Learning Model using
RD protocol data.
Features Data Model F1 Sensitivity Specificity BER Precision Recall
F
irst
O
rd
er
Individual
SVM 40.22 ± 11.17 62.14 ± 2.28 99.89 ± 0.04 18.98 ± 1.14 31.13 ± 12.17 62.14 ± 2.28
RF 41.47 ± 10.41 63.65 ± 2.23 99.89 ± 0.04 18.23 ± 1.11 31.83 ± 11.39 63.65 ± 2.23
ELM 40.22 ± 11.35 61.41 ± 2.44 99.89 ± 0.03 19.35 ± 1.21 31.33 ± 12.67 61.41 ± 2.44
Multimodal
SVM 44.56 ± 10.63 60.42 ± 2.45 99.9 ± 0.03 19.84 ± 1.23 36.72 ± 13.52 60.42 ± 2.45
RF 45.24 ± 10.24 62.75 ± 1.48 99.9 ± 0.03 18.68 ± 0.74 36.56 ± 11.83 62.75 ± 1.48
ELM 35.28 ± 20.96 52.83 ± 23.59 99.89 ± 0.03 16.49 ± 7.5 29 ± 20.3 52.83 ± 23.59
G
L
R
L
Individual
SVM 35.76 ± 12.56 60.4 ± 3.36 99.88 ± 0.04 19.86 ± 1.68 26.67 ± 12.22 60.4 ± 3.36
RF 39.5 ± 10.51 60.86 ± 2.85 99.89 ± 0.04 19.62 ± 1.42 30.25 ± 10.97 60.86 ± 2.85
ELM 38.4 ± 10.78 61.27 ± 3.49 99.89 ± 0.03 19.42 ± 1.74 28.92 ± 10.98 61.27 ± 3.49
Multimodal
SVM 42.03 ± 12.71 61.14 ± 2.47 99.89 ± 0.03 19.48 ± 1.23 34.14 ± 15.53 61.14 ± 2.47
RF 38.75 ± 13.68 59.95 ± 1.92 99.89 ± 0.03 20.08 ± 0.97 30.76 ± 15.68 59.95 ± 1.92
ELM 35.66 ± 13.59 61.56 ± 3.57 99.88 ± 0.04 19.28 ± 1.78 26.63 ± 13.42 61.56 ± 3.57
H
aralick
Individual
SVM 42.55 ± 10.24 62.77 ± 2.18 99.89 ± 0.04 18.67 ± 1.08 33.21 ± 11.25 62.77 ± 2.18
RF 43.01 ± 9.6 62.69 ± 2.63 99.89 ± 0.04 18.71 ± 1.31 33.65 ± 10.63 62.69 ± 2.63
ELM 39.37 ± 13.65 62.45 ± 2.64 99.89 ± 0.04 18.83 ± 1.31 30.6 ± 14.77 62.45 ± 2.64
Multimodal
SVM 47.7 ± 9.68 60.32 ± 2.33 99.9 ± 0.03 19.89 ± 1.16 40.55 ± 12.14 60.32 ± 2.33
RF 45.97 ± 9.64 62.02 ± 2.75 99.9 ± 0.03 19.04 ± 1.37 37.4 ± 10.98 62.02 ± 2.75
ELM 42.45 ± 12.29 60.73 ± 3.23 99.89 ± 0.03 19.69 ± 1.62 33.89 ± 12.69 60.73 ± 3.23
H
oG
Individual
SVM 44.4 ± 8.08 62.3 ± 2.71 99.89 ± 0.04 18.9 ± 1.34 35.2 ± 9.7 62.3 ± 2.71
RF 44.16 ± 8.19 61.69 ± 2.83 99.89 ± 0.04 19.21 ± 1.4 35.11 ± 9.9 61.69 ± 2.83
ELM 43.03 ± 7.28 62.46 ± 3.97 99.89 ± 0.04 18.82 ± 1.98 33.32 ± 8.21 62.46 ± 3.97
Multimodal
SVM 30.64 ± 10.74 67.83 ± 6 99.87 ± 0.05 16.15 ± 3.01 20.27 ± 8.42 67.83 ± 6
RF 48.73 ± 7.72 60.09 ± 2.3 99.91 ± 0.03 20 ± 1.14 41.63 ± 9.92 60.09 ± 2.3
ELM 47.65 ± 7.17 60.09 ± 3.52 99.9 ± 0.03 20.01 ± 1.76 39.87 ± 8.6 60.09 ± 3.52
L
B
P
Individual
SVM 1.22 ± 1.81 30.8 ± 40.49 99.83 ± 0.07 6.06 ± 9.88 0.63 ± 0.94 30.8 ± 40.49
RF 38.74 ± 5.62 64.68 ± 5.22 99.88 ± 0.05 17.72 ± 2.61 27.91 ± 5.32 64.68 ± 5.22
ELM 42.68 ± 7.68 62.61 ± 3.51 99.89 ± 0.04 18.75 ± 1.75 33.03 ± 8.8 62.61 ± 3.51
Multimodal
SVM 0 ± 0 0 ± 0 99.83 ± 0.07 0 ± 0 0 ± 0 0 ± 0
RF 0 ± 0 0 ± 0 99.83 ± 0.07 0 ± 0 0 ± 0 0 ± 0
ELM 48.61 ± 6 60.05 ± 3.44 99.9 ± 0.03 20.02 ± 1.72 41.07 ± 7.17 60.05 ± 3.44
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