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Acquisition of seismic data is one of the most crucial step in the seismic explo-
ration. Once acquired, the data is abundant, mostly stored in terabytes. Processing
of such large amounts of data is expensive; hence, it requires time and lots of re-
sources. Therefore, techniques that can acquire high resolution data of the Earth’s
subsurfaces, but with few samples, are needed. In this thesis, one such technique,
known as compressive sensing, is investigated for different seismic applications.
Radon transform is used as sparsifying transform for the compressive sensing. By
utilizing the compressive sensing and different variants of Radon transform, new
techniques for first arrival picking, multiple reflection removal, seismic deconvo-
lution, reconstruction of missing traces and classification of seismic events are
presented. The proposed method are computationally more efficient than the ex-
isting methods and are robust under noisy conditions. The methods were tested on
xii
synthetic and real seismic data set, with different compression levels and various
levels of additive white Gaussian noise. Therefore, since the new methods require
fewer samples and computation time than existing techniques, it is believed that
the proposed methods are an appropriate new addition to the existing compressive
sensing methods for seismic data processing.
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 ﻣﻠﺧص اﻟرﺳﺎﻟﺔ
  
    أرﺑﺎب ﻟطﯾف :اﻟﻛﺎﻣلاﻻﺳم 
  
  ﻧﺣو رواﯾﺔ ﺑﺎراداﯾم ﻣن ﻣﻌﺎﻟﺟﺔ اﻹﺷﺎرات اﻟزﻟزاﻟﯾﺔ :ﻋﻧوان اﻟرﺳﺎﻟﺔ
  
  اﻟﮭﻧدﺳﺔ اﻟﻛﮭرﺑﺎﺋﯾﺔ اﻟﺗﺧﺻص:
  
   4102 ﻣﺎﯾو :ﺗﺎرﯾﺦ اﻟدرﺟﺔ اﻟﻌﻠﻣﯾﺔ
  
ﺑﯾﺎﻧﺎت ﻟا ﻓﻲ اﻟﺗﻧﻘﯾب اﻟزﻟزاﻟﻲ. وﺑﻣﺟرد اﻟﺣﺻول ﻋﻠﯾﮭﺎ ،  اتﺧطواﻟاﻟﺣﺻول ﻋﻠﻰ اﻟﺑﯾﺎﻧﺎت اﻟزﻟزاﻟﯾﺔ ھﻲ واﺣدة ﻣن أھم 
ﻣﻌظﻣﮭﺎ ﻓﻲ ﺗﯾراﺑﺎﯾت . ﻣﻌﺎﻟﺟﺔ ﻣﺛل ھذه اﻟﻛﻣﯾﺎت اﻟﺿﺧﻣﺔ ﻣن اﻟﺑﯾﺎﻧﺎت ﻣﻛﻠﻔﺔ ؛ وﺑﺎﻟﺗﺎﻟﻲ، ﻓﺈﻧﮫ ﯾﺗطﻠب وﻗﺗﺎ  نوﻓﯾرة، ﺗﺧز
اﻟﺣﺻول ﻋﻠﻰ ﺑﯾﺎﻧﺎت ﻋﺎﻟﯾﺔ اﻟدﻗﺔ ﻣن ﺳطوح اﻷرض ،  ﻣن ﺧﻼﻟﮭﺎ واﻟﻛﺛﯾر ﻣن اﻟﻣوارد. وﺑﺎﻟﺗﺎﻟﻲ، اﻟﺗﻘﻧﯾﺎت اﻟﺗﻲ ﯾﻣﻛن
، اﻟﻣﻌروﻓﺔ ﺑﺎﺳم اﻻﺳﺗﺷﻌﺎر ﻋن ﺎتطروﺣﺔ ،  واﺣدة ﻣن ھذه اﻟﺗﻘﻧﯾﻷ. ﻓﻲ ھذه ا ﺿرورﯾﺔ،  ﻘﯾﺎﺳﺎتوﻟﻛن ﻣﻊ ﺑﻌض اﻟ
ﯾﺳﺗﺧدم ﻛﺄﺳﺎس ﻟل ﺗﺣوﯾل اﻻﺳﺗﺷﻌﺎر ﻋن اﻟﺿﻐط . ﻣن ﺧﻼل  اﻟرادون ﺗﺣوﯾل زﻟزاﻟﯾﺔ اﻟﻣﺧﺗﻠﻔﺔ . اﻟﺿﻐط، ﻟﺗطﺑﯾﻘﺎت اﻟ
دة ل ﯾاﻻﺳﺗﻔﺎدة ﻣن اﻻﺳﺗﺷﻌﺎر ﻋن ﺑﻌد و ﻣﺧﺗﻠف اﻟﻣﺗﻐﯾرات اﻟﺿﻐط ﻣن ﻏﺎز اﻟرادون ﺗﺣوﯾل ، ﯾﺗم ﻋرض ﺗﻘﻧﯾﺎت ﺟد
أول ﻗطف ﺻوﻟﮫ، و إزاﻟﺔ اﻧﻌﻛﺎس ﻣﺗﻌددة ، وإﻋﺎدة ﺑﻧﺎء آﺛﺎر اﻟﻣﻔﻘودﯾن وﺗﺻﻧﯾف اﻷﺣداث اﻟزﻟزاﻟﯾﺔ. اﻟطرﯾﻘﺔ اﻟﻣﻘﺗرﺣﺔ 
ھﻲ ﺣﺳﺎﺑﯾﺎ أﻛﺛر ﻛﻔﺎءة ﻣن اﻟطرق اﻟﻘﺎﺋﻣﺔ وﻗوي ﻓﻲ ظل ظروف ﺻﺎﺧﺑﺔ. ﺗم اﺧﺗﺑﺎر اﻷﺳﺎﻟﯾب اﻻﺻطﻧﺎﻋﯾﺔ و اﻟﺣﻘﯾﻘﯾﺔ 
ء اﻟﻣﺿﺎﻓﺔ ﺟﺎوس ﺎت ﺿﻐط ﻣﺧﺗﻠﻔﺔ وﻣﺳﺗوﯾﺎت ﻣﺧﺗﻠﻔﺔ ﻣن اﻟﺿوﺿﺎﻋﻠﻰ ﻣﺟﻣوﻋﺔ اﻟﺑﯾﺎﻧﺎت اﻟزﻟزاﻟﯾﺔ ، ﻣﻊ ﻣﺳﺗوﯾ
ﻌﺗﻘد أن ﯾﺎب اﻟوﻗت ﻣن اﻟﺗﻘﻧﯾﺎت اﻟﻣوﺟودة ،ﺳﺎﻟﯾب ﺟدﯾدة ﺗﺗطﻠب ﻗدرا أﻗل ﻣن اﻟﻌﯾﻧﺎت و ﺣﺳاﻷ ﺑﻣﺎ ان اﻷﺑﯾض. ﻟذﻟك، 
 ﯾﺔزاﻟاﻷﺳﺎﻟﯾب اﻟﻣﻘﺗرﺣﺔ ھﻲ إﺿﺎﻓﺔ ﺟدﯾدة ﻣﻼﺋﻣﺔ ل أﺳﺎﻟﯾب اﻟﺿﻐط اﻻﺳﺗﺷﻌﺎر اﻟﻣوﺟودة ﻟﻣﻌﺎﻟﺟﺔ اﻟﺑﯾﺎﻧﺎت اﻟزﻟ
CHAPTER 1
INTRODUCTION
The consumption of oil and gas is increasing at rapid rate due to, which discovered
reservoirs are diminishing with the passage of time. So not only the exploration
but the accurate exploration of new reservoirs of oil and gas is becoming more
important with the passage of time [1]. The ultimate aim of the seismic exploration
is to obtain accurate information (images) of the earth subsurface so one can
identify the hydrocarbons structure present below the earth surface, without any
expensive /or time consuming drilling.
Seismic data processing plays an important role in achieving this goal [2].
Earth is composed of different layers with different physical properties. The ac-
quired seismic data contain reflections from these different layers [3,4]. By analyz-
ing these layers, geologists, after obtaining the final image of the subsurface, can
predict the likelihood of hydrocarbons existence. Due to the complex geological
conditions, different kinds of reflections are generated. The acquired data has low
resolution due to the presence of noise and unwanted energies (e.g,; multiple re-
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flection and ground roll) from the same layer, which in turn make the processing of
seismic data more difficult.In general, as the complexity of the earth structure of
the concerned area is increased, increasing the resolution and the removal of noise
become more challenging and require more sophisticated processing techniques.
Besides difficulty in identification of primary reflections, one also face difficulties
in the data analysis and interpretation [5].
The most crucial step in seismic exploration is the acquisition of data. Once
acquired, the data is abundant, mostly stored in terabytes [6]. Processing of such
large amounts of data is expensive; hence, it requires time and lots of resources.
Therefore, techniques that can acquire high resolution data of the Earth’s sub-
surfaces, but with few samples, are needed. The ‘curse of dimensionality’ is the
main barricade [7] and is governed by the Nyquist-Shannon theorem. If one is
interested to increase the resolution, he/she has to increase the sampling rate
(number of samples). To bypass the Nyquist–Shannon theorem, there exists a
new nonlinear sampling theory known as Compressive Sensing [8]. This enables
the capture of high resolution signals only using small numbers of measurement-
far less compared to the Nyquist-Shannon theorem [9]. Currently, in almost all
devices, first the data is captured and then it is compressed by throwing away the
non-significant(mainly redundant data) part of the signal. Compressive sensing
takes sampling to another level by combining both of these steps into a step where
the signal can be compressed on the fly. It uses two key concepts: sparseness and
incoherence [11] of the signal in a certain domain. Compressive sensing is effec-
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tive for a particular type of signals that are sparse in nature. The signal can be
sparse in some transform domain. Compressive sensing exploits the fact that all
most all the signals are sparse in some particular domain. The existing acquisition
techniques do not utilize the structure of the seismic data.
The feature, that seismic data is sparse in some specific domain, enables us to
use this new sampling scheme (compressive sensing) for which the sampling rate
depends upon the sparsity of the data. One of the challenges is to identify an
appropriate transform where the signal (seismic data) is sparse. Seismic data is
sparse in curvelets [12] and wave atoms [13]. The curvelet transform, composes
wavefields as a superposition of multi scale, and highly localized waveforms, due
to which we get needle-like curvelets at small scales. It has been shown in [14]
that curvelet transform is suitable for compressing the seismic data, due to their
near invariance under wave propagation. For oscillatory wave fronts, wave atoms
are more suitable.
The generalized Radon transform is the tool that is heavily used in many
application for the image processing [15], medical imaging [16, 17], solution of
mathematical problems [18, 19] and, most importantly in the field of reflection
seismic data processing [20–24]. Radon transform is robust in nature and has
attracted the attention of seismic data processing scientists an engineers during
the last two decades. It is being used for quite some time in different applications
which includes seismic deconvolution [20], multiple removal as discussed in [23,
24, 24–26], first arrival picking or enhancement [21]. There exists three types of
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Radon transform that are used for seismic data processing [27]. These transforms
are the linear Radon transformation (slant-stack), the parabolic Radon transform,
and the hyperbolic Radon transform. The parabolic Radon transform is mostly
used due to its effectiveness as compared the linear Radon transform and low
computational cost [22]. The Radon transform transforms the data from the time-
space domain (t, x) to the linear Radon domain (τ − p) or parabolic or hyperbolic
Radon domain(τ − q). One of the distinct feature of the Radon transform is that
the τ − p and τ − q domains provide the sparse representation of the linear and
parabolic(or hyperbolic) seismic events, respectively [27].
In this thesis, Radon transform [28] is used as an alternate sparsifying trans-
form for reflection seismic data, instead of curvelets and wave-atoms. Radon
transform is robust, easier to compute, a well-established mathematical theory,
and is part of many seismic data processing work-flows. There are faster methods
to evaluate Radon transform, so computationally, it is efficient [22, 29]. These
features make Radon transform, as a sparsifying transform for compressive sens-
ing, a better choice than curvelet transform. Additionally, different application of
compressive sensing to the seismic data are studied. The applications includes in-
terpolation of missing seismic traces, first arrival picking of the seismic refraction
data, classification of different seismic events from the acquired data, deconvolu-
tion of seismic data, and attenuation of multiple reflection attenuation from the
seismic data. Various results will be shown on synthetic and real seismic data and
are compared with compressive sensing methods using state of the art seismic
4
sparse domain, namely, the curvelet domain.
The thesis is structured as follows. Chapter 2 provides a brief information
about the origin, history of compressive sensing and Radon transform. Chapter 3
includes linear Radon transform and how can it be used as a sparsifying transform
for compressive sensing of the seismic data. Various applications of the linear
Radon transform on the seismic data will be shown for the interpolation, first
arrival(break) picking, deconvolution and classification of linear events.
In chapter 4, the use of the parabolic Radon transform as sparsifying trans-
form for the compressive sensing is described. It includes different application of
the proposed formulation on the seismic data. Applications discussed in chapter 4
includes interpolation of non-linear events, deconvolution of seismic data, classifi-
cation of non-linear reflections and attenuation of multiple reflection attenuation
from the seismic data. Concluding remarks of this thesis and future work are
presented in Chapter 5.
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CHAPTER 2
REVIEW OF COMPRESSIVE
SENSING AND GENERALIZED
RADON TRANSFORM
2.1 Introduction
Compressive sensing has attracted many researchers in the field of signal and im-
age processing as well as the field of exploration seismic [7, 30–36]. For the sake
of completion and clarity for the thesis readers, chapter presents a brief review of
compressive sensing and Radon transform. First a brief introduction of the com-
pressive sensing will be provided. Then the basic properties and mathematical
formulation of the compressive sensing is presented. Some applications of com-
pressive sensing and how it is currently being used in seismic data processing, are
also discussed.
6
Afterwards the generalized Radon transform is introduced. This is followed
by the applications, properties and Inversion of Radon transform. Finally, the
application of Radon transforms in seismic signal processing is discussed. For the
linear and parabolic compressed Radon transform refer to chapter 3 and chapter
4, receptively.
2.2 Compressive Sensing
2.2.1 Introduction
The traditional approach for sampling signals or images follow Shannon’s sam-
pling theorem, according to which the sampling rate should be at least twice the
maximum frequency content of the sampled signal, this rate is referred as the
Nyquist rate [37]. This is the basic principle that has been adopted in almost
all the acquisition techniques used in different visual and audio devices, medical
imaging, radio transceivers, etc. [38]. Currently in almost all the devices, first
the data is captured and then it compressed by throwing away the non-significant
part of the signal.
In 2004, Candes accidentally discovered the fact that L1-minimization helps to
fill the blanks of an under-sampled signal(picture) effectively [39]. The recovered
picture was not just slightly better than the original, rather, the picture looks
sharp and perfect in every detail. D.Donoho, E. Candes, J. Romberg, and T.
Tao [8,40–42] are considered as the pioneers of the compressive sensing, also known
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as compressed sensing. Compressive sensing can be used to reduce the amount
of data required at acquisition step. Compressive sensing is highly efficient and
simple protocol for acquisition according to which you can sample the signal at a
low rate(far less than the Nyquist rate) [8].
According to the theory of compressive sensing, the sampling rate does not
depend on the frequency content of the signal but it depends upon the information
content of the signal or the image. A signal or an image with low information
content can be recovered back, without any error, only using small number of
measurements [40]. The logic behind compressive sensing is that if one already
have captured enough samples then increasing the sample rate will not increase
the resolution of the signal. Almost all the real world signals have low information
content [43], where low information content means that the signal of interest is
sparse in nature. Compressed sensing uses the fact that most of the real life signals
have low information content to bypass the Shannon theorem [44].
Compressive sensing currently a hot topic and a plenty of research is under-
going on how one can use this sampling technique in various applications.
Compressive sensing can be used for image compression. In [45], authors
have presented a new camera architecture. It is based on micro-mirror devices.
The comparison between the conventional imaging and compressive imaging is
presented in [46]. More details about the image compression can be found in
[47–50].
Compressive sensing can be used for compression of other data as discussed in
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[51]. Compressive sensing can play a big part in communication as well. It is used
for channel coding in [52], equalization [53, 54], and channel estimation [55–57].
It can also be used to solve inversion problems.
A very important use of compressive sensing can be in the medical field. By
using compressive sensing, some valuable time can be saved in medical imaging
problems. Magnetic resonance angiography is one example of inversion problem,
where wavelet transform can be used for basis as proposed in [58]. Rapid mag-
netic resonance imaging concept is discussed in [59, 60]. It can be used for fast
tomography as presented in [61,62].
The most important use of compressive sensing is for the data acquisition. As
in some situations it is not possible to obtain a lot of samples, like the case of
seismic data, and computationally it could have an enormous impact. In such
cases compressive sensing can help a lot in acquiring the data in a compressed
way.
2.2.2 The Basic Concept of Compressive Sensing
As discussed earlier, compressive sampling is a new technique that enables us to
capture high resolution signals only using small number of measurement, far less
than govern by the Shannon theorem. It is the technique that goes against the
common wisdom in data acquisition and enables one to recover signal with less
samples than the Nyquist. To make this possible, compressive sensing relies on two
principles: sparsity and incoherence of the signal in a particular domains [63,64].
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Sparsity uses the fact that the informational content of the signal might be
much less than suggested by the bandwidth of the signal. Simply,sparsity deals
with the number of non-zero elements in a signal. A signal of size N is said to be
K sparse if it has maximum K non-zero elements. Incoherence covers the duality
between transformed domain and the captured domain (e.g., time and frequency).
If a signal is sparse in time, then it will be spread out in frequency domain or
vice versa. In other words, incoherence is needed to measure the signal in such a
way that the maximum amount of information can be extracted from the signal
by using small amounts of measurement [9]. Mathematical techniques necessary
to implement compressive sensing include the selection of appropriate transforms.
Particularly, l1 optimization is used for the representation of the signal in the
sparse domain. The l1 minimization concentrates the energy of the signal onto a
few non-zero coefficients.
Mathematically, Let g(n) be the seismic data, acquired using traditional sam-
pling techniques. Once acquired, the data contains N uniformly spaced samples
and can be represented as follows:
g(n) =
N∑
i=1
xiψi, (2.1)
where xi are the coefficients sequence of g(n), with ψi as orthonormal basis. To
make the formulation easier the signal g(n) in terms of matrix is as follows:
g = ψx. (2.2)
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For the multiplication to hold the dimension of ψ should be N × N . If ψ is a
sparsifying transform then g(n) is a sparse vector with size N . Let the number of
non zero entries in g be K. In other words, g is a K sparse vector with length N ,
when represented in basis ψ.
As g is K sparse vector, so instead of sampling all the elements of g, the
signal can be recovered by less number of samples, as suggested by the compressive
sensing. Let φ be another basis matrix, known as sensing matrix, with size M×N ,
where M  N . The sampled signal g can be represented in terms of new basis
φ, as follows:
y = φg (2.3)
y = Ax (2.4)
Here A = φψ, sometimes referred as measurement matrix, is a matrix with
dimension M×N . So instead of using ψ for sampling, one can use A for sampling
the signal. To recover the original signal, one have to find the coefficient vector xˆ
by solving the following relation
Axˆ = b (2.5)
where
b = φg (2.6)
Here A, is a rectangular matrix, with less rows than the columns. So A is an
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under-determined system of linear equations, number of unknowns are greater
than the number of equations. Restricted isometric property(RIP) can be utilized
for the perfect reconstruction of the under-sampled data [63] . The sensing matrix
φ, satisfies the RIP, of order, K, if there exists a δK ∈ (0, 1) , such that;
(1− δK)‖x‖22 ≤ ‖φx‖22 ≤ (1 + δK)‖x‖22 (2.7)
The RIP is a sufficient condition for many sparsifying recovery theorem. Besides
RIP the sensing matrix and representation matrix should have incoherence.
µ(φ, ψ) =
√
n× max
1≤K,j≤n
|〈φK .ψj〉| (2.8)
The incoherence lies between
µ(φ, ψ) ∈ [1,√n] (2.9)
If the RIP and incoherence is satisfied then the l1-norm can be used to solve this
ill-conditioned relation (2.5). By using the l1-norm for the reconstruction, the
following model is obtained:
min ‖x‖1subject to Ax = b (2.10)
Once the coefficients are estimated by l1-norm then the original signal can be
12
100 200 300 400 500 600 700 800 900 1000
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
Original Signal, time domain
No. of Samples
100 200 300 400 500 600 700 800 900 1000
0
100
200
300
400
500
600
Frequncy
Original Signal, Discrete Fourier Transform
Figure 2.1: Compressive Sensing Example:(a)the original signal with N=1024
and (b) its sparse frequency representation
recovered by using the following relation
g = ψxˆ (2.11)
An example of a one-dimensional (1D) signal is presented here. The signal
g(t) = cos(2pi20t) + cos(2pi75t), is sampled in time with 1024 samples (N=1024).
The signal and its frequency content is shown in Figure 2.1. From the frequency
response it is evident that the signal is sparse in frequency domain and only has
two frequencies. As the signal is sparse, one can use compressive sensing to acquire
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Figure 2.2: Compressive Sensing Example: (a)the sparse frequency
representation of the signal after traditional sampling N=1024, and (b) the
recovered signal in frequency domain after applying compressive sensing with
M=256
the same signal with far less sample. For this example M=256 is used along with
the discrete cosine transform (DCT) as its sparsifying transform. The recovered
signal and the signal without the compression in frequency response is shown in
Figure 2.2. The signal and recovered signal in time domain is shown in Figure 2.3.
The error between the original signal and the compressed signal is also plotted in
Figure 2.3
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Figure 2.3: Compressive Sensing Example: (a)the original signal after
traditional sampling with N=1024, and (b) the recovered signal in time domain
after applying compressive sensing with M=256 andt he error between (a) and
(b) is plotted in (c)
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2.2.3 Compressive Sensing and Seismic Data Processing
Nowadays most of the acquired data is huge in size. Most of the seismic exploration
techniques depends upon acquisition of data. The existing acquisition techniques
do not utilize the structure of the seismic data. By using compressive sensing, one
can make use of the fact that seismic data is sparse in some particular domain.
This feature enables a new sampling scheme for which the sampling rate depends
upon the sparsity of the data.
The first advancement was the continuous acquisition as instances of com-
pressive sensing and identification of seismic data [31–33]. A lot of progress has
been made in the selection of a sparse transform domain and the random sensing
schemes for the compressive sensing [65]. Curvelet based seismic data processing
was presented in [66]. Seismic data restoration is discussed by Hermann [67] and
Cao [34]. Interpolation of seismic data using compressive sensing and curvelet
is presented in [68–72] . Model for simultaneous acquisition using compressive
sensing is presented in [73]. Separation of multiple using compressive sensing is
discussed by Hermann [74]. Compressive sensing can also be used for marine
data acquisition as discussed in [75,76]. Deconvolution problem of seismic data is
discussed by Saachi in [77].
As discussed earlier, compressive sensing exploits the fact that all most all the
signals are sparse in some particular domain [43]. For example, many captured
signals such as seismic data, medical images, photos, music, can be compressed
by representing them in appropriate basis. When appropriate basis are used then
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most of the coefficients will be zero or almost zero. The biggest challenge is to
find an appropriate transform which can transform the seismic data in sparse
fashion. For the seismic data curvelets and wave atoms are extensively used
[71, 78]. The curvelet transform composes wavefields as superposition of multi
scale and highly localized waveforms. Because of this, one can get needle-like
curvelets at small scales. It has been shown by [14] that curvelet transform is
suitable for compressing the seismic data, due to their near invariance under
wave propagation. For oscillatory wave fronts, wave atoms are more suitable [12].
However, they suffer from high computational cost and suboptimal reconstructed
seismic signal, as will be shown in the upcoming chapters.
2.3 Radon Transform
2.3.1 Introduction
The Radon transform is named after Johann Karl August Radon. He was an
Austrian mathematician who introduced the Radon transform in 1917 [17]. Ini-
tially he only introduced the transform pair (forward as well as inverse transform)
for straight lines. The Radon transform was also introduced without any prac-
tical application. Later Radon also presented the formulas for the transform in
three-dimensions [79]. Now, Radon transform has been generalized for higher-
dimensional Euclidean spaces [28]. Although initially the Radon transform was
introduced without any practical application, the concept of Radon transforms,
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however, led to a Nobel-prize in 1979 for the groundbreaking concept of viewing
organs from outside the body using Tomography [80]. Mathematical theory of
Radon transform was discussed by Deans [81]. Fundamental properties of the
Radon transform examined by Durrani Bisset [17].
Radon transform has been used for many applications, including image re-
construction [15],solution of hyperbolic partial differential equations [18] image
processing , medical imaging [16,17], solution of mathematical problems [19] and,
finally in the field of seismic data processing [20–24].
2.3.2 The Generalized Radon Transform
The generalized Radon transform integrates the data along any curve. It cal-
culates the projections of an image along specified directions. In the case of a
two-dimensional (2-D) function f(x, t), the line integral is considered as the pro-
jection [82]. To represent an image, multiple, projections from different angles are
recorded in Figure 2.4a. Line integral of 2D function f(x, t) in the vertical direc-
tion is known as the projection onto the x-axis. On the other hand, the projection
onto the y-axis, is the line integral in the horizontal direction -see Figure 2.4b.
The generalized Radon transform of f(x, t) is defined as [83]
fˆ(η) =
∫ ∞
−∞
f(x, φ(x; η))dx, (2.12)
η spans the parameter domain.
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(a)
(b)
Figure 2.4: Projection (a) provides the basic concept of projection. Projections
along x,y-axis and different trajectories are shown in (b)
In discrete form, Radon transform is represented as:
fˆ(Ω) =
M−1∑
m=0
f(m,φ(m; Ω)), (2.13)
here Ω spans the parameter domain. Figure 2.5 shows an example of the Radon
transform of a square image shown in Figure 2.5a.
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(a)
(b)
(c)
Figure 2.5: Generalized Radon Transform (a) Original Image (b) Projection 0
degree (c) Radon transform
2.3.3 Properties of Radon transform
Some basic properties of the Radon transform are discussed here for the data
g(x, t) [27]. For the sake of simplicity let η = {p, τ} and g(x, φ(x; η)) = px + τ .
So Radon transform equation 2.12 become
gˆ(p, τ) =
∫ ∞
−∞
g(x, φ(x; px+ τ))dx. (2.14)
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The above equation can also be written in terms of delta function:
gˆ(p, τ) =
∫ ∞
−∞
∫ ∞
−∞
g(x, t)δ(y − px− τ))dxdy.
Linearity
Radon transform is linear [27]. It means that the Radon transform of sum of
function is equal to the sum of Radon transform of individual function. Let h(x, t)
be the sum of the function for which one want to evaluate the Radon transform;
i.e. :
h(x, y) =
∑
i
wigi(x, t). (2.15)
Taking the Radon transform of the previous equation:
hˆ(p, τ) =
∑
i
wi
∫ ∞
−∞
∫ ∞
−∞
gi(x, t)δ(y − px− τ))dxdt
=
∑
i
wigˆi(p, τ)
(2.16)
An example illustrating the linearity of the Radon transform is shown in the Figure
2.6. Figure 2.6 shows the individual Radon transform of g1(x, t) and g2(x, t). On
the other hand, the Figure 2.6c is the Radon transform of the sum of g1(x, t) and
g2(x, t). Both Radon transform are same so the linearity property holds for the
Radon transform.
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(a)
(b)
(c)
Figure 2.6: Linearity Property of Radon Transform: Two separate functions
g1(x, t) and g2(x, t) along with their radon transform are shown in (a) and (b).
In (c) Radon transform for g3(x, t) = g1(x, t) + g2(x, t) is plotted
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Shift
Also the Radon transform holds the shifting property [27]. The slope of the line
cannot be altered by shifting . So in case of shifting a function, the only parameter
that is changed in the Radon domain is the offset parameter.
h(x, t) = g(x− x∗, t− t∗)
hˆ(p, τ) =
∫ ∞
−∞
gi(x− x∗, px+ τ − t∗)dx
=
∫ ∞
−∞
gi(x˜, p(x˜+ x
∗) + τ − t∗)dx˜
= gˆ(p, τ − t∗ + px∗)
(2.17)
Figure 2.7 shows an example of the data in (a) before shifting and its Radon
transform as after causing the line to be shifted by 1 seconds (along with its
transform).
Scaling
A compression in the t direction results in a compression in the time intercept
parameter of the Radon domain. Similarly scaling of the slope will result scaling
in the Radon domain [27].
h(x, t) = g(
x
a
,
t
b
)
23
(a)
(b)
Figure 2.7: Shifting Property of Radon Transform: (b) is the shifted version of
(a)
hˆ(p, τ) =
∫ ∞
−∞
g(
x
a
,
px+ τ
b
)dx
= a
∫ ∞
−∞
g(x˜,
pax˜+ τ
b
)dx
= agˆ(
pa
b
,
τ
b
)
(2.18)
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Figure 2.8 shows an example of the data in (a) before scaling and its Radon
transform. Data after scaling is shown in (b) and (c).
(a)
(b)
Figure 2.8: Scaling Property of Radon transform: Unscaled data is presented in
(a). The scaled version of (a) are shown in (b)and (c)
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2.3.4 Inversion of the Radon transform
Inverse Radon transform is used for the reconstruction of the actual data. The
inverse transform can be obtained by several available techniques but the most
common inversion techniques are the Fourier Slice Theorem and Filtered Back
Projection.
One of the techniques used for the inverse Radon transform is the use of Fourier
Slice theorem. The Fourier Slice Theorem shows that the function g(x, t) can be
reconstructed by taking the 1-D Fourier transform of the Radon transform which
will result in the 2-D Fourier spectrum of g(x, t) [84].
Another technique used for the inverse Radon transform is the filtered back
projection. Filtered back algorithm can be divided into two phases, namely, the
projection and the filtration.
The projection phase is similar to the forward Radon transform. The only
difference is that now the line integrals are projected back onto the plane. As
clear from the Figure 2.10 one can see the shapes in the reconstructed image but
the resolution is very low and the image is blurred. To reduce the blurriness of the
reconstructed image, a high pass filter is applied in the frequency domain. So the
complete procedure is to take the 1-D Discrete Fourier Transform(DFT) of the
sinogram data for each angle,then multiply the obtained result with the high pass
filter, and finally use the inverse DFT to get the original data back from the Radon
domain. The simplest form of high pass filter is a ramp. Applying the ramp filter
significantly improves the quality of the reconstructed image.This Filtered Back
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projection formula for computing the inverse Radon transform implies that the
parameter domain is filtered with the absolute frequency in the t-direction for all
values of x, on the other hand back projection part integrates up along a line [85].
g(x, t) =
∫ ∞
−∞
¯ˆg(p, t− px)dp (2.19)
Equation (2.19) shows the result of the filtered back projection. Figure 2.9b shows
the Radon transform of the -see Fig. 2.9a. Filtered back projection is used to
(a) Original Phantom
Image (b) Radon of Phantom
Figure 2.9: Radon Transform
Figure 2.10: Unfiltered Inverse Radon transform of
2.9a
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get the original image back. Figure 2.10 shows the unfiltered back projection
result. The obtained image is blurred. The Figure 2.11 shows the result after the
(a) 18 Projections (b) 36 Projections (c) 90 Projections
Figure 2.11: Filtered Inverse Radon transform
filtration and with no of projections 18, 36 ,90 respectively.
2.3.5 Radon transform and Seismic Data Processing
For seismic data processing, different approaches have been proposed and applied
including the industry standard Radon transformation, which has attracted the
attention of seismic data processing engineers and scientists during the last two
decades. For the case of the seismic data, the Radon transform transforms the
data from the time-space domain (t, x) to the linear Radon domain (τ − p) or
parabolic Radon domain (τ − q), where p = 1/v and q = 1/v2, where v is the
velocity of the propagation wave , p is called the slowness and q is the curvature of
the curve. The transformed data is processed in the transformed domain. After
the processing the data is finally transformed back to the t− x domain.
There are three types of Radon transform that are used in the seismic data
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processing: linear Radon transformation (slant-stack), the parabolic Radon trans-
form, and the hyperbolic Radon transform. Among these transforms, parabolic
Radon transform is mostly used due to its effectiveness (better than the linear
Radon Transform) and low computational cost [22]. In the next two chapters lin-
ear and parabolic Radon transform will be introduced for the compressive sensing.
Mathematical Model
Let g(x, t) represent the seismic data in offset ‘x’ and time ‘t’. Generalized Radon
Transform [83] pair for this seismic data g(x, t) is given by eq 2.20 2.21
u(q, τ) =
∫ ∞
−∞
g(x, t = τ + qφ(x))dx (2.20)
gˆ(x, t) =
∫ ∞
−∞
u(q, τ = t− qφ(x))dq (2.21)
where q and τ are representing some parameter of the curve. Similarly, φ(x) is
the function of the offset parameter ‘x’ and depend on the path of integration. In
discrete form these can be represented as
u(q, τ) =
∑
x
g(x, t = τ + qφ(x)) (2.22)
gˆ(x, t) =
∑
q
u(q, τ = t− qφ(x)) (2.23)
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CHAPTER 3
COMPRESSED LINEAR
RADON TRANSFORM AND
ITS APPLICATIONS
Radon transform is robust in nature and has attracted the attention of seismic data
processing scientists and engineers during the last two decades. It is being used for
quite some time in different applications which includes seismic deconvolution [20],
multiple removal [23, 24, 26], first arrival picking or enhancement [21]. Radon
transform is easier to compute, a well established mathematical theory, and is a
part of many seismic data processing work-flows.
There are three types of Radon transform that are used in the seismic data
processing: linear Radon transform (slant-stack), the parabolic Radon transform,
and the hyperbolic Radon transform. The linear Radon transform, transforms
the data from the time-space domain (t, x) to the linear Radon domain (τ − p),
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where p = 1/v .
In the first section of this chapter a review of linear Radon transform is pre-
sented. Besides basic theory of linear Radon transform, Radon transform of point
source, linear and non-linear events is presented. In the second section of the chap-
ter, compressive sensing using linear Radon transform as sparsifying transform is
discussed. The proposed setup is used to find the missing linear events of the
seismic data. Using the proposed setup a new technique for first arrival picking is
presented. Furthermore, deconvolution and seismic events classifications are also
discussed. All these applications are presented with detailed simulation results
and comparison.
3.1 Linear Radon Transform
3.1.1 Introduction
The linear Radon transform integrates the data along planar surfaces. It trans-
forms linear events to a single points in the transformed τ − p domain. Linear
seismic events are periodic in linear Radon domain (Slant stack) and we can use
the deconvolution in Radon domain to attenuate these multiples. Taner(1980)
suggested that the multiples are periodic in time for all p traces in the τ − p do-
main. Forward linear Radon transform was developed by Beylkin (1987) he also
applied the filter in the inverse Radon transform domain [86]. Kostov (1990) used
Toeplitiz structure for least squares solution of the Radon transform [28]. Zhou
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and Greenhalgh (1994) showed that applying the rho filter in the forward Radon
transform rather than the inverse transform could give better resolution [87].
Linear Radon transform is obtained by replacing φ(x) = x and q = p in gen-
eralized Radon transform equation (2.20). The linear Radon transform equations
in continuous domain are:
u(p, τ) =
∫ ∞
−∞
g(x, t = τ + px)dx (3.1)
gˆ(x, t) =
∫ ∞
−∞
u(p, τ = t− px)dp (3.2)
Similarly, the discrete form of these equations is obtained from (2.22).
u(p, τ) =
∑
x
g(x, t = τ + px) (3.3)
gˆ(x, t) =
∑
p
u(p, τ = t− px) (3.4)
here x is the offset, g(x, t) is representing the seismic datap = sin θ
v
= ∆t
∆x
and
u(p, τ) linear Radon domain.
In frequency domain the linear Radon transform can be represented as
U(p, ω) =
∫ ∞
−∞
G(x, ω)eiωpxdx (3.5)
Gˆ(x, ω) =
∫ ∞
−∞
U(p, ω)e−iωpxdp (3.6)
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3.1.2 Types of Linear Radon Transform
The linear Radon Transform, can be sub-divided into two types.
• Forward Slant Stack
• Inverse Slant Stack
Forward Slant Stack
The first type of Radon transform is known as Forward Slant Stack. It can be ob-
tained by substituting frequency domain equation of the inverse Radon transform
(3.6) into forward Radon transform equation(3.5).
Gˆ(x, ω) =
∫ ∞
−∞
∫ ∞
−∞
G(x´, ω)eiωpx´dx´e−iωpxdp
The above equations can be simplified as shown below:
Gˆ(x, ω) =
∫ ∞
−∞
∫ ∞
−∞
G(x´, ω)eiωp(x´−x)dx´dp
=
∫ ∞
−∞
dx´G(x´, ω)
∫ ∞
−∞
eiωp(x´−x)dp
Let rho ρ be a filter given by 3.7.
ρ(x, ω) =
∫ ∞
−∞
e−ωpxdp =
2pi
|ω|δ(x) (3.7)
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Replacing the ρ filter in the previous equation, a convolution equation is obtained
[3.8]. Further simplifying convolution model eq 3.10 is obtained.
Gˆ(x, ω) =
∫ ∞
−∞
G(x´, ω)ρ(x− x´, ω)dx´
= G(x, ω) ∗ ρ(x, ω)
(3.8)
Gˆ(x, ω) = F (x, ω) ∗ ρ(x, ω) = 2pi|ω|D(x, ω) (3.9)
G(x, ω) =
|ω|
2pi
Gˆ(x, ω) (3.10)
The final Radon transform equations for the Forward Slant stack Radon trans-
form, as follow:
U(p, ω) =
∫ ∞
−∞
G(x, ω)eiωpxdx (3.11)
G(x, ω) =
|ω|
2pi
∫ ∞
−∞
U(p, ω)e−iωpxdp (3.12)
But in practice, one don’t have infinite p. For the finite p case, rho filter becomes
ρ(x, ω) =
∫ Pmax
Pmin
e−ωpxdp =

1
iωx
(e−iωPminx − eiωPmaxx) ωx 6= 0
Pmax − Pmin ωx = 0
(3.13)
ρ(x, ω) =

2Pmax
sin(ωPmaxx)
ωPmaxx
ωx 6= 0
2Pmax ωx = 0
(3.14)
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Inverse Slant stack
Inverse Slant Stack Operator was introduced by Zhou and Greenhalgh (1994). In
the case of inverse slant stack transform first the inverse τ -p transform is applied
then for the proper inversion of the slant-stack forward transform is performed.
Inverse slant stack using the same procedure as for Forward slant stack , is given
by
U(p, ω) =
|ω|
2pi
∫ ∞
−∞
G(x, ω)eiωpxdx (3.15)
G(x, ω) =
∫ ∞
−∞
U(p, ω)e−iωpxdp (3.16)
Comparison
There is not much difference between the forward Slant stack Radon transform
and the inverse Slant stack Radon transform. Deconvolution procedure is required
in both cases. But direction of the deconvolution is different in both the cases. In
the case of Forward slant stack transform, the deconvolution is required to recover
the data from the tau-p space and it is performed on the inverse transform that
is in x-direction. On the other hand, in the inverse slant stack operator, The
deconvolution process is required to estimate the tau-p space and is performed on
the forward transform that is in p-direction. So to increase the resolution of tau
p domain inverse slant stack transform should be used.
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3.2 Linear Radon Transform of Different Curves
3.2.1 Point Source
A point source is modeled as a product of two delta functions. Initially the point
source is placed in the origin of the coordinate system
g(x, t) = δ(x)δ(t) (3.17)
u(p, τ) =
∫ ∞
−∞
δ(x)δ(px+ τ)dx = δ(τ) (3.18)
By using the shifting property , above equation cans be rewritten as
g(x, t) = δ(x− x´)δ(t− t´) (3.19)
u(p, τ) = δ(τ − t´+ px´) (3.20)
g(x, t) =
∫ ∞
−∞
∫ ∞
−∞
d(x´, t´)δ(x− x´)δ(t− t´)dx´dt´ (3.21)
By taking the Radon transform of the shifted point source, we get
u(p, τ) =
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
d(x´, t´)δ(x− x´)δ(τ − t´+ px)dx´dt´dx
=
∫ ∞
−∞
∫ ∞
−∞
d(x´, t´)δ(t´− τ − px´)dx´dt´
(3.22)
This result shows that the point in t-x domain will transform into an infinite line
in the linear Radon domain (-see Fig3.1).
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Figure 3.1: Linear Radon Transform of Point Source
3.2.2 Line
A line in terms of the δ can be represented by the following equation
g(x, t) = δ(t− p´x− τ´) (3.23)
The linear Radon transform of the line is given by
u(p, τ) =
∫ ∞
−∞
∫ ∞
−∞
δ(t− p´x− τ´)δ(t− px− τ)dxdy
=
∫ ∞
−∞
δ((p− p´)x+ τ − τ´)dx
=

1
|p−p´| for p 6= p´
0 for p = p´ and τ 6= τ´
(3.24)
the results shows that the Radon transform of a straight line will produce a single
point in the τ − p domain. These results are confirmed by the following matlab
simulation (Figure 3.2)
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Figure 3.2: Linear Radon Transform of Line
3.2.3 Curve
For a given curve (3.25), the curvature can be found by using the following equa-
tions (3.26)
τ = t− φ(x) (3.25)
ψ(p, τ ;x) = t(x)− φ(x)− τ = 0 (3.26)
∂ψ(p, τ ;x)
∂x
=
dt
dx
− (dφ(x)
dx
= 0 (3.27)
Travel time curves are mostly hyperbolic or parabolic in nature. Let the travel
time curve be represented by
t2(x) = a+ bx2 (3.28)
Taking the derivative of the above equation and using the equations (3.26),
dt
dx
= p =
bx
t
(3.29)
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ψ(p, τ ;x) =
√
a+ bx2 − px− τ = 0 (3.30)
∂ψ(p, τ ;x)
∂x
=
bx
t
− p = 0 (3.31)
Now our aim is to eliminate the x and τ . To achieve this goal square the τ and
substituting t form the (3.28)
τ 2 = t2 − 2ptx+ p2x2 (3.32)
τ 2 = a+ bx2 + p2x2 (3.33)
in the similar way x can be eliminated by
p =
dt
dx
=
bx√
a+ bx2
(3.34)
bx2 = p2(a+ bx) (3.35)
−p2a
b
= x2(p2 − b) (3.36)
Substituting this in (3.33) will give us
τ 2
a
+
p2
b
= 1 (3.37)
The above equation represents an eclipse. So an hyperbolic event in t−x domain
will transform in the eclipse int the τ − p domain. The results are shown in the
figure 3.3
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Figure 3.3: Linear Radon Transform of Hyperbolic Curve
Seismic Example
Here is an example for the case of synthetic seismic data without compressive
sensing is presented. Figure 3.4 shows the Radon transform of the synthetic data.
As it is evident from the results that the τ − p domain is not sparse in this
case so we will have to look for other means (Parabolic RT) to obtain a sparse
representation(see Chapter 4).
Figure 3.4: Linear Radon Transform of Synthetic Data
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3.3 Compressive Sensing with Linear Radon
Transform
In this section, use of linear Radon transform as a sparsifying transform for com-
pressive sensing, is presented.
Let g(n) be the sampled, acquired seismic data, vector with size N . This signal
can be expanded in terms of orthonormal basis matrix ψ as follows:
g(n) =
N∑
i=1
xiψi(t), (3.38)
where xi are the coefficients sequence of g(t). To make the formulation easier the
signal g(n) in terms of matrix as follows:
g = ψx. (3.39)
Here, ψ has dimension N×N . Also assume that the number of non zero entries in
g are K. In other words, g is a K sparse vector with length N , when represented
in basis ψ.
In the case of linear Radon transform the entries of the ψ contains the follow-
ing:
ψn = e
iωnpxT , (3.40)
where p and x are vectors of size N . In matrix form, for particular value of ω, ψ
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can be expanded as
ψ =

eiωp1x1 eiωp2x1 eiωp3x1 · · · eiωpnx1
eiωp1x2 eiωp2x2 eiωp3x2 · · · eiωpnx2
...
...
...
...
...
eiωp1xn eiωp2xn eiωp3xn · · · eiωpnxn

(3.41)
As g is K sparse vector, compressive sensing can be used to acquire the data with
much less sample than suggested by the Shannon Nyquist theorem. So instead
of sampling all the elements of g, the signal can be recovered by less number
of samples. Let φ be another basis matrix, known as sensing matrix, with size
M ×N , where M  N . The sampled signal g can be represented in terms of new
basis φ, as follows:
y = φg (3.42)
y = φψx (3.43)
Let A = φψ,measurement matrix, with dimension M ×N . The (3.43) simplifies
to
y = Ax (3.44)
To recover the original signal we have to find the coefficient vector xˆ by solving
the following relation
Axˆ = b (3.45)
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where
b = φg (3.46)
Here A, is a rectangular matrix, with less rows than the columns. So A is an
under-determined system of linear, number of unknowns are greater than the
number of equations. Restricted isometric property(RIP) can be utilized for the
perfect reconstruction of the under-sampled data [63]. The RIP is a sufficient
a sufficient condition for many sparsifying recovery theorem. Besides RIP the
sensing matrix and representation matrix should have incoherence [41].
If the RIP and incoherence is satisfied then one way to solve compressive
sensing problem is by using the l1-norm for the reconstruction, the following model
is obtained:
min ‖x‖1subject to Ax = b (3.47)
Once the coefficients are estimated by l1-norm then the original signal can be
recovered by using the following relation
g = ψxˆ (3.48)
Because most of the practical problems may involve a large measurement ma-
trix, finding an appropriate measurement matrix φ is significant challenge. Fortu-
nately, there are number of techniques have been suggested for easier selection of
the measurement matrix. One of the suggested approaches is to randomly choose
N unit vectors in K-dimensional space. Or, randomly choose K rows from an
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N × N orthogonal matrix and normalize the columns for the measurement ma-
trix [41]. Another frequently seen approach is to form a matrix with randomly
chosen Gaussian entries [88]. All these techniques work for Compressive sensing
as long the following relation is satisfied
M ≥ cK log(N/K), (3.49)
3.4 Applications of Compressive Sensing and
Linear Radon Transform
In the remaining part of this chapter, different application of seismic data pro-
cessing using compressive sensing and linear Radon transform are discussed. The
applications that are discussed
• Interpolation of linear missing seismic traces
• Classification of linear seismic events
• Deconvolution of linear seismic events
• First arrival picking of the seismic refraction data
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3.5 Interpolation of Missing Linear Seismic
Events
Interpolation/ reconstruction of missing seismic traces is one of the most key pre-
processing step, in which the resolution of the data is increased. During the last
few years the demand for denser seismic traces has increased a lot. In most cases,
and due to the certain limitations of hardware, budgets, computing power it is
not possible to acquire a lot of seismic traces(samples). Sometimes even due to
the topological structures of the earth surface or the conditions, it is not possible
to place seismic sensors(geophones), and, hence, there are some missing traces in
the acquired data. Thus, reducing the amount of acquired data as well as effective
reconstruction of complete seismic data from acquired incomplete seismic data are
very important issues.
Most famous methods are based on transformation of seismic data into sparse
domain by using transforms like wavelet, Radon, curvelet as discussed in [89–91].
Similarly there are some techniques based on filters as discussed in [92]. Low
rank based interpolation is presented in [93]. Energy of the primary reflections
can also be used for the interpolation as discussed in [94]. Same energy concept is
extended in [95]. Interferometric interpolation of missing seismic data is discussed
in [96]. Compressive sensing based interpolation using the curvelet transform are
presented in [97, 98]. Recently a new technique based on the weighted L1−norm
minimization is proposed in [99]
By using the proposed model (-see sec 3.3), here a new technique for the in-
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terpolation of missing seismic traces, based on compressive sensing where Radon
transform being the sparsifying domain, is presented. Once the data is acquired in
compressed fashion via compressive sensing, a certain feature of the compressed
signal in Radon domain is used for the interpolation. Finally, the data is con-
verted back from the Radon domain to time space(t-x) domain, which contains
the interpolated data.
Algorithm
Given a seismic record, the proposed compressive sensing with τ − p method for
interpolation of missing seismic traces is stated as follows:
1. Use the compressive sensing to acquire the seismic data in the compressed
fashion as described previously in this section.
2. Use the following facts for binary thresholding:
(a) The curves are converted to single points in the τ − p domain.
(b) These points have higher value than the points corresponding to the
noise or irrelevant curves.
3. Apply the inverse linear Radon transform to the previous step result.
Overall algorithm is presented in the Figure 3.5.
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Figure 3.5: Workflow of the proposed technique for interpolation of linear events
3.5.1 Simulation Result
The parameters of the synthetic seismic shot gather are presented in [21]. The data
contains ground-roll, head waves and three reflectors as shown in Figure 3.6a. The
total number of traces in the data are 120(N=120) with spatial sampling interval
25m and sampling interval 4m/s. Among these 40 traces are randomly missing.
Compressive sensing with linear Radon transform is used for the interpolation
of missing seismic traces. Figure 3.6b shows the compressed τ − p domain with
M=100. Now based on the second step of the algorithm the the result after
the thresholding is presented in the Figure 3.6c. Finally the results after the
application of the inverse τ − p transform are presented in Figure 3.6d. The
resulted image contains the interpolated data.Besides 40 missing traces (33%),
with the help of compressive sensing, an additional 17% compression is achieved.
Figure 3.7 shows the linear missing traces estimation with 50% compression
(M=60). To show how well compressive sensing works, results for the 83% com-
pression (M=20) are presented in the Figure 3.8.As expected the linear Radon
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(a) (b)
(c) (d)
Figure 3.6: (a) The synthetic seismic reflected data. (b) The compressed τ − p
transform of (a) , after the acquisition in compressed fashion with M=100 (17%
compression). (c) The produced binary mask (white stands for one and black for
zero) of (b). (d) The interpolated data after applying the inverse τ − p
transform on (c).
transform work flawlessly for the interpolation of the linear events present in the
data.
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(a) (b)
(c) (d)
Figure 3.7: (a) The synthetic seismic refracted data. (b) The compressed τ − p
transform of (a) , after the acquisition in compressed fashion with M=60 (50%
compression). (c) The produced binary mask (white stands for one and black for
zero) of (b). (d) The interpolated data after applying the inverse τ − p
transform on (c).
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(a) (b)
(c) (d)
Figure 3.8: (a) The synthetic seismic refracted data. (b) The compressed τ − p
transform of (a) , after the acquisition in compressed fashion with M=20 (83%
compression). (c) The produced binary mask (white stands for one and black for
zero) of (b). (d) The interpolated data after applying the inverse τ − p
transform on (c).
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(a) (b)
Figure 3.9: (a) The synthetic seismic refracted data with 10% random Gaussian
noise. (b) The interpolated data after taking the inverse τ − p transform and
M=40 (67% compression).
To test the robustness of the proposed setup, data with different noise level
is tested. Total number of traces and number of missing traces remains same.
The results after the addition of the noise with 0.1 standard deviation and 67%
compression are presented in Figure 3.9.
Similar comparison after the addition of white noise with standard deviation
0.2 and 0.4 are presented in the Figure 3.10 and Figure 3.11 respectively. With
this high level of noise, the linear events are completely missing from Figure 3.11a,
which makes manual interpolation it virtually impossible. However, the linear
interpolated events are fairly clear in Figure 3.11b, which presents the results
after the interpolation using compressive sensing and linear Radon transform.
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(a) (b)
Figure 3.10: (a) The synthetic seismic refracted data with 20% random Gaussian
noise. (b) The interpolated data after taking the inverse τ − p transform and
M=20 (83% compression).
(a) (b)
Figure 3.11: (a) The synthetic seismic refracted data with 40% random Gaussian
noise. (b) The interpolated data after taking the inverse τ − p transform and
M=20 (83% compression).
52
Comparison Linear Radon vs Curvelet
In this section comparison with curvelet is presented. Hermann has used the
curvelet with compressive sensing in [97,98]. For the simulation curve-lab toolbox
is used [100]. For the fair comparison same machine (Intel Core i7) with same
number of iterations is used. Results for same data with different noise level using
curvelet is presented in Figure 3.12 - 3.15.
(a) (b)
Figure 3.12: Figure (a) gives the data with missing traces the interpolation of
the synthetic data using curvelet transform as the sparsifying transform for the
compressive sensing without noise is presented in (b).
From the simulation results for the curvelet transform, it is evident that
curvelet transform is not robust as compared to the proposed Radon transform
model. Linear Radon transform, interpolates the missing traces even for high
noise levels and low compression levels. On the other hand, curvelet transform
does not perform well when SNR is low. Besides the performance issue a major
difference between the curvelet and the proposed setup is the computation time.
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(a) (b)
Figure 3.13: Figure (a) gives the data with missing traces and 10 % noise. The
interpolation of the synthetic data using curvelet transform as the sparsifying
transform for the compressive sensing is presented in (b).
(a) (b)
Figure 3.14: Figure (a) gives the data with missing traces and 20 % noise. The
interpolation of the synthetic data using curvelet transform as the sparsifying
transform for the compressive sensing is presented in (b).
Table 3.1 and 3.2 shows the run time for different level of compression for pro-
posed setup and curvelet transform. The comparison for different noise level is
presented in table 3.2. From the results it is evident that proposed algorithm is
about 25 times faster than the curvelet transform.
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(a) (b)
Figure 3.15: Figure (a) gives the data with missing traces and 40 % noise. The
interpolation of the synthetic data using curvelet transform as the sparsifying
transform for the compressive sensing is presented in (b).
Transform Type Compression Time
Radon Transform 17% 2.58 seconds
Radon Transform 33% 2.55 seconds
Radon Transform 50% 2.60 seconds
Radon Transform 67% 2.54 seconds
Radon Transform 83% 2.57 seconds
Curvlet Transform - 51.55 seconds
Table 3.1: Time comparison: Linear Radon transform vs Curvelet transform,
Noise-less case
Noise Time Radon Time Curvlet
0 % 2.53 seconds 51.55 seconds
10% 2.53 seconds 53.01 seconds
20% 2.56 seconds 55.36 seconds
30% 2.59 seconds 60.54 seconds
40% 2.59 seconds 60.64 seconds
Table 3.2: Time comparison: Linear Radon transform vs Curvelet transform
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3.6 Classification: Separation Of Linear Seismic
Events
Linear Radon transform can also be used for the extraction of linear events, like
first arrival refractions and ground rolls, from the seismic data. By combining lin-
ear Radon transform and compressive sensing, the linear events can be separated
at the time of acquisition. Basic model remains the same as discussed in the case
of interpolation. For the separation of linear events, the fact that linear event
will be mapped to single point in τ − p domain is used. On the other hand the
non-linear events will be spread out in τ − p domain. Spread out events will have
lower value than the non-linear events, hence these events can be muted by doing
some thresholding.
3.6.1 Simulation Result
For the simulation, synthetic data(3.16a) is used. The data contain total 7 events,
out of these 7 events 4 are linear and 3 are non-linear events. The results after
applying the linear Radon transform along with the compressive sensing are pre-
sented with different compression level in figure 3.16. To test the robustness of
the proposed method result, after the addition of the 10% and 30% random noise,
are presented in Figure 3.17 and Figure 3.18.
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(a)
(b)
(c)
Figure 3.16: Separation of Linear Seismic events. Figure (a) shows the result of
the application of proposed method for the classification of linear seismic events,
with N=100, M=75( 25% Compression). (b) and (c) provides the result after
the application of the proposed method with 50% and 75% compression
respectively.
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(a)
(b)
(c)
Figure 3.17: (a)Synthetic data with 10% random Gaussian noise and the result
of the application of proposed method for the classification of linear seismic
events, with N=100, M=75( 25% Compression). (b) and (c) provides the result
after the application of the proposed method with 50% and 75% compression
respectively.
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(a)
(b)
(c)
Figure 3.18: (a)Synthetic data with 30% random Gaussian noise and the result
of the application of proposed method for the classification of linear seismic
events, with N=100, M=75( 25% Compression). (b) and (c) provides the result
after the application of the proposed method with 50% and 75% compression
respectively.
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3.7 Deconvolution
Deconvolution is used to retrieve the reflectivity from the seismic data. It is a
filtering process in which wavelet is removed from the captured seismic data. Most
common way of deconvolution is the use of Weiner filter, transferring one wavelet
into another in least square sense. There are many deconvolution techniques has
been proposed for seismic data such as predictive.
Maximum entropy based entropy was introduced by Burg (1967) [101–103].
This effective technique is known as spiking deconvolution but it is sensitive
to noise variance. To minimize the effect of noise a consistent relative entropy
method is discussed in [104–106]. Deconvolution based on zero-lag is presented
in [107, 108]. The most famous type of deconvolution is predictive deconvolu-
tion [109, 110]. Predictive deconvolution is independent of the lag value and uses
the relative entropy concept. It removes the multiples and even increase the reso-
lution. Commercially a combination of deterministic and predictive deconvolution
is used.
In this section a new technique for the seismic deconvolution, based on Radon
transform compressive sensing, is presented.
Algorithm
Given a seismic record, the proposed compressive sensing with Radon transform
method for seismic deconvolution is stated as follows:
1. Use the compressive sensing to acquire the seismic data in the compressed
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Figure 3.19: Workflow of the proposed technique for Deconvolution
fashion as described in the previous section.
2. Use the following facts to generate an automatic mask:
(a) The curves are converted to single points in the Radon domain.
(b) These points have higher value than the points corresponding to the
noise or irrelevant curves.
3. Multiply the mask with the compressed Radon domain. This will leave only
the curves in the Radon domain.
4. Apply the inverse linear radon transform to the previous step result.
Overall algorithm is presented in the Figure 3.19.
3.7.1 Simulation Results
The synthetic data contains four reflections as shown in Figure 4.21a. The total
number of traces in the data are 50(N=50) with spatial sampling interval 25m
and sampling interval 4m/s. Figure 4.21b shows the compressed τ − q domain
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with M=40. Now based on the third step of the proposed algorithm the Radon
domain after muting of the non-significant part is presented in the Figure 4.21b.
Finally the results after the application of the inverse parabolic Radon transform
are presented in Figure 4.21d, which shows the deconvolution results with 20%
compression. The estimated noise is presented in Figure 4.21e.
Seismic deconvolution results for 40% and 80% compression are presented in
Figure 3.21 and 3.22.
It is evident from the results, the proposed deconvolution algorithm provides
reasonable good results even for high compression level. One of the most common
technique of seismic deconvolution is the fx-deconvolution. Figure 3.23 provides
the deconvolution results with fx-deconvolution.
As evident from the results, the proposed algorithm provides better results
than the fx-deconvolution. Computationally the comparison between the both
technique is presented in the table 3.1 and 3.3. Both algorithm were tested on Intel
Core i7 processor. The proposed algorithm is faster than the fx-deconvolution but
the major difference is in the number of samples needed for the both technique.
Transform Type Compression Time
Radon Transform 80% 0.121122 seconds
Radon Transform 60% 0.120375 seconds
Radon Transform 40% 0.120143 seconds
Radon Transform 20% 0.117257 seconds
Fx deconvolution - 0.185387 seconds
Table 3.3: Time comparison: Linear Radon transform vs FX-deconvolution
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(a) (b) (c)
(d) (e)
Figure 3.20: Deconvolution of seismic data using Compressive sensing With
N=50 (a) The synthetic data used for the deconvolution. (b) The compressed
τ − p transform of (a), after the acquisition in compressed fashion with M=40
(20% compression). (c) The τ − p domain after the muting of the non-significant
data. (d) The seismic data after taking the inverse parabolic Radon transform,
of the (c). The estimated noise is shown in (e).
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(a) (b)
(c)
Figure 3.21: Deconvolution of seismic data using Compressive sensing With
N=50 (a) The synthetic data used for the deconvolution. (b) The seismic data
after deconvolution with M=30 (40% compression). The estimated noise is
shown in (c).
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(a) (b)
(c)
Figure 3.22: Deconvolution of seismic data using Compressive sensing With
N=50 (a) The synthetic data used for the deconvolution. (b) The seismic data
after deconvolution with M=10 (80% compression). The estimated noise is
shown in (c).
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Figure 3.23: Deconvolution of seismic data using fx deconvolution (a) The
synthetic data used for the deconvolution. (b) The seismic data after
deconvolution . The estimated noise is shown in (c).
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3.8 First Arrival Picking
In near-surface modeling the most important part is the analysis of the refraction
data. For given seismic traces, the first arrival picking is the task of finding the
onsets of the first signal breaks. One of the fundamental stage of seismic processing
is the static correction. Accurate calculation of the first arrival time is required
for the static correction [111]. The quality of the first arrival is depend on the
type of source used, near surface structure, and signal to noise ratio.
First arrival/break picking is of two types: manual and automatic [112]. Man-
ual picking techniques are the traditional techniques of first arrival picking and
as the name suggests, in manual techniques, humans after inspecting the ampli-
tude and waveform changes picks the first arrivals. Manual picking techniques are
subjected to human and not much accurate. As one have to check all the traces
therefore manual picking is quite time consuming. On the other hand, automatic
techniques involves software and computers to detect the first arrival by following
some specific criteria. They are more efficient and faster than the traditional tech-
nique but can be prune to inaccurate picking. Still computer based picking takes
time and we need faster algorithm and softwares for fast first arrival picking.
Nowadays, semi-automatic techniques are used in which first autonomic pick-
ing is used, then visual inspection is done. Sometimes for complex geological
surfaces whole process is repeated. Due to the large amount and poor quality of
data, the picking can take up to 15 - 30% of the total processing time.
There are many well-known first arrival picking techniques. Peraldi and
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Clement introduces the cross correlation based method for first arrival pick-
ing [113]. They uses the cross correlation of the adjacent traces for the first
arrival picking. The technique does not work well as the shape of the adjacent
traces do not remain same. Statistical based algorithm for the first arrival picks is
introduced by [114]. Gelchinsky uses both correlation and statistical properties of
the traces for the first arrival pick [115]. Energy based techniques have been quite
famous. First such technique is presented by Coppens [116]. The algorithm pro-
posed by Coppens is quite robust. Spagnolini (1991) presents his adaptive picking
method which detects the abrupt changes in the energy and uses it for the first
arrival picking [117]. Neural Networks based algorithm is presented in [118]. This
method requires a lot of time for adequate training so this method is quite slow.
Methods based on high order statistics [119], fractal-dimension analysis [120,121]
, and wavelet transform [122] has been presented. But all these methods have
limitation especially when the SNR is low.
Here a new technique for the first arrival picking based on τ −p transform and
compressive is presented. Basic Model is same as presented for the interpolation
case.
Algorithm
Given a seismic refracted record, the proposed compressive sensing with τ − p
method for automatic first arrivals is stated as follows:
1. Use the compressive sensing to acquire the seismic data in the compressed
fashion as described in the previous section.
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Figure 3.24: Workflow for first-arrival picking
2. Use the following facts to generate an automatic mask (one for the first
arrival region , zero for otherwise):
(a) Usually the first point in the compressed τ − p domain, is the point
corresponding to the first arrival.
(b) Compressive sensing produces a straight line parallel to τ -axis in the
τ − p domain as shown in Figure 3.25.
3. Multiply the mask with the compressed τ − p domain. This will leave only
the first arrival point in the τ − p domain.
4. Apply the inverse linear Radon transform to the previous step result.
3.8.1 Simulation Results
The parameters of the synthetic seismic shot gather are presented in [21]. The data
contains ground-roll, head waves and three reflectors as shown in Figure 3.25. The
total number of traces in the data are 120(N=120) with spatial sampling interval
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Figure 3.25: First Arrival Picking: Original Data, τ − p domain
25m and sampling interval 4m/s. Figure 3.26b shows the compressed τ−p domain
with M=90. Now based on the third step of the proposed algorithm the generated
mask is presented in the Figure 3.26c. Finally the results after the application
of the inverse τ − p transform are presented in Figure 3.26d. The resulted image
contains the first arrival picks. The comparison with the manual picks and the
picks calculated using the proposed method are presented in the Figure 3.26e.
Estimated picks are very close to the actual picks of the model, a comparison
with the τ − p energy ratio method [21], is shown in Figure 3.26f.
Figure 3.27 shows the same comparison with 60% compression (M=50). The
figure 3.27e provides the comparison with the manual picking. There is not much
difference in the actual picks and the estimated picks. To show how well compres-
sive sensing works, results for the 80% compression (M=25) are presented in the
Figure 3.28.
To show the robustness of the proposed algorithm random Gaussian noise was
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(a) (b)
(c) (d)
(e) (f)
Figure 3.26: (a) The synthetic seismic refracted data. (b) The compressed τ − p
transform of (a) , after the acquisition in compressed fashion with M=90 (25%
compression). (c) The produced binary mask (white stands for one and black for
zero) for the automatic selected region of first arrivals of (b). (d) The estimated
first arrival picks after taking the inverse τ − p transform, of the multiplied τ − p
domain of (b) with the mask of (c). The estimated first-arrival picks of (a)
compared with the actual picks and and τ − p ER method in (e) and (f).
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(a) (b)
(c) (d)
(e) (f)
Figure 3.27: (a) The synthetic seismic refracted data. (b) The compressed τ − p
transform of (a) , after the acquisition in compressed fashion with M=50 (60%
compression). (c) The produced binary mask (white stands for one and black for
zero) for the automatic selected region of first arrivals of (b). (d) The estimated
first arrival picks after taking the inverse τ − p transform, of the multiplied τ − p
domain of (b) with the mask of (c). The estimated first-arrival picks of (a)
compared with the actual picks and and τ − p ER method in (e) and (f).
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(a) (b)
(c) (d)
(e) (f)
Figure 3.28: (a) The synthetic seismic refracted data. (b) The compressed τ − p
transform of (a) , after the acquisition in compressed fashion with M=25 (80%
compression). (c) The produced binary mask (white stands for one and black for
zero) for the automatic selected region of first arrivals of (b). (d) The estimated
first arrival picks after taking the inverse τ − p transform, of the multiplied τ − p
domain of (b) with the mask of (c). The estimated first-arrival picks of (a)
compared with the actual picks and and τ − p ER method in (e) and (f).
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added to the original synthetic data. The comparison after the addition of the
noise with 0.1 standard deviation and 80% compression are presented in Figure
3.29. Figure 3.30c shows also that there is essentially not much difference between
the estimated and manual picks. Similar comparison after the addition of white
noise with standard deviation 0.2 and 0.4 are presented in the figure and Figure
respectively. With this high level of noise, the first-arrival event is completely
missing from Figure, which makes picking it virtually impossible. However, the
first-arrival event is fairly clear on Figure, which represents the compressed τ − p
transform. Figure shows that the first-arrival event picked using the proposed
method compares well to the actual (true) picks.
To test the performance of the proposed algorithm in the presence of multiple
first-arrival events, we use the model parameters of previous synthetic data but
with a wider offset range to include the direct and refraction arrivals from all layer
interfaces as shown in Figure 3.32a . Our existing algorithm will not perform well
for this kind of data set, therefore a little modification as described below is
needed. Run the proposed algorithm multiple times after dividing the whole data
into small segments. The overall steps are provided in the Figure .
The comparison with the actual picking and the estimated picking for the
different compression levels (20, 40, 60%) are presented in the figure respectively.
From the Figure 3.32, 3.33 and 3.34 it is evident that a large part of the estimated
picks lies in the ±220 ms range of the actual picking.
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(a) (b)
(c)
Figure 3.29: (a) The synthetic seismic refracted data with 10% Gaussian noise.
(b) The estimated first arrival picks with M=25 (80% compression). (c) The
estimated first-arrival picks is compared with the actual picks and τ − p ER
method.
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(a) (b)
(c)
Figure 3.30: (a) The synthetic seismic refracted data with 20% Gaussian noise.
(b) The estimated first arrival picks with M=25 (80% compression). (c) The
estimated first-arrival picks is compared with the actual picks and τ − p ER
method.
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(a) (b)
(c)
Figure 3.31: (a) The synthetic seismic refracted data with 30% Gaussian noise.
(b) The estimated first arrival picks with M=25 (80% compression). (c) The
estimated first-arrival picks is compared with the actual picks and τ − p ER
method.
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(a) (b)
Figure 3.32: (a) The synthetic seismic refracted data with multiple first arrivals.
(b) The estimated first arrival picks with M=80 (20% compression). The
estimated first-arrival picks is compared with the actual picks and and τ − p ER
method of the actual picks in (c) and (d).
(a) (b)
Figure 3.33: (a) The synthetic seismic refracted data with multiple first arrivals.
(b) The estimated first arrival picks with M=60 (40% compression). The
estimated first-arrival picks is compared with the actual picks and and τ − p ER
method of the actual picks in (c) and (d).
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(a) (b)
Figure 3.34: (a) The synthetic seismic refracted data with with multiple first
arrivals. (b) The estimated first arrival picks with M=40 (60% compression).
The estimated first-arrival picks is compared with the actual picks and and τ − p
ER method of the actual picks in (c) and (d).
Real Data
We applied our proposed method on the following data sets from Yilmaz (2001):
1) Shot gather 6 (Figure14a), which consists of 48 traces with sampling time 4
ms and spacing 100m. 2) Shot gather 23 (Figure16a), which consists of 48 traces
with sampling time 2ms and spacing 67 m with a vibroseis source and is located
in San Juaquin.
The comparison for shot gather 6 with 20% compression is shown in the Figure
3.35 . The Figure 3.35c presents the comparison with the actual pick and the
estimated pick. In Figure a comparison of the proposed algorithm with the famous
Coppens method is presented3.35d. For the dynamite shot gather in Figure3.35d
, the proposed method outperformed the Coppens method. The extreme case
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with 80% compression is shown in Figure 3.36. The figure 3.36d justifies the use
of compressive sensing by comparing the actual picks with the estimated and the
Coppens picks.
(a) (b)
(c) (d)
Figure 3.35: (a) The real seismic refracted data for shot gather 6. (b) The
estimated first arrival picks with M=40 (20% compression). The estimated
first-arrival picks is compared with the actual picks and and τ − p ER method of
the actual picks in (c) and (d).
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(a) (b)
(c) (d)
Figure 3.36: (a) The real seismic refracted data for shot gather 6. (b) The
estimated first arrival picks with M=20 (60% compression). The estimated
first-arrival picks is compared with the actual picks and and τ − p ER method of
the actual picks in (c) and (d).
The results for the shot gather 23 is shown in the Figure 3.37 and 3.38. Figure
3.37d provides the comparison with the Coppens and estimated picks. Most of the
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estimated picks lies between the 20ms range of the actual picks. 60% compression
results are presented in the figure 3.38.
(a) (b)
(c) (d)
Figure 3.37: (a) The real seismic refracted data for shot gather 23. (b) The
estimated first arrival picks with M=40 (20% compression). The estimated
first-arrival picks is compared with the actual picks and and τ − p ER method of
the actual picks in (c) and (d).
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(a) (b)
(c) (d)
Figure 3.38: (a) The real seismic refracted data for shot gather 23. (b) The
estimated first arrival picks with M=20 (60% compression). The estimated
first-arrival picks is compared with the actual picks and and τ − p ER method of
the actual picks in (c) and (d).
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3.9 Conclusion
In the first section of this chapter a brief review of linear Radon transform is
presented. Linear Radon transform and its types are discussed. Besides basic
theory of linear Radon transform, Radon transform of point source, linear and
non-linear events is presented.
In the second part of the chapter, compressive sensing using linear Radon
transform as sparsifying transform is presented. The proposed algorithm is used
for the interpolation of missing traces. From the comparison with the curvelet
transform, it became evident that Radon is much faster than the curvelet trans-
form. Moreover Radon transform is robust and works for low SNR signals as
well.
Compressive sensing with linear Radon transform as a sparsifying transform
can be used to separate the linear events from the non-linear Radon transform at
the time of acquisition.
At the end of this chapter, first break problem is tackled using the proposed
algorithm. From the detailed simulation results, it is clear that Radon transform
with compressive sensing, not only reduce the number of measurements but it is
also quite robust and provides accurate detection of the first arrival. The algorithm
is modified for the multiple first arrival picking and at the end results for the real
field data are presented with different compression level.
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CHAPTER 4
COMPRESSED PARABOLIC
RADON TRANSFORM AND
ITS APPLICATIONS
Instead of linear Radon transform, Parabolic Radon transform is mostly used due
to its effectiveness (better than the linear Radon Transform) and low computa-
tional cost [22]. Parabolic Radon transform is robust in nature and has attracted
the attention of seismic data processing scientists and engineers during the last
two decades. It is being used for quite some time in different applications which
includes seismic deconvolution [20], multiple removal [23,24,26].
In the first section of this chapter a brief review of parabolic Radon transform
is presented. Besides basic theory of parabolic Radon transform, parabolic Radon
transform of point source, linear and non-linear events is presented. In the second
section of the chapter, compressive sensing using parabolic Radon transform as
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sparsifying transform is discussed. The proposed setup is used to find the missing
non-linear events of the seismic data. Using the proposed setup a new techniques
for deconvolution, classification and multiple removal, are presented. All these
applications are discussed with simulation results for different synthetic and real
data sets.
4.1 Parabolic Radon Transform
4.1.1 Introduction
In parabolic Radon transform, a parabolic curve in time domain will be mapped
to a single point in the τ − q or Radon domain.In case of the parabolic Radon
transform the integral is taken along a parabolic curve. On common shot
point gathers, seismic events are not linear in nature but they are parabolic
or hyperbolic in nature. Refractions and direct waves are linear, reflections
and diffractions are hyperbolic. The hyperbolic Radon transform maps the
hyperbolic events of the CMP gathers to points in the Radon domain. But
Direct hyperbolic transform are too expensive to realize due to their complexity.
Therefore hyperbolic Radon transform are not used in practice and faster method
are sought. One of the method that can represent the reflected seismic events in
sparse domain is parabolic Radon transform.
Hampson (1986) proposed an efficient frequency domain least-squares
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parabolic transform method. The time domain semblance weighted Gauss-Seidel
parabolic Radon transform was proposed by Bradshaw and Ng (1987). The t2-
stretching of the time axis was proposed by Yilmaz (1989).The Hampsons´ fre-
quency method was improved by Sacchi [123–125]. They incorporated the priori
information for the formulation of High resolution parabolic Radon transform.
Cary introduced the robust high-resolution parabolic Radon transform by posing
the problem in the TX domain [29]. Sacchi and Porsani proposed a method to
achieve an effective high-resolution Radon solution, by means of conjugate gra-
dients. Trad proposed the robust high-resolution parabolic Radon by posing the
problem in the FX domain [22, 126]. Some variant of weighted Parabolic Radon
transforms are discussed in [17,24,127,128].
Mathematically, parabolic Radon transform can be obtained by substituting
φ(x) = x2 in the generalized Radon transform equation (2.20). The forward and
inverse parabolic Radon transform becomes
u(q, τ) =
∑
x
d(x, t = τ + qx2) (4.1)
dˆ(x, t) =
∑
q
u(q, τ = t− qx2)) (4.2)
here x is the offset and q = 1/v2 represent the curvature of the curve.
4.1.2 Types of Parabolic Radon transform
Different types of parabolic Radon transform are discussed in this section.
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Hampson Parabolic Radon transform
In general, seismic events are hyperbolic in nature but we can approximate small
portions of these events as parabolas. On the NMO-corrected data, the parabolic
Radon transform was performed by Hampson. Following equation gives the hy-
perbolic move out of the NMO-corrected input data:
tn =
√
t2 − x
2
vn2
(4.3)
Here vn is the corrected velocity, t is the recorded time, tn is the corrected time.
The resulting events can be approximated by parabolas. Squaring both sides of
the above equation, we obtain the following equation:
t2 = t0
2 +
x2
v2
(4.4)
terr
2 = t0
2 +
x2
verr2
(4.5)
terr
2 = t2 +
x2
verr2
− x
2
v2
(4.6)
terr
2
t2
= 1 +
x2
t2
(
1
verr2
+
1
v2
) (4.7)
terr
t
=
√
1 +
x2
t2
(
1
verr2
+
1
v2
) (4.8)
terr
t
≈ 1 + x
2
2t2
(
1
verr2
+
1
v2
) (4.9)
t = τ + qx2 (4.10)
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terr is approximately parabolic,
t2 = τ 2 +
x2
v2
(4.11)
Parabolic Radon transform t2 Stretched input data
Yilmaz proposed that after application of the t2-stretch all the hyperbolic events
in the offset domain can be transformed to exact parabolas. Events on the CMP
gather have hyperbolic travel times defined by
t2 = τ 2 +
x2
v2
(4.12)
Applying t˜ = t2 and τ˜ = τ 2
t˜ = τ˜ +
x2
v2
(4.13)
Transformed equation is parabolic and can be defined as:
u(q, τ˜) =
∫ ∞
−∞
d(x, t˜ = τ˜ + qx2)dx (4.14)
dˆ(x, t˜) =
∫ ∞
−∞
u(q, τ˜ = t˜− qx2)dq (4.15)
Or in discrete form,
u(q, τ˜) =
∑
x
d(x, t˜ = τ˜ + qx2)) (4.16)
dˆ(x, t˜) =
∑
q
u(q, τ˜ = t˜− qx2) (4.17)
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4.1.3 Inverse Parabolic Radon
In the frequency domain, Parabolic Radon transform can be represented as:
D(x, ω) =
∫ ∞
−∞
U(q, ω)e−iωqx
2
dq (4.18)
Uˆ(q, ω) =
∫ ∞
−∞
D(x, ω)eiωqx
2
dx (4.19)
Replacing forward Radon transform into inverse Radon transform following equa-
tion is obtained:
Uˆ(q, ω) =
∫ ∞
−∞
∫ ∞
−∞
U(q´, ω)e−iωq´x
2
dq´e−iωqx
2
dx (4.20)
The above relation can be further simplified,
Uˆ(q, ω) =
∫ ∞
−∞
∫ ∞
−∞
U(q´, ω)eiωx
2(q−q´)dq´dx =
∫ ∞
−∞
dq´U(q´, ω)
∫ ∞
−∞
eiωx
2(q−q´)dx
(4.21)
Let σ(q, ω) be equal to
∫∞
−∞ e
ωqx2 . Replacing the value of σ(q, ω) in above equation,
following convolution equations are obtained.
Uˆ(q, ω) = U(q, ω) ∗ σ(q, ω) (4.22)
U(kq, ω) =
Uˆ(kq, ω)
σ(kq, ω)
=
√
ωUˆ(kq, ω)
σ´(kq)
(4.23)
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σ(q, ω) can be simplified as:
σ(q, ω) = [1 + isign(q)]
√
pi
2ω|q| (4.24)
U(kq, ω) =
√
ωkpUˆ(kq, ω)
2pi)
(4.25)
4.1.4 Velocity-stack Representation
Parabolic Radon transform in the velocity domain was introduced by Yilmaz,
1989.
u(v, τ) =
∑
x
d(x, t = τ + 4
x2
v2
) (4.26)
dˆ(x, t) =
∑
q
u(v, τ = t− 4x
2
v2
)) (4.27)
4.2 Parabolic Radon Transform of Different
Curves
In this section different events and their parabolic Radon transform are presented.
For the derivation, the following set of equations are solved.
ψ(p, τ ;x) = t(x)− φ(x)− τ = 0 (4.28)
∂ψ(p, τ ;x)
∂x
=
dt
dx
− (dφ(x)
dx
= 0 (4.29)
For Parabola φ(x) = qx2.
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4.2.1 Point Source
Consider Linear curve
t(x) = βx (4.30)
dt
dx
= β (4.31)
So a single point on C is represented as a line in the transform domain (-see Fig.
4.1).
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Figure 4.1: Parabolic Radon Transform of Point
4.2.2 Parabolic Curve
Consider a parabolic curve ‘q’. The curvature can be found by solving the eq.
4.28
q =
β
2x
(4.32)
τ =
βx
2
(4.33)
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Eliminating x, the following relation is obtained:
qτ =
β2
4
(4.34)
the parabolic Radon transform of typical hyperbolic seismic events
t2(x) = a+ bx2 (4.35)
using previous equations,
q(x) =
b
2t(x)
(4.36)
τ(x) =
t(x)
2
+
a
2t(x)
(4.37)
eliminating t(x)
τ =
b
4q
+
aq
b
(4.38)
Let a = 2h
c
and b = 1
c2
, we get
ct2 = x2 + 2h2 (4.39)
τ =
1
2c2q
q + 2h2q (4.40)
Curvature of the hyperbolic event
k(x) =
∂2t/∂x2
(1 + (∂t/∂x)2)
3/2
=
dp(x)/dx
1 + p2(x)3/2
(4.41)
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Figure 4.2: Parabolic Radon Transform of curve
dt/dx = p(x) = 2xq (4.42)
Moreover, p(0) = 0,k(0) = dp(0)/dx,q(0) = k(0)/2
qa =
b
2
√
a
(4.43)
τa =
√
a (4.44)
Ka =
d2τ
dq2|a =
b
2qa3
=
τa
qa2
=
4t(0)
K2(0)
(4.45)
So a parabolic curve C is represented as a point in the transform domain -see Fig.
4.2
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4.3 Compressive Sensing using Parabolic Radon
Transform
In this section, use of Parabolic Radon transform as a sparsifying transform for
compressive sensing, is presented.
Let g(n) be the sampled, acquired seismic data, vector with size N . This signal
can be expanded in terms of orthonormal basis matrix ψ as follows:
g(n) =
N∑
i=1
xiψi(t), (4.46)
where xi are the coefficients sequence of g(t). To make the formulation easier the
signal g(n) in terms of matrix as follows:
g = ψx. (4.47)
Here, ψ has dimension N×N . Also assume that the number of non zero entries in
g are K. In other words, g is a K sparse vector with length N , when represented
in basis ψ. For the parabolic Radon transform ψn = e
iωnqx2
T
or in matrix form
ψ =

eiωq1x
2
1 eiωq2x
2
1 eiωq3x
2
1 · · · eiωqnx21
eiωq1x
2
2 eiωq2x
2
2 eiωq3x
2
2 · · · eiωqnx22
...
...
...
...
...
eiωq1x
2
n eiωq2x
2
n eiωq3x
2
n · · · eiωqnx2n

(4.48)
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As g is K sparse vector, compressive sensing can be used to acquire the data with
much less sample than suggested by the Shannon Nyquist theorem. So instead
of sampling all the elements of g, the signal can be recovered by less number
of samples. Let φ be another basis matrix, known as sensing matrix, with size
M ×N , where M  N . The sampled signal g can be represented in terms of new
basis φ, as follows:
y = φg (4.49)
y = φψx (4.50)
Let A = φψ,measurement matrix, with dimension M ×N . The (4.50) simplifies
to
y = Ax (4.51)
To recover the original signal we have to find the coefficient vector xˆ by solving
the following relation
Axˆ = b (4.52)
where
b = φg (4.53)
Here A, is a rectangular matrix, with less rows than the columns. So A is an
under-determined system of linear, number of unknowns are greater than the
number of equations. Restricted isometric property(RIP) can be utilized for the
perfect reconstruction of the under-sampled data [63]. The RIP is a sufficient
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a sufficient condition for many sparsifying recovery theorem. Besides RIP the
sensing matrix and representation matrix should have incoherence [41]. If the RIP
and incoherence is satisfied then one way to solve compressive sensing problem is
by using the l1-norm for the reconstruction, the following model is obtained:
min ‖x‖1subject to Ax = b (4.54)
Once the coefficients are estimated by l1-norm then the original signal can be
recovered by using the following relation
g = ψxˆ (4.55)
Because of the fact that most of the practical problems may involve large mea-
surement matrix, finding an appropriate measurement matrix φ is big challenge.
Fortunately there are number of techniques have been suggested for easier selec-
tion of the measurement matrix. One of the suggested approach is to randomly
choose N unit vectors in K-dimensional space. Or randomly choose K rows from
an N×N orthogonal matrix and normalize the columns for the measurement ma-
trix [41]. One other approach that is used a lot is to form a matrix with randomly
chosen Gaussian entries [88]. All these techniques work for Compressive sensing
as long the following relation is satisfied
M ≥ cK log(N/K), (4.56)
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4.4 Applications of Compressive Sensing and
Parabolic Radon Transform
In the remaining part of this chapter, different application of seismic data pro-
cessing using compressive sensing and parabolic Radon transform are discussed.
The applications that are discussed
• Interpolation of non-linear missing seismic traces
• Classification of non-linear seismic events
• Deconvolution of seismic data
• Multiple reflection removal from seismic data
4.5 Interpolation of Missing Non-Linear Seismic
Events
During the last few years the demand for denser seismic traces has increased a lot.
Most famous methods are based on transformation of seismic data into another
domain like wavelet, Radon, curvlet. Transform based methods are discussed
in [89–91]. Similarly there are some techniques based on filters as discussed in [92].
Berkhout and Verschuur uses the primary reflection energy for the interpolation
[94]. Same energy concept is extended in Curry and Shan (2006). Interferometric
interpolation of missing seismic data is discussed in [96]. Hermann has used the
curvlet with compressive sensing in [97,98].
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Here, a new technique for the interpolation of missing seismic traces, based
on compressive sensing where Radon transform being the sparsifying domain,
is presented. Once the data is acquired in compressed fashion via compressive
sensing, a certain feature of the compressed signal in Radon domain is used for
the interpolation. Finally, the data is converted back from the Radon domain to
time space(t-x) domain, which contains the interpolated data.
Algorithm
Given a seismic record, the proposed compressive sensing with parabolic Radon
transform τ − q method for interpolation of missing seismic traces is stated as
follows:
1. Use the compressive sensing to acquire the seismic data in the compressed
fashion as described in the section.
2. Use the following facts for the thresholding:
(a) The curves are converted to single points in the τ − q domain.
(b) These points have higher value than the points corresponding to the
noise or irrelevant curves.
3. Apply the inverse parabolic Radon transform to the previous step result.
Overall algorithm is presented in the Figure 4.3.
99
A
cq
u
is
it
io
n
of
th
e
se
is
m
ic
d
at
a
C
om
p
re
ss
iv
e
S
en
si
n
g
C
om
p
re
ss
ed
τ
−
q
d
at
a
B
in
ar
y
th
re
sh
ol
d
in
g
A
p
p
ly
th
e
in
ve
rs
e
ta
u
q
tr
an
sf
or
m
M
at
ri
x
w
it
h
in
-
te
rp
ol
at
ed
d
at
a
Figure 4.3: Workflow of the proposed technique for interpolation of hyperbolic
and parabolic events
4.5.1 Simulation Result
Total number of traces in the seismic data are 50 (N=50). Out of which 19 are
missing. For the sparsifying transform parabolic Radon transform is used which
interpolates the non linear events. Compressive sensing with parabolic Radon
transform is used for the interpolation of missing seismic traces. Figure 4.4b
shows the compressed τ − q domain with M=10. Now based on the second step of
the proposed algorithm the binary image is presented in the Figure 4.4c. Finally
the results after the application of the inverse τ − q transform are presented in
Figure 4.4d. Besides 18 missing traces (33%), with the help of compressive sensing,
additional 80% compression is achieved.
To test the robustness of the proposed setup, data with different noise level
was tested. Total number of traces and number of missing traces are same as for
the noiseless case. The results after the addition of the noise with 0.1 standard
deviation and 80% compression are presented in Figure 4.5.
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(a) (b)
(c) (d)
Figure 4.4: (a) The synthetic seismic reflected data. (b) The compressed τ − q
transform of (a), after the acquisition in compressed fashion with M=10
(80%compression). (c) The produced binary mask (white stands for one and
black for zero) of (b). (d) The interpolated data after taking the inverse τ − q
transform to the (c).
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(a) (b)
Figure 4.5: (a) The synthetic seismic reflected data with 10% random Gaussian
noise. (b) The interpolated data after taking the inverse τ − q transform and
M=10 (80%compression).
(a) (b)
Figure 4.6: (a) The synthetic seismic reflected data with 20% random Gaussian
noise. (b) The interpolated data after taking the inverse τ − q transform and
M=10 (80%compression).
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Similar comparison after the addition of white noise with standard deviation
0.2 and 0.4 are presented in the Figure 4.6 and 4.7 respectively.
(a) (b)
Figure 4.7: (a) The synthetic seismic reflected data with 40% random Gaussian
noise.(b) The interpolated data after taking the inverse τ − q transform and
M=10 (80%compression) .
The proposed formulation, of compressive sensing using parabolic Radon trans-
form, was tested on the data [129] as shown in the Figure 4.8a.
Total number of traces in the data are 481. Out of these 481 traces 161 traces
are missing. Figure 4.8a shows the result of the proposed algorithm without any
compression. From the interpolated data, it can be deduced that besides the
interpolation the resolution of the curves has also increased. The results with
different compressions are presented in figure 4.9.
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(a)
(b)
Figure 4.8: (a)Interpolation of missing seismic traces using Radon transform
with total number of traces 481. Total number of missing traces are 161.
(N=481, M=481).(b) provides the result with 20% compression
respectively(M=381).
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(a)
(b)
Figure 4.9: Interpolation of missing seismic traces using Radon transform with
total number of traces 481. Total number of missing traces are 161. (a),(b)
provides the result with 40 and 60 % compression respectively( M=289,190).
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(a) (b)
Figure 4.10: Interpolation of missing seismic traces using compressive sensing
with Curvelet transform N=50
Comparison with curvelet transform
Similar to the linear Radon case, comparison with curvelet is presented here.
Results for same data with different noise level using curvelet is presented in
Figure 4.10, and 4.11.
The result for real data interpolation using curvelet transform is presented
in Figure 4.12. The curvelet works well for the high intensity curves. But unlike
Radon it does not increase the resolution. Parabolic Radon transform, interpolates
the missing traces even for high noise levels and low compression levels. On the
other hand, curvelet transform does not perform well when SNR is low. Besides
the performance issue a major difference between the Curvelet and the proposed
setup is the computation time.
Table 4.1 shows the run time for different level of compression for proposed
setup and curvelet transform for 0 % noise. The comparison for different noise level
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(a) (b)
Figure 4.11: Figure (b) shows the interpolation of the synthetic data using
curvelet transform as the sparsifying transform for the compressive sensing with
40% noise.
Figure 4.12: Interpolation of missing seismic traces of the data using
compressive sensing with Curvelet
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is presented in table 4.2. Also the computation time for real data interpolation
is tabulated in table 4.3.From the results it is clear that proposed algorithm is
about 25 times faster than the curvelet.
Transform Type Compression Time
Radon Transform 20% 1.231985 seconds
Radon Transform 40% 1.250185 seconds
Radon Transform 60% 1.303519 seconds
Radon Transform 80% 1.298178 seconds
Curvlet Transform - 20.584001 seconds
Table 4.1: Time comparison: Parabolic Radon transform vs Curvelet transform,
Noise-less case
Noise Time Radon Time Curvlet
0 % 1.27 seconds 20.58 seconds
10% 1.28 seconds 20.83 seconds
20% 1.28 seconds 21.01 seconds
30% 1.29 seconds 22.28 seconds
40% 1.30 seconds 25.26 seconds
Table 4.2: Time comparison: Parabolic Radon transform vs Curvelet transform
Transform Type Compression Time
Radon Transform 20 3.11 seconds
Radon Transform 40 3.28 seconds
Radon Transform 60 3.48 seconds
Curvelet Transform - 53.55 seconds
Table 4.3: Time comparison: Parabolic Radon transform vs Curvelet transform
(Data II)
Interpolation of Missing Seismic Events by Hybrid Radon transform
Previously, linear and parabolic Radon transform are used for the interpolation
of linear and non linear seismic events respectively. Here a new scheme for inter-
polation, based on hybrid Radon transform, is tested on a real dataset. Hybrid
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Acquisition of
the seismic data
Compressive Sensing
Compressed τ − p data Compressed τ − q data
Binary thresholding Binary thresholding
Apply the inverse
tau p transform
Apply the inverse
tau q transform
+
Matrix with in-
terpolated data
Figure 4.13: Workflow of the proposed technique for interpolation seismic events
Radon transform [130] uses linear and parabolic Radon transform at the same
time. Overall work-flow is presented in the 4.13.
The proposed method is applied on the data set from Yilmaz (2001). Shot
gather 6 (Figure 4.14a), which consists of 48 traces with sampling time 4 ms and
spacing 100m. Out of 48 traces, 20 traces are randomly missing as shown in Figure
4.14b. The result after the interpolation of the missing data shown in 4.14c.
The results for 60% compression are shown in Figure 4.15. The Comparison
with curvelet is also presented in Figure 4.16.
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(a)
(b)
(c)
Figure 4.14: (a) The real data set(shot record 6) from Yilmaz (2001). Same data
with randomly missing 20 traces is shown in (b). The interpolated data after
applying the proposed hybrid algorithm is presented in (c) with M= 40
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(a)
(b)
(c)
Figure 4.15: (a) The real data set(shot record 6) from Yilmaz (2001). Same data
with randomly missing 20 traces is shown in (b). The interpolated data after
applying the proposed hybrid algorithm is presented in (c) with M= 20
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(a)
(b)
(c)
Figure 4.16: Interpolation : Compressive sensing with Curvelet Transform
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4.6 Classification: Separation Of Non-Linear
Seismic Events
Parabolic Radon transform as a sparsifying transform for the compressive sensing
can also be used for the extraction of non-linear events like primary reflections and
multiple reflection. By combining Parabolic Radon transform and compressive
sensing, these non-linear events can be separated at the time of acquisition. We
can capture only the parabolic events . By using compressive sensing we can
separate the non linear events at the time of acquisition. Basic model remains the
same as discussed in the case of interpolation. For the separation of non-linear
events, the fact that non-linear event mapped to single point in τ − q domain, is
used. On the other hand, the linear events spreads out in τ − q domain. Spread
out events have lower value than the non-linear events, hence these events can be
muted by doing some thresholding.
4.6.1 Simulation Results
For the simulation, synthetic data(4.17) is used. The data contain total 7 events,
out of these 7 events 4 are linear and 3 are non-linear events. The results after
applying the Parabolic Radon transform along with the compressive sensing are
presented with different compression level in figure 4.18. To test the robustness of
the proposed method result, after the addition of the 10% and 30% random noise,
are presented in Figure 4.19 and Figure 4.20.
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Figure 4.17: Separation Of non-Linear Seismic Events with N=100 and M=75.
(a)
(b)
Figure 4.18: (a)Separation Of Linear Seismic Events with N=100, M=50 (50%
compression). (b) Seperation with M=25 (25% compression)
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(a)
(b)
(c)
Figure 4.19: Separation Of Linear Seismic Events with 10% Noise with N=100.
(a), (b) and (c) presents the results with M=75,50,25 respectively115
(a)
(b)
(c)
Figure 4.20: Separation Of Linear Seismic Events with 20% Noise with N=100.
(a), (b) and (c) presents the results with M=75,50,25 respectively116
4.7 Deconvolution
Deconvolution is used to retrieve the reflectivity from the seismic data. It is a
filtering process in which wavelet is removed from the captured seismic data. Most
common way of deconvolution is the use of Weiner filter, transferring one wavelet
into another in least square sense. There are many deconvolution techniques has
been proposed for seismic data such as predictive.
Maximum entropy based entropy was introduced by Burg (1967) [101–103].
This effective technique is known as spiking deconvolution but it is sensitive
to noise variance. To minimize the effect of noise a consistent relative entropy
method is discussed in [104–106]. Deconvolution based on zero-lag is presented
in [107, 108]. The most famous type of deconvolution is predictive deconvolu-
tion [109, 110]. Predictive deconvolution is independent of the lag value and uses
the relative entropy concept. It removes the multiples and even increase the reso-
lution. Commercially a combination of deterministic and predictive deconvolution
is used.
In this paper a new technique for the seismic deconvolution, based on Radon
transform and a new sampling scheme, compressive sensing, is presented. The
Radon transform as a sparsifying transform for the compressive sensing can be
used for seismic deconvolution at the fly. Finally the data is converted back from
the Radon domain to t-x domain.
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Algorithm
Given a seismic record, the proposed compressive sensing with Radon transform
method for seismic deconvolution is stated as follows:
1. Use the compressive sensing to acquire the seismic data in the compressed
fashion as described in the previous section.
2. Use the following facts to generate an automatic mask:
(a) The curves are converted to single points in the Radon domain.
(b) These points have higher value than the points corresponding to the
noise or irrelevant curves.
3. Multiply the mask with the compressed Radon domain. This will leave only
the curves in the Radon domain.
4. Apply the inverse linear Radon transform to the previous step result.
4.7.1 Simulation Results
The synthetic data contains four reflections as shown in Figure 4.21a. The total
number of traces in the data are 50(N=50) with spatial sampling interval 25m
and sampling interval 4m/s. Figure 4.21b shows the compressed τ − q domain
with M=40. Now based on the third step of the proposed algorithm the Radon
domain after muting of the non-significant part is presented in the Figure 4.21b.
Finally the results after the application of the inverse parabolic Radon transform
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Transform Type Compression Time
Radon Transform 80% 0.225 seconds
Radon Transform 60% 0.226 seconds
Radon Transform 40% 0.233 seconds
Radon Transform 20% 0.234 seconds
Fx deconvolution - 0.322 seconds
Table 4.4: Time comparison: Parabolic Radon transform vs FX-deconvolution
are presented in Figure 4.21d, which shows the deconvolution results with 20%
compression. The estimated noise is presented in Figure 4.21e.
Seismic deconvolution results for 40% and 60% compression are presented in
Figure 4.22 and 4.23.
It is evident from the results, the proposed deconvolution algorithm provides
reasonable good results even for high compression level. One of the most common
technique of seismic deconvolution is the fx-deconvolution. Figure 4.24 provides
the deconvolution results with fx-deconvolution.
Computationally the comparison between the both technique is presented in
the table 4.4. Algorithm was tested on Intel Core i7 processor. The proposed
algorithm is faster than the fx-deconvolution but the major difference is in the
number of samples needed for the both technique.
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(a) (b) (c)
(d) (e)
Figure 4.21: Deconvolution of seismic data using Compressive sensing With
N=50 (a) The synthetic data used for deconvolution. (b) The compressed τ − q
transform of (a), after the acquisition in compressed fashion with M=40
(20%compression). (c) The τ − q domain after the muting of the non-significant
data. (d) The seismic data after taking the inverse parabolic Radon transform,
of the (c). The estimated noise is shown in (e).
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(a) (b)
(c)
Figure 4.22: Deconvolution removal of seismic data using Compressive sensing
With N=50 (a) The synthetic data used for the deconvolution. (b) The seismic
data after deconvolution with M=30 (40% compression). The estimated noise is
shown in (c).
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(a) (b)
(c)
Figure 4.23: Deconvolution of seismic data using Compressive sensing With
N=50 (a) The synthetic data used for the deconvolution. (b) The seismic data
after deconvolution with M=20 (60% compression). The estimated noise is
shown in (c).
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Figure 4.24: Deconvolution of seismic data using fx deconvolution (a) The
synthetic data used for the deconvolution. (b) The seismic data after
deconvolution . The estimated noise is shown in (c).
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4.8 Multiple Removal
The captured data contain multiple reflections from the same earth layer. Due to
the complex geological conditions, different kinds of multiple reflections are gener-
ated; these reflections significantly reduce the resolution of recorded seismic data
as they get mixed with primary waves. These reflections interfere with the pri-
mary reflections, which in turn make the processing of seismic data more difficult.
Besides difficulty in identification of primary reflections we also face difficulties in
the data analysis and interpretation. Attenuation of multiple reflections from the
recorded seismic data is one of the key issues in the field of seismic data processing,
so we can obtain the accurate description of the concerned surface as accurately
as possible.
The captured data along with primary reflections contain many undesired
components such as multiple reflections, refractions, diffractions etc. Presence of
these unwanted components make the processing more difficult. Migrations and
inversion schemes also require seismic data without these multiple reflections. So
presence of these multiples limit the performance of the algorithm used for seismic
signal processing. So attenuation of multiple reflections is very important step in
seismic data processing. A lot of algorithm has been presented for the multiple
attenuation. Methods depending upon the moveout and different transform has
been discussed in [94] . In transformed domain, the unwanted regions are muted
and we end up with only the primary reflections. Methods based on prediction and
extraction of multiples are also presented. Wave-field extrapolation and predictive
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deconvolution are the example of these techniques. These techniques work well
with surface-related multiple removal. These techniques are presented in [131] and
[132]. These methods are time consuming so adaptive algorithms are presented
in [94, 133, 134]. There are some techniques which uses independent component
analysis for the multiple removal as discussed in [135–137].
The parabolic Radon transform as a sparsifying transform for the compressive
sensing can be used to remove the multiple reflection at the fly. The primary
reflection and multiple reflection have same value of q once the data is represented
in τ − q domain. This fact can be used to remove the multiples from the τ − q
domain. Removal is done by muting all the points except one, with same value
of q. By taking the inverse Radon transform will produce the image without the
multiples.
Algorithm
Given a seismic record, the proposed compressive sensing with τ − q method for
automatic multiple reflections removal is stated as follows:
1. Use the compressive sensing to acquire the seismic data in the compressed
fashion as described in the previous section.
2. Use the following facts to generate an automatic mask (one for the primary
reflections, zero for multiple reflections):
(a) In the τ − q domain, primary reflection and multiple reflections have
same value of q.
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Figure 4.25: Workflow of the proposed technique for Multiple removal
(b) For that particular value of q, the value with the lowest t corresponds
to the primary reflection.
3. Multiply the mask with the compressed τ − q domain. This will leave only
the primary reflections in the τ − q domain.
4. Apply the inverse parabolic Radon transform to the previous step result.
Overall algorithm is presented in the Figure 4.25.
4.8.1 Simulation Results
The synthetic data contains two primary and two multiple reflections as shown
in Figure 4.26a. The total number of traces in the data are 100(N=120) with
spatial sampling interval 25m and sampling interval 4m/s. Figure 4.26b shows the
compressed τ−q domain with M=80. Now based on the third step of the proposed
algorithm the Radon domain after the muting of the multiple is presented in the
Figure 4.26c. Finally the results after the application of the inverse parabolic
126
Radon transform are presented in Figure 4.26d, which shows the data without the
multiple reflections with 20% compression.
(a) (b)
(c) (d)
Figure 4.26: Multiple reflection removal of seismic data using Compressive
sensing With N=100 (a) The synthetic data used for the multiple removal. (b)
The compressed τ − q transform of (a), after the acquisition in compressed
fashion with M=80 (20%compression). (c) The τ − q domain after the muting of
the multiples. (d) The seismic data after taking the inverse parabolic Radon
transform, of the (c).
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The Figure 4.27 and 4.28 presents the results for the multiple removal with
60% and 80%compression level respectively.
(a) (b)
(c) (d)
Figure 4.27: Multiple reflection removal of seismic data using Compressive
sensing With N=100 (a) The synthetic data used for the multiple removal. (b)
The compressed τ − q transform of (a), after the acquisition in compressed
fashion with M=40 (60%compression). (c) The τ − q domain after the muting of
the multiples. (d) The seismic data after taking the inverse parabolic Radon
transform, of the (c).
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(a) (b)
(c) (d)
Figure 4.28: Multiple reflection removal of seismic data using Compressive
sensing With N=100 (a) The synthetic data used for the multiple removal. (b)
The compressed τ − q transform of (a), after the acquisition in compressed
fashion with M=20 (80%compression). (c) The τ − q domain after the muting of
the multiples. (d) The seismic data after taking the inverse parabolic Radon
transform, of the (c).
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To test the robustness of the proposed setup, the algorithm was applied to the
data with different level of white Gaussian noise. The results of multiple removal,
using the proposed algorithm, after the addition of 10% white Gaussian noise and
75% compression, are presented in Figure 4.29.
(a) (b)
(c) (d)
Figure 4.29: Multiple reflection removal of seismic data using Compressive
sensing With N=100 with 10% Noise(a) The synthetic data used for the
multiple removal. (b) The compressed τ − q transform of (a), after the
acquisition in compressed fashion with M=25 (75%compression). (c) The τ − q
domain after the muting of the multiples. (d) The seismic data after taking the
inverse parabolic Radon transform, of the (c).
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(a) (b)
Figure 4.30: Multiple reflection removal of seismic data using Compressive
sensing With N=100 with 20% Noise(a) The synthetic data used for the
multiple removal. (b) The seismic data after the multiple removal with M=25
(75%compression).
The proposed algorithm works well for even higher noise level and high com-
pression level. The results of the proposed algorithm with 20% and 40% white
noise are presented in figure 4.30 and 4.31.
The same algorithm is tested on a real dataset of the Gulf of Mexico as shown
in Figure 4.32a. The total number of traces in the data are 92(N=92) with spatial
sampling interval 25m and sampling interval 4m/s. The result after the multiple
removal, with 50 % compression, is presented in figure 4.32b. To show the effect
of the proposed algorithm, a part of the database along with the final result is
shown in Figure 4.33.
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(a) (b)
Figure 4.31: Multiple reflection removal of seismic data using Compressive
sensing With N=100 with 40% Noise(a) The synthetic data used for the
multiple removal. (b) The seismic data after the multiple removal with M=25
(75%compression
(a) (b)
Figure 4.32: Multiple reflection removal of Gulf of Mexico using Compressive
sensing With N=92 (a) The real data used for the multiple removal. (b) The
seismic data after the multiple removal with M=46 (50%compression).
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(a)
(b)
Figure 4.33: Multiple reflection removal of Gulf of Mexico using Compressive
sensing With N=92 (a) The real data used for the multiple removal. (b) The
seismic data after the multiple removal with M=46 (50%compression).
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4.9 Conclusion
In the first section of this chapter a brief review of parabolic Radon transform is
presented. Parabolic Radon transform and its types are discussed. Besides basic
theory of parabolic Radon transform, Radon transform of point source, linear and
non-linear events is presented.
In the second part of the chapter, compressive sensing using parabolic Radon
transform as sparsifying transform is presented. The proposed algorithm is used
for the interpolation of missing traces. From the comparison with the curvelet
transform, it became evident that Radon is much faster than the curvelet trans-
form. Moreover Radon transform is robust and works for low SNR signals as
well.
Compressive sensing with parabolic Radon transform as a sparsifying trans-
form can be used to separate the non-linear events from the non-linear Radon
transform at the time of acquisition. Deconvolution using Radon transform is
also presented in this chapter. The deconvolution results are compared with the
famous fx-deconvolution.
At the end of this chapter, multiple reflection problem is tackled using the
proposed algorithm. From the detailed simulation results, it is clear that Radon
transform with compressive sensing, not only reduce the number of measurements
but it is also quite robust and provides accurate detection of the primary reflection.
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CHAPTER 5
CONCLUSION
In this research work, the Radon Transform is used as the sparsifying transform for
the Compressive sensing of seismic exploration data. Radon transform is robust
in both the linear domain (τ − p) or parabolic domain (τ − q). The τ − p and
τ − q domain provides the sparse representation of the linear and parabolic(or
hyperbolic) seismic events, respectively. The concept was proved, as shown via
the results, for several important seismic processing steps.
The applications that are discussed in this thesis are
• Interpolation of linear and non-linear missing seismic traces
• First arrival picking of the seismic refraction data
• Classification of different seismic events of the acquired data
• Deconvolution of seismic data
• Multiple reflection removal from seismic data
From the results, it is interesting to see how compressive sensing with Radon
transform can be used for various application of seismic signal processing. The
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Radon transform does not only work well with compressive sensing but it is sig-
nificantly more faster than the existing proposed transform for seismic signal pro-
cessing like curvelet transform. Computationally Radon transform is much less
expensive than the curvelet as it is evident from the simulation results. Radon
Transform is also quite robust and even works well for quite low SNR. The fact
that the linear events and non linear events are sparse in τ − p and τ − q domain
respectively, can be used to only record linear/non-linear seismic events. Linear
Radon transform can be used to detect the first break of the refraction data. Sim-
ilarly parabolic Radon transform can be used to remove the multiple reflections
from the seismic reflection data.
5.1 Future Suggestions
In this research, Radon transform is used with frequency domain representation.
Instead of using frequency domain Radon transform representation, time-domain
high resolution Radon transform can be used. Time-domain Radon transform
will map the seismic events into the single points, more accurately at the cost of
computational time.
Other variants of Radon can be tested like instead of parabolic, hyperbolic
Radon transform/Hybrid Radon transform can be used. Resolution can be in-
creased by local Radon transform.
Instead of l1 norm minimization, other recovery algorithm can be utilized for
the compressive sensing.
136
To further prove or negate the concept that Radon transform can be used as
sparsifying transform for compressive sensing of the seismic data processing, the
technique can be tested experimentally.
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