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La Comprensión de Programas (CP) es un área 
de la Ingeniería de Software que tiene como 
objetivo facilitar el entendimiento de los 
sistemas, mediante el desarrollo de Métodos, 
Técnicas, Estrategias y Herramientas que 
permiten comprender las funcionalidades del 
sistema de estudio. 
Uno de los principales desafíos en CP es 
establecer una relación entre el Dominio del 
Problema y el Dominio del Programa. Es 
decir, poder relacionar el comportamiento del 
sistema de estudio con las componentes del 
mismo que producen dicho comportamiento. 
Una forma de construir esta relación consiste 
en elaborar una representación para cada 
dominio y luego establecer un procedimiento 
de vinculación entre ambas representaciones. 
Pero para lograr esto, es necesario poder 
extraer información de ambos dominios (para 
poder crear las representaciones), para lo cual 
existen múltiples técnicas.  
Dentro de lo que a la extracción de información 
del programa se refiere, existen muchos 
métodos y herramientas desarrolladas, cada una 
de las cuales pueden ser clasificadas en base al 
tipo de información que extraen. Así, se tienen 
técnicas de extracción de información estática o 
dinámica.   Las primeras extraen información   
desde el código fuente sin ejecutar el sistema. 
Las segundas están relacionadas con 
información de tiempo de ejecución.        
En este artículo se describe una línea de 
investigación que se centra en el Análisis 
Dinámico de Sistemas de Software para la 
creación de estrategias de Comprensión de 
Programas. El Análisis Dinámico de Sistemas 
abarca el estudio de las técnicas de extracción 
de información junto a las técnicas y estrategias 
para la observación, estudio e interpretación  de 
la información extraída. 
Palabras Claves: Comprensión de Programas,  
Extracción de Información Dinámica, Análisis 
Dinámico, Programación Orientada Objetos.  
 
CONTEXTO 
La línea de investigación descripta en este 
artículo se desarrolla en el Laboratorio de 
Calidad e Ingeniería de Software de la 
Universidad Nacional de San Luis; y se  
encuentra enmarcada dentro del proyecto: 
Ingeniería del Software: Conceptos, Métodos, 
Técnicas y Herramientas en un Contexto de 
Ingeniería de Software en Evolución, 
perteneciente a la universidad antes 
mencionada.  Dicho proyecto, es reconocido 
por el programa de incentivos, y es la 
continuación de diferentes proyectos de 
investigación de gran éxito a nivel nacional e 
internacional.  
Este Trabajo también forma parte  del proyecto 
bilateral entre la Universidade do Minho 
(Portugal) y la Universidad Nacional de San 
Luis (Argentina) denominado Quixote: 
Development of Problem Domain Models to 
Interconnect the Behavioral and Operational 
Views to Aid in Software Systems 
Comprehension [Quix11]. Quixote fue 
aprobado por el Ministerio de Ciencia, 
Tecnología e Innovación Productiva de la 
Nación (MinCyT) y la Fundação para a Ciência 
e Tecnología (FCT) de Portugal. Ambos  entes 
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soportan económicamente la realización de 
diferentes misiones de investigación desde 
Argentina a Portugal y viceversa. 
 
1. INTRODUCCIÓN 
La Comprensión de Programas [Nel96, STO05, 
LF94, BRM10, CBHP08, Ber11] es un área de 
la Ingeniería del Software destinada a elaborar 
Modelos, Métodos, Técnicas y Herramientas, 
basadas en procesos de aprendizaje y en  
procesos específicos de ingeniería, con el fin de 
llegar a un conocimiento profundo sobre un 
sistema de software. Este aprendizaje es 
primordial para poder establecer una relación 
entre el Dominio del Problema y el Dominio 
del Programa. Es decir, lograr una relación real 
entre el comportamiento del sistema en estudio 
y las componentes del mismo utilizadas para 
producir  dicho comportamiento. Para reprodu-
cir esta relación entre ambos dominios, se 
puede construir una representación para cada 
uno de ellos y luego, mediante una estrategia de 
vinculación, lograr conectar ambas 











Para poder construir las representaciones de los 
dominios, es necesario obtener información de 
ellos. Particularmente, en lo que a extracción de 
información desde el Dominio del Programa se 
refiere, surgen dos enfoques de investigación 
basados en el tipo de información que extraen, 
ellos son: el Análisis Estático (AE) y el 
Análisis Dinámico (AD). El AE es el más 
conocido debido a que es utilizado para la 
compilación de programas, y se centra en la 
extracción de información mediante el análisis 
sobre el código fuente del programa. El AD 
focaliza su trabajo sobre la información que se 
extrae durante el tiempo de ejecución del 
sistema, es decir, sobre el comportamiento que 
tiene el mismo mientras se ejecuta. Este último 
estilo de análisis provee una gran cantidad de 
ventajas, entre las que se pueden mencionar: 
 Reducción del tamaño en el espacio de 
búsqueda respecto a las técnicas estáticas 
que analizan todo el código. Esto se debe a 
que las técnicas dinámicas extraen 
información de aquellas partes del programa 
involucradas en una ejecución particular. Un 
determinado escenario de ejecución
1
 es muy 
difícil que abarque todo el código de un 
sistema. 
 
 Detección de fallas producidas durante la 
ejecución que permiten descubrir y notificar 
errores que no se detectarían en un análisis 
estático, como por ejemplo el fallo de una 
operación con enteros.  
 
 Extracción de información sobre el 
comportamiento del programa bajo distintos 
escenarios. Cada uno de estos escenarios 
produce un flujo de ejecución diferente 
dentro del programa, que emplea distintos 
componentes del mismo. Mediante el 
análisis dinámico se pueden registrar y 
analizar cada uno de esos flujos y las 
componentes del sistema usadas, de manera 
de poder establecer un vínculo entre estos 
que ayude  a establecer la relación Dominio 
del Problema- Dominio del Programa. 
 
Las ventajas mencionadas anteriormente son 
algunas de las razones por las cuales esta línea 
de investigación se centró en el Análisis 
Dinámico de Sistemas. A continuación se 
describen los aspectos relacionados a esta línea 
de investigación, detallando de manera más 
concreta las actividades que se están llevando 
adelante para extraer información dinámica del 
sistema de estudio. 
La organización de este artículo se expone a 
continuación. La sección 2 describe la línea de 
                                                          
1Un escenario de ejecución es una secuencia de 
entradas de usuario que disparan acciones de un 













Figura 1: Modelo para la re-construccion de la relación real 
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investigación. La sección 3 presenta los 
resultados obtenidos hasta el momento, junto 
con aquellos esperados a corto plazo. 
Finalmente, la sección 4 describe las tareas 
realizadas por los recursos humanos en 
formación. 
 
2. LÍNEA DE INVESTIGACIÓN 
Como se mencionó anteriormente en el 
Resumen de este artículo, el Análisis Dinámico 
de Sistemas de Software está compuesto 
principalmente por dos amplias ramas de 
investigación, ellas son: i) las técnicas de 
extracción de información dinámica desde el 
programa, y ii) las técnicas y estrategias usadas 
para la administración, estudio e interpretación 
de la información extraída por las técnicas 
mencionadas en el ítem anterior.  
Dentro de lo que a técnicas para la extracción 
de información dinámica desde los sistemas se 
refiere, se pueden mencionar 3  de las más 
conocidas y utilizadas actualmente como son: 
 Dynamic Program Slicing: es una técnica  
que consiste en simplificar el análisis de los 
programas en ejecución focalizando el 
estudio sobre aquellas partes del código que 
poseen una mayor importancia semántica, 
descartando las restantes. Para lograr esto, se 
toman aquellas partes del código fuente de 
interés, y se las agrupa en nuevo/s 
procedimiento/s formando un nuevo 
sistema. Luego, al ejecutarse este nuevo 
sistema, se centra el análisis sobre el 
comportamiento de los nuevos 
procedimientos, obteniendo información de 
estos. Debido a que estos nuevos 
procedimientos no son más que partes 
aisladas del código fuente original, lo que se 
obtiene en realidad es información respecto 
a esa parte de código particular del sistema 
original [AH90]. 
 
 Profiling: esta técnica consiste en el uso de 
herramientas conocidas como profilers que 
se encargan de recolectar información sobre 
el comportamiento de los sistemas en 
ejecución. La información que estas 
herramientas proveen comprende desde el 
uso de memoria del programa hasta la 
duración de las llamadas a procedimientos. 
Para lograr obtener esta información, los 
profilers hacen uso de una amplia variedad 
de técnicas tales como  interrupciones de 
hardware, simulación,  uso de contadores de 
performance de hardware, entre otras 
[GKM82]. 
 
 Instrumentación de Código: esta técnica 
consiste básicamente en la inserción de 
sentencias de extracción de información 
dentro del código fuente de los programas, 
de manera que al ejecutarse se obtenga 
información respecto del comportamiento 
del sistema. Para más información leer 
[DGN07, BHU09, Ber11]. 
 
Todas estas técnicas dinámicas proveen 
grandes cantidades de información, las cuales 
deben ser analizadas y estudiadas para poder 
lograr llegar a una comprensión concreta de los 
programas. Por esta razón, el Análisis 
Dinámico se encarga de crear técnicas de 
manejo y estudio de la información para poder 
aprovecharla de la mejor manera. Entre las 
técnicas existentes se pueden mencionar:  
 
 Técnicas de Trace Summarization: 
consisten en crear vistas de las trazas de 
ejecución más abstractas tomando los puntos 
principales de estudio de mayor interés y 
descartando la información referida a 
detalles. De esta forma, los ingenieros 
pueden crear un modelo cognitivo general 
de la traza, que les sirva de guía para luego 
realizar un análisis más detallado. El lector 
interesado en conocer más sobre esta técnica 
puede leer [HamL05], 
 
 Técnicas de Visualización de Trazas: se 
utilizan para crear representaciones de las 
trazas más prácticas y gráficas que faciliten 
el análisis del contenido de las mismas. Así, 
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por ejemplo, se tienen técnicas de 
visualización de trazas basadas en árboles, 
grafos, diagramas, entre otras. El lector 
interesado en profundizar sobre estas 
técnicas puede leer [BHU09, Corn09, 
HamL05]. 
 
 Técnicas de Interconexión de los 
Dominios del Problema y del Programa: 
utilizan la información provista por las 
trazas de ejecución (Dominio del Programa) 
y la vinculan con información del Dominio 
del Problema para lograr establecer 
conexiones entre ambos dominios que 
permitan llegar a una comprensión más 
concreta de los sistemas [BHU09, LF94, 
BRM10].  
 
En esta línea de investigación, basada en el 
Análisis Dinámico de los sistemas, se utilizan y 
elaboran técnicas tanto para la extracción de 
información como para el estudio 
administración e interpretación de la misma. 
Debido a la complejidad que conlleva 
desarrollar técnicas de extracción y de análisis 
de información, se decidió acotar la 
investigación sobre un paradigma de 
programación específico: el Orientado a 
Objetos, tomando como caso de estudio el 
lenguaje Java. La información que se extrae de 
los sistemas Java es referida al comportamiento 
en ejecución de los métodos del sistema, de 
manera de conocer qué métodos se ejecutan y 
en qué orden, para un determinado escenario de 
ejecución. Para extraer esta información de los 
sistemas se utiliza la técnica de Instrumen-
tación de Código, aplicando diferentes acciones 
sobre la información extraída  para poder 
aprovecharla de la mejor manera. Actualmente, 
se están analizando y definiendo más técnicas y 
estrategias para aplicar sobre la información 
que se extrae, de modo de realizar un análisis 
más completo sobre la misma, y llegar a una 
comprensión de los programas más acabada. 
     
3. RESULTADOS OBTENIDOS Y 
ESPERADOS 
Los resultados obtenidos hasta el momento en 
esta línea de investigación sobre Análisis 
Dinámico de Sistemas, son los siguientes: 
 Se analizó una especificación de la 
gramática del lenguaje Java y se pudo 
concluir que es posible realizar una 
instrumentación mediante atributos sinteti-
zados y heredados para la extracción diná-
mica de información [BBRHP11].  
 Se definió un esquema de instrumentación 
que permite la extracción de información 
respecto del comportamiento de los métodos 
en ejecución y el control de cantidad 
extraída [Ber11]. 
 Se creó una herramienta que implementa el 
esquema de instrumentación definido, 
automatizando el proceso de instrumen-
tación de los sistemas escritos en Java para 
obtener información dinámica de los 
mismos. Esta herramienta también admi-
nistra la información extraída, permitiendo: 
i) visualización simultánea de la misma al 
momento de su extracción y, ii) registro en 
un archivo con formato XML para un 
análisis post mortem de la misma, mediante 
las diferentes herramientas existentes para 
XML, tales como creadores automáticos de 
árboles, grafos, entres otras. 
Dentro de los resultados esperados en el corto 
plazo se encuentran:  
 Crear ontologías sobre la información 
extraída de manera de facilitar  la 
reconstrucción virtual de la relación real 
Dominio del Problema- Dominio del 
Programa. Se pretenden crear ontologías 
para describir los conceptos y las relaciones 
pertenecientes al Dominio del Problema, con 
el objetivo de sistematizar una represen-
tación de este dominio, y facilitar la identi-
ficación del mapeo de estos conceptos con 
secuencias de ejecución. 
 Definir técnicas de análisis de  trazas de 
ejecución para optimizar su estudio y 
comprensión. 
 Definir estrategias de visualización de trazas 
de ejecución de manera de facilitar el 
entendimiento de la información extraída. 
 Estudiar y crear técnicas de Trace 
Summarization para poder detectar, resaltar 
y centrar el análisis sobre la información 
extraída de mayor importancia. 
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 Definir nuevas estrategias de interconexión 
de dominios para la comprensión de 
programas. 
Todas las tareas futuras mencionadas previa-
mente permiten percibir la importancia de la 
línea de investigación presentada en este 
trabajo para la Comprensión de Programas y la 
Ingeniería Inversa.  
 
4. FORMACIÓN DE RECURSOS 
HUMANOS 
Las tareas realizadas en el contexto de la 
presente línea de investigación están siendo 
desarrolladas como parte de trabajos para optar 
al grado de Licenciado en Ciencias de la 
Computación. En el futuro se piensa generar 
diferentes tesis de maestría y doctorado a partir 
de los resultados obtenidos de los trabajos de 
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