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SYMMETRIZATION ESTIMATES
FOR CAUCHY-LIKE KERNELS, PART I:
GLOBAL RESULTS
LOREDANA LANZANI AND MALABIKA PRAMANIK
Abstract. We investigate the robustness of the symmetrization identities that link the
Cauchy kernel K0 and its real and imaginary parts with the Menger curvature. We show
that certain properties of these identities that are critical for L2 theory fail globally if K0
is replaced by any nontrivial minor variant Kh that is natural from the point of view of
complex function theory.
1. Introduction
Multivariate algebraic expressions that are invariant under permutations of the underlying
variables are termed symmetric forms. Identities involving such forms, henceforth referred
to as symmetrization identities, abound in mathematics. Their appeal lies in the physi-
cal interpretation of the various quantities that they embody, which could be geometric,
analytic or combinatorial in nature. The centrepiece of this article is a family of sym-
metrization identities for an integration kernel that is of fundamental importance in many
areas, including real analysis, complex analysis and operator theory. These identities are
exceptionally simple to state: for any three-tuple z = {z1, z2, z3} of distinct points in C,∑
σ∈S3
1
zσ(1) − zσ(2)
×
1
zσ(1) − zσ(3)
= c2(z),(1.1)
∑
σ∈S3
Re
( 1
zσ(1) − zσ(2)
)
× Re
( 1
zσ(1) − zσ(3)
)
=
1
2
c2(z),(1.2)
∑
σ∈S3
Im
( 1
zσ(1) − zσ(2)
)
× Im
( 1
zσ(1) − zσ(3)
)
=
1
2
c2(z).(1.3)
Here S3 is the group of permutations over three elements, and c(z) is the Menger curvature
for the points {z1, z2, z3}. Let us recall that the Menger curvature of three non-collinear
points is the reciprocal of the radius of the unique circle that passes through these three
points. If the points are collinear, c(z) is taken to be zero. A proof of (1.1) may be found
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in [20, Proposition 3.2]. Proofs of (1.2) and (1.3) can be easily deduced from (1.1) either
by algebra or elementary trigonometry; we include these in Section 4.2 for completeness.
Not surprisingly, the identities above are closely connected to the ubiquitous Cauchy kernel
K0 given by
(1.4) K0(w, z) :=
1
w − z
, z, w ∈ C, z 6= w .
On one hand K0 appears naturally in the Cauchy integral formula, which is a reproducing
formula for certain holomorphic functions on planar domains enclosed by a simple closed
curve. On the other hand, K0 restricted to a planar Lipschitz graph is a prime example of
a Caldero´n-Zygmund singular integral kernel on R that is not of convolution type.
Given a positive Radon measure µ on C, a classical question in harmonic analysis is whether
the integral operator associated with K0, namely the Cauchy transform
(1.5) C0(f)(z) :=
∫
w∈Supp(µ)
f(w)K0(w, z) dµ(w) if z /∈ Supp(fµ)
is bounded on Lebesgue spaces associated with µ. A complete theory now exists for
Lp(µ)-regularity of C0 if µ has linear growth, see [19, 20]. The case where µ is the induced
Lebesgue measure on a Lipschitz graph was treated by Caldero´n [2] and Coifman, McIntosh
and Meyer [8], and is of special significance for this article.
Let us take this opportunity to introduce some relevant notation. Given any complex-
valued function K(w, z) defined on C2 except possibly the diagonal {(z, z) : z ∈ C}, we
define the symmetric form S [K] associated with K:
(1.6) S [K](z) :=
∑
σ∈S3
K(zσ(1), zσ(2))K(zσ(1), zσ(3))
for any three-tuple z = {z1, z2, z3} for which the above expression is meaningful. Thus the
identities (1.1)-(1.3) may be restated as follows:
S [K0](z) = c
2(z),(1.7)
S [ReK0](z) =
1
2
c2(z),(1.8)
S [ImK0](z) =
1
2
c2(z)(1.9)
for any three-element set z = {z1, z2, z3} of distinct points in C.
1.1. Symmetrization estimates for K0 and some variants. In 1999 a new proof of
the main result in [8] emerged, co-authored in part by Mattila, Melnikov and Verdera
[15, 16, 22]. The proof involved ideas that led to ground-breaking progress towards the
resolution of a long-standing open problem in geometric measure theory known as Vi-
tushkin’s conjecture. At the core of the new proof was a curvature-based characterization
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of the L2(µ)-regularity of of C0 which relied crucially on the identity (1.7). As pointed out
in [20, Section 3.7.4], this new proof, along with identities (1.8) and (1.9) also showed that
L2(µ) regularity of C0 is, in effect, equivalent to L
2(µ) regularity of ℜC0 alone. Here ℜC0
is the operator obtained by replacing K0(w, z) in (1.5) with its real part, Re(K0(w, z)).
An analogous statement holds for ℑC0. Since then, identities of the type (1.7)-(1.9) have
been highly sought, in view of the numerous ramifications that emanate from them. We
discuss two that are relevant to our discussion.
If K denotes any one of the kernels K0, Re(K0) and Im(K0), then the identities (1.7),
(1.8), (1.9) imply the following consequences that play an important role in the proof of
L2-regularity of the integral operator associated with K.
1. Boundedness of S[K] relative to Menger curvature:
(1.10)
S [K](z)
c2(z)
= O(1)
for all three-tuples z = {z1, z2, z3} of non-collinear points in C;
2. Positivity of S[K]:
(1.11) S [K](z) ≥ 0,
also for all three-tuples z = {z1, z2, z3} of distinct points in C.
Throughout the remainder of this paper, we will refer to conditions (1.10) and (1.11) as the
symmetrization estimates for K0. We defer to the seminal treatise of Tolsa [20, Chapter
3], specifically Theorem 3.5 therein, as an important reference for this work, along with
the excellent surveys [9] and [17].
1.2. Literature review. The deep connection between analysis and geometry as mani-
fested in (1.7)-(1.9), and their consequences (1.10) and (1.11), has inspired active pursuit
of analogous connections for other Caldero´n-Zygmund kernels K, with diverse objectives
and mixed success. We refer to [20] for a detailed survey of the extensive literature in this
direction. An overarching question in this context is to understand the extent to which
such conditions can be employed to study other kernels besides K0, ReK0 or ImK0. It has
been observed (see for instance [20, Section 3.7.4]) that condition (1.11) fails for most ker-
nels K, thereby eliminating the possibility of a non-negative curvature that could be useful
from the perspective of geometric measure theory. For instance, Farag [10] establishes that
there is no higher-dimensional analogue of Menger-like curvatures stemming from Riesz
transforms with integer exponents. Prat [18] on the other hand shows that S [K] is non-
negative for fractional signed Riesz kernels K with homogeneity −α, 0 < α < 1, using it to
prove unboundedness of associated Riesz transforms on certain measure spaces. Lerman
and Whitehouse [12, 13] introduce discrete and continuous variants of Menger-type curva-
tures in a real separable Hilbert space. Their definition of curvature uses general simplices
instead of three-tuples of points; curvatures such as these have applications in problems
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in multiscale geometry and constructive approximation. A number of recent articles, no-
tably [3, 4, 5, 6, 7], have continued to explore the relation between three distinct lines
of inquiry initiated in [15, 16], namely the curvature method, boundedness of a singular
integral operator associated with the Cauchy kernel and rectifiability of sets. While we
will also be studying variants of the Cauchy kernel, the considerations that inspired the
above-mentioned body of work are very different from the main focus of this paper, as
explained below.
1.3. Objectives and layout. We investigate the robustness of the symmetrization esti-
mates for K0, Re(K0) and Im(K0) in two distinct contexts, described in items 1.3.1 and
1.3.2 below. Specifically we consider a simple class of kernels {Kh}, given by
(1.12) Kh(w, z) :=
eih(w)
w − z
parametrized by functions h : C → R. Setting h ≡ 0 (or a constant) yields the kernel
K0 (or a constant multiple of it). Our choice of kernel Kh is driven by complex-analytic
considerations that will be explained in section 2 and will be explored in-depth in the
companion paper [11].
We ask the following question: Are symmetrization estimates of the type (1.10) and (1.11)
stable, i.e., are they preserved by the family {Kh}? We obtain results of two types:
1.3.1. Failure of global stability. This is the focus of the present article. Specifically, we
show that the exact analogues of the identities (1.8) and (1.9) no longer hold for S[ReKh]
or S[ImKh], in the sense that neither is a constant multiple of c
2(z). We do obtain formulas
that are substitutes of (1.8) and (1.9). However, these no longer imply the boundedness
condition (1.10) or the positivity condition (1.11), even for continuous, non-constant h.
This is surprising because the symmetrization estimate (1.7) holds trivially with K0 re-
placed by Kh, for arbitrary h.
What is more, we show that the condition “h ≡ constant on C” is equivalent to any one of
S[ReKh](z)/c
2(z) or S[Im(Kh](z)/c
2(z) being bounded on C. In other words, both these
quantities fail to be bounded on C for every non-constant h. In fact, they fail to be
bounded for z = {z1, z2, z3} ∈ D
3 for any disk D ⊂ C where h is non-constant. This is the
content of Theorem 2.3 in Section 2.
On a similar note, we show that the condition “h ≡ constant” is equivalent to any one
of S[ReKh] or S[ImKh] maintaining a fixed sign across C
3. See Theorem 2.5. Thus, for
nontrivial h there is no analogue of (1.10) or (1.11) that holds for all triples of distinct
points z = (z1, z2, z3) ∈ C
3.
1.3.2. Stability in a restricted setting. In the sequel [11], we prove stability of the sym-
metrization estimates (1.10) and (1.11) in the restricted setting where z1, z2 and z3 are all
confined to a curve Γ and the choice of h is dictated by the complex function theory for
domains whose boundary is Γ. More precisely, for this particular choice of h, the kernel
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Kh is the integration kernel of the Cauchy integral operator
(1.13) Cf(z) =
1
2πi
∫
Γ=bΩ
f(w)
dw
w − z
=
1
2πi
∫
Γ=bΩ
f(w)K0(w, z) dw, z 6∈ Supp(f),
when written as an integral with respect to the arclength measure σ on Γ = bΩ. While
reminiscent of C0 in (1.5), the Cauchy integral C is in fact qualitatively different from C0,
from our perspective of complex function theory. We expand on this point in the sequel
[11]. With this specific choice of h we also have that Re(Kh) is the integration kernel of
the double-layer potential operator [21]:
(1.14) Df(z) =
1
2π
∫
Γ=bΩ
〈w − z,N(w)〉
|w − z|2
f(w) dσ(w), z /∈ Supp(f).
Here 〈z, w〉R := Re(z)Re(w) + Im(z)Im(w) denotes the real inner product of z and w;
the notation N(w) stands for the outer unit normal to Γ = bΩ at w. We show that
local analogues of conditions (1.10) and (1.11) exist for each of S[ReKh] and S[ImKh].
These conditions encode geometric properties of the curve Γ, such as (local) convexity or
concavity. On the other hand, even in this specialized context, the positivity condition
(1.11) is satisfied only by S[ReKh]. We refer the reader to [11] for a detailed discussion.
1.4. Organization of this paper. In sections 2.1 through 2.3 we state the results per-
taining to ReKh and ImKh (the “main results” of this paper). Section 3 gives the necessary
background. The proofs of the main results are collected in section 4; further results per-
taining to the dual kernel of Kh are stated in section 2.4 and are proved in section 5.
1.5. Acknowledgements. The authors were supported respectively by award no. DMS-
1503612 from the National Science Foundation USA and a Discovery grant from the Na-
tional Science and Engineering Research Council of Canada. Part of this work took place
(a) at the Banff International Research Station in Banff, Alberta during a weeklong “Re-
search in Teams” program in the summer of 2016, and (b) at the Mathematical Sciences
Research Institute in Berkeley, California, where the authors were in residence during a
thematic program in the spring of 2017. We thank both institutes for their support and
hospitality. We are most grateful to Karthik Ramaseshan for his assistance in generating
all diagrams.
2. Description of the results
2.1. Setup. As mentioned earlier, our kernel Kh is given by
(2.1) Kh(w, z) :=
eih(w)
w − z
where h : C → R is a given function. If h is a constant function, then Kh is a constant
multiple of K0 given in (1.4).
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2.2. Symmetrization identites for arbitrary h. It is immediate to see that
(2.2) S [Kh](z) = S[K0](z) = c
2(z)
for any three-tuple of distinct points and for any h : C → R (no continuity assumption
needed here).
The first natural question that presents itself is whether the phenomenon (2.2) is inherited
by the real and the imaginary parts of Kh. On account of (1.8) and (1.9) this amounts to
asking whether the identities
(2.3)
S [ReKh](z) = S [ReK0](z) =
1
2
c2(z), and
S [ImKh](z) = S [ImK0](z) =
1
2
c2(z)
are true for all (or for some) non-constant h : C → R. We answer this question in the
negative.
In order to state the precise result we adopt a specific labeling scheme for three-tuples of
non-collinear points.
Definition 2.1. We say that an ordered three-tuple of non-collinear points (a, b, c) is
arranged in admissible order (or is admissible, for short) if (i) the orthogonal projection
of c onto the line determined by a and b falls in the interior of the line segment joining a
and b, and (ii) the triangle ∆(a, b, c) has positive counterclockwise orientation.
We will show in section 4.1 that any three-tuple of non-collinear points has at least one
admissible ordering.
Proposition 2.2. For any non-constant h : C → R and for any three-tuple z of non-
collinear points in C we have
(2.4) S [ReKh](z)= c
2(z)
(
1
2
+ Rh(z)
)
(2.5) S [ImKh](z)= c
2(z)
(
1
2
− Rh(z)
)
where Rh is non-constant and invariant under the permutations of the elements of z. If
z = (z1, z2, z3) is admissible then Rh(z) is represented as follows:
(2.6)
Rh(z) =
2 ℓ1ℓ2ℓ3
(4Area∆(z))2
×
[
ℓ1 cos(hz1,z2(z1)− θ1)+
+ ℓ2 cos(hz1,z2(z2) + θ2)− ℓ3 cos(hz1,z2(z3) + θ2 − θ1)
]
.
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Here θj denotes the angle at zj, and ℓj denotes the length of the side opposite to zj in ∆(z).
Also, we have set
hz1,z2(z) := 2h(z)− 2α21 , z ∈ C,
where α21 is the principal argument of z2− z1 (in an arbitrarily fixed coordinate system for
R2).
Remark (A). A discussion of the invariance properties of these symmetrized forms is
in order. While S [K0](z) (and thus S [Kh](z)), S [ReK0](z) and S [ImK0](z)) are clearly
invariant under rotations and translations of R2, this is no longer the case for S [ReKh](z)
or S [ImKh](z). Yet, (2.4) and (2.5) show that each of these symmetrized forms contains
a term that is invariant under rotations and translations of R2.
The well-posedness of the righthand sides of (2.4) and (2.5) for three-tuples of distinct
points, as opposed to non-collinear points, is addressed in section 4.2, see Remark (B) in
that section.
2.3. Boundedness and positivity: global results for arbitrary h. We next ask
whether either S [ReKh](z) or S [ImKh](z) obeys the boundedness and positivity conditions
(1.10) and (1.11). The answer is negative in all instances: we prove below that Rh is either
constant (in fact zero) or unbounded!
Theorem 2.3. Suppose that h : C→ R is continuous. The following are equivalent:
(i) There is a constant C <∞, possibly depending on h, such that
|Rh(z)| ≤ C
for any three-tuple z = {z1, z2, z3} of non-collinear points in C.
(ii) Rh(z) = 0 for any three-tuple of non-collinear points in C.
(iii) h is constant.
The proof will in fact show the following, stronger conclusion: if if we only assume that
h is continuous on a disc D0 ⊂ C, then the boundedness of Rh(z) for any three-tuple z of
points in D0 is equivalent to h being constant on D0.
An immediate consequence of Theorem 2.3 is that no analog of the positivity condition
(1.11) can hold simultaneously for S [ReKh] and S [ImKh] unless h = const. Specifically,
we have
Corollary 2.4. Suppose that h : C→ R is continuous. Then
h is constant ⇐⇒
(
1
2
−Rh(z)
)(
1
2
+Rh(z)
)
> 0
for any three-tuple of non-collinear points in C.
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In fact more is true.
Theorem 2.5. Suppose that h : C→ R is continuous.
(a) If h is constant, then
1
2
+Rh(z) > 0
for any three-tuple of non-collinear points.
(b) If h is not constant, then the function
z 7→
1
2
+Rh(z)
changes sign. That is, there exist two three-tuples of non-collinear points
z and z′ such that
1
2
+Rh(z) > 0 and
1
2
+Rh(z
′) < 0.
Furthermore, (a) and (b) are also true with
1
2
−Rh in place of
1
2
+Rh.
Corollary 2.6. Suppose that h : C→ R is continuous. Then
(a) h is constant ⇐⇒ 1
2
+Rh(z) > 0
for all three-tuples of non-collinear points.
(b) h is constant ⇐⇒ 1
2
−Rh(z) > 0
for all three-tuples of non-collinear points.
2.4. Further results. As is well-known, the Cauchy transform is essentially self-adjoint.
In fact if C∗0 denotes the formal L
2(µ)-adjoint of C0, then the “dual” kernel of K0 (which
is the kernel for C∗0) is
K∗0(w, z) = −K0(w, z),
giving
(2.7) S [K∗0 ](z) = S [K0](z) .
Thus
(2.8) S [K∗0 ](z) = c
2(z)
and the symmetrization estimates for K∗0 are synonymous with those for K0.
We define the dual kernel of Kh(w, z) as
(2.9) K∗h(w, z) = Kh(z, w).
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Thus
K∗h(w, z) =
e−ih(z)
z − w
.
In great contrast with (2.7) and (2.8), for non-constant h the symmetrization identities
and global estimates for K∗h turn out to be very different from those for Kh. While not
directly related to the sequel [11] of this paper, these results are of independent interest
and we state them below.
Proposition 2.7. For any non-constant h : C → R and for any three-tuple z of non-
collinear points in C we have
(2.10) S [K∗h](z) = c
2(z)H(z)
where H(z) is a non-constant function of z that is invariant under the permutations of the
elements of z. In particular, if z = (z1, z2, z3) is admissible then H(z) has the following
representation.
(2.11)
H(z) =
2 ℓ1ℓ2ℓ3
(4Area∆(z))2
×
[
ℓ1 cos(h(z2)− h(z3) + θ1)+
+ ℓ2 cos(h(z1)− h(z3)− θ2) + ℓ3 cos(h(z1)− h(z2) + θ3)
]
.
Here θj and ℓj are as in the statement of Proposition 2.2.
Theorem 2.8. Suppose that h : C→ R is continuous. The following are equivalent:
(i) There is a constant C <∞, possibly depending on h, such that
|H(z)| ≤ C
for any three-tuple z = {z1, z2, z3} of non-collinear points in C.
(ii) H(z) = 1 for any three-tuple of non-collinear points in C.
(iii) h is constant.
3. Background
Here we list without proof a few elementary computational tools and basic facts that
are used throughout this paper and its sequel [11].
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3.1. Basic properties of symmetrized forms. Recall that, for an arbitrary kernel
K(w, z), the symmetrized form of K at a three-tuple z of distinct points in C is the quantity
S [K](z) :=
∑
σ∈S3
K(zσ(1), zσ(2))K(zσ(1), zσ(3))
where S3 is the set of all permutations of {1, 2, 3}.
• It is easy to see that the above can be equivalently expressed as
(3.1) S [K](z) = 2
∑
σ∈S′
3
Re
(
K(zσ(1), zσ(2))K(zσ(1), zσ(3))
)
where S ′3 = {123, 213, 312}.
• It follows that S [K](z) is real-valued and that
(3.2) S [K](z) = S [K](z) = S [K](z)
• The symmetrized form of K(w, z) can also be expressed as
(3.3) S [K](z) = 2
∑
j
k<l
Re
(
K(zj , zk)K(zj, zℓ)
)
,
where it is understood that j ∈ {1, 2, 3} and for each fixed j, the remaining labels
k, ℓ ∈ {1, 2, 3} are displayed so that k < ℓ.
• In particular, if A(w, z) is real-valued, then we have
(3.4) S [A](z) = 2
∑
j
k<l
A(zj , zk)A(zj , zℓ)
• We point out that in general the operation
K 7→ S[K]
is not linear: S[K+H ] 6= S[K]+S[H ] and S[aK] 6= aS[K]. However S[eicK] = S[K]
whenever c ∈ R, and if the kernels A and B are real-valued then
S[A± iB] = S[A] + S[B] .
Thus
(3.5) S[K] = S[ReK] + S[ImK].
• In the context of our specific family of kernels (2.1), whenever convenient we will
write
(3.6) Kh(w, z) =
eih(w)(w¯ − z¯)
|w − z|2
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and in particular
(3.7) ReKh(w, z) =
Re
(
e−ih(w)(w − z)
)
|w − z|2
with a corresponding identity for the imaginary part.
• Finally, we point out that for our family (2.1) we have
(3.8) S [Kh+c ](z) = S [Kh ](z) for any constant c ∈ R .
3.2. A brief review of Menger curvature. The Menger curvature associated to any
three-element set {a, b, c} of distinct points in C, denoted c(z), is the reciprocal of the
radius of the circle passing through those points (with the understanding that if the points
are collinear, then c(z) = 0). Suppose now that the three points are not collinear and
consider the triangle ∆(z) with vertices {a, b, c}, which we describe as follows: for each
j ∈ {a, b, c} we denote the angle at j by θj , while ℓj denotes the length of the side opposite
to j, that is: ℓj = |zl − zk| where {j, k, l} = {a, b, c}. See Figure 1 below.
c
a
blb
lc
la
θc
θb
θa
Figure 1. A triangle with displayed labeling system for vertices, side-lengths
and angles.
We recall a few basic identities that relate c(z) and ∆(z), see e.g. [22]:
(3.9) c(z) = 2
sin θj
ℓj
, j ∈ {a, b, c}, so in particular
(3.10)
sin θa
ℓa
=
sin θb
ℓb
=
sin θc
ℓc
;
(3.11) 2
cos θj
ℓkℓl
= c2(z)
sin 2θj
4 sin θa sin θb sin θc
, j ∈ {a, b, c}
with the understanding that for any given j = a, b, c, one takes l and k to be the other two
labels in {a, b, c}, and it follows from (3.11) that
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(3.12)
cos θa
ℓbℓc
+
cos θb
ℓaℓc
+
cos θc
ℓaℓb
=
c2(z)
2
,
because
∑
j∈{a,b,c}
sin 2θj = 4 sin θa sin θb sin θc, see again Figure 1. We also have
(3.13) c(z) =
4Area(∆(z))
ℓaℓbℓc
,
which immediately leads us to
(3.14) c2(z)
ℓaℓbℓc
(4Area∆(z))2
=
1
ℓaℓbℓc
.
4. Proofs: main results
4.1. Labeling scheme for ∆(z). In representing Rh(z) it is convenient to re-label the
vertices {a, b, c} as, say, {z1, z2, z3} where z3 is any vertex whose orthogonal projection onto
the line determined by the two other vertices falls into the side of ∆(z) that is opposite
to z3 and, furthermore, z1 and z2 are labeled so that the ordered three-tuple (z1, z2, z3)
has positive (counterclockwise) orientation. We also relabel the angles θj and the sides
ℓj accordingly. We recall from Definition 2.1 that such labels are called admissible, see
Figure 2 below. All subsequent formulae appearing in this section refer to admissible
ordered three-tuples (z1, z2, z3).
z2
z1
z3
z1
z3
z2
Figure 2. A triangle displayed in non-admissible form (left), and in ad-
missible form (right).
Since the orthogonal projection of z3 onto the line determined by z1 and z2 occurs at a
point z4 that lies into the side of ∆(z) that is opposite to z3, we have that
z4 = z1 + (z2 − z1)β = z2 + (z1 − z2)(1− β) for some 0 < β < 1.
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From these it follows that
z3 − z4 = i β tan θ1 (z2 − z1) = i (1− β) tan θ2 (z2 − z1) ,
which in turn grant
(4.1) z2 − z3 =
(1− β)
cos θ2
e−iθ2(z2 − z1)
and
(4.2) z3 − z1 =
β
cos θ1
eiθ1(z2 − z1) .
Finally, we recall for future reference that
(4.3) ℓ2 cos θ1 = |z1 − z4| = β |z2 − z1| = βℓ3 , and ℓ1 cos θ2 = (1− β)ℓ3 .
4.2. Proof of Proposition 2.2. On account of (3.5) we only need to prove the sym-
metrization identity for ReKh. To this end we start with
(4.4) S[ ReKh ](z) =
2
ℓ21 ℓ
2
2 ℓ
2
3
∑
j
k<l
ℓ2j Re
(
e−ih(zj)(zj − zk)
)
Re
(
e−ih(zj)(zj − zl)
)
.
We expand the sum and again use (4.1) and (4.2) to express (zj−zk) and (zj−zℓ) in terms
of (z2 − z1). Writing
z2 − z1 = ℓ3 e
iα21
we are led to
S[ ReKh ](z) =
β
ℓ22 cos θ1
[
2 cos
(
h(z1)− α21
)
cos
(
h(z1)− α21 − θ1
)]
+
(1− β)
ℓ21 cos θ2
[
2 cos
(
h(z2)− α21
)
cos
(
h(z2)− α21 + θ2
)]
+
− ℓ23
β
ℓ22 cos θ1
(1− β)
ℓ21 cos θ2
[
2 cos
(
h(z3)− α21 − θ1
)
cos
(
h(z3)− α21 + θ2
)]
.
Applying the identity
2 cos γ cosλ = cos(γ + λ) + cos(γ − λ)
to each of the three summands (for appropriate choices of γ and λ) and recalling our
definition hz1,z2(z) := 2(h(z)− α21), we obtain
S[ ReKh ](z) =
=
β
ℓ22 cos θ1
[
cos
(
hz1,z2(z1)− θ1
)
+ cos θ1
]
+
(1− β)
ℓ21 cos θ2
[
cos
(
hz1,z2(z2) + θ2
)
+ cos θ2
]
+
− ℓ23
β
ℓ22 cos θ1
(1− β)
ℓ21 cos θ2
[
cos
(
hz1,z2(z3) + θ2 − θ1
)
− cos θ3
]
.
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On account of (4.3), the expression above is reduced to
1
ℓ2 ℓ3
[
cos
(
hz1,z2(z1)− θ1
)
+ cos θ1
]
+
1
ℓ1 ℓ3
[
cos
(
hz1,z2(z2) + θ2
)
+ cos θ2
]
+
−
1
ℓ2 ℓ1
[
cos
(
hz1,z2(z3) + θ2 − θ1
)
− cos θ3
]
.
Applying (3.12) we are led to
S[ ReKh ](z) =
c2(z)
2
+
+
1
ℓ1ℓ2ℓ3
[
ℓ1 cos
(
hz1,z2(z1)− θ1
)
+ ℓ2 cos
(
hz1,z2(z2) + θ2
)
− ℓ3 cos
(
hz1,z2(z3) + θ2 − θ1
)]
.
The symmetrization identity for ReK now follows from (3.14), which gives (2.4) with Rh
as in (2.6). The proof of Proposition 2.2 is concluded.
A word on the well-posedness of the definition of Rh(z) is in order. If the triangle ∆(z)
has an obtuse or right angle, then Rh(z) is unambiguously defined in the sense that there
is a unique admissible form of z (there is a unique permutation of {z1, z2, z3} that gives
the admissible form of z). On the other hand, if ∆(z) is an acute-angle triangle (all three
angles in ∆(z) are acute) then there are three distinct admissible orderings of z because
z3 can be assigned to be any one of the three vertices a, b or c. Correspondingly there
are three formulations of Rh(z): these, however, must be identical to one another in view
of the invariance of Rh(z) under the permutations of {z1, z2, z3}. Alternatively, one can
directly verify that the three admissible forms of z lead to the same representation for
Rh(z) by invoking the following lemma, whose proof is omitted:
Lemma 4.1. Let ∆(z) be any triangle with vertices {a, b, c}, see Figure 1. For any j, k ∈
{a, b, c} let αjk ∈ [0, 2π) denote the argument of j − k (in an arbitrarily fixed coordinate
system for R2). Then, with the notations of Figure 1, we have
(4.5) αac = αba + θa + π mod (2π); αbc = αba − θb + π mod (2π) .
Remark (B). Note that Rh(z) is meaningful only when the points in the three-tuple
z = {z1, z2, z3} are non-collinear (so that Area(∆(z)) 6= 0). However the set of non-
collinear three-tuples in C viewed as a subset of C3 has full Lebesgue measure because the
condition that Area(∆(z)) = 0 is equivalent to
(4.6) ~u× ~v = ~0
with × denoting the cross product in R3 of the vectors ~u := z2− z1 and ~v := z3− z1. Since
(4.6) is a quadratic equation in the variables (z1, z2, z3), its solution set has zero Lebesgue
measure in C3 (it is an algebraic subvariety of C3); on the other hand, the product
c2(z)Rh(z) ,
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which occurs in the statements of Proposition 2.2, is meaningful as soon as the points
{z1, z2, z3} are distinct from one another because, on account (3.14), it equals
1
ℓ1ℓ2ℓ3
× (a continuous function of z ) ,
and ℓj 6= 0 for each j = 1, 2, 3 (since the zj’s are distinct).
4.3. Proof of Theorem 2.3. Note that the implication (ii) ⇒ (i) is trivial, thus it
suffices to show that
(iii) ⇒ (ii) and (i) ⇒ (iii).
We begin by proving that (iii) ⇒ (ii). We claim that
(iii) ⇒ c2(z)Rh(z) = 0 (which immediately implies (ii)).
To see this, let c0 denote the assumed constant value of h(z); we use the short-hand
notation
α = 2c0 − 2α21
(note that α = α(z1, z2) because α21 is a function of z1 and z2). Combining conclusion
(2.4) in Proposition 2.2 with the representation (2.6) and the basic identity (3.12) we see
that
c2(z)Rh(z) =
1
ℓ2ℓ3
cos
(
α− θ1
)
+
1
ℓ1ℓ3
cos
(
α + θ2
)
−
1
ℓ1ℓ2
cos
(
α+ θ2 − θ1
)
and thus
c2(z)Rh(z) = C(z) cosα + D(z) sinα
where
C(z) :=
cos θ1
ℓ2ℓ3
+
cos θ2
ℓ1ℓ3
−
1
ℓ1ℓ2
cos(θ2 − θ1)
and
D(z) :=
sin θ1
ℓ2ℓ3
−
sin θ2
ℓ1ℓ3
+
1
ℓ1ℓ2
sin(θ2 − θ1).
We claim that
C(z) = 0 , and D(z) = 0 .
Indeed, it follows from (3.12), (3.9) and the identity cos θ3 = − cos(θ1 + θ2), that
C(z) =
1
2
c2(z) −
(
cos θ3 + cos(θ2 − θ1)
ℓ1 ℓ2
)
=
=
1
2
c2(z) − 2
sin θ1
ℓ1
sin θ2
ℓ2
=
1
2
c2(z) −
1
2
c2(z) = 0.
To deal with D(z) we invoke (3.10) and the identity sin θ3 = sin(θ1 + θ2), which lead to
D(z) =
1
ℓ1ℓ2 sin θ3
(
sin2 θ1 − sin
2 θ2 + sin(θ2 + θ1) sin(θ2 − θ1)
)
= 0.
The proof of the implication: (iii.) ⇒ (ii.) is concluded.
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Next we prove that (i)⇒(iii). We show that if h is continuous and non-constant then
the inequality
(4.7) |Rh(z)| ≤ C for any non-collinear three-tuple z
is impossible. Fix a three-tuple z = {0, z2, z3} of non-collinear points with the property
that the triangle ∆(0, z2, z3) has an obtuse angle at z3, see Figure 1. Let z4 denote the
orthogonal projection of z3 onto the opposite side of ∆(0, z2, z3), thus z4 = βz2 with
0 < β < 1. Consider the family of triangles ∆
(
0, z2, z3(θ)
)
where z3(θ) lies along the line
segment whose endpoints are z3 and z4, see Figure 3.
0 z2
z3
z3(θ)
θ
Figure 3. Proof of Theorem 2.3: the triangles ∆(0, z2, z3) and ∆(0, z2, z3(θ)).
Note that the three-tuples (0, z2, z3) and (0, z2, z3(θ)) are arranged in admissible order.
Thus. on account of (2.6), and adopting the notations ℓ1(θ) and ℓ2(θ) for the lengths of
the sides of ∆(0, z2, z3(θ)) opposite to 0 and z2, respectively, along with θ2(θ) for the angle
at z2, we may express Rh
(
0, z2, z3(θ)
)
as the quotient
(4.8) Rh
(
0, z2, z3(θ)
)
=
E
(
0, z2, z3(θ)
)
F
(
0, z2, z3(θ)
)
with
(4.9) E
(
0, z2, z3(θ)
)
=
= ℓ1(θ) cos
(
h0,z2(0)− θ
)
+ ℓ2(θ) cos
(
h0,z2(z2) + θ2(θ)
)
− ℓ3 cos
(
h0,z2(z3(θ)) + θ2(θ)− θ
)
and
(4.10) F
(
0, z2, z3(θ)
)
= 4 ℓ3 sin θ sin θ2(θ) ,
where the denominator F
(
0, z2, z3(θ)
)
comes from the identity
ℓ1(θ) ℓ2(θ) ℓ3
(4Area∆
(
0, z2, z3(θ)
)
)2
=
1
4 ℓ3 sin θ sin θ2(θ)
which in turn follows from (3.13) and (3.9).
Let ω denote the direction of the vector ~0 z2 that is, arg(ω) = α21. Now letting θ → 0,
we have that: z3(θ) → z4 = βz2; θ2(θ) → 0; ℓ2(θ) → βℓ3, and ℓ1(θ) → (1 − β)ℓ3. By the
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continuity of h(z) we also have that h0,z2(z3(θ)) → h0,z2(z4) = h0,z2(βz2). Inserting these
into (4.9) and (4.10) we obtain that
E
(
0, z2, z3(θ)
)
→ ℓ3
[
(1− β) cos
(
h0,z2(0)
)
+ β cos
(
h0,z2(z2)
)
− cos
(
h0,z2(βz2)
)]
,
whereas
F
(
0, z2, z3(θ)
)
→ ℓ3 sin
2 0 = 0.
Thus, by the assumed boundedness of Rh (that is condition (i)) we must have that
(4.11) cos(h0,z2(βz2)) = (1− β) cos(h0,z2(0)) + β cos(h0,z2(z2))
for any 0 < β < 1, for any direction ω and for any z2 = |z2|ω.
Before proceeding any further, we recall the definition of h0,z2(z):
h0,z2(z) = 2h(z)− 2 arg z2 ,
thus in particular we have that
(4.12) h0,ω(ζ) = h0,tω(ζ) for any direction ω, any t > 0 and any ζ ∈ C.
Given the direction ω as above, let us consider any point z in the direction of ω, that is
z = |z|ω. We distinguish two cases:
Case 1. |z| < 1: Applying (4.11) to z2 := ω and β = |z| we find that
(4.13) cos(h0,ω(z)) = (1− |z|) cos(h0,ω(0)) + |z| cos(h0,ω(ω))
for any direction ω and for any z = |z|ω with |z| ≤ 1.
Case 2. |z| > 1: In this case we apply (4.11) to z2 := z = |z|ω and β = 1/|z|. Taking
(4.12) into account it is easy to see that (4.13) also holds for |z| > 1.
By continuity it follows that (4.13) must hold also for |z| = 1. We conclude that the
identity
(4.14) cos(h0,ω(z)) = cos(h0,ω(0)) + |z|
(
cos(h0,ω(ω))− cos(h0,ω(0))
)
holds for any direction ω and for any z = |z|ω. However note that the left-hand side of
(4.14) is O(1), while the right-hand side is Cω +O(|z|), thus the only possibility is that
cos(h0,ω(ω)) = cos(h0,ω(0)) ≡ Cω for any |ω| = 1 .
Substituting the latter into (4.14) we obtain
(4.15) cos(h0,ω(z)) = Cω for any |ω| = 1 and for any z = |z|ω.
But recall that h0,ω(z) = 2h(z)− 2 arg(ω); thus it follows from (4.15) that
(4.16) h(z) = arg(ω) + C˜ω for any |ω| = 1 and for any z = |z|ω ,
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which implies that
h(z) = f
(
z
|z|
)
, z ∈ C \ {0}.
From this we conclude that f , and thus h, must be constant: if not, there would be two
directions ω1 6= ω2 such that f(ω1) 6= f(ω2). By the assumed continuity of h(z) it would
then follow that
h(0) = lim
r→0
h(rω1) = f(ω1) 6= f(ω2) = lim
r→0
h(rω2) = h(0),
which is a contradiction. The proof of (i.) ⇒ (iii) is concluded, and so is the proof of
Theorem 2.3.
Remark (C). It is possible that the hypothesis that h : C → R is continuous may be
relaxed. Below we give an example where h(z) is constant except at one point and we
show that the corresponding Rh is unbounded.
Fix ǫ0 > 0 such that sin ǫ0 > 1/2 and set
(4.17) h(z) =
{
0 if z 6= 0
ǫ0
2
if z = 0
Consider three-tuples of the form zλ = {0, 1, i λ} with λ > 0. Then it is easy to see that
Rh(zλ) =
1 + λ2
λ
sin ǫ0 .
Now the condition |Rh(z)| ≤ C for all three-tuples of non-collinear points would, in
particular, require that
1
2
< sin ǫ0 ≤
λ
1 + λ2
C for any λ > 0 ,
which is not possible.
4.4. Proof of Corollary 2.4. If h is constant then by Theorem 2.3 we have that Rh(z) =
0 for all three-tuples of non-collinear distinct points, thus(
1
2
−Rh(z)
)(
1
2
+Rh(z)
)
=
1
4
> 0.
Conversely, if (
1
2
−Rh(z)
)(
1
2
+Rh(z)
)
> 0
for all three-tuples of non-collinear points then
|Rh(z)| <
1
2
and Theorem 2.3 gives that h is constant.
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4.5. Proof of Theorem 2.5. The proof of (a) is immediate from Theorem 2.3, thus we
only need to prove (b). Recall the definition hz1,z2(z) := 2h(z) − 2Arg(z2 − z1) (for an
arbitrarily fixed coordinate system).
Lemma 4.2. Suppose that h : C → R is continuous and non-constant. Then there exist
z1 6= z2 and t0 ∈ (0, 1) such that for z0 = t0z2 + (1− t0)z1 we have
(4.18) cos hz1,z2(z1)− cos hz1,z2(z0) < 0 < cos hz1,z2(z2)− cos hz1,z2(z0) .
Proof. It suffices to find z1 6= z2 such that
(4.19) cos hz1,z2(z1) < cos hz1,z2(z2).
The existence of z0 will then then follow by the mean-value theorem applied to f(t) :=
cos hz1,z2
(
tz2 + (1− t)z1
)
). We proceed by contradiction and suppose that
cos hz1,z2(z1) = cos hz1,z2(z2) for all z1 6= z2, that is,
cos (2h(z1)− 2Arg(z2 − z1)) = cos (2h(z2)− 2Arg(z2 − z1)) for all z1 6= z2.
But cosA = cosB if and only if either B−A ∈ 2πZ or B+A ∈ 2πZ. Thus for any z1 6= z2,
there exists k = k(z1, z2) ∈ Z such that one of the two possibilities holds:
2h(z2)− 2Arg(z2 − z1) =
{
2h(z1)− 2Arg(z2 − z1) + 2kπ, or
2kπ − 2h(z1) + 2Arg(z2 − z1).
Equivalently stated,
(4.20) h(z2) ∈
{
h(z1) + kπ : k ∈ Z
}
∪
{
kπ − h(z1) + 2Arg(z2 − z1) : k ∈ Z
}
.
If h is continuous and non-constant, there exist z0, ω ∈ C and |ω| = 1 such that the map
t ∈ R 7→ h(z0 + tω) is continuous and non-constant.
Hence, the image set h(L ) contains an interval, where L = {z0 + tω : t ∈ R}. However
setting z1 = z0 and z2 ∈ L in (4.20), we find that
h(L ) ⊆
{
h(z0) + kπ : k ∈ Z
}
∪
{
kπ − h(z0) + 2ω : k ∈ Z
}
.
The right hand side above is a discrete set, whereas the left contains an interval, providing
the desired contradiction. 
Proof of (b). Let z1, z0 and z2 be as in Lemma 4.2. Consider two families of non-collinear
three-tuples {zR(θ)}θ,R and {zR′(θ
′)}θ′,R′ defined as follows:
(4.21) zR(θ) :=
(
z0, z
R
2 , z3(θ)
)
, θ ∈
(
0,
π
2
)
, R > 0,
where
zR2 := (z2 − z0)(1 +R) + z0
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and the point z3(θ) has been chosen so that lim
θ→0
z3(θ) = z2, see Figure 4; and
(4.22) zR(θ
′) :=
(
zR
′
1 , z0, z
R
2 , z3(θ
′)
)
, θ′ ∈
(
0,
π
2
)
, R′ > 0,
where
zR
′
1 := R
′(z1 − z0) + z1
and the point z3(θ
′) has been chosen so that lim
θ′→0
z3(θ
′) = z1, see again Figure 4.
z0 z2
z3(θ)
θ
z3(θ
′)
θ′
z1zR
′
1 z
R
2
Figure 4. Proof of Theorem 2.5: the families {zR(θ)}θ,R and {zR′(θ
′)}θ′,R′.
Note that the three-tuples (z0, , z
R
2 , z3(θ)) and (z
R′
1 , z0, z3(θ
′)) are arranged in admissible
order. We claim that there exist small θ0 and θ
′
0, and large R and R
′ such that
(4.23)
1
2
+Rh(zR0(θ0)) < 0
and
(4.24)
1
2
+Rh(zR′
0
(θ′0)) > 0 .
To prove claim (4.23) define
h(z) := hz1,z2(z), z ∈ C.
We point out that since hz1,z2(z) depends on z1 and z2 only through Arg(z2− z1) it follows
that
hz1,z2(z) = hz˜1,z˜2(z)
whenever
Arg(z2 − z1) = Arg(z˜2 − z˜1).
In particular we have that
h(z) = hz0,zR2 (z) = hzR1 ,z0(z) .
Invoking (2.6) to compute 1/2 +Rh(zR(θ)) and using notations analogous to (4.8) we see
that
sign
(
1
2
+Rh(zR(θ))
)
= sign
(
F (zR(θ)) + 2E(zR(θ))
)
for all θ > 0, R > 0,
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where
F (zR(θ)) = 4(1 +R)|z2 − z0| sin θ sin θ2(θ, R), and
E(zR(θ)) = ℓ
R
1 (θ) cos (h(z0)− θ) + ℓ2(θ) cos
(
h(zR2 ) + θ2(θ, R)
)
− |z2 − z0|(1 +R) cos (h(z3(θ) + θ2(θ, R)− θ) .
We see that, for fixed R > 0,
lim
θ→0
(
F (zR(θ)) + 2E(zR(θ))
)
= 2|z2 − z0|
(
R
(
cos h(z0)− cos h(z2)
)
+ cos h(zR2 )− cos h(z2)
)
.
But (4.18) tells us that the latter is negative for sufficiently large R. Thus, by continuity,
there are θ0 ≪ 1 and R0 ≫ 1 such that (4.23) holds.
The proof of claim (4.24) is similar: proceeding as above we find that
sign
(1
2
+Rh(zR(θ
′))
)
= sign
(
F (zR(θ
′)) + 2E(zR(θ
′))
)
for all θ > 0, R > 0,
where
F (zR(θ
′)) = 4(1 +R)|z1 − z0| sin θ
′ sin θ1(θ
′, R), and
E(zR(θ
′)) = ℓ1(θ
′) cos
(
h(zR1 )− θ1(θ
′, R)
)
+ ℓR2 (θ
′) cos (h(z0) + θ
′)
− |z1 − z0|(1 +R) cos (h(z3(θ
′) + θ′ − θ1(θ
′, R)) .
We obtain (again for fixed R > 0)
lim
θ′→0
(
F (zR(θ
′)) + 2E(zR(θ))
)
= 2|z1 − z0|
(
R
(
cos h(z0)− cos h(z1)
)
+ cos h(zR1 )− cos h(z1)
)
,
which is positive by (4.18), for R large enough. Therefore, by continuity, there are θ′0 ≪ 1
and R′0 ≫ 1 such that
(4.25)
1
2
+Rh
(
zR′
0
(θ′0)
)
> 0.
The proof of Theorem 2.5 is concluded.
5. Proofs: further results
5.1. Proof of Proposition 2.7. On account of (3.7) and (3.3) we have
(5.1) S[K∗h ](z) =
2
ℓ21ℓ
2
2ℓ
2
3
∑
j
k<l
ℓ2j Re
(
e−i
(
h(zk)−h(zl)
)
(zk − zj)(zl − zj)
)
.
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Adopting the labeling scheme for ∆(z) that was described in Section 4.1, we expand the
above sum and invoke (4.1) and (4.2) to express each of (zk − zj), resp. (zl − zj), in terms
of (z2 − z1), resp. (z2 − z1). This leads us to the identity
S[K∗h ](z) =
2
ℓ21ℓ
2
2ℓ
2
3
[
ℓ21ℓ
2
3
β
cos θ1
cos
(
h(z2)− h(z3) + θ1
)
+
ℓ22ℓ
2
3
(1− β)
cos θ2
cos
(
h(z1)− h(z3)− θ2
)
− ℓ43
β
cos θ1
(1− β)
cos θ2
cos
(
h(z1)− h(z2)− (θ1 + θ2)
)]
.
The latter simplifies to
S[K∗h ](z) =
2
ℓ1ℓ2ℓ3
[
ℓ1ℓ3
β
ℓ2 cos θ1
cos
(
h(z2)− h(z3) + θ1
)
+
+ℓ2ℓ3
(1− β)
ℓ1 cos θ2
cos
(
h(z1)− h(z3)− θ2
)
− ℓ33
β
ℓ2 cos θ1
(1− β)
ℓ1 cos θ2
cos
(
h(z1)− h(z2)− (θ1+ θ2)
)]
.
Recalling (3.14) and (4.3) we conclude that
S[K∗h ](z) = c
2(z)H(z)
with H(z) as in (2.11); the proof of Proposition 2.7 is concluded.
We point out that the arguments in Remark (B) (showing the well posedness of the
quantity c2(z)Rh(z) for triples of distinct (but possibly collinear) points) apply verbatim
to c2(z)H(z).
5.2. Proof of Theorem 2.8. Since the implication (ii) ⇒ (i) is trivial, we only need
to prove that
(iii) ⇒ (ii) and (i) ⇒ (iii).
We first show that (iii) ⇒ (ii). If h(z) = const. then (2.11) gives that
H(z) = 2
ℓ1ℓ2ℓ3
(4Area∆(z))2
{
ℓ1 cos θ1 + ℓ2 cos θ2 + ℓ3 cos θ3
}
and it follows from (3.14) and (3.12) that the latter equals 1.
We are left to prove the implication (i) ⇒ (iii). Equivalently, we show that if h is
continuous and non-constant then the inequality
(5.2) |H(z)| ≤ C for any non-collinear three-tuple z
is impossible. To this end, first note that S[K∗h ] = S[K
∗
h+c ], for any constant c. Thus we
may assume without loss of generality that h(0) = 0. Define
S := {z ∈ C : h(z) 6∈ 2πZ}, and(5.3)
Az :=
{
cot
(h(z)
4
)
,− tan
(h(z)
4
)}
, for z ∈ S.(5.4)
Note that h(z) 6= 0 for each z ∈ S, and in particular 0 /∈ S.
Lemma 5.1. S is nonempty, and hence Az is well-defined for every z ∈ S.
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Proof. If S = ∅, this means either h ≡ 0, or that h(C) is disconnected. The first case
contradicts the fact that h is nonconstant, and the second contradicts its continuity. 
Lemma 5.2. For every z0 ∈ S there exist two numbers s 6= t ∈ R
+ such that
{sz0, tz0} ⊆ S, and(5.5)
Asz0 ∩Atz0 = ∅.(5.6)
Proof. By continuity of h, the function g : R→ R given by
g(t) := h(tz0)
is a non-constant continuous function on R, and we have that g(0) = 0, g(1) 6= 0. The
intermediate value theorem ensures that for any small ǫ > 0, there exists t0 ∈ (0, 1) such
that 0 < |g(t0)| < ǫ < 2π. Let us choose ǫ > 0 small enough so that
α 7→ cot(α/4), α 7→ − tan(α/4) are both injective on |α| < ǫ, and
{cot(α/4) : |α| < ǫ} ∩ {− tan(α/4) : |α| < ǫ} = ∅.
Without loss of generality, assume g(t0) > 0. By the intermediate value theorem again, g
assumes every value between g(0) = 0 and g(t0) on the interval [0, t0]. In particular, let s
and t denote two distinct points in (0, t0) such that g(s) 6= g(t) and g(s), g(t) ∈ (0, g(t0)).
The conclusions of the lemma then hold for this choice of s and t. 
We now continue with the proof of the implication (i) ⇒ (iii) in Theorem 2.8. Let
0 6= z0 ∈ S and s 6= t ∈ R
+ be as in Lemmas 5.1 and 5.2, respectively. Set
z3 := sz0 ∈ S and z
′
3 := tz0 ∈ S .
Thus, the points 0, z3 and z
′
3 are distinct but collinear, and they determine a ray L0 depicted
in Figure 5 below. Now let β > 1 be given and define two points
z4(β) := βz3 ∈ L0, and z
′
4(β) := βz
′
3 ∈ L0
For any θ ∈ (0, π/2) let Lθ be (any fixed) ray forming an angle θ with L0, see Figure 5.
Next we let
z1(θ, β) ∈ Lθ and z
′
1(θ, β) ∈ Lθ
be the intersection points with Lθ of the lines perpendicular to L0 and passing through
z4(β) and z
′
4(β), respectively. It is easy to check that the three-tuples (z1(θ, β), 0, z3) and
(z′1(θ, β), 0, z
′
3) are arranged in admissible form: see Figure 5.
Let us focus for a moment on the family of triangles determined by the first three-tuple,
∆(z1(θ, β), 0, z3): it follows from (2.11) that
(4Area(∆))2H(z1(θ, β), 0, z3)
ℓ1 ℓ2(θ, β) ℓ3(θ, β)
= A(θ, β, z3)
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L0
Lθ
z′3
z′1(θ, β)
z3
z1(θ, β)
βz′3 βz30
θ
Figure 5. Proof of Theorem 2.8: the three-tuples (z′1(θ, β), 0, z
′
3) and (z1(θ, β), 0, z3).
holds for any β > 1 and 0 < θ < π/2, where we have set
A(θ, β, z3) := ℓ1 cos(h(z3) + θ) + ℓ2(θ, β) cos(h(z1(θ, β)− h(z3)− θ)
− ℓ3(θ, β) cos(h(z1(θ, β))− θ1(θ, β)− θ).
(Recall that h(0) = 0.) Next we point out that
4Area(∆) = 2ℓ21 β tan θ ; ℓ2(θ, β) = ℓ1
(
β2
cos2 θ
+ (1− 2β)
) 1
2
, and ℓ3(θ, β) = ℓ1
β
cos θ
.
Thus if (5.2) were to hold, we would have that
lim
θ→0
(4Area(∆))2H(z1(θ, β), 0, z3)
ℓ1 ℓ2(θ, β) ℓ3(θ, β)
= 0 for all β > 1,
and this, in turn, would imply that
0 = lim
θ→0
A(θ, β, z3) = ℓ1
(
cos
(
h(z3)
)
+ (β − 1) cos
(
h(βz3)− h(z3)
)
− β cos
(
h(βz3)
))
for all β > 1, that is
(5.7) cos
(
h(z3)
)
+ (β − 1) cos
(
h(βz3)− h(z3)
)
− β cos
(
h(βz3)
)
= 0 for all β > 1.
Applying this same reasoning to the family of triangles ∆(z′1(θ, β), 0, z
′
3), we similarly
obtain that
(5.8) cos
(
h(z′3)
)
+ (β − 1) cos
(
h(βz′3)− h(z
′
3)
)
− β cos
(
h(βz′3)
)
= 0 for all β > 1.
In summary: if (5.2) were to hold for all non-collinear three-point configurations, then
(5.7) and (5.8) would have to be true for all β > 1.
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Applying the half-angle identities:
sin
(
α
)
= 2 sin
(α
2
)
cos
(α
2
)
; cos
(
α
)
= cos2
(α
2
)
− sin2
(α
2
)
to α := h(βz3)
we see that (5.7) has the equivalent formulation
(5.9) (1− β)
{
cos(h(z3))
[
cos2
(α
2
)
− sin2
(α
2
)]
+ 2 sin(h(z3)) sin
(α
2
)
cos
(α
2
)}
+
+ β
[
cos2
(α
2
)
− sin2
(α
2
)]
− cos(h(z3))[cos
2
(α
2
)
+ sin2
(α
2
)]
= 0 for all β > 1.
A corresponding formulation holds for (5.8) (with α := h(βz′3)). There are now two
possibilities:
Case 1: βz3 ∈ S and βz
′
3 ∈ S for all β > 1.
Case 2: β0z3 /∈ S and/or β
′
0z
′
3 /∈ S for some β0 and/or β
′
0 > 1.
We show that each of Case 1 and Case 2 is either impossible, or leads to a contradiction.
Analysis of Case 1: In this case we have that
sin
(
h(βz3)
2
)
6= 0 and sin
(
h(βz′3)
2
)
6= 0 for all β > 1.
Thus (5.7) can be equivalently formulated as
(5.10) β
(
1− cos(h(z3)
)
Y 2β + 2(1− β) sin(h(z3))Yβ −
(
β + (2− β) cos(h(z3)
)
= 0
for all β > 1, where we have set
(5.11) Yβ := cot
(
h(βz3)
2
)
.
Similarly, we have that (5.8) is restated as
(5.12) β
(
1− cos(h(z′3)
)
Z2β + 2(1− β) sin(h(z
′
3))Zβ −
(
β + (2− β) cos(h(z′3)
)
= 0
for all β > 1, with
(5.13) Zβ := cot
(
h(βz′3)
2
)
.
Note that (5.10) is a quadratic equation with discriminant D(β) that satisfies
D(β)
4
= 2
(
1− cos(h(z3)
)
β2 − 2
(
1− cos(h(z3)
)
β + sin2
(
h(z3)
)
, for all β > 1.
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Thus D(β) lies on an up-ward looking parabola with vertex at β0 = 1/2 and it follows that
D(β) > 4 sin2
(
h(z3)
)
≥ 0 for all β > 1.
Similarly, the discriminant D′(β) of the quadratic equation (5.12) has
D′(β) > 4 sin2
(
h(z′3)
)
≥ 0 for all β > 1.
It follows that each of (5.10) and (5.12) can be solved algebraically, giving us that
cot
(
h(βz3)
2
)
equals one of the two quantities
(β − 1) sin(h(z3))±
{
(β − 1)2 sin2(h(z3)) + β
(
1− cos(h(z3)
)(
β + (2− β) cos(h(z3))
)}
β
(
1− cos(h(z3)
) 1/2
for any β > 1. We now let β → ∞. One can verify that quantities above converge as
β →∞ with limits
cot
(
h(z3
4
)
; − tan
(
h(z3
4
)
respectively for the “+” and “-” determinations.
We similarly have that cot
(
h(βz′3)
2
)
equals one of
(β − 1) sin(h(z′3))±
{
(β − 1)2 sin2(h(z′3)) + β
(
1− cos(h(z′3)
)(
β + (2− β) cos(h(z′3))
)}
β
(
1− cos(h(z′3)
) 1/2 ,
and the latter converge as β →∞ to
cot
(
h(z′3
4
)
; − tan
(
h(z′3
4
)
respectively.
It follows that
lim
β→∞
cot
(
h(βz3)
2
)
∈
{
cot
(
h(z3
4
)
; − tan
(
h(z3
4
)}
and
lim
β→∞
cot
(
h(βz′3)
2
)
∈
{
cot
(
h(z′3
4
)
; − tan
(
h(z′3
4
)}
.
On the other hand, by our choice of z3 := sz0 and z
′
3 = tz0 with s, t ∈ R
+ we also have
that
lim
β→∞
cot
(
h(βz3)
2
)
= lim
β→∞
cot
(
h(βz′3)
2
)
.
The latter gives us a contradiction because by Lemma 5.2 we have that
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{
cot
(
h(z3
4
)
; − tan
(
h(z3
4
)}
∩
{
cot
(
h(z′3
4
)
; − tan
(
h(z′3
4
)}
= ∅ .
The analysis of Case 1 is concluded.
Analysis of Case 2: Suppose, for instance, that β0z3 /∈ S for some β0 > 1. Then (5.9) for
β = β0 reads
(1− β0) cos(h(z3)) + β0 − cos(h(z3)) = 0
giving us
cos(h(z3)) = 1, that is z3 /∈ S .
But this is impossible because z3 ∈ S. The situation when β
′
0z
′
3 /∈ S for some β
′
0 > 1 is
treated in the same way.
The proof of Theorem 2.8 is concluded.
Remark (D). It is possible that the hypothesis that h : C → R is continuous may be
relaxed. Below we give an example where h(z) is constant except at one point and we
show that the corresponding H is unbounded.
Fix ǫ0 > 0 such that sin ǫ0 > 1/2 and set
(5.14) h(z) =
{
0 if z 6= 0
−ǫ0 if z = 0
Consider three-tuples of the form zλ = {0, 1, i λ} with λ > 0. Then it is easy to see that
H(zλ) =
1
2
(1 + λ2)1/2
λ
{λ cos(θ2, λ + ǫ0) + sin(θ2, λ + ǫ0)} ,
where θ2,λ is the angle of ∆(0, 1, iλ) at the vertex z2 = 1.
Now the condition |H(z)| ≤ C for all three-tuples of non-collinear points would, in
particular, require that
{λ cos(θ2, λ + ǫ0) + sin(θ2, λ + ǫ0)} ≤
2 λ
(1 + λ2)1/2
C for any λ > 0 ,
which is not possible because θ2, λ → 0 as λ→ 0 and sin ǫ0 > 1/2.
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