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from an unevenly spaced Landsat  imagery data set which  is then exposed to several  imputation 
methods to construct the gap filled uniformly‐spaced time series so it can be subjected to statistical 
analyses methods. The volume time series features both gradual and sudden changes the latter of 

























along  the  main  trade  highway  between  the  two  countries,  was  threatened  to  be  completely 













approach”  in which  one  goes  back  in  time  and  analyzes  long  term  time  series  of  hydroclimatic 
variables vis‐à‐vis lake characteristics such as surface area and volume [4]. Yet, another alternative 
would be to try to use purely anecdotal evidence, i.e., a history of stories and observations passed 
down  through generations, or  to use  surrogate  indicators  such as elements of  fauna and  flora  to 
extract data that would illuminate the causes for the growth [5]. These approaches while each having 
its merits,  are  not  practical  in  this  instance  however  (even  though  they  do  on  occasions  yield 
supplemental information), because they require either long term hydro climatological and lake data, 





hydrologic  system  characteristics  or modeling  hydro‐climate  systems.  The  identification  of  key 
system characteristics, such as stationarity, non‐stationarity, linearity, nonlinearity, periodicity, non‐
periodicity, complexity, correlation, and trend, provides vital information for adequately modeling 
geophysical  systems  [6].  In  2017, Medwedeff  and Roe  [7]  studied  the  complete global dataset of 
glacier mass‐balance records to analyze their characteristics. In this study, they de‐trended the time 
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of GSL to the regional atmospheric variation and also Northern Hemisphere sea level pressure. In 










(Change  Point  Detection),  cyclical  or  periodic  variations  (Wavelet  Transforms),  and  steady 























suitable  for  constructing  the  lakes’  surface  area  time  series.  Subsequent  derivation  of  the  lakes’ 
observational VTS was  achieved  through  combining  the bathymetry of LE  and LA  and  the  lake 
surface  area  values;  for  more  on  this  the  reader  is  referred  to  [12–16].  Figure  2  presents  the 
observational VTS’ for both lakes for the period of 1972–2017. 





The  lake  volume  data  naturally  exhibit  the  same  interval  and  gap  patterns  as  the  original 
Landsat imagery time series, i.e., between 8 days and 4 years. The volume of both lakes shows smooth 
oscillations  throughout  the  temporal domain. For example, LE exhibits a decreasing  trend  for  the 
years between 1984  to 1998,  followed by a slight  increase up  to 2000; a slight decrease until 2003, 
before encountering a dramatic increase up to 2014 after which it seemed to have been stopped and 















available  for  estimation  of missing  values  in  the  lakes’  observational VTS,  focus was  placed  on 
Landsat‐derived lake extent data having time intervals of about 16 days. These were characterized as 
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“missing at random” (MAR) [25] prompting the use of univariate methods to generate complete VTS. 
Univariate  techniques  include  methods  such  as  deletion  and  substitution  methods  as  well  as 
interpolation, smoothing, and seasonal decompositions methods [26]. The consensus is that simple 
univariate imputations algorithms (such as deletion or substitutions) yield inferior results while more 
sophisticated  approaches  (such  as  interpolations  and  smoothing),  using  Kalman  smoothing 
interpolations, and  seasonal decompositions are  supposed  to yield better  results  [26]. Due  to  the 
existence of a general trend in our target time series, deletion and replacement methods were thus 
considered unsuitable. Also,  inspection of  the  time  series  showed  that  in general  the  changes  in 
volume for both lakes were fairly smooth (monthly time scales), based upon which the decision was 
made  to apply  interpolation,  smoothing, and  seasonal decompositions approaches  to  construct a 
corresponding monthly VTS which  is well matched by  typical  time  increments  (daily, weekly or 












The  rate‐of‐change  time  series  is derived by  simply using  the difference of  two  consecutive 




points  can  be  calculated,  any  choice  of  a  constant  ∆T  therefore  runs  the  risk of  omitting  crucial 
information because data points are disqualified for not being “on the mark”. To preserve most of 
the data points in the lakes’ observational VTS, it was decided to construct alternative datasets with 






only  slight  skewness. LE values  seemed  to  skew  to  the  right,  indicating  the presence of positive 
outliers in the data (Figure 3). In the case of LA, the outliers were distributed on both sides however 
with more  positive  values  than  negative  ones  suggesting  the  importance  of  the  positive  outlier 
presence in the datasets. 
   


















except  for  the years of 2009 and 2013. For LA, only  the outliers occurring  in 2007 and 2008 were 














which  impact the Caribbean  islands during the months of  late summer and early fall. The  impact 
varies  however  and  only  cyclones which  pass  directly  over  or  in  close  proximity  of  the  lakes’ 
watershed tend to register a significant amount of precipitation which was identified to be within a 
50‐mile distance of the lakes’ watersheds. 
The anomalies for both  lakes suggested a strong correlation between cyclone activities  in  the 
years  of  1979  (Tropical  Storm  Claudette  and Hurricane  David),  1998  (Hurricane  George),  2005 
(Tropical Storm Alpha), 2007 (Tropical Storm Noel), 2008 (Tropical Storms Fay and Gustav), and 2012 
(Tropical Storm Isaac); with each cyclone contributing to monthly rainfall rates higher than 87.6 mm 







general  characteristics  of  the  lake  stay  disconnected  from  this  one‐time  extreme  event  and  the 
behavioral characteristic of  the  lake after  the  storm does not affect  its behavior before. The same 
procedure was considered for all other influential cyclones. 





























this  section  addresses  the  actual  time  series  analyses,  including  the  investigations of periodicity, 
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on  the  other  hand,  seemed  to  remain  unchanged  and  resistant  to  the  presence  of  outliers.  The 
statistical significance for CWT was estimated using Monte Carlo methods and the results of GWPS 
were compared  to  the null  red‐noise which  is an adequate procedure  for  identifying significance 
when performing frequency analysis [36,47]. 
In addition  to detecting periodicity of a  time series which could be correlated  to  regional or 




are  a  number  of CP  detection methods  based  on  parametric  or  non‐parametric  statistical  tools, 
developed  to detect such abrupt changes  [50–53]. Among  these methods,  the Pettitt  test  is a non‐
parametric test that has been widely used in hydrological and climatological studies to detect a single 








analysis  test may  result  in  false detection or  ignorance of  the  trend values  [61].  Identifying  these 
characters  helps with  the  choice  of  the  test  to  be  used.  There  are  two  test  type  classifications: 
parametric  methods  and  non‐parametric  methods.  An  example  for  a  parametric  test  is  linear 
regression which requires the data to be independent and normally distributed [62]. Some of the most 
commonly used non‐parametric methods in hydrological, climatological, and meteorological fields 
are Mann‐Kendall,  Spearman’s  rho  and  Sen’s  Slope method  [56,58–61,63–68],  among which  the 
Mann‐Kendall method has been widely used to detect the significance of the trend in a time series. 
The Mann‐Kendall trend test, which uses the rank of observations, is known to be less sensitive to 
the outliers and  the distribution of  the data,  thus  is  suitable  for hydrological data which usually 




serial  correlation  of  the VCTS were  removed using Cook’s distance  and pre‐whitening methods 
(TFPW) [69,70], prior to performing linear regression tests and the results were examined to see if 
they follow a Gaussian distribution. Since the Mann‐Kendall test is resistant to outliers, the only factor 
contributing to  this  test was  the presence of CPs. Therefore,  the  test was adopted  to  the  two sub‐
periods of before and after CP  separately. Note  that all analyses were carried out on  the  rate‐of‐







three  temporal sections  (1996–2001, 2000–2001, and 2001–2014) and applying  them  to LE and LA, 
most of  the algorithms, except  the  random value sample method,  seasonally decomposition, and 
seasonally split methods using random value sample, showed a high degree of correlation, i.e., 98%. 
Defining  the performance accuracy of  imputation methods  is  challenging because  there  is a 
dearth of comparative datasets. Performance of an applied imputation can be validated, however, in 
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terms of outputs instead of using reference values [19]. Methods that use this approach include leave‐





















Imputation method  1996–2000  2000–2001  2001–2014 1996–2000 2000–2001 2001–2014 
Linear Interpolation  0.272  0.380  0.020  0.108  0.056  0.018 
spline Interpolation  0.412  0.694  0.027  0.178  0.120  0.029 
Stineman Interpolation  0.269  0.375  0.019  0.094  0.048  0.016 
Kalman Smoothing using Structural Model  0.282  5.865  0.068  0.105  0.206  0.089 
Kalman Smoothing using ARIMA State 
Space Representation  0.295  6.135  0.070  0.110  0.215  0.093 
Simple Moving Average  0.327  0.475  0.031  0.191  0.137  0.034 
Linear Weighted Moving Average  0.306  0.434  0.027  0.171  0.121  0.029 
Exponential Weighted Moving Average  0.295  0.438  0.026  0.158  0.121  0.027 
Random Value Sample  1.478  1.809  1.442  1.723  1.735  1.536 
Seasonally Decomposition by Linear 
Interpolation  0.271  0.381  0.020  0.111  0.055  0.018 
Seasonally Decomposition by Random  1.599  1.633  1.405  1.470  1.818  1.579 
Seasonally Decomposition by Weighted 
Moving Average  0.297  0.429  0.026  0.156  0.122  0.027 
Seasonally Split by Linear Interpolation  0.272  0.379  0.020  0.110  0.056  0.018 
Seasonally Split by Random  1.739  1.698  1.426  1.659  1.733  1.399 
Seasonally Split by Weighted Moving 
Average  0.293  0.433  0.025  0.158  0.127  0.027 
Integrating  the  storm  information,  and  applying  the  Stineman  interpolation  method,  the 
monthly values were computed with the resulting VTS and the original observations as shown  in 
Figure 5. 









the  time  spans  were  not  the  same,  the  values  of  the  datasets  were  related  to  the  same  lake 
characteristics, hence it was assumed that they possess the same statistical characteristics. Figure 6 














Lake  Series  No. Points  Min  1st Qu  Median  Mean  3rd Qu  Max  SD 
Enriquillo  32‐day dataset  112  −0.0415  −0.0072  0.0084  0.0221  0.0320  0.3437  0.0509 
Monthly imputed  216  −0.0483  −0.0073  0.0009  0.0109  0.0165  0.1943  0.0362 
Azuei  32‐day dataset  165  −0.0197  −0.0014  0.0032  0.0029  0.0061  0.0435  0.0083 


















entire  temporal domain, with  some patches  formed  for  sub‐annual  scales. The  annual  scale was 
significant for the years of 1997–2000 and 2005–2009, while it became non‐significant for the rest of 
the time domain. Note the presence of sub‐annual clusters for some years which were, however, not 

















showed  statistically  significant  scales  of  annual  and  sub‐annual  variability,  which  were 
corresponding with  the  seasonal  changes  as most  of  the  local  atmospheric  parameters  such  as 
precipitation,  temperature,  and  relative  humidity which  also  exhibited periodicities  of  either  six 
months, 12 months, or both. Comparing  the  lakes’ monthly variation with  regional precipitation 
variability (Figure 9) showed that LE was more sensitive to North Atlantic cyclone occurrences, while 
LA was mimicking the common precipitation pattern. 








be  statistically  significant  which  ruled  out  the  correlation  to  the  large‐scale  atmospheric 
teleconnections. 
3.3. Change Point Detection: Pettitt Test 







In both cases,  the probability value was  less  than 0.001, corresponding  to a confidence  level 
higher than 99.99%. Mean and variance were also used as two important parameters to detect changes 
in the monthly VCTS characteristics. After removing the outliers from the series, a non‐parametric 
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hypothesis test (Bootstrap) was applied. The resulting probability for the mean showed a significant 









The  result of both Mann Kendall  and  linear  regression  trend  tests  showed  statistically non‐
significant trends, having p‐values of higher than the 10% significance  level (Tables 3 and 4). The 
linear regression approach which was used to assess the significance of the CP alongside the trend 





Series  Z Statistic  p‐Value    Z Statistic  p‐Value   
Lake Enriquillo  0.013  0.848  N  −0.100  0.122  N 
Lake Azuei  0.013  0.840  N  −0.082  0.211  N 
Table 4. Result of linear regression analysis for trend, change point and seasonality (periodicity). 
  Lake Enriquillo  Lake Azuei 
Series  t Statistic  p‐Value    t Statistic  p‐Value   
Trend  −0.423  0.673  N  −0.524  0.601  N 
Change Point  2.596  0.010  *  0.631  0.043  * 
6‐month periodicity  0.413  0.680  N  3.610  0.0004  *** 
Annual periodicity  4.787  3.62 × 










spectrum analysis  in which both annual and  interannual  scales emerged  in different parts of  the 
temporal domain. 



















The value of  𝜏𝑒𝑞  at  the  time of perturbation defines how a  lake moves  toward  the  changes. 
Having defined three simple climatic variation types of (a) step change, (b) brief duration fluctuation 
(a spike) and c) sinusoidal change,  the  lake’s path  towards a new equilibrium state  is depicted  in 
Figure 12 [34]. 
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Table 5. Storm and hurricane incidents in 80km of the lakes’ watershed (1972–2017). 




1  1979  Jul  CLAUDETTE  Tropical Storm  18.8  123.4 
2  1979  Sep  DAVID  Category 1 Hurricane 51.0  170.7 
3  1998  Sep  GEORGES  Category 3 Hurricane 28.2  230 
4  2005  Oct  ALPHA  Tropical Storm  0.0  257.4 
5  2007  Oct  NOEL  Tropical Storm  48.8  225.8 
6  2008  Aug  FAYE  Tropical Storm  3.7  214.4 
7  2008  Aug  GUSTAV  Tropical Storm  71.5  214.4 
8  2012  Aug  ISAAC  Tropical Storm  53.1  115.6 
If one accounts for the monthly rainfall introduced by the each of the storms and the low rate of 
annual precipitation for the years following 2011, then these added volumes do not support the extent 





watershed  in 2007  [82]. Cases  (i) and  (ii) are  less probable  in  contributing  to  the  lakes’ dramatic 
growth  because  the  lakes’  basin  had  experienced  above‐average  rainfall  previously  without 
responding with significant growth. Also, the LA basin had been affected by deforestation for a much 








lakes substantially reducing  the amount of water  flowing  from  the higher  lake  (LA)  to  the  lower 
elevation  (LE). This would create a “back up” effect causing LA  to expand, and at  the same  time 
increasing the hydraulic gradient again to  increase the flow rate. Somewhere  in this process  is an 






patterns, has had a  long  term  impact on how  the  lakes responded and adjusted  in  the aftermath. 
Although at first glance the event seemed to affect only LE by adding a significant water volume 
through  extra  basin water  transfer  (from  the  Yaque  del  Sur  basin)  it  aided  significantly  to  the 
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hence having time intervals of about 16 days. The data series provided us with lake volume values 
for  the period between 1972 and 2017. The  level of missingness  in  the set, however,  forced us  to 
consider only  the period between  1996–2014. Further  subdivision of  the observational VTS were 
dictated by the time frame of different Landsat satellites and the occurrence of the North Atlantic 
cyclones  in  the vicinity of  the  study area. The  former  factor  influenced  the choice of  the suitable 
interval for  imputation, while the  latter  is responsible for the occurrences of discontinuities  in the 
VTS. Among 15 different multivariate imputation methods, the Stineman interpolation yielded the 
lowest NRMSE values, hence  it was chosen  to construct  the monthly  time series. To validate  the 























a prolonged uncontrolled discharge  into Lake Rincon and  from  there onwards  into LE.  It  is  thus 
obvious that anthropogenic events such as the Trujillo, significantly added to the lakes’ state going 
beyond just climatologic forcing. 




that  the  two  lakes must  be  connected  leading  to  time  variant  flow  rates  that  are  based  on  the 
respective  lake  levels  encountered  at  any  given  point  in  time.  This  connectedness  leads  to 
asynchronous  shrinkage/expansion  patterns  in  the  absence  of  extreme  precipitation  such  as 
encountered during hurricanes. 
Lastly, the authors would want to point out some key aspects and findings that must be seen in 
a  larger  context.  Firstly,  there  is  the  realization  that  the  explanation  of  the  lakes’  shrinkage  and 
expansion patterns is complex. There is no ONE answer or reason that causes the behavior, rather it 
is a multitude of processes and reasons that contribute to it some of which are local, some of which 
are  regional  (Caribbean),  others  are  global  (North  Atlantic  Oscillations),  some  are  entirely 















but  is available as public global  information  (United States websites).  In other words, we  tried  to 
develop defendable scientific insights from limited albeit generally accessible data sources to answer 
the questions posted. 
Author  Contributions:  M.M.,  the  first  author,  has  been  responsible  for  all  work  associated  with  the 
conceptualization, methodology, validation, formal analysis, and the investigation of the work presented. She 
has  also  been  the  lead  on  the  writing‐original  draft  preparation  and  all  visualizations  (graphics)  for  the 
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