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Abstract
This thesis is an investigation of the charge conduction mechanism in
deoxyribonucleic acid (DNA) molecules. In particular, we study the variable
range hopping process and the effects which temperature and external electric
field have upon it. The variable range hopping (VRH) conduction is assumed to
be mediated by localized small polarons found on the base pairs, which hop in
both energy and space coordinates. Phonons are created in the DNA by thermal
and helical twisting motions assisting the hopping.
A model of phonon assisted variable range small polaron hopping is
developed while considering a constant density of electronic states near the Fermi
level. The number of states available in a “hopping space” is calculated and the
temperature and electric field dependent nearest neighbour hopping range is
found. A T2/3power law is predicted for the conductance of DNA, whereas the
behaviour of the electric field dependence is found to be primarily exponential.
We apply these results to explain the experimental work and find that our model
agrees well with the available data.
To account for higher temperatures, a model of small polaron VRH
conduction is developed using an exponential density of states. Through a
process similar to that of the constant density of states, we derive a model which
is found to agree well with the experimental results of a recent study.
Additionally, an electric field dependence of the conductivity is developed to
account for high electric fields.
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Chapter 1
Introduction
1.1 Survey of the Literature
The electronic properties of DNA have been of increasing interest to medical physi
cists, medical chemists, and bio-material scientists. DNA is the building block of
life and is also the focus of a new generation of bio-molecular electronic devices
and computers. It is well-known that DNA plays a pivotal role in living systems
as the carrier of genetic information in every form of life. These molecules and
their derivatives, such as deoxyguanosine, are attracting attention for the construc
tion of nanometer-scale structures. Their attractive feature for nano-science is their
self-assembling capabilities, which leads to many uses in nano-electronics, molecu
lar computing, and the development of electrochemical biosensors to detect damage
in DNA [4]. This line of investigation has led to a plethora of controlled exper
iments for the direct measurement of the electrical conduction in these materials
[10, 43, 31, 9, 13, 34, 46, 55, 24, 22, 25, 37, 49, 16, 2, 36, 23]. In all likelihood, the
amalgamation of the electronics and biotechnology industries will lead us into a new
realm of nanotechnology.
The advantages of using DNA in electronic devices is readily apparent. Such de
vices can occupy smaller spaces, perform faster, use less power, and generate less
heat. Further miniaturization of contemporary devices might require new read-out
schemes, possibly involving the electron-transfer properties of DNA [42]. These may
make use of the various electrochemical responses of DNA molecules, both single- and
double-stranded, while attached to a surface. The development of a detailed under
standing of such interfaces, however, remains to be seen. The charge transfer process
in materials is a fundamental process in the medical and materials sciences. A clear
picture of the mechanism of such processes is critical to understanding phenomena

2
ranging from corrosion to photosynthesis [42],
Being a fascinating molecule, DNA has long been studied by science to unlock
its bountiful mysteries. The double helix structure of this important molecule was
discovered nearly six decades ago by James Watson and Francis Crick [52], which
led to their receiving the Nobel Prize. This new understanding changed the world of
biology but also led to the development of new ideas in physics. In 1962, Eley and
Spivey proposed that DNA molecules could be used as semiconducting molecular wires
after performing experiments on the DC conductivity of DNA molecules in the dry
state [11]. With advances in molecular engineering comes the ability to easily extract
and replicate natural DNA or create synthetic molecules with any sequence desired.
This, coupled with concurrent advances in nanotechnology, has spurred interest in
the conductive properties of DNA molecules.
Studies on the nature of charge migration in DNA have suggested numerous modes
of behaviour, ranging across insulating [5, 10, 43], semiconducting [34, 46, 55, 24, 22],
and metallic [13]. Early experiments focused on employing charge transport as a
means of repairing damaged DNA. Murphy et al. observed long-range (>40A) elec
tron transfer by photoinduction with ultraviolet radiation of DNA molecules inter
calated with metallo-organic charge donors and acceptors located at complementary
ends of the molecule [31]. A following study showed that lesions located at thymine
dimers in synthetic double-stranded DNA could be repaired by photoinducing an intercalator found up to 26nm from the error [9]. The fact that the repair could occur a
relatively large distance from the lesion further suggests wire-like behaviour of DNA
molecules due to the distance not being a significant factor [9].
Direct measurements of conduction in DNA were performed in 1998 by Fink
and Schonenberger [13]. Their results illustrate the current-voltage relationship of
ropes composed of A-bacteriophage DNA with lengths on the order of a few hundred
nanometers. The samples, which were suspended over 2pm holes in carbon foil, were
found to have a nearly linear relationship between applied voltage(~ 0 —40mV) and
observed current (~ 0 —20nA). They conclude that the conduction is indeed through
the molecular ropes, since the samples were enclosed in a vacuum and there was no
alternate route for charge to flow [13]. However, they were unable to determine the
precise mechanism for the charge transport.
More recently, there have been a number of experiments which indicate more
precisely the nature of the charge transport mechanism in DNA. One such study by
Porath et al. [34] indicates that there is a large band gap semiconducting behaviour.
They obtained current-voltage curves of 10.4nm samples of poly(dG)-poly(dC) DNA
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for a range of temperatures as low as 4K (as well as in a vacuum) and also provide
measurements of the temperature dependent voltage required to activate conduction.
Another experiment on A-bacteriophage DNA by Tran et al. measures its conductivity
across a range of temperatures through the use of an optical cavity operating at 12GHz
and 100GHz [46]. They found that the conductivity of their samples, which consisted
of aqueous and dry DNA, became strongly temperature dependent as temperature
was increased. Experiments performed by Yoo et al. [55] measured the electric
field dependence of the current through samples of poly(dG)-poly(dC) and poly(dA)poly(dT) DNA. They used molecules with lengths ranging from 0.5-2.9pm, which were
then folded to a maximum length of lOOnm, and suspended between Au/Ti electrodes
spaced 20nm apart. All three investigations demonstrate the temperature dependence
of the conductivity of DNA as well as its non-linear current-voltage relationship. Each
suggests that a hopping process may be the charge conduction mechanism.
Results obtained in the past few years have further added to the understanding of
the conduction process in DNA molecules. Studies on macroscopically-oriented sam
ples of calf thymus Li-DNA [24] show the temperature dependent conductivity and
the current-voltage characteristics at 75% relative humidity for different DC electric
fields applied parallel and perpendicular to the axis of the DNA. To explain their data,
they used a thermally activated Arhenius and variable range hopping (VRH) conduc
tivity expressions, with a £ power law in temperature in the latter. However, these
expressions do not depend on the electric field. Also noteworthy is that the conduc
tivity decreased when dried samples were tested, indicating some interaction between
the double helix and adjacent water molecules [24]. Efforts by Kleine-Ostmann et
al. [22] reveal that water does indeed have an effect on the conductivity of DNA
molecules. Their experiment measured the current-voltage characteristics of singleand double-stranded herring DNA at three different values of relative humidity. They
demonstrate that at high relative humidity, the conductivity of their DNA samples
is similar to that of distilled water and accredit this to the hydrolysis of a thin film
of adsorbed water. Along with humidity and frequency, the effect of stretching has
been investigated by Legrand et al. [25] for aqueous DNA suspended between gold
nanoelectrodes. Others have also investigated the effects of stacking, sequence, and
pH on the conductive properties of DNA [37, 23] along with various DNA structures
and networks [6, 2, 36].
Recently, experiments have been conducted with influenza DNA molecules sus
pended between two single-walled carbon nanotubes attached to gold electrodes [37,
49]. Both single- and double-stranded DNA molecules were tested in a vacuum and in
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ambient conditions. A non-linear increase in current with voltage was observed. To
be sure the current was flowing through the DNA, the authors measured the current
for a sodium acetate buffer and for samples treated with a DNase enzyme, which cuts
the DNA, independent of sequence [37]. This new development is important because
it allows for much more detailed control of a single molecule in an experiment. The
majority of previous studies have involved samples of DNA whose scales range from
a few base pairs to micron or even millimeter lengths deposited on metal nanoelec
trodes, such as gold. The size of these electrodes is often much greater than the size
of the individual molecules, which presents difficulties in determining the number of
molecules between the electrodes [37]. Hence, carbon nanotubes, with their chemical,
electrical, and physical properties, present a novel and very well-suited method of
studying the characteristics of single DNA molecules. A similar study was performed
by Guo et al. nearly simultaneously [16].
For more than a decade now, experiments have yielded volumes about the na
ture of charge transport in DNA molecules. This topic was originally wrought with
controversy. However, in recent years there has been a growing body of evidence
suggesting that DNA behaves similar to a semiconducting material wherein charges
migrate via thermally activated or phonon assisted polaron hopping [55, 24, 37, 49].
In these incoherent processes, the electron is localized on the molecule and is able
to exchange energy with it. Electron transfer proceeds from donor to acceptor in a
series of steps. Such hopping processes can transfer charge over considerably longer
distances than the coherent tunnelling process.

1.2 Objective of the Thesis
The aim of the present thesis is to investigate the nature of charge transport in
DNA molecules. A theoretical model of polaron hopping is developed which accounts
for the effects of temperature and electric field on the conductive properties of DNA.
Specifically, charge carriers interact with phonons created by the thermal and twisting
motions of the molecule to create small-radius polarons. These polarons occupy
localized states in the DNA associated with H-bonds and 7r-7r orbitals between the
base pairs and interact with phonons. This allows them to hop to nearby localized
states via a mode of conduction known as phonon-assisted polaron hopping.
Chapter two is dedicated to introducing the background material essential to
understanding conductivity in DNA. The molecular structure of DNA is discussed,
followed by a review of the electronic structure of DNA, which discusses the ener
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gies associated with its components and the bonds responsible for its configuration.
Mechanisms of conduction in materials are discussed, followed by an explanation of
localized states and what these mean in the context of DNA. The concept of hopping
conduction is introduced and leads into an overview of the variable range hopping
(VRH) model of Mott.
A model of polaron hopping conduction is developed in chapter three, where the
density of states is considered to be constant. The number of available states for hop
ping to occur is calculated based on the hopping distance R. Here, R is the distance
traversed in a three-dimensional space with one spatial degree of freedom and two
in energy. The nearest neighbour hopping distance is that in which one state will
be found. This quantity is found for both forward and backward hopping motions
in DNA in the presence of an external electric field. The nearest neighbour hopping
distances in each direction derive from these and are used to find the conductivity and
current-voltage relationship. The conductivity is found to have a 2/3 power depen
dence on the temperature, while the current is found to have a primarily exponential
dependence on electric field. The work of Yoo el al. [55] is used to compare our model
with experimental values of conductivity and current. Good agreement with these
data is found.
Chapter four aims to explain the conductivity of DNA at higher temperatures.
An exponential density of states is used to account for a wider range of energies
available at higher temperatures. When the temperature is increased, polarons in
DNA are able to interact with more energetic phonons, thus allowing lower energy
states to hop. Following a procedure similar to that of chapter three, expressions
for the conductivity and electric field dependence of the current are presented. The
results of Roy et al [37] are used to compare this model with experiment and a good
agreement is found for the parameters used. These then are used to predict the
temperature dependent conductivity of their single molecule sample. The hoping
range and activation energies of charge carriers in DNA structures have also been
calculated and are compared with values found in the literature. Chapter five is a
discussion of the results of this work and suggestions for directions future efforts in
this field of study may take.
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Chapter 2
Fundamentals
2.1 Molecular Structure of DNA
The precise molecular structure of DNA remained elusive until the publication of a
groundbreaking, one-page paper by Watson and Crick in 1953. In it, they proposed
the molecule had a double helix structure of sugar-phosphate, with nitrogeneous bases
arranged on the inside [52], Thus, DNA is a macromolecule which is comprised of
repeated stacks of these bases bound to a sugar-phosphate backbone. The molecule
is assembled by different types of enzymes, known as DNA polymerases (14]. Of
particular interest are the bases in DNA. These are limited to the four amino acids
adenine (A), guanine (G), cytosine (C), and thymine (T), with the former two being
substitutional derivatives of the heterocyclic molecule pyrimidine and the latter two
being derivatives of the heterocycle purine [17].
These bases form what are known as nucleosides and nucleotides; the difference
between the two depending on attached phosphate groups. In DNA, both nucleo
sides and nucleotides are bound to the sugar D-deoxyribose, a pentose (five carbon
sugar) [17, 14]. A base bonds to the deoxyribose at a carbon atom referred to as
the 1’ carbon (starting to the right of the oxygen in the sugar in Figure 2.1 and
proceeding clockwise), as illustrated in Figure 2.1. These nucleosides are able to pair
with one another in a specific fashion. This base-pairing is due to the formation
of hydrogen bonds between the amino acid moieties of the nucleosides and is such
that only adenine—thymine (dA-dT) and guanine—cytosine (dG-dC) pairs can exist
via two H-bonds in the former case and three H-bonds in the latter. The ’d’ is an
abbreviation of the deoxy- prefix for nucleosides (eg. guanine —>deoxyguanosine or
thymine—>-deoxythymidine). The addition of phosphate ions to the 5’ carbon of the
deoxyribose creates nucleotides which are able to bond with one another via a

Figure 2.1: The four nucleosides which compose DNA. From top left they are
oxyadenosine, deoxycytidine, deoxyguanosine, and deoxythymidine.
[Original images found at: http://en.wikipedia.Org/wiki/File:DA_
chemical_structure.png, http://en.wikipedia.Org/wiki/File:DC_chemical
_structure.png, http://en.wikipedia.0rg/wiki/File:DG_chemical_
structure.png, and http://en.wikipedia.0rg/wiki/File:DT_chemical
_structure.png.]
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Figure 2.2: The chemical structure of a short DNA sequence. Two hydrogen bonds
exist between dA and dT, while three H-bonds exist between dG and dC.
[Original image can be found at http://en.wikipedia.Org/wiki/File:DNA_
chemical _structure.svg.[
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phosphodiester bond to create a chain or sequence of base pairs [14] (see Figure
2.2). Thus, DNA is said to be a polynucleotide whose sequence can be random,
as is found in nature, or uniform, as can be created artificially. The stacking of
these components leads to an overlap of molecular n orbitals of the base pairs, which
facilitates the migration of charge parallel to the long axis of the DNA molecule [8].
This is very similar to stacking in molecular crystals; the difference between these
and DNA being the non-periodic stacking observed in DNA [15].
One full turn of the double helix encompasses approximately 10 base pairs, or
in other words, roughly 36° rotation per base pair plane. The length per turn, also
known as the helix pitch, is known to be approximately 34A, which means the distance
between neighbouring base pairs is 3.4A (see Figure 2.3). The diameter of a DNA
molecule is approximately 20A, which means the cross-sectional area of a double helix
is approximately 314A2 [52, 14].

2.2 The Electronic Structure of DNA
The electronic structure of DNA molecules has been calculated by several authors
[53, 20, 51, 44]. The energy values associated with the various molecular interactions
of the different components of DNA described in Section 2.1 can be arranged into
three main ranges. The highest energies are those associated with the bases and
sugar-phosphate groups, which are thought to fall within a range from 8-12eV [53, 20].
Those corresponding to the energies of the H-bonds between the bases represent an
intermediate tier, with energies on the order of 0.5eV [53]. The lowest are the energies
associated with the stacking of base pairs and the resulting overlap of 7r electron
orbitals. These energies occupy a range of values from 0.01-0.4eV [53, 51].
An acceptable approximation for the energy scales involved when considering a
first look at charge migration in DNA is the ionization energy for a particular base.
The ionization energies for adenine, thymine, guanine, and cytosine, respectively, are
as follows: EA = 8.24eV, ET = 9.14eV, EG = 7.75eV, Ec = 8.87eV [51, 44, 56, 54,
7]. In other words, with the assumption that these energies are suitable estimates
for the on-site energies, a positive charge (hole) will most likely be found near a
guanine (G) site, whereas a negative charge (electron) will prefer thymine (T) [8].
Realistically, these on-site energies will decrease due to base-pairing, bonding with
the backbone, and stacking in DNA [4]. On-site energies are the total energies of
states associated with the highest occupied molecular orbitals (HOMO) for electrons
and lowest unoccupied molecular orbitals (LUMO) for holes [15].

sidiaiuourij i

1 turn IObaw|uin Î.4 lummwlm

Figure 2.3: The double helix structure of a DNA molecule. Molecular structures of nucleobases are shown
with the sugar-phosphate backbone represented as the double helix itself. [Original image can be found at
http://en.wikipedia.0rg/wiki/File:DNA_Overview.png.)
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T
A
C
Y
G
8.361
8.383
7.957
8.115
CGY
8.407
8.124
8.380
7.965
TGY
8.712
8.716
8.487
GAY
8.343
8.558
8.799
8.763
AAY
8.376
Table 2.1: A sample of the site energies given by [15] for nucleobases with one flanking
base on either side. The energies correspond to the middle base and are in units of
electron volts. Note how the energy of the A in GAG is less than that of the G in
CGT, CGC, TGT, and TGC.
It should be noted that the site energies of a particular base do not always follow
the T > C> A> G order when stacked. Table 2.1 shows a selection of on-site energies
calculated in [15] for a nucleobase with flanking nucleobases on either side. Refer to
[15] for further details.
A useful approximation in regards to the approach in Chapters 3 and 4 regarding
electric current and conductivity in DNA to treat a base pair as an individual site.
This method allows us to model DNA as a quasi-one-dimensional (QOD) system
and still preserves the structural and energy disorder which arises from the random
sequence of base pairs (see Section 2.4).
Table 2.2 is a selection of values of activation energy for DNA and the particular
charge transport mechanism to which it corresponds. The first example ([24]) used a
thermally activated Arrhenius model to explain their data given by
a = <Joe ksT
(2-2.1 )
where Ea is the activation energy required to excite a carrier to a conducting state.
They found the activation energy for their DNA samples to be 0.8eV. Yoo et al. [55]
suggested a polaron hopping model be used to explain their data and used the same
equation as Eq. (2.2.1) with an activation energy given by the expression
£« = * B T £ C , t a i i h ( 2 ^ )

(2.2.2)

where Cq is the coupling strength and u>q is the molecular vibrational frequency.
They assumed C0 = 29.4 and u0 = 1.3 x 1014Hz for poly(dA)-poly(dT) DNA when
fitting this model to their conductance data, neglecting the additional terms. The
last example analyzed the conductivity of triangular DNA “origamis” approximately
lOOnm on a side. For low bias voltage, they determined the activation energy to be
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approximately 0.7eV. The value of Yoo et al. is relatively small, possibly due to the
very small gaps between their electrodes (~ 20nm) and the less disordered state of
the molecules they used.
Authors Type of Mechanism Activation
Energy
DNA
(eV)
0.8
Kutnjak Wet-spun thermally
Li-DNA
activated
N
Arrhenius
0.18
Yoo [55] poly(dA)- polaron
poly(dT) hopping
and
poly(dC)poly(dG)
hopping
DNA
0.7-0.9
Bellido [2]
origami
polaron
This
H5N1
0.5-0.6
VRH
gene of
study
avian
Influenza
A
Table 2.2: Activation energies reported in experiments on DNA molecules and struc
tures and the type of DNA structure and conduction mechanism associated with
each.

2.3 DNA as a Semicondcutor
Some experimentalists have suggested that the conductvity of DNA can be explained
by using the conductivity model of semiconductors [eg. [24, 22]]. However, it is
found that there are in fact fundamental differences between DNA and a typical
semiconductor.
A pure semiconductor displays a property known as intrinsic conductivity. Within
a given temperature range, this conductivity remains virtually unchanged by impu
rities [21]. It is well-known (eg. see [21]) that the energy dispersion relation of a
semiconductor has a gap wherein no electronic states are allowed. The upper region
containing free carrier states is known as the conduction band, whereas the set of
states below the band gap is known as the valence band.
The valence states correspond to bound states located within the constituent
atoms of the semiconductor. When an charge carrier gains sufficient energy, it can
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be excited to an energy state in the conduction band and is free to move about the
material. This is why most semiconductors at zero temperature behave as insulators:
their valence bands are full and there are no free carriers in the conduction band to
carry charge [21].
The conductivity of semiconductors depends upon the concentration of charge
carriers available, which in turn depends on the temperature. The conductivity of a
semiconductor is written as
a — a0e 2kBT
(2.3.1)
where cr0 is a constant and Eg is the width of the energy gap. The above expression
can be written as
ln ("/«») =
(2.3.2)
Therefore, the conductivity is increasing with temperature for an intrinsic semicon
ductor (see Figure 2.4). However, this expression is not capable of fully explaining
the conductivity of DNA since ln (ct/ cto) in that case does not depend on 1/ .
While some experimental results show that DNA exhibits semiconductor-like be
haviour, there are in fact fundamental differences between it and a typical semicon
ductor. The intrinsic semiconductor discussed in the example above is an ordered
lattice of a substance such as silicon or germanium. Conversely, DNA is composed of
a number of distinct chemical species (as discussed in Section 2.1) and does not ex
hibit the same long-range order. However, it does behave as a quasi-one-dimensional
molecular crystal due to the monodirectional stacking of nucleotides held together by
phosphodiester bonds.
Another major difference lies with the sequence of these nucleotides, which can be
any combination of dA-dT and dG-dC. This has a profound effect on the electronic
structure of DNA, as has been shown in theoretical studies and is discussed in Section
2.2 , wherein local base pair sequence determines the precise on-site energies of a
given pair. The disorder in not only the sequence, but also the structure and local
energy states, leads to the localization of charge carriers, which warrants a different
conduction model for DNA.
t
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2.4 Localized States and Density of States
The theories behind the conductivity of metals and semiconductors are not sufficient
to explain the conductivity of DNA molecules. These models are derived based on
the concept that their respective materials contain non-localized (extended) electronic
states. Since the conductivity of DNA does not behave like that of a typical semi
conductor or a metal, it is necessary to develop a theory of conductivity based on
localized states.
We have developed a hopping condcution model for the temeprature and electric
field dependence of the conductivity of DNA. This model assumes that electronic
states in DNA are localized. The stacked nature of DNA molecules can be treated as
a quasi-one-dimensional periodic structure with the charge carriers occupying states
on the base pairs. The generally disordered nature of the base pair sequence, like
what is found in natural DNA, along with the previously mentioned variations in on
site energies of the base pairs which depend on adjacent bases, gives rise to a random
sequence of such energies. These energies resemble random impurities in the order of
the system and can be represented by a periodic array of potential wells [30]. The
motions of charges greatly depend on the depths of these wells.
For wells whose depths are equal, the wave function of a charge carrier becomes
a superposition of states known as an extended state, which can reach macroscopic
scales. This leads to metallic conduction. The Bloch wave functions representing
states in crystalline media are an example of these extended or delocalized states.
When the depths of the wells become increasingly random, as in Figure 2.5, the
weight of each component state becomes dependent upon the distance from its cor
responding well, and the overlap of wave functions becomes negligible (except for
nearest neighbours). Thus, each state becomes confined to its well and is said to
be a localized state. Thus, the charge carriers become trapped or bound to a given
site. The concept of these localized states in non-crystalline media was introduced by
Anderson in 1958 [1].
The density of states for localized states of DNA has been calculated in a number
of studies (eg. [48, 32]) and does not have the same form as that of a semiconductor,
despite its apparent semiconductor-like behaviour. At low temperatures, DNA has
an approximately constant density of states [48]. Increasing the temperature allows
for the activation of lower energy carriers - essentially digging deeper - and the use
of an exponential density of states becomes more appropriate.

Conductivity (log

Conductivity of an arbitrary semiconductor

Temperature (1000/K)
Figure 2.4: Conductivity as a function of inverse temperature for an arbitrary intrinsic semiconductor with a bang gap of 0.05eV
in arbitrary units.
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2.5 Variable Range Hopping
There are two modes of conduction for carriers in localized states. The first is through
excitation to the mobility edge. From there, the charge carrier can occupy an extended
state and proceed to move over arbitrary distances. The other is by means of ther
mally activated hopping. Here, the carrier receives energy from a phonon and is able
to “hop” to a nearby state.
It is stated above that the charge carrier must be excited by a phonon to hop
to a nearby site. Therefore, the electron-phonon interaction must be included in the
Hamiltonian. For a phonon with wavevector k and frequency u)k, the interaction
Hamiltonian becomes [41]
hk e ik-re iukt _ e ~ik-re ~iu!kt
(2.5.1)
2Vpvs L
where V is the crystal volume, p is its density, and vs is the speed of phonons in the
material. With this interaction in hand, Fermi’s Golden Rule can be used to find the
hopping probability of the electron, which is
HP,-

e l—ph

Pij =
tyilHet-pHtyj) 6 (Ej - E i - huk)
(2.5.2)
where ipi and ipj are the initial and final states of the localized states present in
DNA. Ej and Ei are the energies associated with the final and initial states and are
located at r* and r^, respectively. Nk is the number of phonons with wavevector k.
Due to the bosonic nature of phonons, their number can be taken to be given by the
Maxwell-Boltzmann distribution. That is,
Nk =

----e ~ v -l
The probability of a phonon being absorbed (thus, a hop) becomes
for Ej —Ei
emitted is

(2.5.3)

Pij = P0e~2axe ~ ^ L
(2.5.4)
ksT and x — Tj —r*. Similarly, the probability of an phonon being

Pij = P0e~2ax
(2.5.5)
Here, P0 is a proportionality constant and a = a -1 is the inverse of the localization
length. It is estimated that this localization length lies within an order of magnitude

X

Figure 2.5: A representation of the potential wells associated with localized states in a material. Disorder in the energies leads
to site dependent electronic states with negligible overlap between any two such states.
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of lnm (one value places a = 25A [28]). Note from the above equations that charged
particles hop in distance and energy, which is why the process is known as the variable
range hopping mechanism.

2.6 Variable Range Hopping Conductivity
Mott and Davis [28] and [29] were the first to suggest that the hopping at low tem
peratures was not necessarily to the nearest neighbour. It is clear from Eqs (2.5.4)
and (2.5.5) that the hopping probability depends not only on the separation of the
two impurity sites, but also on the difference in energy between the two. The reason
for this is easily illustrated and yields a well-known expression for conductivity [28].
Given a particular initial state, the number of available states N, within a narrow
energy range AE, near the Fermi energy, and within a radius x from the site is
N = A xdD (EF) A E
(2.6.1)
where A is a constant which depends on the dimensionality d of the system and D (E f )
is the density of states at the Fermi energy. For example, d — 3 yields A =
Consider now increasing the radius x until a nearby state is found; i.e. the number
of states at this distance is simply 1 :
AxdD (Ef ) AE = 1

(2.6.2)

Thus, the value of the energy range, which represents the activation energy of the
hop, is
(2.6.3)
A E = AxdD1 (Ef )
Clearly, increasing the distance decreases the energy required to perform a hop,
which negates the need to hop to an adjacent site. That is, it may be energetically
favourable to hop to a more distant site.
There is an optimum distance x such that the value of the probability
ptj = /'o f B
is at a maximum, where

(2,6.4)
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AE
R = 2ax + k^T
Setting = 0 and substituting (2.6.3) into (2.6.5) yields
_ d+1
1
d
X =
2aAD (-Ef ) k'EsT
Substituting this value of x into Eq. (2.6.5) yields
Pii = P 0e" W

an

(2.6.5)

266

( . . )

(2.6.7)

where

d
T m — 2oiAkpD (Ep)
Assuming the conductivity is directly proportional to this hopping probability, then
_ (Ial\ d+i
a = <Toe V.T )
(2.6.8)
This expression is known as the Mott variable range hopping conductivity and is
represented as a function of temperature in Figure 2.6. Charge carriers can hop to
a neighbouring site or a more distant one, depending on which is more energetically
favourable [28].
However, this hopping conduction model for crystalline semiconductors will be
shown to not adequately explain the behaviour of DNA. Thus, a modified model is
needed to do so. Thus, in the next two chapters we have developed a variable range
hopping mechanism for polarons using the approach developed by Singh in 2004 [42].

10
0

Conductivity (log

O

o

Mott VRH conductivity of an arbitrary semiconductor
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Figure 2.6: A plot of the Mott VRH conductivity of an arbirtary quasi-one-dimensional semiconductor with a Tm = 500K as a
function of inverse temperature.
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Chapter 3
Polaron Hopping in Nanoscale DNA
3.1 Introduction
In this chapter we present a theory developed to explain charge transport in DNA
molecules based on the polaron variable range hopping mechanism [42]. This model
considers that charge carriers occupying localized n states situated near the Fermi
level are the main component of the conductivity. Therefore, we neglect the contri
bution of carriers above and below the Fermi level where, in the approximation that
will be presented, the density of states becomes constant. We have derived for the
first time an analytic expression for electric current and conductivity in DNA which
includes the dependence on the hyperbolic sine of the electric field.
There is considerable interest in the study of DNA. For example, experiments per
formed by Yoo et al. [55] measured the electric field dependence of the current through
samples of poly(dG)-poly(dC) and poly(dA)-poly(dT) DNA. Their synthetically pro
duced samples consisted of several thousand base pairs, ranging from 0.5-2.9 pm in
length, and were suspended between Au/Ti electrodes. These electrodes were manu
factured with electron beam lithography and a double-angle evapouration technique.
The authors placed the nanoelectrodes on a substrate of degenerately doped Si topped
with a 0.5pm layer ofSiC>2. The samples of DNA were then electrostatically trapped
between the nanoelectrodes. More than twenty samples of DNA were prepared in
this manner and were each observed to yield similar results in ambient and vacuum
conditions, which indicates water had little effect on the conductivity of the authors’
samples. To ensure that the samples of DNA were indeed responsible for conducting
the electric current observed, a deoxyribonuclease enzyme was applied to each sample
to cut the DNA. After measuring the current again, each sample exhibited insulating
behaviour, which is indicative of the DNA conducting the current.
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Similarly, the work of Kutnjak et al. [24] on calf-thymus Li-DNA displays a non
linear current-voltage relationship similar to that described in [55], although the base
pair sequence is not uniform in this case and the samples are macroscopic. The voltage
dependence of the current in their samples was studied at 75% relative humidity [24].
Kutnjak’s et al. also measured the temperature dependence of the conductivity of
their samples at 75% relative humidity and dried in a vacuum. Their results indicate
a decrease of nearly one order of magnitude in the conductivity in a vacuum while
the activation energy increased by approximately 0.15eV, based on the Arrhenius
model they used to explain their curves. They attribute this relatively large change
in conductivity to an electric field induced increase in the number of charge carriers.
Lastly, Kutnjak et al. attempted to explain this behaviour with the Mott variable
range hopping model using a T* power law and found that it fit well with their
conductivity data [24],
The recent work of Singh [42] develops a theoretical approach to the phononassisted hopping conduction mechanism of polarons in DNA, based on the general
molecular crystal model employed by Triberis and Friedman [47]. By treating DNA
as a QOD molecular crystal, a 2/3 power law for the temperature dependence for the
conductivity was derived and was found to agree well with the experimental results
of Kutnjak et al. [24, 42].
We consider that charge carriers are localized on a base pair and interact with
phonons generated by motions in the double helix. This interaction leads to the
formation of a localized polaron, whose states are distributed randomly in energy
and space coordinates. Polarons move throughout the DNA molecule by random
hops in this “hopping space”. The transition rates for these polarons are calculated
based on the work of Emin [12],
We use our improved model to explain the experimental results of [55] regard
ing the nonlinear current-voltage relationship for poly(dG)-poly(dC) and poly(dA)poly(dT) DNA molecules, using a 2/3 power law for temperature. Despite the uniform
base sequence of these types of DNA, the use of our model is still justified in assuming
the localization of states. This is due to the structural disorder that remains present
due to thermal vibrations and the sensitivity of on-site energies to the presence of
adjacent base pairs. The lower degree of disorder in these uniform systems is a likely
cause for the lower activation energy observed for such systems (see Table 2).
Numerical simulations of the conductance and electric current are performed and a
good agreement between our model and data obtained by Yoo et al. [55] for their DNA
samples is reported. Our model predicts the hopping distance and carrier activation
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energy being within the range of 0.5-0.6eV. This agrees with existing experimental
data (refer to Table 2).

3.2 Polarons in DNA
Consider that charge carriers interact with thermal motions found throughout a DNA
molecule. These motions have the effect of extending and compressing the DNA,
which results in variations in the molecular orbital overlap between base pairs due
to variations in inter-base pair distances. The quantum of such a thermal vibration
is known as a phonon. Thus, when an electron (or hole) interacts with phonons, we
must consider the electron-phonon interaction.
The electron-phonon interaction has two contributions to the electronic properties
of DNA. First, it renormalizes the energy of electrons. These renormalized particles
are known as polarons. That is, polarons are nothing but electrons “dressed” with
phonons. Thus, the effective mass of polarons is different than that of electrons.
The second contribution of electron-phonon interaction is the scattering process
introduced in electron transport. In this process electrons and phonons exchange
energy and momentum such that these physical quantities are conserved. This scat
tering process is responsible for the hopping of polarons from one energy state to
another.
Here we discuss the origin of polarons due to electron-phonon interaction by using
a quantum mechanical second order perturbation theory. The following treatment
illustrates the electron-phonon interaction Hamiltonian and how the formation of
polarons can affect the effective mass of the charge carrier. We consider a single
phonon hopping process as in the model developed by Triberis and Friedmann, which
is based on the generalized molecular crystal model [47]. Other studies ([39, 40,
38]) have investigated multiphonon hopping processes and suggest that dc transport
cannot be dominated by a small polaron hopping theory, although they acknowlege
this explains the behaviour of amorphous carbon qualitatively. The Hamiltonian of
phonons in the second quantized form can be written as
Hph = £L Y JK bo
(3-2.1)
Q
where £l and q are, respectively, the energy and wave vector of phonons. For sim
plicity, we consider that optical phonons are present in DNA. Here 6+ and bq are the
phonon creation and annihilation operators, respectively. Since phonons are bosons,
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the operators 6+ and bq satisfy the boson commutation relations.
The electron-phonon interaction in the second quantized notation is written as
[26]
H „-„, = E M [,;) \I,-e. - ' r ]
(3.2.2)
Q
where M (q) is called electron-phonon coupling constant and is written as
(3.2.3)

M(g) = i

where V is the volume of a unit cell in the lattice, e is the charge of electrons and
and e0 are, respectively, the high frequency and static dielectric constants in DNA.
The renormalized energy of electrons can be calculated by using the second order
perturbation theory which is written as
(n| Hei-ph |m) (m\ Hel_ph |ra)
(3.2.4)
+ (« 1
I
+
crO
cn __ cm
Sn =

£°n

H e i _ ph n )

^ 2

In the present case let |n) = \k,0q) and |m) = |k — q, 19), where \k) and |09) are
the eigenkets of electron and phonons, respectively. This allows the above expression
to be written as
£fc = efc + efc + £fc
(3.2.5)
where

4 = (k,0q\ Hei-ph\k, 0q)
2

£k ~ 2 _>

(^> Ogl Hel—ph

Qi I 9) {k Qi lg| Hei—ph |k, 0q)
4 - 4 - q - £l

(3.2.6)
(3.2.7)

Here £°k is the energy of an electron in the absence of electron-phonon interaction and
it is expressed as
k‘21.2
h2k
(3.2.8)
£k 2m
where m is the mass of the electron and k is the wave number of the electron.
Let us evaluate the first order perturbation term e\ . Substituting Eq. (3.2.2)
into 4 yields

4 = E M<9) <*-0*1

I*. 6,)

(3.2.9)
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Note that

(c>A+|o,} = o
<o,lMo,) = o
This gives the result

(3.2.10)
(3.2.11)

4=0

(3.2.12)
Evaluating the second perturbation term ek appearing in Eq. (3.2.7), we substitute
Eq. (3.2.2) and Eq. (3.2.8) into ek, which leads to the result
_2

_

Q

0,| Hei-Ph \k — q, 1,)|
h2k2 H2(k-q)2
2m
2m
tL

(3.2.13)

where
(k, 0,| H ^ ph |k - g, 1,) = £ M(q) (k, 0,| [b+e~^r + bqe*r] \k - q, 1,) (3.2.14)
<7

With the relations
(0<j| b* |1,) =

(3.2.15)
(3.2.16)

0

(0g|6,|l,) = l

we find

Ç
q

where

/ e2£L ' 1 1 ' 1/2
\ 2eoV Too Co.
Substituting Eqs. (3.2.14) and (3.2.17) into Eq. (3.2.13) we get
Ç =

_____ kl 2 /V _____
KW h2(k-qf
1 2m
2m
L
We replace the summation over g with integration:
2

"k

_

l

(3.2.17)
(3.2.18)

(3.2.19)

(3.2.20)
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Thus, the expression of el becomes
£! =

2

L / a _____ \s U i._____

(2
v tt')3 7 5S2E_EiizSl!_£.
2m
2m

(3.2.21)

After performing the integration above, the expression for e\ becomes
£

k= a

(3.2.22)

2

where

( 2meL\ 2 ' 1 r
8ne0£L \ v ) Aoo Co.
Finally, the renormalized energy is written as
ek = £* + £*
h2k2 (
h2k2\
= " ^ r + “ ( £ i + i 2^ j

(3.2.23)
(3.2.24)
(3.2.25)

The above expression can be rewritten as
ek —

h2k2
H-------mefi

(3.2.26)

where

(3.2.27)
Note now that the effective mass of the renormalized electron has changed to meff.
This new particle is called a polaron. The expression derived here is for large polarons.
Following a similar method one can also find an expression for small polarons.
mey/

m(l + a / 6 )

3.3 Polaron Hopping
In the previous section we have discussed the origin of polarons. This section is
focused on the calculation of polaron hopping in DNA. The relative energies of the
G-C and A-T base pairs in DNA sequence have been deduced from computational
models [4, 8], photoemission experiments [31, 9], and electrochemical measurements
[53, 20]. It has been found that a hole (i.e. a positive charge) is more likely to be
found on a G-C base pair than on an A-T base pair and the hole is localized on a
particular G-C base pair. Because the A-T base pairs have a higher energy, they act
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as a barrier to hole transfer. However, a hole can tunnel in a coherent fashion from
the first G-C site to the second, and can then either hop back to the first G-C pair
or move on to the next one. The rate of coherent charge transfer has been shown to
decrease exponentially with the distance travelled. When the distance between G-C
base pairs becomes too long for coherent charge carriers to jump efficiently, thermal
hopping becomes the dominant charge-transfer mechanism. While this picture of
coherent transfer and thermal hopping appears to describe the basics, it ignores the
coupling between charged particles and local thermal motions of the bases.
We consider that due to the interaction between a charge carrier and local thermal
motions (phonons), a polaron is formed on the base pairs, stabilizing the charge (see
Section 3.2). Phonons are created due to internal motions such as changes in winding
or inclination angle, which in turn promote hopping of polarons. Through interactions
with phonons, a polaron will undergo a hopping process to different sites in both
energy and space.
In this section, we present a theoretical calculation of the electric field and tem
perature dependent conductivity for DNA structures. We consider that the localized
polaron states are randomly distributed in both energy and space coordinates. These
coordinates comprise what is referred to as a hopping space. The localized states
form a discrete array of sites in this space. In the hopping space, the most probable
hop for a carrier at a given site will be to the empty site of its nearest-neighbour.
The conduction of charge is the result of many hops throughout this hopping space.
In the presence of the external electric field, E, and thermal fluctuations, the spatial
displacement of a charge in the hopping space is more likely to be downfield than
upheld.
We begin with the localized polaron model of Holstein [18, 19] and Triberis and
Friedman [47] to study the hopping conduction of polarons. The latter model is
based on the molecular crystal model which includes the effect the electron-phonon
interaction. According to this model, the energy of a localized polaron at site i is
given as
Ei = £ i-X i
(3.3.1)
where e* is site dependent local energy state of the electron and \ is the binding
energy due to the site dependent electron-phonon interaction. In the absence of
electron-phonon interaction, Ei = Ei.
The polaron hopping transition rate from site i to site j has been calculated by
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Triberis et al. [47] and it is written as
/ Aj + Aj ^
(3.3.2)
7ij = 7o exp(—2aRij) exp \ 4kBT j )\ exp
2kBT
where R^ is the spatial distance between the sites i and j in a QOD system, a is the
inverse of the localization length a of polarons and y0 is a constant.
In the presence of the external electric field, we modify the difference in energy,
Ej —E{ to include the electric potential energy: Ej — Ei + PijFioccos9. Here Pij is
the matrix element of the dipole moment between ith and j th sites and F/oc is the
applied electric field. Here 6 is the angle between P^ and F/oc. For QOD systems,
cos 9 can be taken as ±1 . Note that the local electric field Fioc is different than
the external electric field, F. The values of P^ and Fioc are not known for DNA
structures. However, we know that P^ is related to the distance between two sites Rij
and the charge q and that F]oc is related to the external electric field F. Therefore, we
consider that Pij.Fioc = qqRij-F, where r/ is a parameter that can be determined from
experimental results. Thus, in the presence of the electric field, (3.3.2) is modified by
replacing the term Ej —Ei by Ej — E i± rjqRijF.
From this point forward, we will express energies and spatial coordinates as re
duced (or dimensionless) coordinates in the form
£i
£ = 2kBT
ej
LJ = 2k[]T
+ Aj)
£ = (A2tkBT
K
A = 2kBT
X = 2a R^

(3.3.3)
(3.3.4)
(3.3.5)
(3.3.6)
(3.3.7)

To convert e, e, u) and A into units of energy, one has to multiply by 2kBT. Similarly,
to convert x into units of space, one has to divide by 2a.
Assume that localized polaron states are randomly distributed in the one dimen
sion of space, x, and two dimensions of energy, e and u>. The distance between the
initial and the final sites in the hopping space is represented by range, R. It is im
portant to note the distinction between Rij, the actual spatial separation of the two
sites (in meters), and R, the distance traversed in the more abstract hopping space.
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Polarons hop from one site to another site by the absorption and emission of phonons
in this space. This is what is referred to as variable range phonon-assisted polaron
hopping. Therefore, the hopping rate of polarons is written in terms of R as
7ij = loe~R
R = x (1 ± rj/3) —^ + u>— e

(3.3.8)
(3.3.9)

where we introduce the dimensionless electric field parameter

* -(* £ ? )

( 3

' 3

' 1 0 )

where F is the external electric field.
Since the majority of conduction is assumed to take place near the Fermi level,
we will calculate the expression of conductivity due to carriers located near the Fermi
level. Following the example of Mott [30], the expression for the conductivity is
written as
a = aoe~Rnn
(3.3.11)
where Rnn is the dimensionless nearest neighbor hopping range in the hopping space,
not to be confused with the spatial hopping distance x.

3.4 Hopping Range
To calculate the conductivity, we need to calculate Rnn. To find this nearest neighbor
hopping distance, we follow the method developed in [42], where it is necessary to
calculate the number of unoccupied states, N within a radius R in the hopping
space for a given occupied localized site of energy e. For QOD systems, the hopping
space is three dimensional (i.e. one spatial and two energy coordinates). Therefore
the expression of N for the forward hopping (N+) and backward hopping (iV_) are
written as
N+(R ,e,T,F ) = 2ocN0 JoR dx Jxf ° D(e)deJ£_x
F

(3.4.1)

N.(R,e,T,F) = 2aAo Jo
[ Rdx Jra D{e)de Jt-x
i 0 D{uj)duJ

(3,4.2)
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where
Uq = R + e —x(l ±r](3) + e/2
e* = 2[R + \. + e - x(l ±rj/3)].

(3.4.3)
(3.4.4)

Mott [30, 28] has treated the density of states of the localized carriers near the
Fermi level as a constant (i.e. D(uj) = D0) at low temperature. Efros and Shklovskii
[41] showed that for a quasi-two dimensional system, when accounting for the presence
of electron-electron interactions, the DOS for is not a constant but depends on the
energies of the localized electrons. In the case of QOD systems however, they found
that the DOS is a constant quantity. Therefore, our calculations include this electronelectron effect via the constant density of states. Thus, for QOD systems, the density
of the states takes the form,
D(e) = D0
(3.4.5)
Substituting the above expression into Eqs. (3.4.1) and (3.4.2) and performing
mathematical manupulations, we find the foilwing expression for N±:

N+ =^ P V ( 4+^)]
N- =

(3-4-7>

Following the approach of Mott [30, 28], the nearestneighbor range Rnn will be
that value of radius in the hopping space for which only one available vacant site is
found. In other words, the value of R^n can be obtained by setting N±(R, e, T, F)\R=Rnn
1. Thus,
1/3
l
T A 2'3
JD+
_
1lrm t ) V i + »7/5/4;
Tdy /3 ( i \ 1/3
D—
_
ilrm t )
)

(3.4.8)
(3.4.9)

where R+n and Rnn are the forward and backward hopping ranges, respectively. Here
Td is a constant defined as
_____
(3.4.10)
Td = 2a N0
D ^

b

where N0 is the number density of the available states.
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3.5 Conductivity, Conductance, and Current
Now that the nearest neighbour hopping distances are known for forward and back
ward hopping, we can now determine the expression for conductivity. First, consider
that there is a total electric current in a DNA molecule, I, due to some externally
applied voltage, V, such that
/ = /+ + /_
(3.5.1)
where 7+ and /_ are the magnitudes of the forward and backward hopping currents,
respectively.
The conductance of DNA is defined as
(3.5.2)

i

*—11

L
+ ^

G= v

(3.5.4)

G = G+ + GL

(3.5.5)

-H

ii

With this, we can define

(3.5.3)

which leaves us with the result
The conductance of the DNA is represented by the quantities G± and V is the applied
voltage. Each of these quantities varies with both temperature and electric field.
The conductance is related to the conductivity by the expression
G±=

(3.5.6)

where A and L are the cross-sectional area and length of the DNA molecule, repsectively. Following the example of Mott [30], the conductivity is proportional to the
exponential of the nearest neighbour hopping distance as
v+(T,E) =
0-{T,E)

croexp (—i £ n)

= (Jo exp(—i?~n)

(3.5.7)
(3.5.8)

32
where cr0 is a constant. Thus, the current in Eq. (3.5.15) becomes
I= (G + -G -)V
= j V (<W - cr_)
= j V a 0 (e~R+- e - R-)

(3.5.9)

Finally,

I = G0V (e~R+- e~R~)
(3.5.10)
The constant Go is expressed in terms of A, V, and L and has units of conductance
(fl-1). Substituting the values of hopping ranges in Eqs. (3.4.8) and (3.4.9) into the
expression of the conductivity yields
a (T, E) = a0 exp

P)

2/ 3'

T A 2/3r£ —exp
T ) 12

exp

2 /3

T

12

(3.5.11)
where the electric field terms in Eqs. (3.4.8) and (3.4.9) are approximated by a Taylor
series expansion about ¡3 = 0:
1/3

=f M
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(3.5.12)

r = ( T A 2,3n_
\ T ) 12
We put the above paramter into Eq. (3.5.11) to obtain

(3.5.13)

1
77

1 ± /3/4

1

Let us define a new paramter T such that

er(T, E ) = cr0exp

[eT0 - e -rP]

(3.5.14)

Using the well-known trigonometric identity
sinh(T/3)

(3.5.15)

and substituting it into Eq. (3.5.14) results in
<t(T, E )

= 2a0

sinh(T¡3 ) exp

(3.5.16)
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The expression in Eq. (3.5.16) is easily rearranged into an explicit expression for
the conductance, with
^4

G = —2cro sinh(T/5) exp

(3.5.17)

Consider the term T/5 in Eq. (3.5.17). This quantity can be expressed in terms
of the applied electric field and temperature by substituting expressions for T and /5
from Eqs. (3.5.13) and (3.3.10), repsectively. That is,
qF \
r/5 = (\ TT A) 2/3 12r, V( 2akBT
j

(3.5.18)

Furthermore, the above expression can be simplified by substituting the values of
Td from Eq. (3.4.10)and F = V/L, where L is the distance over which the potential
is applied. Thus, we have
\ 1/3
qrj
2aN0
V
(3.5.19)
175 =
and the expression of the conductance becomes
qv ( 2aNo V1/3 V exp \ f TA 2ri]
G= —
2(Tqsinh
~ {t)
1J
24akBTL \D lk 2BT2)

(3.5.20)

The above expression can be written in a condensed form if we define new parameters
Go and /5C, where
O
CbM
^ 1^

Go —

(3.5.21)

qr) f 2aN0 \ 1/3
(3.5.22)
/5C - 2AakBTL 1v o ^ k y r 1)
Thus, we find the analytic expression of the conductance and the current to be,
respectively
G = Go sinh(/3cV) exp

(3.5.23)
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/ = 2GqV sinh (/3CV) exp

(3.5.24)

The above expression will be used to compare our theory with experimental data.
Note the special case where the applied electric field goes to zero. Recall that Eq.
(3.5.23) was derived from an approximation for the electric field term Eq. (3.5.12),
which leads to the hyperbolic term in Eq. (3.5.23). When considering V = 0, one
must return to Eq. (3.5.12) for the initial step. With this in hand, the expression in
Eq. (3.5.23) simply reduces to
(3.5.25)
The parameters G0, Td, and 7 can be observed in experiments.

3.6 Results and Discussion
3.6.1 Comparison with Experiment
Experiments performed by Yoo et al. [55] measured the current-voltage characteris
tics of poly(dG)-poly(dC) and poly(dA)-poly(dT) DNA as well as the temperature
dependence of their conductances at zero voltage. They found that as temperature
decreased, the behaviour of the current in poly(dA)-poly(dT) DNA became increas
ingly non-linear, and finally temperature independent at temperatures below 50K.
In this section we perform numerical modeling of the conductance of DNA based
on the expression in Eq. (3.5.25). We have used Eq. (3.5.25) to calculate the tem
perature dependent conductance at zero applied voltage, which is consistent with the
experimental setup of [55]. The comparison with the experimental data will there
fore determine the value of Td for poly(dA)-poly(dT) at temperatures >100K. Figure
3.1 displays the conductance versus inverse temperature data from Yoo (circles) and
the solid curve, which represents our Eq. (3.5.25) and is used to explain these data.
The parameter Td was found to have the value of 3.030 xl0 4K. This value of Td lies
within an order of magnitude of some typical values for materials exhibiting disorder
in energy states due to random impurities. For example, Vishwakarma [50] found
that samples of amorphous carbon films doped with boron in varying concentrations
conducted charge via the Mott VRH mechanism. The Td of their samples had a
value of 4.54 x 104K at 10% boron concentration, which fell to 3.22 x 104K at 18%.
Therefore, we can accept our value of Td = 3.030 x 104K as a reasonable result for
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DMA. Worth mentioning are the findings of a recent study on electron-phonon inter
actions in graphene layers [33]. The authors report that two Kohn anomalies found in
the phonon dispersion of graphite are proportional to the electron-phonon coupling
strength. The coupling values found for the highest branches of the phonon disper
sion of graphene are very large. This suggests that the coupling in graphene, and by
some extension DNA, may not be weak. However, our model is able to explain the
behaviour of low temperature samples of DNA, which would, Triberis and Friedman
suggest, result in a weak electron-phonon coupling.
We utilize the aforementioned results, illustrated in Figure 3.1, to compare our
model for the voltage dependent current given by Eq. (3.5.24). Figure 3.2 illustrates
this comparison for three temperatures considered by Yoo et al. [55]. The sym
bols represent the experimental data while the solid curves correspond to our model
hopping current.

3.6.2 The Number of States: Effect of Hopping Distance and
Activation Energy
In the following section, the number of vacant states, hopping distance, and activation
energy for poly(dA)-poly(dT) DNA are calculated using the parameters obtained
from the experimental data of [55]. The effects of temperature and electric field on
the nearest neighbour hopping distance are investigated since the behaviour of Rnn
will dictate the behaviour of the current and conductivity via Eqs. (3.5.7) and (3.5.8).
In the first case, the number of states, N , is plotted as a function of the hopping
range, R, for different values of temperature. These temperatures were chosen to
correspond with those displayed in Figure 3.2, which Yoo et al. [55] considered in their
experiments. Figure 3.3 displays the number of states versus the hopping range for
the temperatures 143K, 161K, and 223K. The solid curves represent the approximate
solutions for the average number of states from Eqs. (3.4.6) and (3.4.7) in the absence
of an externally applied electric field. The symbols represent the numerical solutions
for the average number of states from Eqs. (3.4.1) and (3.4.2) for the same values of
temperature.

x 10'9

Figure 3.1: Plot of conductance as a function of inverse temperature for poly(dA)-poly(dT) DNA. Data were numerically
calculated by Yoo et al. for zero voltage from their I-V curves. The solid curve represents (3.5.25) with Go = 78.05Q"1 and
Td = 3.030 x 104K.
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Figure 3.2: Plot of electric current as a function of voltage for three samples of poly(dA)-poly(dT) DNA from Yoo et al. at
143K, 161K, and 223K. The solid curves represent the theoretical polaron hopping current from Section 3.4.
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Note the close agreement between the numerically calculated values of N (R)
and the approximations. This means that the approximate result obtained from the
calculation for conductivity in Eq. (3.5.16) is justified and the analytic result we have
obtained is worthy of consideration by experimentalists.
Also, note that as the hopping distance increases, so too does the number of
states available to a charge carrier. This makes sense since, as the radius of hopping
increases, the number of available states in the hopping space inside the sphere of
radius R also increases. The effect of increasing temperature is apparent in Figure
3.3 as well. Here, increasing T tends to decrease R, so that as the DNA warms, the
distance required of a charge carrier for a hop to a nearby emtpy state shrinks.
Similar effects can be seen in Figure 3.4. In this case, the number of available
states, N, is plotted as a function of the hopping energy at the same temperatures
considered in Figure 3.3. Again, the solid curves represent the approximations to
N (R) while the symbols represent numerical values calculated from Eqs. (3.4.1) and
(3.4.2). Note that the energy required for a hop to a nearby state increases with
temperature. This is due to the relationship between R and AE (see Eqs. (3.3.3)(3.3.6)). For a given constant value of R , if the temperature increases, so too must
the energy. This makes sense when the radius in the hopping space is considered.
When the temperature increases, the radius will decrease, thus requiring more energy
to enclose a nearest neighbour state.
We have also calculated the effect of voltage on the hopping distance and energies,
which is displayed in Figures 3.5 and 3.6. In both examples, the temperature is held
constant at 143K, corresponding to the lowest value from [55] used in Figures 3.2-3.4.
Figure 3.5 displays the effect of voltage on the purely spatial hopping distance, as
in Figure 3.3. As before, solid curves represent approximations for N (R) and the
symbols represent the numerical values for ¡3 = 0, /3 = 0.4, and ¡3 = 0.8, which
translate to V = 0V, V = 0.394V, and V = 0.789V, respectively. These quantities
are obtained using the physical parameters of the samples given in the work of Yoo
et al. [55]. We see that the effect of increasing the voltage leads to an increase in
the number of available states. In other words, increasing the voltage decreases the
nearest neighbour hopping distance. This increase in the number of available states
is due to a greater energy difference as a result of increased electric potential between
the initial and final positions of a charge carrier in the hopping space.
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The same behaviour of increasing N with increasing ¡3 is seen in Figure 3.6, with
the difference from the previous case being that we are now considering hopping in
energy only. Again, the solid curves are approximations and the symbols represent
numerical solutions for ¡3 = 0, /3 = 0.4, and (3 = 0.8. As in Figure 3.5, the effect of
increasing the voltage increases the number of available states within a given radius
in the hopping space. Thus, the nearest neighbour hopping distance becomes smaller
with larger voltage.
In all four cases illustrated in Figures 3.3-3.6, we see the effects of temperature
and voltage on the number of available states while considering both hopping in both
space and energy. Any increase in either or both of these quantities will result in an
increase in the number of states available within a certain radius in the hopping space
and a decrease in the nearest neighbour hopping distance. This will, in turn, result
in an increase in the conductivity of the DNA, since the conductivity is dependent
upon the exponential of —Run, a behaviour which is observed in the data obtained
by [55],

3.6.3 Hopping Distance & Activation Energy
We now turn our attention to the hopping distance and activation energy (the two
extreme cases) and how they depend on the voltage and temperature. These two cases
have been plotted from the approximations to R(/3,T) in Eqs. (3.4.8) and (3.4.9), as
well as the numerical solutions to Eqs. (3.4.1) and (3.4.2), for N — 1 .
Thus, the curves in Figures 3.7-3.10 represent the temperature and voltage depen
dent nearest neighbour hopping distance, Rnn. We present the voltage dependence
of the hopping range for both purely space and [activation] energy hopping for dif
ferent temperatures, respectively, in Figures 3.7 and 3.8. Solid curves represent the
approximate solutions to R (/3) for a given temperature, while the symbols represent
the numerical solutions for R ((3) from Eqs. (3.4.1) and (3.4.2). For example, at 143K
and zero applied voltage, a charge carrier hopping exclusively in energy must hop
0.5eV to its nearest neighbour.

Number of states vs hopping distance for various T
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T =143K
T =161K
T =223K

Figure 3.3: The number of available states plotted against the hopping distance in nanometers. In this case, the hopping is
considered to be purely spatial (ie. colinear with the space axis in the hopping space). Here, we consider the three temperatures
from Yoo et al. [55], which were compared with our theory in Figure 3.2. Solid curves represent the approximations to the
number of states from Eqs. (3.4.6) and (3.4.7) while the symbols represent the numerical solutions to the number of states from
Eqs. (3.4.1) and (3.4.2), each for a given temperature.
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Figure 3.4: The number of available states plotted against the hopping energy in electron volts. In this case, the hopping
is considered to be purely in energy (ie. perpendicular to the space axis in the hopping space). Here, we consider the three
temperatures from Yoo et al. [55], which were compared with our theory in Figure 3.2. Solid curves represent the approximations
to the number of states from Eqs. (3.4.6) and (3.4.7) while the symbols represent the numerical solutions to the number of
states from Eqs. (3.4.1) and (3.4.2), each for a given temperature.
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Figures 3.9 and 3.10 illustrate the cases for hopping in space and energy, respec
tively, for different values of applied potential, represented as ¡3. As above, the solid
curves represent Eqs. (3.4.8) and (3.4.9) and the symbols represent the solutions to
R (T) from Eqs. (3.4.1) and (3.4.2). The condition N = 1 is considered in both cases,
as in Figures 3.7 and 3.8. Recall that the energy depends on l/kBT, which results in
the apparent difference between the curves in Figure 3.10 and those in 3.9. However,
in both cases, as the voltage is increased, the hopping distance and activation energy
are reduced, which leads to an increase in the conductivity. This agrees with the
results of Yoo et al. [55], in which the current is observed to nonlinearly increase
with voltage. Note that, for example, a hop in energy to a nearest neighbour site is
predicted to be approximately 0.5eV at 143K, which agrees with the value presented
in the discussion of /?(/?).
In Figures 3.3-3.10 we present the numerical solutions for the number of states
and the hopping range for N = 1 and find they agree closely with the approximations
derived in Section 3.4. The resulting behaviour of the quantities N (R, ¡3, T ) and
R(/3,T) agrees with that which was observed for DNA in the experiments of [55].
Furthermore, we can conclude that the approximations we have derived are valid in
describing the behavior of charge transport in DNA.

Number of states vs hopping distance for various (3 at T= 143K
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Figure 3.5: Number of available states for a charge carrier plotted against hopping distance in nanometres. The hopping in
this case is treated as purely spatial. Here, we consider this spatial hopping for three different electric field strengths at a
constant temperature of 143K. This temperature corresponds with one set of data from Yoo et al. [55]. Solid curves represent
the approximations to the number of states from Eqs. (3.4.6) and (3.4.7) while the symbols represent the numerical solutions
to the number of states from Eqs. (3.4.1) and (3.4.2), each for a given value of electric field.
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Number of states vs hopping energy for various (3 at T= 143K
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Figure 3.6: Number of available states for a charge carrier plotted against hopping energy in electron volts. The hopping in
this case is treated as purely in energy. Here, we consider this hopping for three different electric field strengths at a constant
temperature of 143K. This temperature corresponds with one set of data from Yoo et al. [55]. Solid curves represent the
approximations to the number of states from Eqs. (3.4.6) and (3.4.7) while the symbols represent the numerical solutions to
the number of states from Eqs. (3.4.1) and (3.4.2), each for a given value of electric field.
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Figure 3.7: Hopping distance (entirely in space) in nanometers plotted against the applied voltage at the temperatures 143K
(orange), 161K (green), and 223K (violet) from the experiments of [55]. Symbols represent the numerical solutions for
from Eqs. (3.4.1) and (3.4.2).
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Figure 3.8: Activation (hopping) energy in electron volts plotted against the applied voltage at the temperatures 143K (orange),
161K (green), and 223K (violet) from the experiments of [55]. Symbols represent the numerical solutions for R(/3) from Eqs.
(3.4.1) and (3.4.2).
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Figure 3.9: Hopping distance (entirely in space) in nanometers versus temperature for the applied electric potential values of
P = 0, ¡3 = 0.4, and ¡3 = 0 {V = 0V, V = 0.394V, and 0.789V). The temperature of the sample in the simulation is 143K and
the symbols represent the numerical solutions for R (T) from Eqs. (3.4.1) and (3.4.2).
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Figure 3.10: Hopping energy (activation energy) versus temperature for the applied electric potential values of (3 = 0, (3 = 0.4,
and (3 = 0 (V = 0V, V = 0.394V, and 0.789V). The temperature of the sample in the simulation is 143K, corresponding to one
such temperature in the experiments of Yoo et al.
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Chapter 4
High Temperature Hopping in DNA:
Exponential Density of States
4.1 Introduction
In the previous chapter for low temperatures, we have assumed that the charge car
riers involved in hopping are found in localized states near the band edge. This
approach, which assumes a constant density of states is good for temperatures up
to approximately 200K does not account for all of these localized states, nor does it
appropriately explain the behaviour of charge migration in DNA at higher tempera
tures. To do this in terms of the formalism employed in chapter three, it is necessary
to consider a more complete picture of the density of states. Specifically, this chap
ter aims to develop a model which explains the conductivity and also the behaviour
of the electric field and temperature dependent electric current in DNA at higher
temperatures.
We compare our model with the results of Vedala et al. [49], who investigated
the electrical conductivity of samples of double-stranded H5N1 genes (base pair se
quences) of avian Influenza virus DNA bridging a single-walled carbon nanotube gap.
The authors manufactured the carbon nanotubes by the chemical vapour deposition
technique[49]. The carbon nanotubes, having been suspended in isopropyl alcohol,
were located relative to prepatterned index marks using field emission scanning elec
tron microscopy. Contact leads were made with a 50nm layer of gold above a lOnm
layer of titanium via electron beam lithography followed by a 30s annealing period at
700QC. A focused ion beam was used to etch a uniform gap in the carbon nanotube
nanoelectrodes in order to provide a good fit for the authors’ DNA molecules.
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Samples of the Influenza DNA were terminated by amine groups at both ends
and covalently bonded with the single-walled carbon nanotube nanoelectrodes, which
were themselves functionalized with carboxyl groups. To be certain the current was
indeed flowing through the DNA, they treated the samples with an enzyme which cut
the DNA. No current was observed when this was performed. With their methods,
they were able to directly measure the current through individual DNA molecules,
in both a vacuum and ambient conditions, and study other effects, such as pH and
humidity. The width of the gap between the carbon nanotubes was 20-30nm and the
applied voltage ranged from -IV to IV. We take the gap width to be 27nm, which is a
value presented in an example of a sample in [49]. The results of the last chapter are
not able to explain the data of Vedala et al. The behaviour of their samples indicates
a nonlinear relationship between current and voltage and agrees with the model we
present in this chapter.
In the presence of high temperatures, polarons occupying localized states below the
Fermi level become excited by interacting with phonons and hop to empty localized
states. That is, the density of states at higher temperatures can no longer be thought
of as being constant. The interactions with higher energy phonons in the DNA will
allow for the activation of polarons in lower energy states. In effect, we are looking
“deeper” in energy for polarons to participate in hopping. This means that we must
consider a wider range of states above and below the Fermi level to participate in the
conduction process in DNA.
The DOS for localized states below and above the Fermi level has been calculated
in the literature (eg. [41]) and has been shown to be exponetial in energy. There
fore, we employ a density of states of localized polarons with an exponential form.
In summary, we derive in this chapter, for the first time, an expression of polaron
conductivity using an exponential density of states.
In this chapter, we present a theoretical calculation of the electric field and tem
perature dependent conductivity for DNA structures based on an exponential density
of electronic states. We consider that these localized polaron states are randomly
distributed in a hopping space like that discussed in the previous chapter. These
localized states form a discrete array of sites in this space. As is the case in chapter
three, the most probable hop for a carrier at a given initial site will be to an empty
one at its nearest neighbour.
We have compared our theory with the experimental data of Vedala et al. [49].
They measured the current versus voltage (I-V characteristics) for high temperatures
in DNA. A good agreement between our theory and their experiment is obtained. We
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also predict the high temperature dependence of the conductivity of their sample and
suggest that they measure the temperature dependence of this quantity.

4.2 Exponential Density of States
We now consider that the polaron states in DNA are divided into localized and
extended states by the band edge energy Eb. Below the band edge, there is a band
tail where the states are localized. Assume now that the density of states for these
band tails has the form
D (E) = D0e x p (4.2.1)

where D0 is the DOS state at the band edge and Tb is a constant related to the band
tail and can be determined by experiment. In the reduced energy notation, DOS
becomes
D(E) = A,e~ 7£6e7£
(4.2.2)
where
Eb — E f
£b ~ kBT
E —Ef?
£ = kBT
7=

(4.2.3)
(4.2.4)
(4.2.5)

Here eb and e are measured with respect to the Femi energy Ep. Note that all the
states below the band edge are localized. The exponential component of the DOS
goes to unity when the energy e lies at the band edge eb and as such, Eq. ((4.2.2))
reduces to
D(E) = D0
(4.2.6)
This means that the DOS in the band tails is constant. Mott considered a constant
DOS when he calculated the conductivity due to variable range hopping. This was
done under the assumption that the density of states near the Fermi energy was
constant and that the Fermi level was located near the band tail. To reiterate, the

52
difference in our study is to look “deeper” in energy for more states.

4.3 Polaron Hopping Conduction
We discussed earlier that a positive charge is more stable on a G-C base pair than
on an A-T base pair. Because the A-T base pairs have a higher energy, they act as
a barrier to the transfer of positive charge. Therefore, a positively charged polaron
can hop from the initial G-C site to a second, and can then either hop back to
the initial G-C pair or move on to the next one. Recall that the rate of charge
transfer decreases exponentially with the distance travelled (see Eq. (2.5.5)) but
when the distance between G-C base pairs becomes too far for charge carriers to
jump efficiently, thermal hopping becomes the dominant charge-transfer mechanism.
While this picture of coherent transfer and thermal hopping appears to describe the
basics, it ignores the coupling between charged particles and local thermal motions
of the bases.

4.3.1 Number of Vacant States
Following the method outlined in the previous chapter, the number of empty states
N for forward hopping and backward hopping are written as

Note that the energies are measured with respect to the Fermi energy eF. N0 is the
density of polaron sites in the sample. Here we consider that the localized states
are filled below the Fermi level and empty above the Fermi level. The limits of the
integration are obtained from Eqs. ((4.3.3))-((4.3.5)) by keeping in mind that N
values are calculated for a given R and e*. Thus, these integration limits are:
R
(4.3.3)
X ±~ (1±(3)
(4.3.4)
ef = R + £i - z(l ± 7}P) + E\j2
(4.3.5)
£* = 2 [i? + £{ —l( l i $)]
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After performing the integration steps in Eqs. ((4.3.1)) and ((4.3.2)), we get the
following expression of number of the states for forward hopping
and
backward hopping
e*)) as
( N + (R ,£ i))

(N + (R,

D\ (kBT)2 fe2' ^ ) - e2^ - 2 - 27 2it!2 - 27 ^ R
(4.3.6)
4a 7 3Aro
(1 + P)
Dl (kBr y ¿¿^R+ei) _ e27£i _ 2j R - 27 2i ?2 - 27£ifi
(4.3.7)
4 a j3No
The greatest contribution to the conductivity comes from the carriers which are lo
cated near the Fermi level. Therefore, the above expression reduces to the following
expression when the initial state lies near the Fermi level
N + (R ,E i)

=

N _ (R ,e i) =

N +(R ,

=

N - ( R , £i)

=

Dl (kBT )2 [e2lR - 1 - 2y R 4a ^ N 0 [

27

2R2

(4.3.8)

,

(1+P)

Dl (kBT f [ e2~iR - 1 - 2 7 i? - 2r)2R2
4ck7 3Ao
(1-/5)

(4.3.9)

4.4 Hopping Range
According to Mott [30], the nearest neighbor range Rnn will be that value of radius
in the hopping space for which only one available vacant site is enclosed. In other
words, the value of Rnn can be obtained by the constraint
N ± ( R ,£ i) \ R=f,

(4.4.1)

— 1

Applying this to Eqs. ((4.3.8)) and ((4.3.9)), the expressions for the nearest neighbour
hopping distance are found to be
K n = A in [l + e-^<

(2 7

Rnn
nU — 7T27 I11 1 + e~™‘ ( 27 /Ç + 27 2 (H i ) 2 + 2

K + 272
7

+
(R0‘ )3)

(4.4.2)
+
W ) 3)
(4.4.3)
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where the expressions of R q are defined as
/ 'T \ z' 6

« j= (y )
/ rp \

R °

=

(4.4.4)

( i + « i/a

2 /3

( t ) (1 “

(4.4.5)

0 )1 /3

(4.4.6)

Td = fc p f

U a N 0

When £i lies near the Fermi level, Eqs. ((4.4.2)) and ((4.4.3)) reduce to
R^n
nn — 7T
27 ln 1 + 27^0 + 272 (^o)2 + ggZygj (^o)3

(4.4.7)

1+27-R q + 272 (-^o)2 + ggZyej (^o)3

(4.4.8)

^ nn =

27

For Td/T <C 1 and 7 < 1, the arguments of the logarithms in Eq. ((4.4.7)) and Eq.
(4.4.8) are approximately unity. Hence one can write ln( 1 + x) ~ x for x <C 1. Thus,
Bj„ = B i + 7 ( f ii) 2+

J ( K ) 3( « .9 )

« ■ 'f C + l M ’ + j W

’

(4.4.10)

Recall that if we set 7 = 0 in Eq. ((4.2.2)), the exponential density of states (eDOS)
reduces to the constant DOS form (i.e. D(e) = D0). Thus, substituting 7 = 0 into
Eqs. ((4.4.9)) and (4.4.10) yields
< = (^ )
/nr -i

\ 2 /3

Kn = ( y )

(1+/3 )1/3

(4.4.11)

f1 -

(4'4'12>

« 1/3

One can see that we have recovered the result from chapter three that is calculated
when the DOS is taken as constant.
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4.5 Current in a DNA Sample
Recall from Chapter 3 that the expression for the current is
I = GqV (e~R™n -

(4.5.1)

Let us calculate the conductivity for three cases: (1) /3 < 1, (2) /3 > 1 , and (3) ¡3 = 1 .
The different ranges that the quantity /3 can occupy each have an affect on the way
polarons hop in DNA. Specifically, the number of forward and backward hopping
states available to a polaron depends on this parameter.

4.5.1 Case 1:

f3 <

1

We aproximate the above expression in Eq. ((4.4.11)) for the forward hopping as
T\

2 /3

Rt =i-f)
where

(4.5.2)

1

(1 + ^3' )Rl

-y2 '
l
+
7-R
q
+
ir-^o
Ri =
Rq -

rp

\

(4.5.3)

2 /3

(4.5.4)

?

Similarity, for the backward hopping range in Eq. ((4.4.12)) we find that
r :„

=

( ^

y

(4.5.5)

3

Substituting the above expressions of the hopping ranges into Eq. ((4.5.1)), we get
2 /3 ''

= 2GqV exp í —.ñi

exp
■ exp

( ^ ) 2/3)
( ^ ) 2/3)

(4.5.6)

Recall from trigonometry:
sinh ( p 3 R X

2 /3 ''

exp
( ^ ) 2/3)
-ex p (~l/3Ri ( ^ ) 2/3)

(4.5.7)
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The conductivity expression reduces to
/ = 2GoV exp

_

( I ± \ V3

TJ

_ 7,

4 /3

( I i \

TJ

3

sinh
(4.5.8)

where we put
ß = ßoV

(4.5.9)

A= fc ¿ r z )

(4'5'10)

It is important to note that the expression for the hopping current in Eq. (4.5.8)
can be reduced to the current obtained by using the constant DOS in the previous
chapter if we put 7 = 0. For this condition we get = 1. Therefore the above
expression becomes
I = 2G0V exp

(4.5.11)

which was obtained in the previous chapter and can be found in Eq. (3.5.23).

4.5.2 Case 2: /5 > 1
For this case we aproximate the expression for the forward hopping range as
(4.5.12)
where
(4.5.13)
(4.5.14)
For the special case 7
/32/3 > ( ^ ) 2/ 3 /S1/3 we can neglect the first term in R
when compared to the second we get
R

+

nn

(4.5.15)
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Similarily we get for the backward hopping range
(4.5.16)

^nn 7

Note that the first term gives an imaginary contribution. This means that this term
is an unphysical contribution to the current since the current is a real quantity.
Therefore this term is neglected:
(4.5.17)
Inserting the above expression of the hopping ranges in Eqs. ((4.5.15)) and
((4.5.16)), we get
4 /3

I = G0V exp Í - 7

ß 2/3
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expiY i# )

Using the sinh identity, we find
I — 2G0V sinh

T

{

t

(T d

^)-expHKi) (4.5.' 8
ß

exp 7 i f ) '3ßo'3V 2/3

I

)

(4.5.19)

where we have set ß = ß0V

4.5.3 Case 3:

¡3= 1.

For this case we aproximate the expression for the forward and backward hopping
ranges as
.+ _ 4 ( Td \ 2/3 167 ( Td V /3 6473 ( T A 2
rm 3 \ T ) + 9 \ T J
81 \ T J
= 2 (T A 2/3 47 (Td\ 4/3 A (TA2
rm

o l rp

' n F r

' 81

T

(4.5.20)
(4.5.21)

Putting the above expressions into the current expression we get
0

[ «xp (-§
- 1? ( ? f 3 - # f t ) ’)
[ - e x p ( - | ® 2/ s - t o ( a ) 1/ 3 - £ f (a ) 2)

The above expression can be simplified to

(4.5.22)
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I = G0V ex p

2 /3 '

A

( TJ \

3 \T J

I 67
9

( I il \ 4/ 3
\T J

_

81
.4 /3
9 VT /

(T ¿ \2

I

ir (Zk)4/3 _

t

/

/S i\2]

81 V X / J

(4.5.23)
Note that in this case, the current / does not depend on a hyperbolic term in the
electric potential.

4.6 Results and Discussion
The model describing the current-voltage relationship of DNA devoloped in 4.6.1 has
been compared with experiments performed by Védala et al [49] and a close agreement
between the theory and experiment is shown (see Figure 4.1). Note that the curve
(blue) corresponding to the eDOS theory is given by the equation ((4.5.8)), where ¡3 is
a parameter that depends on the temperature and distance over which an electrostatic
potential is applied.
The physical parameters of interest which appear in our theory, namely T¿ and 7 ,
are not known for samples of DNA. According to our theory, the value of T¿ is given
by (4.4.6). To determine the values of constants such as N0, it is necessary to use some
value for the constant a. Although there is no predetermined value of a for DNA,
an estimate can be obtained from experiments on materials which are amorphous in
nature or have randomly doped impurities. For example, Martens et al. [27] report
values of a~l (what they call L) to be 0.3-0.5nm for four different p-phenyline vinylene
based polymers. Some of these polymers are able to form highly ordered films much
like those comprised of DNA derivatives, such as deoxyguanosine [42]. Another study
by Thamilselvan et al. [45] on the transport properties of amorphous GaSe thin
films indicates that the localization length of a carrier is 1.8nm for Mott VRH in
three dimensions, though they state that it can range from 1.0-2.0nm. Conversely,
the polycrystalline GaSe film was found to have a localization length of 25.7nm,
considerably greater due to the higher degree of order in the material. With the former
estimate of [27] being related to a system of organic molecules based on stacked films
of polymers with repeated cyclic units (phenyl), the use of a -1 = 0.5nm is justified
in this and the previous chapter.
Thus, with the fitting parameters from Figure 4.1, these values lead to —
3.30 x 104K. The value of T¿ is comparable to that which was found for poly(dA)poly(dT) DNA in chapter 3. Recall that this value is also comparable to that which
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was found for amorphous carbon films [50].
Similarly, we found that 7 = 0.2492, which is also reasonable, since it is expected
to have a magnitude less than unity in order to be consistent with the expression
for voltage dependent current in the limit as polaron binding vanishes (7 —> 0).
Therefore, at the temperature of the samples in the experiment, which was 296.IK,
the value Tb = T/7 (see Eq. (4.2.5)) associated with the mobility edge is Tb = 1.18 x
103K. Since Tb — |£, the approximate width of the band tail can be determined;
thus, we have eb = 0.102eV. This lies within a range of experimentally determined
values for other materials with localized states. For example, Rerbal et al. [35]
determined that the band tail width of hydrogenated amorphous silicon posessed a
value of 0.028eV, while in their study on the defect levels in the amorphous selenium
band gap, Benkhedir et al [3] determined there were defect states located 0.28eV
below the conduction band edge. The value of 0.102eV for the disordered sequence
of influenza DNA in [49] is therefore reasonable.
We have investigated the overall behaviour of the temperature and electric field
dependent current (Eq. (4.5.8)) for the DNA samples from [49]. The parameters from
the comparison in Figure 4.1 have been used in plotting Figures 4.2-4.6.
Figures 4.2 and 4.3 display slices in the IT- and /V-planes, respectively. Figure
4.4 displays the / (V, T) surface, where temperatures lower than 200K and poten
tial differences above 2V have been excluded. In all three examples, the current
increases several orders of magnitude for increases in both temperature and electric
field. Figures 4.5 and 4.6 show the conductivity a (V, T) for constant values of T and
V, respectively, which can be determined from the dimensions of the sample DNA
molecule. These are simply those of a typical DNA molecule discussed in Section 2.1.
The temperature dependence of electric current and conductivity in the DNA
sample of Vedala et al. has not been measured in their experiments. Therefore, we
are able to predict the effect of temperature on these properties based on our theory.
The current is plotted as a function of temperature in Figure 4.2 for applied voltage
values of 1.0V (orange), 1.5V (green), and 2.0V (blue). Note the Ta behaviour in
the current. This type of temperature dependence, due to polaron hopping, was also
observed in the previous chapter. Figure 4.3 depicts the voltage dependence of the
current for the three temperatures 275K (orange), 300K (green), and 325K (blue).
Also, the surface I (V, T) is plotted in Figure 4.4, which displays the overall behaviour
of the current with respect to the temperature and applied voltage. Thus, it contains
the physics of Figures 4.2 and 4.3.
Finally, we have calculated the conductivity of the samples of [49], since it was not
2

Current, I (A)

C u rre n t-V o lta g e R e la tio n sh ip fo r H5N1 D N A in V a cuum

Figure 4.1: Comparison of experimental data (triangles) from Vedala et al. [49] with the model of the eDOS current-voltage
characteristic. Samples were approximately 80 base pairs (27nm) in length at a temperature of 296.IK.

Current, I (A )

Electric Current in DNA as a Function of Temperature

Tem perature, T (K )

Figure 4.2: The electric current in DNA as a function of temperature for applied voltages of 1.0V, and 1.5V, and 2.0V. The
temperature ranges from 225K to 325K and rapidly becomes very small for low temperatures. The parameters used to generate
the plot are = 3.030 x 104K and 7 = 0.2492.

Current, I (A )

Electric Current in DNA as a Function of Voltage

--------- T = 2 7 5 K
--------- T = 3 0 0 K
--------- T = 3 2 5 K

Figure 4.3: Electric current in DNA as a function of applied voltage for the three different temperatures of 275K, 300K, and
325K. This illustrates the rapid increase in current flowing through the sample with increasing voltage. The parameters used
to generate the plot are = 3.030 x 104K and 7 = 0.2492.

Electric Current in DNA as a Function of Temperature and Voltage

10

Figure 4.4: A plot of the surface I (V,T). Note that the current remains negligible for lower temperatures and applied electric
fields. This is in agreement with the results of [37, 49] and also qualitatively with those of [55, 24, 16].
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Electrical Conductivity in DNA as a Function of Voltage

--------- T = 2 7 5 K
--------- T = 3 0 0 K
---------T = 3 2 5 K

V oltage, V (V )

Figure 4.5: The electrical conductivity of DNA as a function of applied voltage for three temperatures: 275K, 300K, and 325K.
As temperature increases, the current becomes increasingly voltage sensitive. The parameters used to generate the plot are
Td = 3.030 x 104K and 7 = 0.2492.

Conductivity, a (

Conductivity of DNA as a Function of Temperature

1/Temperature, 1/T ( K )

Figure 4.6: The electrical conductivity of DNA as a function of inverse temperature for the three values of applied voltage of
1.0V, 1.5V, and 2.0V. The parameters used to generate the plot are T& = 3.030 x 104K and 7 = 0.2492.
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measured in their experiments. The results are plotted in Figures 4.5 and 4.6. Note
that the conductivity has a nonlinear dependence with respect to the external voltage.
This nonlinearity arises due to the polaron variable range hopping mechanism and also
the coupling of localized states with the external electric field. This coupling modifies
the energies of the localized states, which results in the observed nonlinearity in the
conductivity.
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Chapter 5
Concluding Remarks
This thesis was aimed at developing a model for the conductivity and current-voltage
characteristics of DNA molecules. The effects of electric field and temperature are
incorporated into this theory of variable range phonon assisted polaron hopping con
duction, where the DNA is treated as a quasi-one-dimensional nano-wire. Distortions
in the DNA double helix form small-radius polarons which are localized on the base
pairs. The number of available hopping states is calculated based on the density of
states being constant, which is a reasonable consideration at low temperatures. These
are used to find the nearest neighbour hopping distance on which the conductivity
depends. Expressions are also derived for the current-voltage relationship of DNA.
Comparison with experiments by Yoo et al. on samples of poly(dA)-poly(dT) DNA
yields favourable results. Specifically, the polaron VRH conductivity is employed in
the explanation of their conductivity and current voltage data. The parameters Td
and 7 used in this comparison agree well with those found in the literature.
In order to model the conductivity of DNA at higher temperatures, the density of
states used to find the available hopping states was modified to increase exponentially
in energy. A procedure similar to that developed in the preceeding chapter yielded a
more general form of the temperature and electric field dependent conductive proper
ties of DNA. This was shown to reduce to the constant density of states model when
the parameter 7 vanished. Experiments by Vedala et al. on single molecules of DNA
bridging a gap between two carbon nanotubes are ideal for validating the hopping
model. A good agreement between their data and the exponential density of states
current-voltage model was found. The model parameters which explain the theory
were used to calculate the temperature dependent conductivity of the sample used in
the experiment.
Future efforts in the study of DNA can be directed toward a variety of topics.
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For example, we have used a model based on the hopping conductivity of Mott to
calculate the conductivity of polaron hopping in DNA. It is possible to use a more
accurate and rigorous method developed by Singh [42]. At present, there is also no
experimental study of the magneto-conductivity in DNA molecules and structures.
The magnetic field will change the energies of the localized states in the DNA as the
electric field does, although in a different manner. This study will enhance not only
our knowledge of the electronic states and charge transport in DNA but in materials
with localized states in general. The present theory is capable of including the effects
of magnetic field on the polaron hopping mechanism.
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