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Abstract
Gutzwiller wave function is an important theoretical technique for treating local electron-electron
correlations nonperturbatively in condensed matter and materials physics. It is concerned with cal-
culating variationally the ground state wave function by projecting out multi-occupation configura-
tions that are energetically costly. The projection can be carried out analytically in the Gutzwiller
approximation that offers an approximate way of calculating expectation values in the Gutzwiller
projected wave function. This approach has proven to be very successful in strongly correlated sys-
tems such as the high temperature cuprate superconductors, the sodium cobaltates, and the heavy
fermion compounds.
In recent years, it has become increasingly evident that strongly correlated systems have a strong
propensity towards forming inhomogeneous electronic states with spatially periodic superstrutural
modulations. A good example is the commonly observed stripes and checkerboard states in high-Tc
superconductors under a variety of conditions where superconductivity is weakened. There exists
currently a real challenge and demand for new theoretical ideas and approaches that treats strongly
correlated inhomogeneous electronic states, which is the subject matter of this thesis. This thesis
contains four parts.
In the first part of the thesis, the Gutzwiller approach is formulated in the grand canonical ensem-
ble where, for the first time, a spatially (and spin) unrestricted Gutzwiller approximation (SUGA)
is developed for studying inhomogeneous (both ordered and disordered) quantum electronic states
in strongly correlated electron systems. The second part of the thesis applies the SUGA to the t-J
model for doped Mott insulators which led to the discovery of checkerboard-like inhomogeneous
electronic states competing with d-wave superconductivity, consistent with experimental observa-
tions made on several families of high-Tc superconductors.
In the third part of the thesis, new concepts and techniques are developed to study the Mott tran-
sition in inhomogeneous electronic superstructures. The latter is termed “SuperMottness” which
is shown to be a general framework that unifies the two paradigms in the physics of strong elec-
tronic correlation: Mott transition and Wigner crystallization. A cluster Gutzwiller approximation
(CGA) approach is developed that treats the local (U) and extended Coulomb interactions (V ) on
equal footing. It is shown with explicit calculations that the Mott-Wigner metal-insulator transi-
tion can take place far away from half-filling. The mechanism by which a superlattice potential
enhances the correlation effects and the tendency towards local moment formation is investigated
and the results reveal a deeper connection among the strongly correlated inhomogeneous electronic
states, the Wigner-Mott physics, and the multiorbital Mott physics that can all be united under the
notion of SuperMottness. It is proposed that doping into a superMott insulator can lead to coexis-
tence of local moment and itinerant carriers. The last part of the thesis studies the possible Kondo
effect that couples the local moment and the itinerant carriers. In connection to the sodium rich
phases of the cobaltates, a new Kondo lattice model is proposed where the itinerant carriers form a
Stoner ferromagnet. The competition between the Kondo screening and the Stoner ferromagnetism
is investigated when the conduction band is both at and away from half-filling.
To my family.
i
ACKNOWLEDGEMENTS
I would like to thank my thesis advisor, Professor Wang, for his guidance throughout my pursuit of
the degree. Without his tireless effects, I would not have been able to complete this thesis. I would
also like to express my sincere thanks toward his patience and encouragement during the difficult
times. I am thankful to Professor Hong Ding at Institute of Physics, Chinese Academy of Science.
Professor Ding was kind enough to allow me to stay in his group during my first summer at Boston
College. I also benefited a lot from the discussions with him and his ARPES group members in the
ensuing years when I was under the supervision of Professor Wang. My thanks also go to Professor
Madhavan. She has been helpful and nice during my study in the department. My teaching assistant
experience with her was a pleasant one. I learned details of STM techniques and many amazing
new results in her group meetings. I would also like to thank her for taking time reading my thesis
manuscript and make critical and important comments and suggestions. Professor Willie Padilla
kindly took time off to serve on the thesis committee. I am thankful to him for his effects and time.
During my years at Boston College I received a lot assistance from professors and staffers. I
am thankful to Professor Uritam, who helped me to familiarize the department for the first days
when I arrived in the US. I had a wonderful experience in his Classical Mechanics course. I am
also thankful for his attention and encouragement at the review sessions and at other occasions.
My thanks also go to Professor Di Bartolo for his help, encouragement and kindness. I worked
as his teaching assistant for several semesters. He showed great care for his students. For the
years we have become true friends, not just as professor and student with good relations. I also
received many help from Professors Graf, Kalman, Broido, Kempa and Bakshi when working as
their teaching assistant. I thank them for their kindness and direction.
I also thank Nancy Chevry, Karen Barry and Joyce Light for the assistance I received on numer-
ous accessions. They have always been helpful; whether it was for academic reasons or supporting
materials to travel abroad. The technical assistance I received from Tony Schreiner saved me enor-
mous time in my research. Tony has done an excellent job maintaining our small cluster machines.
ii
Thanks to his efforts we never had major problems with these machines for all these years. Some
of the computation in this thesis was done on the university Scorpio cluster. I would like to thank
staff members there for their excellent job.
My stay at Boston College was a joyful experience thanks to many great friends and officemates.
Among them are Sen Zhou and Jihua Ma, with whom I shared a lot of joyful memories. I also
benefited a lot by discussing research work with them. Zhihui Pan was a nice roommate when we
shared an apartment together. And I owe thanks to him for his encouragement during the hard times.
I also thank my officemate and friend Abuchi Muoneme for his support and well wishing. His choice
of life teaches me that there are other important aspects of life other than self accomplishment. He
sets an example of how one man could do to make our society a better place for every human being.
I would also like to thank Meng Gao, Feng Cai, Liang Niestemski and Yimin Xu for the great
cooperations during all these years. I would specially thank Yuanming Lu for the numerous physics
and other non-physics discussions we had when we were working after hours in the office.
My most sincere thanks go to my wife, Shuo. She has been the most important part of my life.
I am indebted to her so deeply that words cannot express my gratitude. I thank my parents for their
support and understanding that I travel to a different continent to pursue my research.
iii
TABLE OF CONTENTS
DEDICATION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . i
ACKNOWLEDGEMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii
LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi
LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii
1 INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 The Hubbard Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 The t-J Model and Its Application in High Tc superconductivity . . . . . . . . . . 5
1.3 Mott-Hubbard metal-insulator transition . . . . . . . . . . . . . . . . . . . . . . 9
2 THE GUTZWILLER APPROXIMATION . . . . . . . . . . . . . . . . . . . . . . . 12
2.1 Gutzwiller Approximation of the Hubbard Model . . . . . . . . . . . . . . . . . 14
2.2 Gutzwiller Approximation of the t-J Model . . . . . . . . . . . . . . . . . . . . . 30
2.3 Multiband Gutzwiller Approximation . . . . . . . . . . . . . . . . . . . . . . . . 37
2.4 Equivalence between Gutzwiller Approximation and Slave Boson approach . . . 40
2.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3 INHOMOGENEOUS STATES IN THE t-J MODEL . . . . . . . . . . . . . . . . . 50
3.1 Copper Oxide Superconductors – An Introduction . . . . . . . . . . . . . . . . . 50
3.2 the Supercell Technique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.3 Staggered flux in the t-J model . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.4 Charge Ordered States in the t-J Model . . . . . . . . . . . . . . . . . . . . . . . 60
3.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4 MOTT ANDWIGNER-MOTT TRANSITIONS IN DOPED CORRELATED ELEC-
TRON SYSTEMS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.2 Model and heuristic discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.3 SuperMott transition in the ionic Hubbard model ∆ ∕= 0, V = 0 . . . . . . . . . . 82
4.3.1 Gutzwiller approximation to the Hubbard Model . . . . . . . . . . . . . . 83
iv
4.3.2 The Virtual Cluster Gutzwiller Approximation . . . . . . . . . . . . . . . 84
4.3.3 SuperMott Transition of the Ionic Hubbard Model . . . . . . . . . . . . . 90
4.4 SuperMottness in the t-U-V Model . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.4.1 Virtual cluster Gutzwiller approximation for the V -term . . . . . . . . . . 93
4.4.2 Wigner-Mott transitions as superMottness . . . . . . . . . . . . . . . . . 95
4.5 SuperMottness with combined ∆ and V . . . . . . . . . . . . . . . . . . . . . . . 98
4.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
5 CONDUCTIONELECTRONCORRELATION INTHEKONDOLATTICEMODEL101
5.1 The Kondo Lattice Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
5.2 Kondo Lattice With a Ferromagnetic Conduction Band . . . . . . . . . . . . . . 105
6 CONCLUSION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
v
LIST OF TABLES
Table 2.1 Local eigen states and energies for the U = ∞ two band model. . . . . . . . . . . 44
Table 3.1 Modulation amplitudes and the energy of the 4× 4 and the 5× 5 checkerboard
states emerging from the SFP and the Fermi liquid state. . . . . . . . . . . . . . 70
vi
LIST OF FIGURES
Figure 1.1 The hopping processes of Hˆ+t (a), Hˆ
−
t (b) and Hˆ0t (c). . . . . . . . . . . . . . . 6
Figure 1.2 The copper dx2−y2 and oxygen px and py orbitals and their hopping integrals. . . 8
Figure 1.3 Mott-Hubbard transition from a band perspective. Without interaction a band
is half filled and is metallic. Increasing the interaction U would split the band
into two, the lower Hubbard and the upper Hubbard. And a gap is created when
U >Uc. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
Figure 1.4 Mott-Hubbard insulator away from half filling where in addition to the on-site
interaction U an inter-site Coulomb interaction V nˆinˆj is also included. Thick bars
denote occupied sites. When both U and V exceed some critical values and the
filling fraction is at n = 1/4 this is the only configuration possible. Hopping is
inhibited in this configuration. . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
Figure 2.1 Illustration of the local Fock space with zero occupation (empty)(a), single occu-
pation (b, c) and double occupation (d). . . . . . . . . . . . . . . . . . . . . . . 14
Figure 2.2 Metal-insulator transition at half filling. Double occupancy d and Gutzwiller
factor as functions of Hubbard U on a square lattice. . . . . . . . . . . . . . . . 20
Figure 2.3 Metal-insulator transition at half filling. Kinetic energy, interaction energy and
total energy as functions of U . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
Figure 2.4 1/
√
d as a function of Hubbard U in the paramagnetic state for x = 0.01, x = 0.1
and x = 0.5. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
Figure 2.5 The Mott-Hubbard gap at half filling. λ+ is the Lagrange multiplier when x =
0.001 electrons are doped into the system and λ− for the Lagrange multiplier
when x = 0.001 holes per site are added to the system. The difference, λ+−λ−,
is the identified as the Mott-Hubbard gap, which opens exactly at Uc . . . . . . 23
Figure 2.6 (a) Variational energy as a function of m at x = 0.33. (b) Variational energy as a
function of m at x = 0.34. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
Figure 2.7 Sublattice magnetization m as a function of U for various filling fractions on a
square lattice with only nearest neighbor hopping t. . . . . . . . . . . . . . . . 26
Figure 2.8 Average double occupation d as a function of U in the AFM solution for various
doping levels on a square lattice with only nearest neighbor hopping t. For any
finite U d is nonzero, i.e., no Mott-Hubbard transition. . . . . . . . . . . . . . . 27
Figure 2.9 Double occupation d as a function of U in the PM and AFM states, (a) half filling
and (b) x = 0.1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
Figure 2.10 Magnetization as a function of U for various doping levels. t ′ =−0.3t. . . . . . 29
vii
Figure 2.11 Left, magnetization versus hole doping. Right, Difference in the effective stag-
gered field, ∣λ↑−λ↓∣, for different doping levels. U = ∞ in both plots. . . . . . 30
Figure 2.12 The local Fock space of a two-orbital model. There are 16 states altogether.
The empty and singly occupied state does not cost interaction energy. While the
remaining states cost energy either due to U or U ′. For example, the interaction
energy of the state t1↑ is U +2U ′. . . . . . . . . . . . . . . . . . . . . . . . . . 37
Figure 3.1 Crystal structure of parent compound La2CuO4. . . . . . . . . . . . . . . . . . 51
Figure 3.2 The typical phase diagram of cuprate superconductors on the carrier concentra-
tion x and temperature plane. Left panel is electron doping and the right panel is
hole doping. Adapted from Damascelli et al. [1]. . . . . . . . . . . . . . . . . . 52
Figure 3.3 Schematics of the supercell lattice in 2D. Thick lines form the supercell lattice
while dotted lines form the original lattice. A supercell consists of Nx×Ny origi-
nal unit cells. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
Figure 3.4 The phase of order parameter χij = χeiθij . θij = θ if ij is along the arrow on the
bond connecting sites i and j and −θ if ij is against the arrow. It is seen that the
unit cell is doubled in this solution. . . . . . . . . . . . . . . . . . . . . . . . . 60
Figure 3.5 The bond order parameter as a function of t/J for two different doping levels,
x = 0.1,0.11. The d-wave order parameter is explicitly set to be zero, ∆= 0. . . 61
Figure 3.6 The bond order parameter as a function of doping x. t/J is fixed at 3. . . . . . . 62
Figure 3.7 Spectral intensity near the Fermi level in the SFP (a) and the Fermi liquid phase
with realistic band parameters (b). Those in the corresponding checkerboard or-
dered states are shown in (c) and (d) where sections of the FS with high spectral
intensity connected by q∗ are gapped. . . . . . . . . . . . . . . . . . . . . . . . 63
Figure 3.8 (a) Density-bond susceptibility map as a function of k and (b) Density-density
susceptibility map as a function of k in SFP. The k’s where instability occurs are
marked by circles. Average doping concentration is x¯ = 0.102 in both plots. . . . 65
Figure 3.9 (a) Susceptibility in the SFP in the density-bond channel along (qx,0). The peak
positions correspond to q∗ = (2pi/4,0), q∗ = (2pi/5,0) for the two doping levels.
(b) Density-bond susceptibility at fixed q∗ = (2pi/4,0) and q∗ = (2pi/5,0) as
a function of doping. Also shown is the doping dependence of inhomogeneity
period p = 2pi/q∗x . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
Figure 3.10 Fermi surface in the SFP with a next nearest neighboring hopping t ′ = −0.3t at
doping x = 0.1. Both electron and hole pockets are seen. . . . . . . . . . . . . 68
Figure 3.11 2D maps of (a) local doping concentration, (b) staggered plaquette flux, (c) x-
direction bond, and (d) integrated local density of states. . . . . . . . . . . . . . 69
viii
Figure 3.12 Left: Spectral weight A(k,ω) near the Fermi energy as in Figure 3.7 but also
showing the lower intensity parts. Right: The original Fermi surface (Bold)
folded by the nesting vector. These two plots agree very well, indicating that
(±2pi/4,0), (0,±2pi/4) are the only vectors underlying the ordering. . . . . . . 70
Figure 3.13 (a) Quasiparticle dispersion in the checkerboard SFP. (b) Zoom in of the gap near
Fermi level in (a). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
Figure 3.14 (a) LDOS at site (1,1). Inset shows the LDOS near Fermi energy. The LDOS for
the uniform SFP is shown in (b) for comparison. . . . . . . . . . . . . . . . . . 71
Figure 3.15 (a) Spectral intensity A(k,ω = 0) as in Figure 3.7d, showing the detailed lower
intensity parts. (b) The Fermi surface in Figure 3.7b folded by the vector q∗. The
difference in (a) and (b) is attributed to the presence of other ordering vector in
the final state. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
Figure 3.16 (a) Density-bond susceptibility along (qx,0). (b) Density-bond susceptibility map
showing significant diagonal component of the nesting vector. . . . . . . . . . . 74
Figure 3.17 (a)2D map of the local doping showing 5a× 5a order. (b) Tunneling LDOS
around the Fermi level for several sites. (c) Quasiparticle dispersion. (d) Site
averaged tunneling LDOS. The circle marks the gap opening just below the Fermi
level. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
Figure 4.1 (a) and (b) Schematics of band evolution with interaction. . . . . . . . . . . . . 80
Figure 4.2 Dividing the original lattice into clusters. The dark dots represent the original
lattice sites while the gray areas are the clusters, (a) a two-site supercell and (b)
a four-site supercell. Here I and J label the position of each cluster. The dotted
circles represent equivalent selection of the supercells. . . . . . . . . . . . . . . 83
Figure 4.3 The local Fock space of a two-site cluster. The expectation probability of each
state and the corresponding interaction energy are also given. Here ET =U +2V
and EF = 2U +4V . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
Figure 4.4 Comparison of ground state energy of the Hubbard model to variational Monte
Carlo [2] at quarter filling. V = ∆= 0, W = 4t. . . . . . . . . . . . . . . . . . . 90
Figure 4.5 (a) Phase diagram on the U-∆ plane for V = 0 and t ′ = 0. Doublon densities
(b) and inverse effective mass (c) as function of ∆ for fixed U = 3W . (d) Band
dispersion for different ∆, t ′ =−0.2t. k = (pi,0)→ (pi/2,pi/2)→ (0,0)→ (pi,0). 93
Figure 4.6 Comparison of the ground state energy obtained by VCGA and Hartree approxi-
mation of V -term at U =W . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
Figure 4.7 (a) Phase diagram of the t-U-V model on the U-V plane. (b) Phase diagram in
the V -Hartree approximation. Doublon densities (c) and inverse effective mass
(d) as functions of V at fixed U = 3W . . . . . . . . . . . . . . . . . . . . . . . . 97
ix
Figure 4.8 (a) Phase Diagram of the t-U-V -∆ model on the V -∆ plane at fixed U = 3W . The
circle on the boundary separates discontinuous and continuous transitions. (b)
Charge difference δn = nB− nA as a function of V with ∆ = t and U = 3W . (c)
The variational energy as a function of δn at ∆= t, V = 2.6t, and U = 3W . . . . 98
Figure 5.1 The phase diagram on the JK-I plane at half filling of the conduction band. Below
Ic1 the system is in the nonmagnetic Kondo singlet state. Between Ic1 and Ic2 is
the mixed phase where χ ∕= 0 and mf = −mc. For Stoner strength stronger than
Ic2 the conduction band and local moment are decoupled. The lines are guide to
the eye. W = 8t. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
Figure 5.2 (a) spin resolved occupation as a function of I. nσ = ncσ+n
f
σ. (b) χ as a function
of I. JK is fixed at 1.8t in both plots. . . . . . . . . . . . . . . . . . . . . . . . 109
Figure 5.3 Fermi surface evolution. From left to right: Fermi surface in the nonmagnetic
Kondo phase; split of the two hole pockets at smaller conduction band polariza-
tion; only one pocket is seen . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
x
CHAPTER 1
INTRODUCTION
Calculation of electronic structures is one of the most important aspects of condensed matter physics.
Though band theory has been very successful in materials such as simple metals and semiconduc-
tors, the discovery of heavy fermion systems [3, 4] and most strikingly high Tc superconductors [5]
remind us that this is far from satisfactory. Methods of first principles calculations, such as local
density approximation [6, 7], often give unreliable results or at times even wrong predictions in
systems with strong electron-electron interactions [8]. Strongly correlated systems are often char-
acterized by an interaction that is comparable or even larger than the kinetic energy of the system.
Kinetic energy tends to delocalize electrons while interaction usually localizes the system. The
competition between localization and delocalization gives a rich phase diagram in these systems.
Leading to complexity is the fact that these phases are close in energy and the competition between
the phases leads to complex structures such as phase separation [9] and order-disorder.
Strongly correlated systems are a fascinating research area in modern physics. Though elegant
exact analytic solutions (e.g. [10]) exist for some models the majority of strongly correlated many
body systems escapes such analysis. Among these are the notoriously simple looking Hubbard
model and its second order strong interaction limit, i.e., the t-J model. Numerical approaches not
only bring insight into the properties of these systems but also give guidance on analytical methods.
In dealing with approximate solution of the Hubbard model, Gutzwiller [11, 12, 13] first introduced
the method now called Gutzwiller projection. Gutzwiller’s approach was a variational one. The
idea was to solve for a trial wavefunction by reducing the weight of the basis states that have unfa-
vorable energies due to the Hubbard interaction U . Correlation is built into the trial wavefunction
by projecting a non-interacting Slater determinant. Application of the Gutzwiller wavefunction to
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the one dimensional Hubbard was a success in that it gave analytical results that could be com-
pared against other rigorous numerical results and analytic solutions. In other finite dimensions,
approximations have to be made in calculating a variational ground state. This approximation, the
Gutzwiller approximation, is usually done by relating a physical quantity of interest to the same
quantity in the non-interacting state by a simple multiplicative factor. Though other numerically
more advanced techniques, such as quantum Monte Carlo, exist, the Gutzwiller wavefunction ap-
proach and Gutzwiller approximation remain among the most important approaches to correlated
systems owing to their flexibility and applicability to large systems sizes and disorder. We will make
a detailed discussion on the Gutzwiller approximation in the next chapter. The remaining of this
chapter will introduce the strong interaction models that will be studied by Gutzwiller approxima-
tion in this thesis, the Hubbard model and the t-J model.
1.1 The Hubbard Model
The Hubbard model works as a paradigm of correlated systems. It captures most aspects of strongly
correlated electron systems yet has a very naïve looking Hamiltonian. Following standard proce-
dure [14], the Hubbard Hamiltonian is derived as follows. In the Born-Oppenheimer Approximation,
where the nuclei are assumed to be frozen at their lattice sites, the Hamiltonian of a solid is readily
written down as,
Hˆ = Hˆ0+ HˆI
=
∫
dra†σ(r)
[
pˆ2
2m
+V (r)
]
aσ(r)+
1
2
∫
dr
∫
dr′ a†σ(r)aσ(r)Vee(r− r′)a†σ′(r′)aσ′(r′),
(1.1)
where aσ(r) is the field operator that creates a σ electron at r. The first term of Equation (1.1) is the
non-interacting part, which includes the kinetic energy of the electrons and potential energy from
the ions and other external sources. The second part is the interaction between the electrons. V (r)
is the ionic potential at r and Vee(r− r′) is the interaction of two electrons located at r and r′. In
the tight binding approximation where the electron wavefunction is centered around the ions one
employs the Wannier states,
cRi =
∫
draσ(r)ψRi(r), (1.2)
2
where cRi annihilates an Wannier state at site Ri. For ease of notation we will omit R and simply
write cRi as ci. Substituting Equation (1.2) into Equation (1.1) we get the tight binding form of the
Hamiltonian,
Hˆ0 =
∫
dra†σ(r)
[
pˆ2
2m
+V (r)
]
aσ(r) =∑
i,jσ
tijc
†
iσcjσ =∑
kσ
εka†kσakσ, (1.3a)
HˆI = ∑
i,j,r,sσσ′
Uijrsc
†
iσc
†
jσ′csσcrσ′ . (1.3b)
Here tij is the hopping integral, which could be positive or negative, describing the hopping of a
Wannier electron for site j to site i and εk is the Fourier transformation of tij. Uijrs is the overlap
integral describing the interaction strength. The Hubbard model takes into account the simplest
interaction, i.e., it keeps only the interaction term with i = j = r = s in Equation (1.3b). Pauli
principle then requires that σ′ = σ¯ for this term. The original Hubbard Hamiltonian also takes only
nearest neighbor hopping, supposing that the atomic wavefunction is sufficiently localized. Thus
we arrive at the following Hubbard Hamiltonian,
Hˆ =−t ∑
⟨i,j⟩σ
c†iσcjσ+U∑
i
nˆi↑nˆi↓, (1.4)
where ⟨i, j⟩ denotes a nearest neighbor lattice pair i and j. The interaction term now speaks very
simple physics, i.e., putting two electrons on a same site is energetically unfavorable. In principle
further neighbor hopping terms should be added to fit the actual band dispersion and more inter-
action could also be included. When further terms are added the Hamiltonian is usually called the
extended Hubbard model. We will discuss more about the extended Hubbard model in Chapter 4.
The ground state property (with temperature T = 0) of the Hubbard Hamiltonian in the present form
is determined by two dimensionless parameters, the strength of the Coulomb interaction U/t and the
filling fraction n. This model was put forward in the early 1960’s by Hubbard to study the magnetic
properties [15, 16] of the transition metal monooxides (FeO, NiO and CoO). Yet it it has turned out
to possess far more interesting physics and it now becomes the prototypical model in the study of
strong correlation. In systems with correlations, it has the same status as the Ising model in classical
spin-spin interaction [17].
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Two limits are readily explored. The first is the non-interacting limit where U = 0. In this
case we have non-interacting independent electrons on a lattice and the system is described by band
theories. Electrons fill up to the Fermi level without breaking the spin symmetry. No long range
order occurs. The opposite limit is where t = 0 and U ∕= 0. The eigenstates in this case can be
written as,
∣Ψ⟩=
(
∏
i∈X
c†i↑
)(
∏
j∈Y
c†j↓
)
∣vac⟩. (1.5)
Here X and Y are subsets of the lattice Λ and ∣vac⟩ is the vacuum state without electrons. The
energy of the state ∣Ψ⟩ is determined solely by the overlap of the two sets X and Y . Finding the
ground state energy amounts to minimizing the number of elements in X ∩Y with the constraint
that the total number of elements in X and Y equals the total number of electrons in the system, Ne.
When Ne < N the minimum can always be achieved by setting X ∩Y = /0. In this case the ground
state is highly degenerate. Though only solved analytical in one dimension, there are a number
of simple statements that could be made about the Hubbard model. We do not attempt to make a
comprehensive list of the rigorous results known for the Hubbard. Rather only a small portion of
those results that are pertinent to the current thesis is shown. In the case of biparticle lattice, where
the whole lattice Λ can be divided into two inter-penetrating sublattices A and B with Λ= A∪B and
A∩B = /0, the sign of t can be changed by attaching a phase to the single particle wavefunction, or,
ciσ→ ciσ, if i ∈ A,
ciσ→−ciσ, if i ∈ B.
(1.6)
This transformation leaves the interaction term HˆI unchanged. Also if one makes the following
transformation,
ciσ→ c†iσ, if i ∈ A,
ciσ→−c†iσ, if i ∈ B,
(1.7)
the average density n transforms as 1−n so that one can focus on the 0≤ n≤ 1 regime instead of the
whole regime with 0≤ n≤ 2. It is also worth briefly mentioning the Nagaoka theorem concerning
ferromagnetism. The Nagaoka theorem states that in the infinite interaction limit, i.e., U → ∞, and
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with only one hole away from half filling the ground state is a fully polarized ferromagnet under
the condition of connectivity; the connectivity condition is that any two sites i and j are connected
by a series of sites rs with non-vanishing hopping integral. Notice that this theorem does not say
anything about further doping or finite U . Numerical calculations based on variational Monte Carlo
indicate that the theorem might hold away from one hole doping [18].
1.2 The t-J Model and Its Application in High Tc superconductivity
The t-J model in its simplest form can be derived as a second order effective Hamiltonian from the
large U Hubbard model. Its importance can not be understated after the Zhang and Rice paper [19,
20] connecting it with the high-Tc cuprate superconductors. Ever since then, numerous applications
of the model have been made to either explain experimental findings or to predict exotic properties.
In this section we provide two versions of the model, one from a second order perturbation of the
Hubbard model and the second from a two-band Hubbard in the copper oxygen plane from high-Tc
cuprates.
We first partition the hopping part of the Hubbard model into three processes, one that increases
the double occupancy by 1 and one that decreases the double occupancy by 1 and the third that
does not change the double occupancy. These three processes can be represented by the diagrams
in Figure 1.1. They are also represented by operators as [21],
Hˆ+t =−t ∑
⟨i,j⟩σ
[
nˆiσ¯c
†
iσcjσ (1− nˆjσ¯)+ i↔ j
]
, (1.8a)
Hˆ−t =−t ∑
⟨i,j⟩σ
[
(1− nˆiσ¯)c†iσcjσnˆjσ¯+ i↔ j
]
, (1.8b)
Hˆ0t =−t ∑
⟨i,j⟩σ
[
(1− nˆiσ¯)c†iσcjσ (1− nˆjσ¯)+ nˆiσ¯c†iσcjσnˆjσ¯+ h.c.
]
. (1.8c)
The effective Hamiltonian to second order in t/U is then obtained through a canonical transforma-
tion.
Hˆeff = ei SˆHˆe− i Sˆ, (1.9)
5
j i ji
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Figure 1.1: The hopping processes of Hˆ+t (a), Hˆ−t (b) and Hˆ0t (c).
where the generator Sˆ is chosen as,
Sˆ =− i
U
(
Hˆ+t − Hˆ−t
)
. (1.10)
After some algebra one obtains the following effective Hamiltonian,
Hˆeff =−t ∑
⟨i,j⟩σ
[
(1− nˆiσ¯)c†iσcjσ (1− nˆjσ¯)+ h.c.
]
+
4t2
U ∑⟨i,j⟩
[
Si ⋅Sj− nˆinˆj4
]
+ . . . ,
(1.11)
which is the so called t-J model.
For the rest of this section we derive the t-J model in the context of cuprate superconductors.
The main physics of cuprate superconductors is contained in the CuO2 plane which is described by
a multi-band Hubbard model. Here we follow Zhang and Rice [19] and start with a two band model
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of the CuO2 plane to derive an effective one band t-J model. The two band Hamiltonian is,
Hˆ =∑
iσ
εdd†iσdiσ+∑
i,ηˆσ
εp p†i+ηˆσpi+ηˆσ+U∑
i
d†i↑di↑d
†
i↓di↓
+
[
−tpd ∑
i,ηˆσ
sgn(ηˆ)d†iσpi+ηˆσ+ h.c.
]
,
(1.12)
where εd and εp are the atomic levels of Cu d and O p orbitals, respectively. In the atomic limit
the d orbital is occupied and p orbitals are empty since εd > εp. In the following we set εp = 0 and
εd > 0. Only the interaction energy of the Cu d orbital, U , is considered since this is the largest
energy scale. The last term in the square brackets is the hybridization term and tpd is the hopping
integral, depending on the relative sign of the d and p orbitals which is taken into account by sgn(ηˆ)
(Figure 1.2),
sgn(ηˆ) =
⎧⎨⎩
1 ηˆ= xˆ/2, yˆ/2;
−1 ηˆ=−xˆ/2,−yˆ/2.
(1.13)
At half filling, Equation (1.12) reduces to a Heisenberg model on a square lattice of the d holes,
HˆJ = J∑
⟨i,j⟩
Si ⋅Sj, (1.14)
with J determined from second order perturbation as,
J =
4t4pd
ε2pU
+
4t4pd
2ε3p
. (1.15)
The remaining task in deriving a simple effective Hamiltonian is to show how doped holes move
in the system. When doping holes in the system, the added hole will mainly sit on the O sites if
U ≫ tpd is assumed. Zhang and Rice showed that the symmetric combination, φiσ, of the p orbitals
surrounding a central Cu site has the lowest energy,
φiσ =
1√
N∑k
Pkσeik⋅i, (1.16a)
Pkσ =
1√
N
βk∑
i
Piσe− ik⋅i, (1.16b)
β(k) =
1√
1− 12(coskx+ cosky)
, (1.16c)
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where Piσ is a symmetric combination of the four p orbitals around the Cu site i and β(k) is in
place to make φiσ orthonormal. The doped hole in state φiσ can then form a singlet or triplet state
with the d hole at i. Zhang and Rice showed that the singlet state is much lower in energy than the
triplet state and thus the low energy physics is captured by staying in this singlet state (Zhang-Rice
singlet). The hopping of a Zhang-Rice singlet is accompanied by the hopping of d holes and could
be described by,
Hˆt =−t ∑
⟨i,j⟩σ
(1− nˆiσ¯)d†iσdjσ (1− nˆjσ¯) . (1.17)
The operator (1− nˆiσ¯) explicitly excludes double occupation. Putting together Equations (1.14)
and (1.17) one arrives at the effective model, t-J model for cuprates.
−
p
x
p
+
−
+
−
+ −
−
+
t
tpd
pd
dx 2 −y2
−t
−t
pd
pd
+ −
+
y
Figure 1.2: The copper dx2−y2 and oxygen px and py orbitals and their hopping integrals.
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1.3 Mott-Hubbard metal-insulator transition
Consider first for simplicity the Hubbard model at half filling, where the average site occupancy is 1.
Hopping of an electron from one site to its neighboring sites is expensive since this will inevitably
create double occupation with an extra energy U . If U is large enough, U ∼ bandwidth, hopping
is inhibited and the system is in the insulating state. What really happens in the Mott-Hubbard
metal insulator transition is far more complex than the above simplistic description. This is a much
debated and ongoing research. Mott considered the insulating state as characterize by two bands,
the lower and upper Hubbard bands, the centers of which are separated by a charge gap U . States in
the upper band involve double occupancy while states in the lower band do not. When the separation
U is larger than the band width, a true charge gap forms and the system changes from metallic to
insulating, see Figure 1.3. The Brinkman and Rice interpretation of the metal insulator transition
starts from the Fermi liquid theory. The band width is renormalized down and the effective mass is
renormalized up. For large enough U the effective mass diverges and band gets flat and an insulator
emerges. This picture is not limited to half filling if one includes longer range of interactions. An
example is when nearest neighbor Coulomb interaction V nˆinˆj is included in addition to U . This is
illustrated in Figure 1.4. For large U and V hopping is inhibited. As seen from Figure 1.4, hopping
from one site to its nearest neighbor will cost energy 3V while the gain in energy is only ∼ t.
There is also speculation that the Mott-Hubbard metal-insulator transition is always associated with
some sort of long range ordering, such as antiferromagnetism, although recent experiments seem to
suggest this not always the case [22].
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Figure 1.3: Mott-Hubbard transition from a band perspective. Without interaction a band is half
filled and is metallic. Increasing the interaction U would split the band into two, the lower Hubbard
and the upper Hubbard. And a gap is created when U >Uc.
10
Figure 1.4: Mott-Hubbard insulator away from half filling where in addition to the on-site interac-
tion U an inter-site Coulomb interaction V nˆinˆj is also included. Thick bars denote occupied sites.
When both U and V exceed some critical values and the filling fraction is at n = 1/4 this is the only
configuration possible. Hopping is inhibited in this configuration.
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CHAPTER 2
THE GUTZWILLER APPROXIMATION
In this chapter we first review the theory of Gutzwiller wavefunction and Gutzwiller approximation
and then extend the theory to the spatially unrestricted case. We also make an extension to make it
applicable in situations where long range magnetic order is present.
The original Gutzwiller wavefunction [11, 12, 13] is a projected Slater determinant that reduces
real space configurations with double occupations. The projection introduces correlation into the
wavefunction from a non-interacting state. The amount of double occupation weight reduction is
determined variationally to minimize the ground state energy. In the Hubbard, the weight reduction
is U dependent. In one dimension, D = 1, and infinite dimension, D =∞, the Gutzwiller wavefunc-
tion approach can be carried out analytically [23, 24, 25] and no metal-insulator transition was found
at finite U in D = 1[23]. This agrees with the exact result of Lieb and Wu [10]. In any other finite
dimensions, an approximation has to be made. The approximation usually involves ignoring the
inter-site correlations in evaluating expectations (Gutzwiller approximation). By ignoring inter-site
correlations Brinkman and Rice [26] found a metal-insulator transition at half filling. Vollhardt [27]
studied the Gutzwiller wavefunction in the almost localized 3He. Gebhard [25] employed an expan-
sion about 1/D in evaluating the expectation values. In infinite dimension this approach actually is
approximation free. In finite dimensions, variational Monte Carlo (VMC) calculations can be used
to evaluate exactly the expectation values in the projected state on finite systems. No approxima-
tions except statistical errors are introduced. The conclusion by Yokoyama and Shiba [28, 29] is that
there is no Brinkman-Rice type of metal-insulator transition in two dimension at finite U either. It is
suspected that within the Gutzwiller wavefunction variational approach there is no metal-insulator
transition at any finite dimension and finite interaction U . It then seems that the Gutzwiller ap-
proximation is insufficient in this regard. But the Gutzwiller approximation remains one of the
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first choices when dealing with strong interaction. In particular, when one makes the connection
of Gutzwiller approximation with the saddle point solution of Kotliar and Ruckenstein’s functional
integration method [30], one can then improve the Gutzwiller approximation result by including
fluctuations.
VMC is a powerful numerical method to Gutzwiller wavefunction. It evaluates expectation
values by going through the real space configurations. Compared with quantum Monte Carlo, the
system size it can explore is much larger, although still limited to not more than a few hundred
particles. The problem with VMC is that it can only handle a few variational parameters. Multiple
variable minimum finding is cumbered by the fact that the energy itself contains statistical errors.
While strong correlation often produces inhomogeneous states and many variables are needed if
one wishes to have a variational wavefunction to account for inhomogeneity. It is in this kind of
situations that the Gutzwiller approximation is more favorable. Though might not be exact, the
Gutzwiller approximation should be a guide to the underlying physics of the system being investi-
gated.
There are many different types of approximation schemes when one goes from the Gutzwiller
wavefunction to Gutzwiller approximation. These approximations are sometimes seemingly contra-
dictory to each other. It is one of the purposes of this chapter to investigate the origin of the differ-
ences, to compare and to comment on the advantages and shortcomings of these approximations. In
the following we will first introduce our spatially (and spin) unrestricted Gutzwiller approximation
(SUGA) with site and spin dependent fugacities for the Hubbard and t-J model. Some elemen-
tary results for the Hubbard model is also shown to demonstrate the validity of this approach. The
equivalence of our Gutzwiller approach and Kotliar-Ruckenstein slave boson approximation will be
discussed. Various Gutzwiller approximation schemes will be reviewed and compared at the end of
the chapter.
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2.1 Gutzwiller Approximation of the Hubbard Model
We first introduce the Gutzwiller approximation for the Hubbard with site and spin dependent fu-
gacities. Depending on the trial single particle wavefunction, the double occupation at each site, di,
can be determined by minimizing the ground state energy. The projection operator in the t-J model
is in principle just a special case of the Hubbard model where double occupancy is completely
inhibited. But the JSi ⋅ Sj term in the t-J model introduces extra complexities. In the context of
High-Tc superconductivity, the trial wavefunction of the t-J model should at the very least include
d-wave pairing as an order parameter. Other trial states might include the coexistence of d-wave and
antiferromagnetic order, charge density wave and spin density wave states. In addition to the various
states the calculation of the J-term needs further approximation since it is a four-fermion operator,
whereas for the Hubbard model only the hopping term requires approximate calculation. For these
reasons we will present the Gutzwiller approximation of the t-J model separately in section 2.2.
Figure 2.1: Illustration of the local Fock space with zero occupation (empty)(a), single occupation
(b, c) and double occupation (d).
As illustrated in Figure 2.1 each site can be empty, occupied by a single particle or doubly occu-
pied. In the Hubbard Hamiltonian doubly occupying a site costs energy U . This makes basis states
with a large number of doubly occupied sites unfavorable in the ground state. So for larger U the
ground state wavefunction contains less weight of basis states that have doubly occupied configu-
rations. The Gutzwiller wavefunction approach takes into account the weight reduction for double
occupation by acting a projection operator on a non-interacting wavefunction. The non-interacting
wavefunction does not make extra prejudice against any of the four local states in Figure 2.1 as long
as the order parameters are fulfilled. The advantage of a variational approach is its versatility. The
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trial wavefunction is guided by the physics one is seeking. Written down formally, in the Gutzwiller
wavefunction approach one chooses the following trial wavefunction,
∣Ψ⟩= Pˆ ∣ψ0⟩, (2.1)
where ∣ψ0⟩ is a non-interacting wavefunction that is, in the simplest scenario, taken as a Slater
determinant of single particle states. But the approach provided here does not put any restriction on
∣ψ0⟩; it could have ferromagnetic (FM), antiferromagnetic (AFM) or superconducting long range
order or it could even be a disordered state. In the above, Pˆ is the projection operator that reduces
the double occupation in ∣ψ0⟩ and is expressed as the product of the projectors at each site, Pˆi,
Pˆ =∏
i
Pˆi =∏
i
gDˆii , (2.2)
with Dˆi = nˆi↑nˆi↓ being the double occupation operator at site i. gi’s are variational parameters. For
a homogeneous state gi = g and g is to be determined by minimizing the variational energy. The
weight of double occupancy is reduced since g≤ 1. We also see that g = 0 means a full projection,
i.e., no double occupation, as is the case in the t-J model, and that g = 1 means no projection at all,
i.e., the non-interacting limit.
With these definitions, physical quantities can be computed in the projected wavefunction ∣Ψ⟩.
Suppose a physical quantity is represented by an operator Oˆ, its average in the trial wavefunction
∣Ψ⟩ is then,
⟨Oˆ⟩= ⟨ψ0∣Pˆ OˆPˆ ∣ψ0⟩⟨ψ0∣Pˆ 2∣ψ0⟩
. (2.3)
For the sake of convenience we will write expectation values in the unprojected state ∣ψ0⟩ as ⟨Oˆ⟩0
and expectations in the projected state Pˆ ∣ψ0⟩ as ⟨Oˆ⟩. We will also utilize a superscript 0 to indicate
that a quantity is calculated in the non-interacting state. The ground state energy of the system is
then, as a function of the variational parameter g,
E(g) = ⟨Hˆ⟩= ⟨Pˆ HˆPˆ ⟩0⟨Pˆ 2⟩0
. (2.4)
If one can obtain a simple expression for E(g) as a function of g, one can minimize E with respect
to g and thus find the ground state wavefunction of the system. In one dimension this is solved by
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Gebhard and Vollhardt [24] and Metzner and Vollhardt [23]. The expectation can be evaluated to
arbitrary order in (1− g2). The ground state energy and correlation functions could be calculated
without further approximations. Since exact results are available for the one dimensional Hubbard
model, this puts rigorous scrutiny on the validity of the Gutzwiller trial wavefunction. As was shown
by the afore mentioned authors, the Gutzwiller wavefunction compares well with the exact results.
In particular, no Brinkman-Rice transition was found. One dimension offers some specialty and in
fact in two and three dimensions evaluation of the expectation values becomes insurmountably diffi-
cult; no closed form of expressions are available. Further approximations are needed. Gebhard [25]
showed that calculation in the ∞-dimension is again manageable [25].
The above approach has its inconvenience in that it makes no connection between the charge
densities before and after the projection. In principle, this should not be a problem since particle
densities in the projected state could be calculated as with any other physical quantities. This is
only true when all quantities can be calculated exactly in the trial wavefunction. But when we
need to make approximations in evaluating the expectation, we should carry out approximation
consistently. Suppose we are considering a magnetic state as the unprojected state and choose the
magnetization m0i as one of the variation parameters. We would like to have a clear relation between
the projected and unprojected magnetization, instead of having to calculate mi through projection.
A simple relation between these two quantities would be mi = m0i . Since the total particle density is
maintained to be the same before and after projection, this essentially requires that the local density
matrix is not changed through projection. We can actually achieve this requirement by making
changes to the projection operator by including spin dependent fugacities,
Pˆi = y
ni↑
i↑ y
ni↓
i↓ g
Dˆi
i , (2.5)
where the yiσ’s, (σ =↑,↓) are the site and spin dependent fugacities. The role of these fugacities is
to keep the electron densities before and after projection the same, i.e., niσ = n0iσ, and the fugacities
are determined by such requirements,
niσ =
⟨PˆinˆiσPˆi⟩0
⟨Pˆ2i ⟩0
. (2.6)
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Expanding Equation (2.5) we have,
Pˆi = y
ni↑
i↑ y
ni↓
i↓
[
1− (1−gi) Dˆi
]
= yni↑i↑ y
ni↓
i↓
(
Eˆi+ Qˆi↑+ Qˆi↓+giDˆi
)
= Eˆi+ yi↑Qˆi↑+ yi↓Qˆi↓+giyi↑yi↓Dˆi
(2.7)
In addition to the double occupation projection operator, Dˆi, various other projection operators are
defined as,
Eˆi = (1− nˆi↑)(1− nˆi↓) , (2.8a)
Qˆi↑ = nˆi↑ (1− nˆi↓) , (2.8b)
Qˆi↓ = nˆi↓ (1− nˆi↑) , (2.8c)
with Eˆi being the projection operator to the empty state and Qˆiσ to a singly occupied σ state. The
following identity is satisfied at each site i,
Qˆi↑+ Qˆi↓+ Eˆi+ Dˆi = 1. (2.9)
Next we evaluate the variational ground state energy. It would be much more convenient to
replace our variational parameter gi with the double occupation expectation di = ⟨Dˆi⟩, by using
Equation (2.10a). Let zi = ⟨Pˆ2i ⟩0, we have,
di = ⟨Dˆi⟩=
g2i y
2
i↑y
2
i↓
zi
d0i , (2.10a)
ei = ⟨Eˆi⟩= e
0
i
zi
, (2.10b)
qiσ = ⟨Qˆiσ⟩= y
2
iσ
zi
q0iσ, (2.10c)
where d0i , ei
0 and q0iσ are expectation values of double occupation, empty and single occupation
in the unprojected state. The hopping process in the projected state can be calculated, ignoring
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inter-site Wick contractions, as,
⟨c†iσcjσ⟩=
〈
∏ℓ∕=i,j PˆℓPˆic
†
iσPˆiPˆjcjσPˆj∏ℓ∕=i,j Pˆℓ
〉
0
∏ℓ zℓ
=
〈
Pˆic
†
iσPˆiPˆjcjσPˆj
〉
0
zizj
=
⟨핋iσ⟩0
zi
⟨핋jσ⟩0
zj
⟨c†iσcjσ⟩0
= gtiσg
t
jσ⟨c†iσcjσ⟩0,
(2.11)
where gtiσ = ⟨핋iσ⟩0
/
zi and Pˆic
†
iσPˆi = 핋iσc
†
iσ. After some detailed algebra we have,
gtiσ =
yiσ
(
1−n0iσ¯
)
zi
+
y2iσ¯yiσgin
0
iσ¯
zi
(2.12)
From Equations (2.10a, 2.10b, 2.10c) we have,
yiσ
zi
=
√
eiqiσ
e0i q
0
iσ
, (2.13a)
y2iσ¯yiσgi
zi
=
√
diqiσ¯
d0i q
0
iσ¯
, (2.13b)
Substituting Equations (2.13a) and (2.13b) into Equation (2.12), one gets,
gtiσ =
√
eiqiσ
e0i q
0
iσ
(
1−n0iσ¯
)
+
√
diqiσ¯
d0i q
0
iσ¯
n0iσ¯
=
√ eiqiσ
n0iσ ⋅
(
1−n0iσ
) +√ diqiσ¯
n0iσ ⋅
(
1−n0iσ
)
=
[(
n0iσ−di
) ⋅ (1+di−n0i )
n0iσ ⋅
(
1−n0iσ
) ]1/2+[ di ⋅ (n0iσ¯−di)
n0iσ ⋅
(
1−n0iσ
)]1/2
(2.14)
This is exactly the same expression as obtained from the slave-boson approach by Kotliar and Ruck-
enstein [30]. In the slave-boson approach the local density matrix is implicitly assumed to be the
same before and after the transformation.
Now we have a renormalized Hamiltonian to the Hubbard model,
Hˆrenorm =−t ∑
⟨i,j⟩σ
giσgjσc
†
iσcjσ−µ∑
iσ
nˆiσ+U∑
i
di, (2.15)
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with the constraint that the electron densities after the projection are the same as the unprojected
values. This constraint is enforced by introducing spin dependent Lagrange multipliers, λiσ, at each
site,
∑
iσ
λiσ
(
nˆiσ−n0iσ
)
. (2.16)
Since Hˆrenorm is a noninteracting Hamiltonian, it can be easily minimized with respect to the varia-
tional parameters, di.
Having derived the Gutzwiller factors for the Hubbard model we would like to give some ele-
mentary results obtained from minimizing the energy.
Metal insulator transition at half filling
The first is the existence of metal-insulator transition at half filling. As discussed in Section 1.3,
this is a Brinkman-Rice type of transition. We first ignore magnetism and only consider uniform
solutions. Application of Equation (2.14) to the case of half filling, i.e., n0i = 1, niσ = 1/2 and
di = d, we get the Gutzwiller factors at half filling as,
gthalf filling = 4
√
d ⋅ (1/2−d). (2.17)
Here and afterwards we adopt the convention that a Gutzwiller factor without the site subscript is
a single site Gutzwiller factor. We will write down the site subscripts explicitly if the Gutzwiller
factor involves two sites, even in the uniform solution case. The variational energy per site as a
function of d on a square lattice is,
E(d)
/
Ns =−8t ⋅χ0 ⋅16d(1/2−d)+U ⋅d, (2.18)
where χ0 = ⟨c†iσcjσ⟩0 and Ns is the number of lattice sites. Minimization is done by taking derivative
with respect to d and setting the derivative to be zero,
∂E(d)
∂d
=U−128t ⋅χ0 (1/2−2d) = 0, (2.19a)
d =
1
4
− U
256t ⋅χ0 . (2.19b)
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The critical U at which point no double occupancy is allowed is Uc = 64t ⋅ χ0 ∼ 12.9t. Double
occupancy d and the Gutzwiller factor gthalf filling as functions of U on a square lattice are shown in
Figure 2.2.
Figure 2.2: Metal-insulator transition at half filling. Double occupancy d and Gutzwiller factor as
functions of Hubbard U on a square lattice.
In Figure 2.3, we plot the energies separately as functions of U . We see that as the Hubbard U
increases the kinetic energy and interaction energy go to zero and so does the total energy. An elec-
tron is “frozen” at its lattice site and the system is insulating. More accurate numerical calculations,
such as VMC which takes care of the projection exactly on a small system, show that there is no
metal-insulator transition for any finite value of U . The Gutzwiller approximation is essentially a
mean field theory (renormalized) and as such it underestimates quantum fluctuations. In so doing it
overestimates the tendency toward a “frozen” state – the insulating phase. But the underlying idea
that interaction reduces the bandwidth and renormalizes the effective electron mass is nevertheless
valid. The critical value of Uc thus obtained for the phase transition should not be taken as its face
value; rather it should be understood as a motivation for the underlying physics. The true power of
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the Gutzwiller approximation is in cases where one has to deal with ordered or disordered systems,
as will be seen in the next chapters.
Figure 2.3: Metal-insulator transition at half filling. Kinetic energy, interaction energy and total
energy as functions of U .
It has to be emphasized that the metal-insulator transition in the Hubbard Hamiltonian, Equa-
tion (1.4), only occurs at half filling. Doping into the system will allow the empty Fock state in
the wavefunction and hopping can happen between an empty site and a singly occupied site. That
is to say, even when U = ∞ and d = 0 a system is still metallic away from half filling. While at
half filling the empty local Fock state is not allowed and hopping between singly occupied sites is
inhibited by U . In fact away from half filling d is nonzero for any finite U . When U ≫ t, d goes as
∼ 1/U2. In Figure 2.4 we plot 1/√d as a function of U for several doping levels. It is seen that for
large U the curves become linear, implying d ∼ 1U2 .
When ignoring magnetic orders, λiσ= λ and µ−λ is the effective chemical potential. Lavagna [31]
showed that the Mott-Hubbard gap can be obtained from the Lagrange multiplier λ. In Figure 2.5,
λ’s for slightly electron (λ+) and hole doped (λ−) systems are plotted against U . The difference
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Figure 2.4: 1/
√
d as a function of Hubbard U in the paramagnetic state for x = 0.01, x = 0.1 and
x = 0.5.
between λ+ and λ− is identified as the Mott-Hubbard gap, which opens at U = Uc = 12.9t. The
Lagrange multiplier λ is not just a mathematical variable that is created to minimize the ground state
energy; it actually has a deep physical meaning.
Next we discuss the magnetic phases of the Hubbard model through Gutzwiller approximation.
This is where different schemes of Gutzwiller approximations differ. We argue that our SUGA
scheme gives reliable results in both FM and AFM states.
Ferromagnetic State of the Hubbard Model
We first consider the FM state with mi =m ∕= 0. Here the variational parameters are chosen to be the
site magnetization m and double occupancy d. The densities are n↑ = n/2+m and n↓ = n/2−m for
each site. Then the Gutzwiller factor is a function of m and d. We need to minimize the following
variational energy,
E(m,d) =∑
kσ
g2σ(m,d)εkσΘ(−εkσ)+NsUd, (2.20)
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Figure 2.5: The Mott-Hubbard gap at half filling. λ+ is the Lagrange multiplier when x = 0.001
electrons are doped into the system and λ− for the Lagrange multiplier when x = 0.001 holes per
site are added to the system. The difference, λ+−λ−, is the identified as the Mott-Hubbard gap,
which opens exactly at Uc
where Θ(−εkσ) is the step function, i.e., the Fermi-Dirac function at zero temperature. The sum-
mation in Equation (2.20) is then restricted to those k’s of occupied states. The spin degeneracy
of the band is lifted by the spin dependent Lagrange multipliers, λσ, such that εkσ = εk+λσ. The
minimization is also constrained by two self-consistent requirements,
n =∑
kσ
Θ(−εkσ)
/
Ns, (2.21a)
m =∑
k
[Θ(−εk↑)−Θ(−εk↓)]
/
Ns. (2.21b)
The three equations, Equations (2.20), (2.21a) and (2.21b), can be solved numerically for each set
of U and n. This is very different from the Stoner itinerant FM theory. While in the Stoner theory
electrons fill up the majority band to lower the energy, in GA the band splitting is renormalized down
by the Lagrange multiplier λσ but at the same time the two bands are renormalized differently. The
majority band is less narrowed compared with the minority band. In the extreme case where the
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system is fully polarized in the ↑-spin, the ↑-spin band is not renormalized but the minority band is
renormalized by a factor of x, the average doping level away from half filling.
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Figure 2.6: (a) Variational energy as a function of m at x= 0.33. (b) Variational energy as a function
of m at x = 0.34.
In the context Nagaoka state away from half filling, one can calculate the FM phase diagram
by setting d = 0 in Equation (2.14). Now we have a variational energy that only depends on the
magnetization m. The result is a first order transition between an FM and a paramagnetic (PM) state
at the critical hole doping xc = 0.33. When x< 0.33 the fully polarized FM state is lower in energy
while when x > 0.33 the PM state is lower in energy. The first order nature of the transition can be
seen by calculating the variational energy Evar(m) for each m. In Figure 2.6 we plot the variational
energy Evar as a function of m for two doping levels, (a) x = 0.33 and (b) x = 0.34. For x ≤ 0.33
the minimum of Evar is at the maximum possible m while at x= 0.34 and beyond the minimum is at
m = 0. VMC [18] simulation showed that the critical doping level where fully polarized FM state
is stable is around xc ∼ 0.28−0.30. The ground state is fully polarized FM when x< 0.20 and PM
when x > 0.40 and partially polarized FM in between. The transition between FM and PM state
is second order like. The order of phase transition is band dispersion dependent. Dynamical mean
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field theory (DMFT) also found a second order transition [32] at around x = 0.18. But the authors
also found that for a small next nearest neighbor hopping t ′ =−0.1t, the FM/PM transition is of first
order. In view of gross nature of Gutzwiller approximation, we would argue that our approximation
gives qualitatively correct results.
Antiferromagnetic solution of the Hubbard Model
Next we consider the AFM solution. The Hubbard model is known to have an AFM ground state at
half filling for moderate values of U . Early numerical simulations [33, 34, 35] showed clearly long
range AFM order for all values of repulsive U , although the magnetization is reduced compared
with the mean field solution. Away from half filling, infinite dimension calculation also showed
AFM order at finite U . We study the AFM state on the 2D square lattice at and away from half
filling with the Gutzwiller approximation described above.
Dividing the lattice into two sublattices A and B, the hopping term can be rewritten as,
−t ∑
⟨i,j⟩σ
c†iσcjσ+h.c. =−t ∑
iAηˆσ
c†Aσ (iA)cBσ (iA+ ηˆ)+h.c.
=−t ∑
k⋅ηˆσ
c†Aσ(k)cBσ(k)e
− ik⋅ηˆ
=−4t∑
kσ
cos(kx/2)cos(ky/2)c
†
Aσ(k)cBσ(k),
(2.22)
where we work in the coordinate system of the A-sublattice and ηˆ = ± xˆ2 ± yˆ2 are the vectors con-
necting an A-site and its nearest neighbor B-sites. In the AFM state the magnetization mB = −mA,
dA = dB = d and the Gutzwiller factors are such that gtAσ= g
t
σ= g
t
Bσ¯. We then arrive at the following
renormalized mean field Hamiltonian in the AFM state,
Hˆ =−4t∑
kσ
gtσg
t
σ¯ cos(kx/2)cos(ky/2)c
†
Aσ(k)cBσ(k)−µ∑
kσ
nˆAσ(k)−µ∑
kσ
nˆBσ(k)
+∑
kσ
λσ [nˆAσ(k)−nAσ]+∑
kσ
λσ¯ [nˆBσ(k)−nBσ]+NsUd.
(2.23)
The operator part of Equation (2.23) can be written in a matrix form as,
∑
kσ
(
c†Aσ(k) c
†
Bσ(k)
)
필σ
⎛⎜⎝cAσ(k)
cBσ(k)
⎞⎟⎠ , (2.24)
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where the matrix 필σ can be read off from Equation (2.23) as,
필σ =
⎛⎜⎝ −µ+λσ −4tgtσgtσ¯ cos(kx/2)cos(ky/2)
−4tgtσgtσ¯ cos(kx/2)cos(ky/2) −µ+λσ¯
⎞⎟⎠ . (2.25)
Diagonalizing 필σ we have two bands,
E±σ (k) =
1
2
[
−2µ+λσ+λσ¯±
√
(λσ−λσ¯)2+64t2 [gtσgtσ¯ cos(kx/2)cos(ky/2)]2
]
. (2.26)
From Equation (2.26) we see that the AFM gap is ∣λ↓− λ↑∣. This is unlike the case where U is
treated with Hartree approximation. In the Hartree approximation, the AFM gap is proportional to
U . The Lagrange multiplier, λσ, is determined by taking derivatives of the Hamiltonian with respect
to nσ.
Figure 2.7: Sublattice magnetization m as a function of U for various filling fractions on a square
lattice with only nearest neighbor hopping t.
In the following we present results of AFM on a square lattice. Similar results were also obtained
through slave boson mean field theory by Korbel et al. for a constant density of states [36]. In
Figure 2.7 we show the magnetic moment m as a function of U for various doping levels. At half
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filling, x= 0, m does not saturate for any finite value of U . As a result double occupancy, d, is never
zero for any finite U , see Figure 2.8. This is in contrast to the PM solution where a Brinkman-Rice
metal-insulator transition occurs when U >Uc. To better see this we show d as a function of U for
non-magnetic and AFM solutions at half filling and x= 0.1 in Figure 2.9. It is clear from Figure 2.9
that d decreases slower in the AFM state than in the PM state. An AFM state includes some inter-
site correlation and the reduction of d is slower as a function of U . It is postulated that if appropriate
inter-site correlations are included in the PM state one would also see a non-zero d for any finite
value of U .
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Figure 2.8: Average double occupation d as a function of U in the AFM solution for various doping
levels on a square lattice with only nearest neighbor hopping t. For any finite U d is nonzero, i.e.,
no Mott-Hubbard transition.
The second feature from Figure 2.7 is the occurrence of maximum moment as a function of U
away from half filling. This is the emergence of two types of physics. At small U , a Hartree mean
field approach is appropriate and the AFM gap and hence the sublattice magnetic moment increases
as U increases. But for larger U the Mott-Hubbard physics dominates. The effect of U is mainly to
reduce double occupancy d. It is interesting to see that this Gutzwiller approximation captures both
27
kind of physical processes. The Gutzwiller approximation is valid for small U AFM state because
in this regime reduction of the band width is a minimal and d is very close to its non-interacting
counter part, d0 = ⟨nˆ↑nˆ↓⟩0, and suppression of double occupancy is achieved through forming a
magnetic state, i.e., keeping apart electrons with opposite spins.
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Figure 2.9: Double occupation d as a function of U in the PM and AFM states, (a) half filling and
(b) x = 0.1.
Band structure does affect the AFM state. When only nearest neighbor hopping term t is in-
cluded, the Fermi surface of the half filled PM state is perfectly nested with a nesting vector (pi,pi)
and as a result the PM state is unstable against the AFM ordering. Any finite value of U will take
the system into the AFM state. Changing the dispersion of the non-interacting band structure by
including further nearest neighbor hopping terms destroys the nesting condition and hence a finite
U is needed to have an AFM ground state, even at half filling. For a next nearest neighbor hopping
t ′ =−0.3t, the critical value where an AFM is lower in energy than the PM state is about Uc1 = 3.3t.
The asymptotic behavior of magnetization as U → ∞ is slightly different from the t ′ = 0 case. Here
large U does not destroy the AFM state close to the critical doping level between AFM and PM
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state. This is shown in Figure 2.10 where the AFM region extends to around x = 0.31. Although m
tends to be flattened in the large U limit, it is never zero on the AFM side.
It is also worth noting that unlike in the t-only case the AFM gap is not ∣λ↑−λ↓∣ when t ′ ∕= 0.
Now the dispersion is,
E±σ (k) =
1
2
[
−2µ+λσ+λσ¯−2t ′
(
gtσ+g
t
σ¯
)
(coskx+ cosky)
±
√
(λσ−λσ¯−2t ′ (gtσ−gtσ¯)(coskx+ cosky))2+64t2 [gtσgtσ¯ cos(kx/2)cos(ky/2)]2
]
(2.27)
Then the AFM gap is dependent on the relative values of gtσ, λσ, t and t ′. In Figure 2.11 we compare
the result of t ′ = 0 and t ′ =−0.3t at infinite U . For t ′ = 0, at larger doping levels (∼ x = 0.18) the
system is in the PM state for U =∞, although an AFM is present at finite U , as seen from Figure 2.7.
The t ′ =−0.3t case has a larger region of AFM phase.
0 20 40 60 80 100
0
0.1
0.2
0.3
0.4
0.5
U/t
m
x = 0
x = 0.1
x = 0.3
Figure 2.10: Magnetization as a function of U for various doping levels. t ′ =−0.3t.
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Figure 2.11: Left, magnetization versus hole doping. Right, Difference in the effective staggered
field, ∣λ↑−λ↓∣, for different doping levels. U = ∞ in both plots.
2.2 Gutzwiller Approximation of the t-J Model
In this section we discuss the Gutzwiller approximation to the t-J model. We study the t-J model in
connection with the cuprate high temperature superconductors. The trial wavefunction has to allow
pair forming. As discussed in Chapter 1, the t-J model is an effective Hamiltonian of the multi-
band Hubbard for the cuprates, we will only discuss parameter space relevant to these systems.
In particular, J > 0 in all the following study. When numerical results are quoted, t = 3J unless
otherwise stated.
The differences with the Hubbard model are the projection operator and the fact that the J term
is non-local. We need to project the hopping term and the spin-spin term. The hopping term is done
similarly to the Hubbard model except that no double occupancy is allowed here. The spin-spin
term is more complicated and is the major concern of this section.
In an early paper, Zhang et al. derived a renormalized mean field Hamiltonian [37] of the t-
J model through statistical state counting. For a non-magnetic trial wavefunction they found the
renormalization factor for the hopping and spin-spin term as,
gtij =
2x
1+ x
, (2.28a)
gJij =
4
(1+ x)2
, (2.28b)
where x is the doping of the system. When applied to the AFM trial state, the statistical counting
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obtained the following Gutzwiller factors,
gtAB =
2x(1− x)
1− x2+4m2 , (2.29a)
gJAB =
4(1− x)2
(1− x2+4m2)2
. (2.29b)
The problem with this set of Gutzwiller factors is that AFM order is greatly suppressed compared the
VMC simulation. In fact, VMC found coexistence of d-wave pairing and AFM state up to x = 0.1,
whereas this set of Gutzwiller factors gives an AFM state only at half filling. A modification to
this set of Gutzwiller factors by Ogata et al. to account for the coexistence phase will be discussed
later in Section 2.5. The Ogata correction essentially takes into account the fact that spin rotational
symmetry is broken and Si ⋅Sj is renormalized differently along different directions.
Here we take an approach that spin dependent fugacities are needed to account for the broken
symmetry. We use the same projection operator as in the Hubbard model, with gi = 0,
Pˆi = y
nˆi↑
i↑ y
nˆi↓
i↓ g
Dˆi
i
= Eˆi+ yi↑Qˆi↑+ yi↓Qˆi↓.
(2.30)
With this projection operator we can work out the Gutzwiller factors for the kinetic energy similarly
to the Hubbard model. The result is,
giσ =
√
1−n0i
1−niσ . (2.31)
In an AFM state the hopping between the two sublattice A and B is renormalized by,
gAB =
x√
(1−n/2+m) ⋅ (1−n/2−m)
=
2x√
(1+ x)2−4m2
.
(2.32)
We see from the form of the Gutzwiller factor in Equation (2.32) that interaction favors antiferro-
magnetism because of the −4m2 term in the denominator.
We now move on to the projection of the J-term. We first work out the Gutzwiller factor for the
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spin flip term, S+i S
−
j .
⟨S+i S−i ⟩=
〈(
∏ℓ∕=i,j Pˆ2ℓ
)(
PˆiS+i Pˆi
)(
PˆjS−j Pˆj
)〉
0
∏ℓ zℓ
=
yi↑yi↓yj↑yj↓
〈(
Qˆi↑+ Qˆi↓
)(
Qˆj↑+ Qˆj↓
)
S+i S
−
j
〉
0
zizj
=
yi↑yi↓yj↑yj↓
〈
nˆi↑nˆj↓S+i S
−
j
〉
0
zizj
=
√√√⎷n0i↑n0i↓
q0i↑q
0
i↓
⋅
√√√⎷n0j↑n0j↓
q0j↑q
0
j↓
〈
S+i S
−
j
〉
0
= g+−ij
〈
S+i S
−
j
〉
0
,
(2.33)
with the Gutzwiller factor g+−ij for S
+
i S
−
j identified as,
g+−ij =
√√√⎷n0i↑n0i↓
q0i↑q
0
i↓
⋅
√√√⎷n0j↑n0j↓
q0j↑q
0
j↓
=
√√√⎷ 1(
1−n0i↑
)(
1−n0i↓
)(
1−n0j↑
)(
1−n0j↓
) . (2.34)
It is noted that when evaluating ⟨nˆi↑nˆj↓S+i S−j ⟩0 in Equation 2.33, we did not ignore any inter-site
correlation between sites i and j as was done for the calculation of gtiσ. That is, ⟨nˆi↑nˆj↓S+i S−j ⟩0 =
⟨S+i ⋅S−j ⟩0 is exact. Correlations between sites i, j and the rest of the lattice are always ignored. For
an AFM state Equation (2.34) reduces to,
g+−AB =
4
(1+ x)2−4m2 . (2.35)
The −4m2 on the denominator clearly indicates that this renormalization favors magnetism.
The renormalization of the z-component is rather different. A naïve approach is to ignore inter-
site correlation, as was done in calculating the Gutzwiller factor for the hopping process. It is
then straightforward that the Gutzwiller factor for this term is gzzAB = 1. But application of this set
of Gutzwiller factors to the t-J model gives a coexistence phase of AFM and d-wave pairing up to
doping level xc = 0.22, which is much higher than the VMC result of xc = 0.1. It then seems that the
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spin dependent fugacity scheme is no better than the statistical counting scheme, Equations (2.29a)
and (2.29b), since neither gives a satisfactory phase diagram. But it is ordinary that mean field ap-
proximations overestimate static ordering since they ignore quantum fluctuations. The quantitative
discrepancy can be remedied by incorporating more correlation in the Gutzwiller factors. While the
fact that AFM state is only achieved at half filling signals the need for a fundamental modification
in Equations (2.29a) and (2.29b). The Ogata solution [38] is to make gzz and g+− different through
various real space configuration counting. The moral is that gzz ∕= g+− in the AFM state. The spin
dependent fugacity scheme takes this into account by projecting the non-interacting state spin de-
pendently. In our opinion, spin rotational symmetry is broken in the Gutzwiller factors for the Si ⋅Sj
term if the trial state breaks spin rotational symmetry. The Gutzwiller factors has to manifestly ex-
hibit this property in the AFM state. The exact form of Gutzwiller factors could be approximation
dependent. Perhaps the bigger problem for choosing gzzAB = 1 is that it can not be automatically
reduced to the nonmagnetic result even when m = 0. A better choice would be to have gzzAB also
dependent of magnetization and restores the non-magnetic form when m = 0.
We next make corrections to the Gutzwiller factors by including inter-site correlation. In fact, in
the presence of z-direction magnetization, ⟨SziSzj⟩ is not related to ⟨SziSzj⟩0 by a simple multiplicative
factor. Nevertheless, one can still express ⟨SziSzj⟩ in terms of quantities in the unprojected state.
When applied to the high-Tc superconductivity problem, the t-J model should include the following
order parameters,
χ0ijσ = ⟨c†iσcjσ⟩0, (2.36a)
∆0ijσ = ⟨ciσcjσ¯⟩0, (2.36b)
where χ0ijσ is the bond order parameter and ∆
0
ijσ is the pairing order parameter. By choosing spin
dependent bond and pairing order parameters we basically allow all possible symmetries. For ex-
ample, the SU(2) symmetric solution is obtained by setting χ0ij↑ = χ
0
ij↓ and ∆
0
ij↑ =−∆0ij↓. In order not
to clutter the notation we will suppress the superscript 0 for the non-interaction expectation values
of χ and ∆. We will explicitly write the expectation values of these two quantities in Dirac notation
when referring to their projected expectation values. By taking all possible Wick contractions the
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following non-interacting expectation values are expressed in terms of the variational parameters,
⟨DˆiDˆj⟩0 ≈ d0i d0j −n0i↑n0j↑∣χij↓∣2−n0i↓n0j↓∣χij↑∣2+n0i↑n0j↓∣∆ij↓∣2+n0i↓n0j↑∣∆ij↑∣2, (2.37a)
⟨nˆi↑Dˆj⟩0 = n0i↑ ⋅d0j −∣χij↑∣2n0j↓+ ∣∆ij↑∣2n0j↑, (2.37b)
⟨nˆi↑nˆj↑⟩0 = n0i↑n0j↑−∣χij↑∣2, (2.37c)
where in Equation (2.37a) higher orders of χijσ and ∆ijσ are ignored. The expectation value of ⟨SziSzj⟩
is then,
⟨SziSzj⟩=
〈(
∏ℓ∕=ij Pˆ2ℓ
)(
PˆiSzi Pˆi
)(
PˆjSzj Pˆj
)〉
0
∏ℓ zℓ
=
1
4
∑σ y2iσy
2
jσ⟨QˆiσQˆjσ⟩0−∑σ y2iσy2jσ¯⟨QˆiσQˆjσ¯⟩0
zizj
=
1
4
[
∑
σ
⟨QˆiσQˆjσ⟩0
(1−niσ¯)(1−njσ¯) −∑σ
⟨QˆiσQˆjσ¯⟩0
(1−niσ¯)(1−njσ)
]
.
(2.38)
Making use of Equations (2.37a) to (2.37c) we have,
⟨SziSzj⟩= m0i m0j −
1
4
(
1−n0i↑
)(
1−n0i↓
)(
1−n0j↑
)(
1−n0j↓
)
×
[(
1−2m0i
)(
1−2m0j
)(
1−n0i↓
)(
1−n0j↓
)
∣χij↑∣2
+
(
1+2m0i
)(
1+2m0j
)(
1−n0i↑
)(
1−n0j↑
)
∣χij↓∣2
+
(
1−2m0i
)(
1+2m0j
)(
1−n0i↓
)(
1−n0j↑
)
∣∆ij↑∣2
+
(
1+2m0i
)(
1−2m0j
)(
1−n0i↑
)(
1−n0j↓
)
∣∆ij↓∣2
]
.
(2.39)
In the PM state, χijσ = χijσ¯ = χij/2, ∆ijσ =−∆ijσ¯ = ∆ij/2, m0i = 0. Then Equation (2.39) reduces to,
⟨SziSzj⟩=
1
8
1
(1−ni/2)(1−nj/2)
(∣χij∣2+ ∣∆ij∣2)
=
1
(1−ni/2)(1−nj/2)⟨S
z
iS
z
j⟩0.
(2.40)
That is, in the PM state ⟨SziSzj⟩ and ⟨SziSzj⟩0 are again connected by a simple factor. More over, this
factor is the same as that for S+i S
−
j , which is obvious from Equation (2.34). Also the improvement
over the naïve approach for Szi S
z
j is obvious. The naïve approach gives ⟨Szi Szj⟩= ⟨Szi Szj⟩0, or, gzzij = 1.
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The Gutzwiller factor gzzij does not depend on the local magnetic moment. Even when one is looking
for a PM state, spin rotational symmetry is not restored.
The seemingly complicated expression for ⟨Szi Szj⟩ in Equation (2.39) does not pose any difficulty
in the search for a minimum energy. One minimizes the following expression for ground state
energy,
⟨Hˆ⟩=−t ∑
⟨i,j⟩σ
gtijσ
(
χijσ+χ∗ijσ
)− 1
2
J∑
⟨i,j⟩
g+−ij
(
χij↑χ∗ij↓+χij↓χ
∗
ij↑−∆ij↑∆∗ij↓−∆ij↓∆∗ij↑
)
+ J∑
⟨i,j⟩
⟨SziSzj⟩,
(2.41)
where ⟨SziSzj⟩ is to be replaced with the right hand side of Equation (2.39). This amounts to mini-
mizing the ground state energy of the following non-interacting Hamiltonian,
ℍˆ= ∑
⟨i,j⟩σ
Λtijσ
(
c†iσcjσ−χijσ
)
+h.c.+ ∑
⟨i,j⟩σ
Λ∆ijσ (ciσcjσ¯−∆ijσ)+h.c.
+λiσ
(
nˆiσ−n0iσ
)
+ ⟨Hˆ⟩,
(2.42)
since ⟨ℍˆ⟩0 = ⟨Hˆ⟩. Here Λtijσ, Λ∆ijσ and λiσ are to be determined by minimizing ⟨ℍˆ⟩0 with respect to
χijσ, ∆ijσ and n0iσ, respectively. Specifically, taking partial derivatives of ℍˆ, one finds,
Λtijσ =
∂⟨Hˆ⟩
∂χijσ
, (2.43a)
Λ∆ijσ =
∂⟨Hˆ⟩
∂∆ijσ
, (2.43b)
λiσ =
∂⟨Hˆ⟩
∂n0iσ
. (2.43c)
In the PM state, the expressions for Λtij and Λ
∆
ij are simple,
Λtijσ =−tgtij−
3
4
JgJijχ
∗
ijσ =−tgtij−
3
8
gJijχ
∗
ij, (2.44a)
Λ∆ijσ =−
3
8
JgJij∆ij. (2.44b)
This gives the same mean field Hamiltonian if we start out by renormalizing Si ⋅ Sj to gJijSi ⋅ Sj
and then make an SU(2) mean field decoupling. The advantage of the above variational approach is
when magnetic solutions are considered. In such cases, SziS
z
j is not related by a simple multiplicative
Gutzwiller factor before and after projection and a simple renormalized mean field approach is not
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applicable. In general, quantities before and after projection are not related by simple factors if
one includes further spatial correlations. The variational approach continues to be valid but the
renormalized mean field point of view will not be helpful.
The above approach for calculating ⟨SziSzj⟩ constitutes a major extension to the conventional
Gutzwiller approximation where quantities before and after projection are related by simple factors
on the operator level. The evaluation of ⟨SziSzj⟩ is only concerned of c-numbers in the unprojected
state. For completeness, we will also give the expression for ⟨c†iσcjσ⟩ to the same order in χijσ and
∆ijσ,
⟨c†iσcjσ⟩=
〈
Pˆic
†
iσPˆiPˆjcjσPˆj
〉
0
zizj
=
yiσyjσ
〈
(1− nˆiσ¯)(1− nˆiσ¯)c†iσcjσ
〉
0
zizj
=
√
qiσei
q0iσe
0
i
√
qjσej
q0jσe
0
j
[
χijσ
(
1−n0iσ−n0jσ
)
+
〈
nˆiσ¯nˆiσ¯c
†
iσcjσ
〉
0
]
=
√
1−ni0
1−n0iσ
⋅
√
1−nj0
1−n0jσ
⎡⎣χijσ+ ∆∗ijσ∆ijσ¯χijσ¯−∣χijσ¯∣2χijσ(
1−n0iσ¯
)(
1−n0jσ¯
)
⎤⎦ ,
(2.45)
where if we ignore the second term in the square brackets on the last line, we get back the old result,
Equation (2.31). Note that unlike the case for ⟨SziSzj⟩ where in the nonmagnetic state ⟨SziSzj⟩ returns
to a single site form, Equation (2.45) contains inter-site correlation even in the nonmagnetic state.
It would be more consistent that, if Equation (2.39) is used in the magnetic state, Equation 2.45,
instead of Equation (2.31), should also be applied to ⟨c†iσcjσ⟩.
We note that various extension to include inter-site correlation exist in the literature. In par-
ticular, Sigrist et al. [39] put forward a very simple form of Gutzwiller factor in their study of the
one dimensional t-J model without magnetic order. Ogata and Himeda [38] obtained complicated
expressions for the Gutzwiller factors by carefully counting all relevant real space configurations.
Kudasov [40, 41] studied short range correlation in the Hubbard model by counting nearest neigh-
bor contributions. All these approaches involve some sort of statistical counting and is difficult to
extend to inhomogeneous states. The Gutzwiller approximation presented here is physically clear
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and easy to follow and more importantly gives fair results in all aspects.
2.3 Multiband Gutzwiller Approximation
In this section we derive the Gutzwiller approximation for the multiband Hubbard model. Though
the principles are the same as the one band case, the multiband Gutzwiller approximation is much
more complicated. In one band theories the only on-site interaction term is the Hubbard-U term. The
local interaction has more ingredients in multiband cases. Besides the intra-orbital and inter-orbital
density-density type of interactions, Hunds’ rule should be satisfied so that the local interaction
alone will align the spins. There is also pair hopping interaction where particle number on each
orbital is not conserved. Besides the complexity of the local interactions the local Fock space is
exponentially large. There are 4M local states for M orbitals. This makes calculation of more than
three orbitals extremely tedious. For simplicity we restrict to a two band model with only density-
density interaction. Writing out the Hamiltonian explicitly,
Hˆ =∑
kσ
εkc†kσckσ+U∑
iα
nˆiα↑nˆiα↓+U ′ ∑
iσσ′
α>β
nˆασnˆβσ′ , (2.46)
where α,β= 1,2 refer to the orbitals. The spin-spin interactions are ignored. In Section 2.4 we will
treat the full problem with slave boson approach. A full treatment of this model with Hund’s rule
coupling and pair hopping term is also found within Gutzwiller approximation in [42].
Figure 2.12: The local Fock space of a two-orbital model. There are 16 states altogether. The
empty and singly occupied state does not cost interaction energy. While the remaining states cost
energy either due to U or U ′. For example, the interaction energy of the state t1↑ is U +2U ′.
The local Fock space of the two orbital model is shown in Figure 2.12. Due to interactions U
and U ′, the weight of the multiplets are reduced in the ground state. Just as in the one band case,
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the local Gutzwiller projector can be written as (with the spin dependent fugacities),
Pˆi = y
nˆ1↑
1↑ y
nˆ2↑
2↑ y
nˆ1↓
1↓ y
nˆ2↓
2↓
(
1−g11Dˆ11−g22Dˆ22−∑
σσ′
gσσ′Dˆσσ′−∑
ασ
gtασ Tˆασ−g f Fˆ
)
= ynˆ1↑1↑ y
nˆ2↑
2↑ y
nˆ1↓
1↓ y
nˆ2↓
2↓
(
Eˆ +∑
ασ
Pˆασ+η11Dˆ11+η22Dˆ22+∑
σσ′
ησσ′Dˆσσ′+∑
ασ
ηtασ Tˆασ+η f Fˆ
)
= Eˆ +∑
ασ
yασPˆασ+∑
α
yα↑yα↓ηααDˆαα+∑
σσ′
y1σy2σ′ησσ′Dˆσσ′+∑
ασ
yασyα¯↑yα¯↓ηtασ Tˆασ
+ y1↑y1↓y2↑y2↓η f Fˆ ,
(2.47)
where α¯ = 2,1 if α = 1,2, respectively and ηm = 1− gm. Use has been made of the fact that the
sum of all the multi-occupancy projection operators is unity, i.e.,
Eˆ +∑
α
Dˆαα+∑
σσ′
Dˆσσ′+∑
ασ
Tˆασ+ Fˆ = 1 (2.48)
When calculating the Gutzwiller factor, one ignores the inter-site correlations as in the one band
case. There could in principle be on-site inter-orbital hopping that gives a non-diagonal local density
density matrix. This should not pose any problems in evaluating the expectation values in the non-
interacting state. One could just make a unitary transformation and work in the representation with
a diagonal local density matrix. The was treated in detail by Bünemann et al. [42]. To keep the
derivation simple we will assume the local density matrix is already diagonal. Then the hopping
process ⟨c†iασcjβσ⟩ assumes a very simple form,
⟨c†iασcjβσ⟩=
⟨Pˆic†iασPˆiPˆjc†jβσPˆj⟩0
⟨Pˆ2i Pˆ2j ⟩0
=
⟨핎ˆiασ핎ˆjβσ⟩0
⟨Pˆ2i Pˆ2j ⟩0
⋅ ⟨c†iασcjβσ⟩0
=
⟨핎ˆiασ⟩0
⟨Pˆ2i ⟩0
⟨핎ˆjβσ⟩0
⟨Pˆ2j ⟩0
⋅ ⟨c†iασcjβσ⟩0
= gtiασg
t
jβσ⟨c†iασcjβσ⟩0,
(2.49)
where핎iασc†iασ = Pˆic
†
iασPˆi. One can easily work out핎’s through fermion permutation rules. In the
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following we show how 핎 is obtained for orbital 1. The site index is suppressed.
Pˆc†1↑Pˆ =
[
y1↑ (1− nˆ1↓) Eˆ2+ y1↑y21↓η11nˆ1↓Eˆ2+ y1↑y22↑η↑↑ (1− nˆ1↓) Qˆ2↑
+ y1↑y22↓η↑↓ (1− nˆ1↓) Qˆ2↓+ y1↑y22↑y22↓η22ηt1↑ (1− nˆ1↓) Dˆ2
+ y1↑y22↓y
2
2↑η↓↑ηt2↑ nˆ1↓Qˆ2↑+ y1↑y
2
1↓y
2
2↓η↓↓ηt2↓ nˆ1↓Qˆ2↓
+ y1↑y21↓y
2
2↑y
2
2↓η fηt1↓ nˆ1↓Dˆ2
]
c†1↑,
(2.50)
where operators with only one orbital subscript is a single orbital projection operator. For example,
Qˆ2↑ = nˆ2↑ (1− nˆ2↓). The Gutzwiller factor is then,
gt1↑ =
y1↑
z
⟨(1− nˆ1↓) Eˆ2⟩0+
y1↑y21↓η11
z
⟨nˆ1↓Eˆ2⟩0
+
y1↑y22↑η↑↑
z
⟨(1− nˆ1↓) Qˆ2↑⟩0+
y1↑y22↓η↑↓
z
⟨(1− nˆ1↓) Qˆ2↓⟩0
+
y1↑y22↑y
2
2↓η22ηt1↑
z
⟨(1− nˆ1↓) Dˆ2⟩0+
y1↑y22↓y
2
2↑η↓↑ηt2↑
z
⟨nˆ1↓Qˆ2↑⟩0
+
y1↑y21↓y
2
2↓η↓↓ηt2↓
z
⟨nˆ1↓Qˆ2↓⟩0+
y1↑y21↓y
2
2↑y
2
2↓η fηt1↓
z
⟨nˆ1↓Dˆ2⟩0,
(2.51)
where as in the one band case z = ⟨Pˆ2⟩0. The various fractions in Equation (2.51) can be expressed
in terms of multi-occupancies. For example, for the first term in Equation (2.51), y1↑z , can be re-
expressed as,
y1↑
z
=
√
⟨Eˆ⟩ ⋅ ⟨Pˆ1↑⟩
⟨Eˆ⟩0 ⋅ ⟨Pˆ1↑⟩0
. (2.52)
The is true because the expectation values of the projection operators, Eˆ and Pˆ1↑, before and after
projection are related by simple factors. In this example,
⟨Eˆ⟩= 1
z
⟨Eˆ⟩0, (2.53a)
⟨Pˆ1↑⟩=
y21↑
z
⟨Pˆ1↑⟩0. (2.53b)
The expectation in the uncorrelated state can be easily evaluated since the local density matrix is
assumed to be diagonal. The final result for gt1↑ is,
gt1↑ =
(√
ep1↑+
√
d11 p1↓+
√
d↑↑p2↑+
√
d↑↓p2↓
+
√
d22t1↑+
√
d↓↑t2↑+
√
d↓↓t2↓+
√
f ⋅ t1↓
)/√
n01↑
(
1−n01↑
)
,
(2.54a)
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where e = ⟨Eˆ⟩ and pασ = ⟨Pˆασ⟩, etc., are the probabilities of the respective multi-occupancies as
sketched in Figure 2.12. The results for other Gutzwiller factors are obtained similarly. The results
are,
gt1↓ =
(√
ep1↓+
√
d11 p1↑+
√
d↓↑p2↑+
√
d↓↓p2↓
+
√
d22t1↓+
√
d↑↑t2↑+
√
d↑↓t2↓+
√
f ⋅ t1↑
)/√
n01↓
(
1−n01↓
)
,
(2.54b)
gt2↑ =
(√
ep2↑+
√
d22 p2↓+
√
d↑↑p1↑+
√
d↓↑p1↓
+
√
d11t2↑+
√
d↑↓t1↑+
√
d↓↓t1↓+
√
f ⋅ t2↓
)/√
n02↑
(
1−n02↑
)
,
(2.54c)
gt2↓ =
(√
ep2↓+
√
d22 p2↑+
√
d↑↓p1↑+
√
d↓↓p1↓
+
√
d11t2↓+
√
d↑↑t1↑+
√
d↓↑t1↓+
√
f ⋅ t2↑
)/√
n02↓
(
1−n02↓
)
.
(2.54d)
Since we have the constraints that the spin resolved local densities are the same before and after
the projection, niασ = n0iασ, we should have the following constraints in the renormalized Hamilto-
nian,
∑
iασ
λiασ
(
nˆiασ−n0iασ
)
. (2.55)
The λiασ’s are determined by taking partial derivatives of the renormalized Hamiltonian with respect
to n0iασ. The single occupancy probabilities piασ does not cost interaction energy and are replaced
by expressing them in terms of multi-occupancy probabilities and the local particle densities with
the following relations (suppressing site index),
p1↑ = n1↑−d11−d↑↓−d↑↑t1↑− t2↑+ t2↓− f , (2.56a)
p1↓ = n1↓−d11−d↓↑−d↓↓t1↓− t2↑+ t2↓− f , (2.56b)
p2↑ = n2↑−d22−d↑↑−d↓↑t1↑− t1↓+ t2↑− f , (2.56c)
p2↓ = n2↓−d22−d↓↓−d↑↓t1↑− t1↓+ t2↓− f . (2.56d)
2.4 Equivalence between Gutzwiller Approximation and Slave Boson
approach
As was mentioned, there are deep connection between the Gutzwiller approximation and Kotliar-
Ruskenstein slave-boson functional integration at saddle point. The two were shown to be equivalent
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in infinite dimensions. A recent paper also identified the equivalence of the Gutzwiller approxima-
tion and slave-boson mean field in multiband Hamiltonians [43]. It is instructive to review the
slave-boson mean field theory here. The basic idea is to enlarge the local Fock space so that it con-
tains, in addition to the original fermions, four auxiliary boson states. The annihilation operators of
these bosons are ei, piσ and di, denoting an empty state, singly occupied state with spin σ and dou-
bly occupied state, respectively. The following constraints have to be satisfied in order to eliminate
the unphysical states,
Pi = e
†
i ei+∑
σ
p†iσpiσ+d
†
i di−1≡ 0, (2.57a)
Qiσ = c
†
iσciσ− p†iσpiσ−d†i diσ = 0, (2.57b)
where the first constraint (2.57a) is the completeness relation and the constraints in Equation (2.57b)
originate from the two different ways of counting the fermion numbers. Under these constraints the
original Hubbard Hamiltonian is equivalent to,
ˆ˜H =−∑
i,jσ
tijc
†
iσz˜
†
iσz˜jσcjσ+U∑
i
d†i di, (2.58)
with z˜iσ being,
z˜iσ = e
†
i piσ+ p
†
iσ¯di. (2.59)
The physical meaning of the operator z˜iσ is clear. Annihilation of a fermion by ciσ is accompanied
by two bosonic processes: One that destructs a singly occupied state and creates an empty state cor-
responding to the first term in Equation (2.59) and the other process involves destroying a doubly
occupied state and leaving behind a singly occupied σ¯ state, corresponding to the second term in
Equation (2.59). As was pointed out by Kotliar and Rukenstein the choice of z˜iσ is not unique; it
could be any combination of Liσz˜iσRiσ such that Liσ and Riσ are diagonal and Liσ = 1 in the empty
and σ¯ states and Riσ = 1 in the σ and doubly occupied states. The choice of Liσ and Riσ does not
change the fact that Equation (2.58) has the same matrix elements as the original Hamiltonian as
long as the constraints are taken care of exactly. In the saddle point solution, however, a particular
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choice of Liσ and Riσ has to be made since the constraints are enforced only on average. A reason-
able choice is such that the renormalization of fermion hopping process is unity in the uncorrelated
limit, U = 0. The following choice fulfills this requirement,
Liσ =
(
1−d†i di− p†iσpiσ
)−1/2
, (2.60a)
Riσ =
(
1− e†i ei− p†iσ¯piσ¯
)−1/2
. (2.60b)
When replacing the bosonic operators ei, piσ and di with their saddle point values, we arrive
at a mean field Hamiltonian with the hopping renormalized just as in the treatment of Gutzwiller
approximation. It is straightforward to see that the renormalization factors in these to approaches
are the same. The advantage of slave boson theory is that it can calculate the quantum fluctuation
around the saddle point solution.
The slave boson approach can also be applied to the case of multiband systems. Here we show
how the saddle point slave boson approach is applied to a multiband Hamiltonian with general
interactions, where in addition to the density-density interaction a Hund’s rule coupling JH and a pair
hopping JP term are included. For cubic symmetric systems these parameters are not independent,
U−U ′ = 2JH. We can Write down the interacting part of the Hamiltonian HˆI as,
HˆI = ∑
i,α,σ
∆ασc†iασciασ+U∑
iα
nˆiα↑nˆiα↓+U ′ ∑
i,α>β
nˆiαnˆiβ
− JH ∑
i,α>β
Siα ⋅Siβ+ JP ∑
i,α∕=β
c†iα↑c
†
iα↓ciβ↓ciβ↑,
(2.61)
where we have also included the crystal field splitting ∆ασ as part of the interaction. It is noted that
all the interaction are local in space, i.e., HˆI =∑i HˆI(i). Ignoring the site index i, the local interaction
term can also be written in terms of the local Fock states,
HˆI =∑
n,n′
∣n⟩Hn,n′I ⟨n′∣, (2.62)
where the local Fock state ∣n⟩ is,
∣n⟩= ∣n1↑, ⋅ ⋅ ⋅nM↓⟩=∏
ασ
(
c†ασ
)nασ ∣vac⟩, (2.63)
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where ∣vac⟩ is the vacuum state with not particles and nασ = 0 or 1. We can diagonalize Equa-
tion (2.62),
HˆI =∑
Γ
EΓ∣Γ⟩⟨Γ∣, (2.64)
where EΓ is the eigen energy and the eigen basis state ∣Γ⟩ is a unitary transformation of the Fock
states ∣n⟩,
∣Γ⟩=∑
n
TnΓ∣n⟩. (2.65)
With each eigen basis state ∣Γ⟩ we associate a bosonic state, φ†Γ∣vac⟩. A physical creation oper-
ator c†ασ can then be written as,
c†ασ = ∑
Γ,Γ′
DασΓΓ′LασRασφ
†
ΓφΓ′ f
†
ασ. (2.66)
The meaning of this equation is that creation of a physical particle ∣ασ⟩ is always associated with
the creation of a fermion, f †ασ, and this creation of the fermion is accompanied by bosonic processes
φ†ΓφΓ′ that change the local Fock state. The coefficient D
ασ
ΓΓ′ determines the probability of the associ-
ated bosonic process. Lασ and Rασ are renormalization factors to ensure that in the non-interacting
limit the saddle point solution gives physical results. A working choice of Lασ and Rασ similar to
the ones chosen in the one band case is,
Lασ =
1√
nασ
, (2.67a)
Rασ =
1√
1−nασ
, (2.67b)
The physical interpretation of this choice is clear: Rασ means that before the creation of the particle
the state is available and Lασ ensures that the creation has actually happened.
It is intuitive that the probability DασΓΓ′ is,
DασΓΓ′ = ∣⟨Γ∣c†ασ∣Γ′⟩∣2 (2.68)
From Equation (2.65) this could be expressed as,
DασΓΓ′ =∑
n,n′
∣TnΓTn′Γ′ ∣2⟨n∣c†ασ∣n′⟩∣2. (2.69)
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As an application, let us consider a simpler two-band model where the on-site Hubbard U is
infinite, U = ∞. The Fock states are then restricted to those with no double occupation on each
orbital. By also ignoring the pair hopping term, the interacting part is,
HˆI =∑
i
U ′nˆ1(i)nˆ2(i)− JHS1(i) ⋅S2(i) (2.70)
By diagonalizing HˆI one gets the eigen basis states ∣Γ⟩ and their corresponding energy EΓ as shown
in Table 2.1.
Table 2.1: Local eigen states and energies for the U = ∞ two band model.
No. ∣Γ⟩ Stot Sz Energy probability
1 ∣ /0, /0⟩ 0 0 0 e
2 ∣↑, /0⟩ 1/2 1/2 0 p1
3 ∣↓, /0⟩ 1/2 -1/2 0 p1
4 ∣ /0,↑⟩ 1/2 1/2 0 p2
5 ∣ /0,↓⟩ 1/2 -1/2 0 p2
6 ∣↑,↑⟩ 1 1 U ′− JH/4 d1
7 ∣↓,↓⟩ 1 -1 U ′− JH/4 d1
8 (∣↑,↓⟩+ ∣↓,↑⟩)/√2 1 0 U ′− JH/4 d1
9 (∣↑,↓⟩− ∣↓,↑⟩)/√2 0 0 U ′+3JH/4 d0
In the paramagnetic state one has, e = φ∣ /0, /0⟩, p1 = φ∣↑, /0⟩ = φ∣↓, /0⟩, p2 = φ∣ /0,↑⟩ = φ∣ /0,↓⟩,d0 =
φ 1√
2
(∣↑,↓⟩−∣↓,↑⟩), d1 = φ∣↑,↑⟩ = φ∣↓,↓⟩ = φ 1√
2
(∣↑,↓⟩±∣↓,↑⟩). Then the interacting energy is,
⟨HˆI⟩=U ′
(
d20 +3d
2
1
)− 3
4
JH
(
d21 −d20
)
. (2.71)
For c†1↑ the matrix elements are,
D1↑∣↑, /0⟩∣ /0, /0⟩ = 1, (2.72a)
D1↑∣↑,↑⟩∣ /0,↑⟩ = 1, (2.72b)
D1↑1√
2
(∣↑,↓⟩+∣↓,↑⟩)∣ /0,↓⟩ =
1
2
, (2.72c)
D1↑1√
2
(∣↑,↓⟩−∣↓,↑⟩)∣ /0,↓⟩ =
1
2
. (2.72d)
This immediately leads to,
c†1↑ =
ep1+ 12 (d0+3d1) p2√
n1↑ (1−n1↑)
f †1↑, (2.73)
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which is in agreement with Equations (5-7) of Kusunose et al. [44].
Up to this point, both the Gutzwiller approximation and the slave boson saddle point solution are
not explicitly spin rotation invariant as the Hubbard and t-J model are in fact spin rotation invariant.
In the Gutzwiller approximation with spin dependent fugacity, spin rotational symmetry is explicitly
broken by choosing a magnetization either in the z-direction of in the xy-plane. The same applies
to the Kotliar-Rukenstein slave boson approach. Li, Wölfle, and Hirschfeld [45] extended the slave
boson approximation to a formalism of spin rotation invariant by representing the singly occupied
states with a 2× 2 spin matrix. A more recent generalization of the spin rotation invariant slave
boson approach to multiorbital models was introduced by Lechermann et al. [46]. Bünemann and
Gebhard [43] showed that this is indeed equavilant to a generlized Gutzwiller approximation for
a multiorbital system in infinite dimension. Lanatà [47] et al. arrived at the same conclusion by
considering the Kondo lattice model as a two-orbital model (with double occupation completely
projected out on one orbital).
2.5 Discussion
As was mentioned at the beginning of the chapter, there are several different forms of Gutzwiller
approximation. Notably, in the magnetic state the statistical counting of Ogawa and Zhang et al.
does not agree with the spin dependent fugacity approach. In this section we compare these different
types of approximation and identify their respective limitations.
Let us first derive the Gutzwiller factors for an AFM trial wavefunction by statistical counting.
The method of statistical counting is both intuitively and physically clear. Here we follow Ogata et
al. [38] to formulate the Gutzwiller factors for the hopping process of an AFM trial state with no
double occupancy. This situation suites either a U =∞ Hubbard model or a t-J model. Suppose the
sublattice magnetization is m, and the moment is in the z-direction, i.e.,
n0i↑−n0i↓ = 2m, i ∈ sublattice 1,
n0j↑−n0j↓ =−2m, j ∈ sublattice 2
(2.74)
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The expectation value of the projection operator is,
⟨Pˆ2⟩0 = ∑
config.
ωNA1A1 ω
NB1
B1 ω
NE1
E1 ω
NA2
A2 ω
NB2
B2 ω
NE2
E2 , (2.75)
where ωA1 is the probability of a sublattice 1 site being in singly occupied ↑-spin state, ωA2 is the
probability of a sublattice 1 site being in ↓-spin state and ωE1 is the probability of a sublattice 1 site
being empty. Similar designation applies to sublattice 2. The summation in Equation (2.75) is for
all the configurations that have NA1 sublattice 1 sites in singly occupied ↑-spin state, NB1 sublattice
1 sites in singly occupied ↓-spin state, and so on. The constraint is that all the lattice site should be
in one of these states and that they give the correct number of electrons in the system. That is, the
following constraint equations are to be satisfied,
NA1+NB1+NE1 =
N
2
, (2.76a)
NA2+NB2+NE2 =
N
2
, (2.76b)
NA1+NA2 =
Ne
2
, (2.76c)
NB1+NB2 =
Ne
2
, (2.76d)
where N is the number of lattice sites and Ne is the number of electrons in the system. From
elementary probability theory, the summation over configurations in Equation (2.75) can be written
as,
⟨Pˆ2⟩0 = ∑
NA1,NB1
(N
2
)
!
NA1!NB1!NE1!
(N
2
)
!
NA2!NB2!NE2!
ωNA1A1 ω
NB1
B1 ω
NE1
E1 ω
NA2
A2 ω
NB2
B2 ω
NE2
E2 . (2.77)
Because of the constraints in Equations (2.76), the summation is done over NA1 and NB1 only in
Equation (2.77). In the thermodynamic limit, the summation in Equation (2.77) can be approxi-
mated by the largest term. As in statistical mechanics, the largest term is found by taking derivative
of the logarithm of Equation (2.75). Sterling’s formula is also used to simplify the expression. The
result is that the largest term is at,
NA1 = N¯A1 =
Ne
2
n↑(1−n↓)
n−2n↑n↓ , (2.78a)
NB1 = N¯B1 =
Ne
2
n↓(1−n↑)
n−2n↑n↓ . (2.78b)
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⟨Pˆ2⟩0 is then approximated by setting NA1 and NB1 to these values without doing the summation
in Equation (2.77). Other expectation values in the uncorrelated state can be calculated similarly.
The result for the Gutzwiller factor of hopping between the two sublattices is the same as that in
Equation (2.29a). This is very different from what was derived in SUGA. It clearly disfavors anti-
ferromagnetism because of the 4m2 on the denominator. One can also derive a Gutzwiller factor for
the spin-spin term in the t-J model. The result is the same as what was shown in Equation (2.29b).
Not surprisingly, this approach does not produce AFM in the t-J model. While VMC calculations
show a coexistence phase of AFM and paring state for doping x < 0.1. Another limitation of this
approach is evident from the process of the above derivation, it applies only to uniform phases.
Equation (2.75) is only valid for uniform sublattices. While the formulation in SUGA takes a local
approach.
Within this approach, the absence of antiferromagnetism in the t-J model is corrected by Ogata
et al. by incorporating further spatial correlations. They found that the Gutzwiller factor gzz is en-
hanced compared with the transverse component g+−. As a function of sublattice magnetization,
m, gzz has a maximum. With the new set of Gutzwiller factors they can have a phase diagram for
the t-J model more or less consistent with the VMC results. But the derivation is obscured by con-
sidering various real space diagrams that have extra contribution to the Gutzwiller factors. Further,
it seems, from the derivation, the direct application of the method to inhomogeneous systems is
not warranted. Perhaps the bigger hurdle for the application of this kind of extension to Gutzwiller
approximation is its complexity. For example, the hopping renormalization they obtained is [38],
gtAB =
2x(1− x)
1− x2+4m2 ⋅
(1+ x)2−4m2−2X2
(1+ x)2−4m2 a, (2.79a)
X2 = 2(χ2+∆2), (2.79b)
a = 1+
4X
(1− x2+4m2)2
, (2.79c)
X = 2x2
(
∆2−χ2)+8m2 (χ2+∆2)+4(χ2+∆2)2 . (2.79d)
The expression is daunting at the very least. The complexity of the approach is such that a finite U
expression for the Gutzwiller factors is yet to be formulated.
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The derivation of the Gutzwiller factors by statistical counting does have its advantages. It
is constructed in the same spirit of VMC and as such its results can be directly compared with
VMC results since conventional VMC’s are done with particle numbers being fixed. Even the
Gutzwiller factors can be estimated from VMC and comparison can be made with Gutzwiller ap-
proximation [48].
There is yet another local approach to Gutzwiller approximation that employs spin independent
fugacities [49], i.e., yi↑ = yi↓ = yi in Equation (2.5) for a single band model. The local particle
density ni is invariant before and after projection. The local projection operator is written as,
Pˆi = Eˆi+ yiQˆi+giy2i Dˆi. (2.80)
Starting from this equation and the requirement that ⟨nˆi⟩ = n0i , one obtains the same Gutzwiller
factors as from simple statistical counting in uniform states. The advantage of this approach is its
simplicity and its applicability in the case of an inhomogeneous trial wavefunction. This approach
is sometimes termed as canonical scheme since the particle number is fixed. Ko et al. [50] applied
spin dependent fugacities in their derivation of the Gutzwiller approximation. But at the same
time they also worked in the canonical scheme. For the t-J model, by configuration counting they
arrived at the same Gutzwiller factor for hopping as in Equation (2.31). In a magnetic state their
Gutzwiller factors for the SiSj also breaks rotational symmetry. But their expression does not restore
the common result in a nonmagnetic state, where all other schemes of Gutzwiller approximation
agree. Moreover even in a nonmagnetic state the Gutzwiller factors g+− and zz do not agree. It then
seems that when choosing spin dependent fugacities, one should also at the same time work in a
grand canonical scheme (see below).
When the trial wavefunction does not conserve the total particle number it was found [51] that
inclusion of a fugacity is necessary to ensure the average particle number before and after projection
do not change. And this approach is called grand canonical scheme. For the same reason when spin
symmetry is broken in the z-direction, the total ↑-spin particle number and ↓-spin particle number
are not conserved and in the same principle one should include spin dependent fugacities to ensure
the spin resolved average particle numbers are invariant by the projection. Fukushima [52] gave a
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simple explanation as to why in the magnetic state projection changes the magnetic moment: Since
the wavefunction is a superposition of states with different eigen values of Sz, states with larger
values of Sz is less affected by the projection than the states with smaller Sz. This is because for
states with large Sz double occupancy is already reduced and projecting out of double occupancy
will not take away as much weight as for the small Sz states. One needs spin dependent fugacities to
keep track of the change. On the other hand if one stays with a wavefunction that has fixed number
of ↑-spin particles, N↑, and fixed number of ↓-spin particle, N↓, one should not have to worry about
the effect of projection on total spin since it is conserved. The philosophy is that if one deals with
a trial wavefunction that does not conserve a quantity then a fugacity for that quantity is needed to
keep track of uneven projection of that quantity. This is why in the inhomogeneous trial states one
need site dependent fugacities.
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CHAPTER 3
INHOMOGENEOUS STATES IN THE t-J MODEL
3.1 Copper Oxide Superconductors – An Introduction
In 1986, while working at IBM in Zürich Switzerland, Georg Bednorz and Alex Müller [5] discov-
ered superconductivity in the perovskite material La2−xBaxCuO4 (LBCO), where x is the number
of Ba dopants replacing La. This discovery came as a huge surprise since the transition temperature
Tc was at 35K, 12K higher than the then record holder Ni3Ge [53] for more than a decade. This
created a frenzy of activities searching for superconductors with even higher Tc . In 1987, Wu et
al. [54] reached the Tc of 93K in the compound YBa2Cu3O7−δ (YBCO). The current record holder
of Tc is the mercury based compound HgBa2Ca2Cu3O8+δ [55], having a Tc around 138K [56]. Since
all these compounds are copper oxide based, this family of superconductors are called cuprate su-
perconductors. More often than not, however, since Tc is much higher than the elemental or alloy
superconductors, they are referred to as high-Tc superconductors.
The common ingredient to the high-Tc superconductors is that they all contain one or more lay-
ers of copper-oxygen planes, CuO2 as show in Figure 3.1. It is the current consensus [57] that the
physics of high-Tc superconductivity is essentially contained in the CuO2 planes. The copper ion is
in the 3d9 configuration; it is ionized to lose one 4s electron and one 3d electron. Then the parent
compound contains one d hole per unit cell and according to band theory it should be conduct-
ing. But on the contrary, experiments showed clearly that they are insulating. Actually, the parent
compound is strongly antiferromagnetic (AFM). This is due to the strong repulsion when putting
two holes on the same Cu site. And this strong repulsion produces a Mott insulator. Due to strong
spin ordering tendency, the system is also in the AFM state. Holes are introduced into the system
by substitution of trivalent ions with divalent ones (e.g., replacing La with Ba as in LBCO), or by
excess of oxygens as in YBCO and Bi2Sr2CaCu2O8+δ (BSSCO). More electrons are introduced in
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Figure 3.1: Crystal structure of parent compound La2CuO4.
Nd2CuO4 [58] by substituting some of the Nd3+ with Ce4+ ions. Doping electrons or holes into the
parent compound suppresses the AFM phase and produces a superconducting state. As can be seen
from Figure 3.2, hole doping rapidly suppresses the magnetic phase while in the electron doped
side the magnetic state persists to much higher carrier concentrations. Nevertheless, both sides of
the phase diagram contain a superconducting dome. Samples with carrier concentrations having
the maximum Tc is called optimally doped, lower concentrations underdoped and higher concen-
trations overdoped. Another important feature of the hole doped phase diagram is the presence of
the pseudogap [59, 60] in the region above the superconducting dome in the underdoped regime,
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where superconductivity vanishes yet a “gap” persists. The Fermi surface is partially gapped in the
anti-nodal region, leaving only disconnected Fermi arcs [61, 62]. In most theories this gap is ei-
ther assigned to some order competing with the superconducting order or pre-formed pairs without
phase coherence. No pseudogap is observed on the electron doped side of the phase diagram.
Figure 3.2: The typical phase diagram of cuprate superconductors on the carrier concentration x
and temperature plane. Left panel is electron doping and the right panel is hole doping. Adapted
from Damascelli et al. [1].
Soon after the discovery of high-Tc superconductors, it was realized that phonon mediated inter-
action could not produce such high transition temperatures. The Bardeen-Cooper-Schrieffer (BCS)
theory of superconductivity does not explain many of the properties of cuprates, such as the un-
usually high Tc, particle-hole asymmetry and the absence of zero energy peak in the vortex core as
predicted by BCS theory. Detailed local density approximation calculations [63, 64] conclude that
phonon alone can not account for the dispersion anomaly (“kink”) [65, 66, 67, 68, 69].
Although there are debates on what the pairing mechanism is in high-Tc superconductors, many
believe that strong correlation is the key to understanding the underlying physics. Shortly after the
discovery of high-Tc superconductors, Anderson [70] suggested that a one band Hubbard model with
large U on a square lattice is an appropriate starting point. He postulated that the resonating valence
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bond (RVB) state might be a good competing order with the AFM state when the latter is frustrated.
Zhang and Rice [19] showed that the effective Hamiltonian could indeed be reduced to a single band
model by considering large repulsion energy on the Cu site. Their result is the t-J mode. Anderson’s
idea to construct an RVB state by projecting out the double occupation was later implemented by
Gros [71, 72]. It was found that the projected d-wave superconducting state was the variational
ground state for the t-J model over a range of doping. The possibility of superconductivity in the
Hubbard model was investigated even before the discovery of high-Tc superconductors. Scalapino
et al. [73] showed a d-wave singlet pairing instability in the Hubbard model on a cubic lattice by
applying the paramagnon theory [74, 75, 76].
Here we follow the viewpoint that the physics of high-Tc superconductors is the physics of
doping a Mott insulator [57]. It is true that a single band Hubbard model or t-J model can not
explain all the experimental findings in cuprate superconductors. But understanding the simple
models, in particular how they become superconducting and how the pseudogap is formed, should
be the first step toward understanding high-Tc superconductivity. The key point to notice is that
strong correlation plays a major role in these materials.
For more than two decades since the discovery of the cuprate high-Tc superconductors [5],
researchers have been looking for higher Tc materials both within the cuprate family and out-
side. These materials research has lead to the synthesis of several novel superconductors, such
as Sr2RuO4 [77] and NaxCoO2/1.3H2O [78]. Although these materials have relatively low Tc’s,
they do provide hope that a family of compound superconductors other than the cuprates could be
found. This was realized by Hosono et al. in 2006, in the iron-based superconductor LaOFeP [79]
and its F and As doped compounds. The F doped compound, La[O1−xFx]FeAs with x= 0.05−0.12
has a Tc of 26K [80]. Soon after, Tc reached 56K by substitution of La with Sm [81, 82] and a series
of other compounds of the iron pnictide superconductors were discovered. At this point it is still
not clear superconductivity in the Fe-base family is driven by strong interaction. Also it seems that
a multi-band theory is necessary, which is more complicated than the cuprate case. In this chapter
we focus primarily on the high-Tc superconductors, the cuprates, on the hole doped side.
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3.2 the Supercell Technique
Nx
y
N
Figure 3.3: Schematics of the supercell lattice in 2D. Thick lines form the supercell lattice while
dotted lines form the original lattice. A supercell consists of Nx×Ny original unit cells.
In this section we discuss a calculational technique that treats periodic solutions of a system.
We will work in two dimensions. Suppose we are looking for solutions that enlarge the unit cell
to be Nx×Ny of the original unit cell, see Figure 3.3. To be specific, we study the t-J model with
Gutzwiller approximation without magnetic order such that gzz = g+− = gJ . The mean field order
parameters have periodicity of Nx along the x-direction and Ny along the y-direction. For example,
the charge density ni is translational invariant with the translation vectors Nxxˆ and Nyyˆ. Here the
lattice vector of the original lattice is set to be 1. A quantity can be indexed by (I, i) with the first
index to identify a supercell and the second to locate its position within that supercell. The mean
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field Hamiltonian is then,
Hˆ =− ∑
⟨Ii,Jj⟩σ
[(
tIi,JjgtIi,Jj+g
χ
Ii,Jjχ
∗
Ii,Jj
)
c†IiσcJjσ+h.c.
]
− ∑
⟨Ii,Jj⟩
[
g∆Ii,Jj∆
∗
Ii,Jj
(
cIi↑cJj↓− cIi↓cJj↑
)
+h.c.
]
+∑
Iiσ
(UIi−µ f )c†IiσcIiσ+∑
Ii
λIi
(
∑
σ
c†IiσcIiσ+ xIi−1
)
+ ∑
⟨Ii,Jj⟩
(
gχIi,Jj∣χIi,Jj∣2+g∆Ii,Jj∣∆Ii,Jj∣2
)
,
(3.1)
where gχIi = g
∆
Ii =
3
8 g
J
Ii and UIi is an external potential at site (I, i). xIi = 1− nIi is the local dop-
ing density. As usual, the summation ∑⟨Ii,Jj⟩ is done for nearest neighbor pairs (I, i) and (J, j).
Writing the factors for the bond and pairing channel separately has the advantage that the formu-
lation will be valid even when this symmetry is broken in certain situations, such as when nearest
neighbor Coulomb interaction is included. Treating the nearest neighboring Coulomb interaction
quantum mechanically, i.e., decoupling in both the bond and pairing channel will make the effective
Gutzwiller factor different for these two channels. Making a Fourier transformation of the operators,
cIiσ =
1√
MxMy
∑
k
ckiσeik⋅I,
c†Iiσ =
1√
MxMy
∑
k
c†kiσe
− ik⋅I,
(3.2)
where Mx is the number of supercells along the x-direction and My the number of supercells along
the y-direction. Here kx and ky are defined in the Brillouin zone of the superlattice,
kx =
2pi
Nx
mx
Mx
,
ky =
2pi
Ny
my
My
,
(3.3)
where the integers mx and my go from 1 to Mx and My, respectively. By substituting Equation (3.2)
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into Equation (3.1) we have,
Hˆ =− ∑
⟨Ii,Jj⟩
[(
tijgtij+g
χ
ijχ
∗
ij
) 1
MxMy
∑
kk′σ
c†kiσck′jσe
− ik⋅I+ik′⋅J+h.c.
]
− ∑
⟨Ii,Jj⟩
[
g∆ij∆
∗
ij
1
MxMy
∑
kk′
(
cki↑ck′j↓− cki↓ck′j↑
)
eik⋅I+ik
′⋅J+h.c.
]
+∑
Ii
(Ui+λi−µ f ) ∑
kk′σ
1
MxMy
c†kiσck′iσe
− i(k−k′)⋅I
+MxMy∑
i
λi(xi−1)+ ∑
⟨Ii,Jj⟩
(
gχIi,Jj∣χIi,Jj∣2+g∆Ii,Jj∣∆Ii,Jj∣2
)
(3.4)
The summation ∑⟨Ii,Jj⟩ is broken into three pieces, one that with I = J, a second with I = J+Nxxˆ
and the third with I = J+Nyyˆ. With this break-up, the term on the first line of Equation (3.4) can
be rewritten as,
− ∑
⟨Ii,Jj⟩
[(
tijgtij+g
χ
ijχ
∗
ij
) 1
MxMy
∑
kk′σ
c†kiσck′jσe
− ik⋅I+ik′⋅J
]
=−∑
I
∑
⟨i,j⟩′
(
tijgtij+g
χ
ijχ
∗
ij
) 1
MxMy
∑
kk′σ
c†kiσck′jσe
− i(k−k′)⋅I (3.5a)
−∑
I
Ny
∑
y=1
[
t(y,1)(y,Nx)g
t
(y,1)(y,Nx)+g
χ
(y,1)(y,Nx)
χ∗(y,1)(y,Nx)
]
× 1
MxMy
∑
kk′σ
c†k(y,1)σck′(y,Nx)σe
− i(k−k′)⋅I−ik′⋅Nxxˆ (3.5b)
−∑
I
Nx
∑
x=1
[
t(1,x)(Ny,x)g
t
(1,x)(Ny,x)+g
χ
(1,x)(Ny,x)
χ∗(1,x)(Ny,x)
]
× 1
MxMy
∑
kk′σ
c†k(1,x)σck′(Ny,x)σe
− i(k−k′)⋅I−ik′⋅Nyyˆ, (3.5c)
where ⟨i, j⟩′ means nearest neighboring sites within a supercell. (y,1) and (Nx,y) with y = 1, ⋅ ⋅ ⋅Ny
are sites on the first and last column of a supercell, respectively. (1,x) and (Ny,x) with x = 1, ⋅ ⋅ ⋅Nx
are sites on the first and last row of a supercell, respectively. These columns and rows are singled
out because their neighboring sites involve those from different supercells. By carrying out the
summation over the supercell index I, we have for Equation (3.5a),
−∑
⟨i,j⟩′
(
tijgtij+g
χ
ijχ
∗
ij
)
∑
kσ
c†kiσckjσ, (3.6a)
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for Equation (3.5b),
−
Ny
∑
y=1
[
t(y,1)(y,Nx)g
t
(y,1)(y,Nx)+g
χ
(y,1)(y,Nx)
χ∗(y,1)(y,Nx)
]
∑
kσ
c†k(y,1)σck(y,Nx)σe
− ikxNx , (3.6b)
and for Equation (3.5c),
−
Nx
∑
x=1
[
t(1,x)(Ny,x)g
t
(1,x)(Ny,x)+g
χ
(1,x)(Ny,x)
χ∗(1,x)(Ny,x)
]
∑
kσ
c†k(1,x)σck(Ny,x)σe
− ikyNy (3.6c)
We can make a canonical transformation to put the above equations in a more compact form,
c˜kiσ = ckiσei(kx⋅ix+ky⋅iy), (3.7a)
c˜†kiσ = c
†
kiσe
− i(kx⋅ix+ky⋅iy). (3.7b)
In the new set of fermion operators, c˜’s, Equations (3.6a), (3.6b) and (3.6c) can be put together,
− ∑
⟨i,j⟩kσ
(
tijgtij+g
χ
ijχ
∗
ij
)
c˜†kiσc˜kjσe
− iφij(k), (3.8)
where we have finally brought the real space summation to be the usual form; periodic boundary
condition is applied when picking nearest neighbors ⟨i, j⟩. From Equation (3.8) it is seen that com-
pared with the original form, the only difference is to put a phase factor on the operators for each
superlattice k. The phase angle φij(k) is readily determined by inspection,
φij(k) = k ⋅ (i− j) . (3.9)
Similar treatment of the pairing term in Equation (3.4) gives,
− ∑
⟨Ii,Jj⟩
[
g∆ij∆
∗
ij
1
MxMy
∑
kk′
(
cki↑ck′j↓− cki↓ck′j↑
)
eik⋅I+ik
′⋅J
]
= ∑
⟨i,j⟩k
g∆ij∆
∗
ij
(
c˜ki↑c˜−kj↓− c˜ki↓c˜−kj↑
)
eiφij(k).
(3.10)
It can be checked that further neighboring terms could also be written in the form of Equation (3.8),
with the phase being determined by Equation (3.9). Explicitly, the supercell summation in Equa-
tion (3.1) is transformed into summation over its reciprocal lattice vector k and then the summation
over the index within a supercell is done as if periodical boundary condition is applied to each cell.
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3.3 Staggered flux in the t-J model
Before we turn to look for inhomogeneous states in the t-J model we would introduce the staggered
flux phase (SFP) in the non-superconducting state. This is done for a trial state with no pairing. Or
equivalently, the Wick contraction for ciσcjσ¯ is zero in Equations (2.37a), (2.37b) and (2.37c). First,
we restrict ourselves to the case where hopping integrals beyond the nearest neighbors are zero. In
this case, the uniform normal state of t-J model has an instability toward the SFP [83, 84, 85] for
small to moderate doping. The SFP is a mean field solution of the t-J model where time reversal
symmetry is broken. A current flows along a plaquette. Ubbens and Lee [86] found that when
doping x¯ is smaller than 0.08J/t, the SFP is favored over the d-wave pairing state close to the
pairing-gap transition temperature. The stability of the SFP is dependent of the ratio t/J; smaller
t/J favors stronger current. In the form of the mean field equation, Equation (3.17), where we set
out to look for inhomogeneous states, the SFP does not coexist with the paired state. The SFP does
coexist with the paired state when the strength in the pairing channel is weakened relative to the
bond channel due to long range Coulomb interaction [87]. Here we tend to look for solutions of
pure flux phase, i.e., ∆ij = 0. In the SFP, the bond order parameter χij acquires a phase dependent
on the direction of the bond and the unit cell is doubled. Without further translational symmetry
breaking (i.e. the uniform SFP),
χij = χe± iθ, (3.11)
where the sign in the phase is shown in Figure 3.4. The phase is either +θ or −θ depending on
whether
−→
ij goes along or against the arrow in Figure 3.4.
The uniform SFP is readily solved by going to k-space,
H =−t ∑
⟨i,j⟩σ
gtij
(
c†iσcjσ+h.c.
)
− 3
8
J∑
⟨i,j⟩
gJijχ
∗
ij
(
c†i↑cj↑+ c
†
i↓cj↓
)
+h.c.−µ∑
iσ
c†iσciσ
=−tgt∑
kσ
γ+(k)c†kσckσ−
3
8
JgJχ1∑
kσ
γ+(k)c†kσckσ−µ∑
kσ
c†kσckσ
+ i
3
8
JgJχ2∑
kσ
γ−(k)c†kσck+Qσ,
(3.12)
where χ= χ1+ iχ2, γ+(k) = 2(coskx+cosky) and γ−(k) = 2(coskx−cosky) and Q= (pi,pi). Since
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in the SFP the Brillouin zone is reduced to half of the original zone, the summation over the original
Brillouin zone can be transformed to the summation over the reduced zone, by noting that γ±(k+
Q) =−γ±(k),
H =−∑′
kσ
(
tgt +
3
8
JgJ
)
γ+(k)
(
c†kσckσ− c†k+Qσck+Qσ
)
−µ∑′
kσ
(
c†kσckσ+ c
†
k+Qσck+Qσ
)
+∑′
kσ
i
3
8
JgJχ2γ−(k)
(
c†kσckσ− c†k+Qσck+Qσ,
) (3.13)
where the ′ in ∑′ denotes that the summation is over the k’s in the reduced Brillouin zone. Equa-
tion (3.13) can be diagonalized in the basis of (ckσ ck+Qσ),
H = ∑′
kσ
(
c†kσ c
†
k+Qσ
)
필
⎛⎜⎝ ckσ
ck+Qσ
⎞⎟⎠ (3.14)
with the matrix 필 being,
필=
⎛⎜⎝(−tgt − 38 JgJχ1)γ+(k)−µ i 38 JgJχ2γ−(k)
− i 38 JgJχ2γ−(k) −
(−tgt − 38 JgJχ1)γ+(k)−µ
⎞⎟⎠ , (3.15)
Diagonalizing 필 we have two bands E±(k), symmetric around −µ,
E±(k) =−µ±
√[(
−tgt − 3
8
JgJχ1
)
γ+(k)
]2
+
(
3
8
JgJχ2γ−(k)
)2
(3.16)
The parameters χ1, χ2 and µ can then be calculated through self consistency. Below we give some
rudimentary results of the SFP. One can find fuller results in ref. [86]. The competition of SFP and
d-wave pairing state will not be discussed either. All results are at zero temperature, T = 0.
In Figure 3.5 we show the dependence of the real part χ1 and imaginary part χ2 of the bond
order parameter χ as functions of t/J for two doping levels. As the t/J ratio increases, the SFP is
suppressed since the energy of the system is dominated by the kinetic energy. More running holes
mean higher kinetic energy and thus a smaller t/J is needed to bring the system to a (renormalized)
Fermi liquid state, i.e., χ2 = 0.
The SFP as a function of doping level for fixed t/J = 3 is shown in Figure 3.6. As holes in the
system increase, the phase θ gets smaller and is zero at about x = 0.14.
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Figure 3.4: The phase of order parameter χij = χeiθij . θij = θ if ij is along the arrow on the bond
connecting sites i and j and −θ if ij is against the arrow. It is seen that the unit cell is doubled in
this solution.
3.4 Charge Ordered States in the t-J Model
In this section we study inhomogeneous states in the t-J model using a spatially unrestricted Gutzwiller
approximation as developed in the previous chapter. We find that pa× pa checkerboard order, where
p is a doping dependent number, emerges from Fermi surface instabilities of both the SFP and the
Fermi liquid state with realistic band parameters. In both cases, the checkerboard order develops
at wave vectors (±2pi/pa,0), (0,±2pi/pa) that are tied to the peaks of the wave-vector dependent
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Figure 3.5: The bond order parameter as a function of t/J for two different doping levels, x =
0.1,0.11. The d-wave order parameter is explicitly set to be zero, ∆= 0.
susceptibility, and is of the Lomer-Rice-Scot [88, 89] type. The properties of such periodic, inho-
mogeneous states are discussed in connection to the checkerboard patterns in the local tunneling
density of states discovered in underdoped cuprates.
Spatially inhomogeneous, periodically modulated local density of states (LDOS) has been ob-
served by scanning tunneling microscopy (STM) in high-Tc cuprates under a variety of conditions
where the superconductivity is weakened [90, 91, 92, 93, 94]. The hope that a certain type of
ordered state competing with superconductivity has been raised in connection to the pseudogap
phenomena. The tunneling conductance map exhibits pa× pa checkerboard patterns correspond-
ing to wave vectors (±2pi/p,0), (0,±2pi/p), where p takes on values between 4 and 5. In and
around a vortex core in BSCCO, p∼ 4.3 [90]; p∼ 4 in optimally doped BSCCO in zero magnetic
field [91]; p ≃ 4.7 in underdoped BSCCO in the pseudogap phase above Tc [92]; p ≃ 4 in lightly
doped oxychlorides Ca2−xNaxCuO2Cl2 (Na-CCOC) at very low temperatures [93]; and in substan-
tially underdoped BSCCO, p∼ 4.5 were observed in the dark regions of the conductance map [94].
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Figure 3.6: The bond order parameter as a function of doping x. t/J is fixed at 3.
The nature and the origin of the LDOS modulations, in particular the short coherence length and
the role of dopants [95, 96], are unclear at present. While the incommensurate modulation might
be attributed to interference of d-wave pairing state due to impurity scattering. The finding that a
4×4 pattern exist both in the superconducting and normal state of Na-CCOC hints that an intrinsic
mechanism might be at play. Several novel inhomogeneous electronic states have been proposed
theoretically, including pair density waves [97]; hole Wigner crystal [98]; a Wigner crystal of hole
pairs embedded in a d-wave resonating valence bond (RVB) state [99]; and valence-bond solid with
or without charge order [100].
Strong correlation is known to produce a myriad of phases. The t-J model has an especially
rich phase diagram. Recent density matrix renormalization group calculations performed on small
t-J clusters found approximate checkerboard like patterns with strong one-dimensional stripe char-
acters [101]. How certain inhomogeneous electronic states with checkerboard order arise from the
microscopic t-J model of doped Mott insulators is the focus of this section. We have advocated
the advantages of Gutzwiller approximation in searching for inhomogeneous states. But up to this
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Figure 3.7: Spectral intensity near the Fermi level in the SFP (a) and the Fermi liquid phase with
realistic band parameters (b). Those in the corresponding checkerboard ordered states are shown in
(c) and (d) where sections of the FS with high spectral intensity connected by q∗ are gapped.
point our calculation were actually restricted to uniform solutions. Here we work with SUGA de-
veloped in Chapter 2, which allows us to study large systems in the thermodynamic limits. We
focus primarily on inhomogeneous solutions in the nonsuperconducting phase at moderate doping
where the underlying homogeneous phase exhibits a Fermi surface (FS). Specifically, we consider
the two situations displayed in Figure 3.7 for the spectral intensity of the low energy single-particle
excitations as measured by angle-resolved photoemission (ARPES), in the SFP and the uniform
short-range RVB state [102, 103] with realistic band parameters. The quasiparticle scattering in the
SFP (Case A in Figure 3.7a) is dominated by the wave vector q∗ connecting the tips of the Fermi
pockets with high spectral density. In Figure 3.7b (Case B), the section of the large FS around
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(±pi,0) and (0,±pi) are nested and scattering by the nesting vector q∗ is enhanced. In both cases,
the wave vector dependent susceptibility χ(q) exhibits sharp peaks at q∗ and the system is prone to
superlattice instabilities, akin to the examples discussed by Lomer [88], and Rice and Scott [89] for
two-dimensional band structures with nesting and saddle-points respectively. We show that this in-
deed happens in both cases, leading to inhomogeneous checkerboard ordered states that are lower in
energy than the uniform solutions. The resulting spectral intensity maps are shown in Figures 3.7c
and d where FS sections connected by q∗ are truncated. In Case A, the checkerboard order is a
secondary instability of the SFP that already exhibits a pseudogap in the density of states. Case
B, however, is more significant. The checkerboard order truncates the nested part of the FS close
to (±pi,0) and (0,±pi). This gives rise to a pseudogap around the antinodes of the d-wave pairing
state, leaving behind only “Fermi Arcs”, in agreement with ARPES experiments [61, 62, 104].
As was discussed in Chapter 2, in the non-magnetic state various schemes of Gutzwiller ap-
proximation agree and no ambiguity exists. The renormalized mean field theory of Zhang et al. [37]
gave reasonably good result in the uniform d-wave pairing state. It is believed that when generalized
to the inhomogeneous situation, the Gutzwiller approximation is still able to account for the main
ingredients of the underlying physics. In effect, one studies the following renormalized t-J model,
Hˆ = − ∑
(i,j),σ
gtijtij
(
c†iσcjσ+h.c.
)
−µ∑
i,σ
c†iσciσ
− 3
8
J ∑
⟨i,j⟩,σ
gJij
(
χ∗ijc
†
iσcjσ+h.c.−∣χij∣2
)
− 3
8
J∑
⟨i,j⟩
gJij
[
∆∗ij
(
ci↑cj↓− ci↓cj↑
)
+h.c.−∣∆ij∣2
]
+ ∑
i
λi
(
∑
σ
c†iσciσ+ xi−1
)
. (3.17)
Here µ is the chemical potential, χij = ∑σ⟨c†iσcjσ⟩0 and ∆ij = ⟨ci↑cj↓− ci↓cj↑⟩0 are the the bond/flux
and pairing fields, and tij is the hopping between sites i and j. tij = t between nearest neighbors
(n.n.); t ′ for next n.n. and so on. In the last line of Equation (3.17), xi = 1−⟨∑σ c†iσciσ⟩ denotes the
doped hole density at site i, and the averaged doping concentration is given by x¯ = (1/Ns)∑i xi on a
lattice of Ns sites. Here we work with holes instead of electrons. It is noticed that without magnetic
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order the Gutzwiller factor for the spin-spin term is rotationally invariant, i.e., gzzij = g
+−
ij = g
J
ij. The
Gutzwiller factors are expressed as functions of the local hole densities,
gtij =
√
4xixj
(1+ xi)(1+ xj)
, (3.18a)
gJij =
4
(1+ xi)(1+ xj)
. (3.18b)
Figure 3.8: (a) Density-bond susceptibility map as a function of k and (b) Density-density suscepti-
bility map as a function of k in SFP. The k’s where instability occurs are marked by circles. Average
doping concentration is x¯ = 0.102 in both plots.
There are two new features in the unrestricted Gutzwiller approximation. First, the Gutzwiller
factors depend on the local hole density, In essence, the local doping concentration xi is promoted to
a variational parameter [95]. Second, as an electron hops between sites, the renormalized bandwidth
will change by O(1/Ns). However, the kinetic energy of the occupied states changes by an amount
of order unity, and this energy difference must be reflected in the equilibrium condition by the
local Lagrange multiplier λi in the last term of Equation (3.17). The value of λi is determined by
minimizing the free energy with respect to xi,
λi =∑
j
[
2tij
∂gtij
∂xi
Re(χij)− 3J8
∂gJij
∂xi
(∣χij∣2+ ∣∆ij∣2)]. (3.19)
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Checkerboard Order in the Staggered Flux Phase
Here we look for solutions in the non-magnetic states and the Gutzwiller factors takes on a simpler
form than the general formulae given in Chapter 2. In the rest of the chapter, we choose t/J = 3 and
consider the nonsuperconducting phase where ∆ij = 0 unless otherwise noted.
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Figure 3.9: (a) Susceptibility in the SFP in the density-bond channel along (qx,0). The peak
positions correspond to q∗ = (2pi/4,0), q∗ = (2pi/5,0) for the two doping levels. (b) Density-bond
susceptibility at fixed q∗ = (2pi/4,0) and q∗ = (2pi/5,0) as a function of doping. Also shown is the
doping dependence of inhomogeneity period p = 2pi/q∗x
.
The spectral density, A(k,ω= 0), along the Fermi surface is shown in Figure 3.7a for x¯= 0.102.
To locate the wave vectors at which Lomer-Rice-Scott instabilities may occur, we calculate the static
susceptibilities
Pαβ(q) = ∑
kσ,mn
Λmnα (k,q)Λ
nm
β (k,−q)
f (Emk )− f (Enk+q)
Enk+q−Emk
where Λmnα (k,q) is the coupling vertex in the density, bond, and flux channels labeled by α, Enk is the
quasiparticle band dispersion [105]. We find that all wave-vector dependent susceptibilities exhibit
peaks at q∗= (q∗x ,0),(0,q∗y). The density-bond susceptibility map and density-density susceptibility
map are plotted in Figure 3.8 for average doping concentration x¯= 0.102 in the SFP. As can be seen
the peaks around (q∗x ,0) and (0,q∗y) are more pronounced in the density-bond channel than that of
the density-density channel. To see more clearly how the susceptibility peaked is dependent on
average doping level, the dominant density-bond (x-direction) susceptibility Pdb(q) is plotted in
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Figure 3.9a along (qx,0) for two doping concentrations. The q∗ can be identified with the location
of the sharp (logarithmic) peak which is doping-dependent and generally incommensurate with
the lattice. If an instability occurs at q∗, the ground state will exhibit checkerboard order with a
periodicity p = 2pi/q∗x , which is shown in Figure 3.9b, as a function of doping. In the doping range
of 10− 15%, p varies continuously within 4 and 6. To search for a SUGA solution that allows
static order at q∗ in finite systems, it is advantageous to study doping levels at which q∗ takes on
commensurate values.
It is worth noting that the FS of the SFP is not always like the one shown in Figure 3.7a; it
is band dispersion dependent. Including further neighboring hopping would greatly alter the FS
topology. For example, a next nearest neighbor hopping t ′ would produce a kinetic term of the form
4coskx cosky, which is invariant upon k→ k+Q. Thus for the band dispersion of Equation (3.16)
the chemical potential µ will now be replaced with −µ−4t ′ coskx cosky. In this case both the lower
band and the upper band could be occupied. Both electron and hole pockets could appear. As shown
in Figure 3.10, in addition to the hole pockets around (pi/2,pi/2) there is a hole surface around the
Γ point and an electron pocket around (pi,0). Nevertheless, the hole pockets are still nested as is
apparent from Figure 3.10. This is generally true if hole pockets are produced from folding of
the original Brillouin zone due to unit cell doubling. The unit cell doubling is usually associated
with some type of ordering, AFM or SFP. The hole pockets have to respect the underlying lattice
symmetry and by doing this identical pockets are produced in the Brillouin zone. These identical
pockets are connected by simple vectors, the nesting vector. The same mechanism is present in
the iron pnictide superconductors where the unit cell doubling is due to AFM order. Unlike SFP
in the t-J model, which is yet to be experimentally verified, the AFM state is a common feature in
iron base superconductors. The FS nesting is believed to play an important role in determining the
properties of these compounds.
In Figure 3.9b, the susceptibility at fixed q∗ = (2pi/4,0) and (2pi/5,0) are shown as a function
of doping. The observed peak structures allow the choice of doping to be made. We thus focused on
an average doping x¯ = 0.102 where q∗ is consistent with an instability toward p = 4 checkerboard
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Figure 3.10: Fermi surface in the SFP with a next nearest neighboring hopping t ′ =−0.3t at doping
x = 0.1. Both electron and hole pockets are seen.
order.
We next study the self-consistent, spatially unrestricted solution on 80×80 systems with 4×4
and 8×8 supercells. The xi, λi, and χij within a supercell are determined by the standard iterative
solutions of the self-consistency equations. An additional four-fold symmetry may be enforced to
reduce the number of variational degrees of freedom for faster convergence. Remarkably, the self-
consistent state with p = 4 checkerboard order emerges with a significantly lower energy compared
to the uniform SFP state. The real space checkerboard patterns of local doping xi, staggered pla-
quette flux (−1)i∑□χ′′ij, valence bond χ′i,i+xˆ, and integrated LDOS are shown in Figure 3.11 (a-d).
Their Fourier transforms show dominant peaks at q∗ = (±2pi/4,0) ,(0,±2pi/4). The relative mod-
ulations in the checkerboard state and its ground state energy in comparison to the uniform state
are summarized in Table 3.1. Interestingly, the charge density variations are small (less than 2%)
while the bond and the plaquette flux variations are more significant. The flux-density wave and
bond density wave instabilities in the SFP of the t-J model were first revealed in the slave boson
large-N theory [105]. These results show that weak charge order in the SFP is a byproduct of the
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driving checkerboard order of the valence bond and the plaquette flux. The accompanying weak
charge ordering is in line with STM observations in Na-CCOC [93]. The nesting vector q∗ can be
also explicitly seen by folding the original FS of the SFP. In Figure 3.12 the uniform SFP Fermi
surface folded by the vectors (±2pi/4,0) and (0,±2pi/4) is shown in the right panel. Compared
with the fine structure of the FS shown on the left of Figure 3.12 it is obvious that the checkerboard
FS can indeed be obtained from folding the original FS by q∗.
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Figure 3.11: 2D maps of (a) local doping concentration, (b) staggered plaquette flux, (c) x-direction
bond, and (d) integrated local density of states.
It is important to note that the appearance of the local Lagrange multipliers λi in Equation (3.17)
is essential for the emergence of the checkerboard state with lower energy than its uniform coun-
terpart. Indeed, without λi, a much more inhomogeneous state can emerge as a self-consistent
solution [106], but its energy is significantly higher than the uniform state (see Table 3.1).
The projected spectral function in the Gutzwiller approximation is given by,
A(i, j,ω) =−2ImgtijG(i, j,ω+ i0+), (3.20)
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Figure 3.12: Left: Spectral weight A(k,ω) near the Fermi energy as in Figure 3.7 but also showing
the lower intensity parts. Right: The original Fermi surface (Bold) folded by the nesting vector.
These two plots agree very well, indicating that (±2pi/4,0), (0,±2pi/4) are the only vectors under-
lying the ordering.
Table 3.1: Modulation amplitudes and the energy of the 4× 4 and the 5× 5 checkerboard states
emerging from the SFP and the Fermi liquid state.
x (%) bond (%) flux (%) E0−Euniform(%)
4×4 1.87 12.7 8.76 -1.22
5×5 25.9 155 / -0.167
Ref. [106] 62.4 35.6 94.7 0.347
where G is the real-space retarded Green’s function for the quasiparticles in Equation (3.17). The
Gutzwiller factor arises from projecting the matrix elements of the electron operator between ground
and excited states. The spectral intensity at the Fermi level A(k,ω ≃ 0) maps out the FS shown in
Figure 3.7c. The 4a× 4a checkerboard order opens and gaps out the tips of the Fermi pockets.
The intensity is dominated by the inner branch of the remaining segments due to the anisotropy in
the SFP coherence factors. Fine structures due to zone folding and higher order scattering effects
become visible only after the intensity scale is reduced by four orders of magnitude, see Figure 3.12.
Folding of the original FS by the ordering vector q∗ reproduces the FS of the ordered state. In
Figures 3.13, the band dispersion E(k) extracted from the quasiparticle peaks in A(k,ω) is shown.
The checkerboard order induces a small energy gap at EF in the dispersion along the M-X direction,
which is reflected in the additional dip in the LDOS at the Fermi level. The LDOS, ρ(r,ω) =
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∑k eik⋅rA(k,ω), is shown in Figures 3.14. It retains the general structure of the SFP,exhibiting a
pseudogap in the LDOS. The particle-hole asymmetry is much enhanced at these parameters. It
is worth pointing out that the suppression of the density of states is particle-hole asymmetric and
predominately resides on the occupied side.
Figure 3.13: (a) Quasiparticle dispersion in the checkerboard SFP. (b) Zoom in of the gap near
Fermi level in (a).
Figure 3.14: (a) LDOS at site (1,1). Inset shows the LDOS near Fermi energy. The LDOS for the
uniform SFP is shown in (b) for comparison.
Checkerboard order with realistic band dispersion
Next we examine whether the checkerboard state emerges in the t-J model with further neighbor
hopping, capable of producing the dispersion and the FS observed by ARPES [107]. The hopping
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integrals in Equation (3.17) are chosen to be 6.0,−2.0,0.71,0.7,−0.41,0.07 in units of J from
the nearest up to the sixth neighbors respectively. The corresponding FS in the uniform Fermi
liquid was shown in Figure 3.7b at doping x¯ = 0.11. It reveals the partially nested segments near
(±pi,0) and (0,±pi) with nesting vectors q∗ ≃ (±2pi/5,0),(0,±2pi/5). Similar to the SFP, the
calculated static, wave vector dependent susceptibilities peak at these nesting vectors and is most
pronounced in the density-bond channel. Figure 3.16a displays the (logarithmic) divergence as
q→ q∗, indicating possible instabilities toward spatially inhomogeneous solutions. Nonetheless, as
shown in Figure 3.16b, the checkerboard vector is not the only vector present. Vectors of (±2pi/5,δ)
and (δ,±2pi/5) types also show peaks in the susceptibility plot. This does not affect the appearance
of the FS as shown in Figure 3.7d; the gapped part of the FS is mainly due to the checkerboard q-
vector, q∗. It does have implications on the fine structure of the FS when one goes to lower intensity
scale in plotting A(k,ω≈ 0). In Figure 3.15, we find that the folded FS (Figure 3.15b) by the nesting
vectors does not agree with the fine structure of the FS of the inhomogeneous state. This indicates
that there are secondary vectors the produce the final inhomogeneous state.
On 80× 80 systems with 10× 10 supercells, we find that the spatially unrestricted solution of
Equation (3.17) converges to the checkerboard state with p = 5, consistent with the nesting vector
q∗. The 5a×5a pattern is shown in Figure 3.17a for the local doping concentration. The amplitudes
of the variations in doping and bond (Table 3.1) are significantly larger than in the SFP owing to
the more singular behavior of the susceptibility. The quasiparticle dispersion obtained from the
calculated A(k,ω) near the Fermi level is shown in Figure 3.17c. The checkerboard order opens up
a sizable gap near (±pi,0), (0,±pi) and truncates the nested segments of the original FS as shown in
Figures 3.7d.
The gap near the antinodes and the residual disconnected Fermi arcs around the nodes are remi-
niscent of the pseudogap phenomenology observed by ARPES [59, 60]. It is important to point out
the differences between the checkerboard order induced pseudogap and one that is due to a d-wave
pairing gap. A finite zero-bias conductance must remain due to the finite “volume” of the residual
Fermi arcs, whereas a d-wave paring gap leads to a linearly vanishing LDOS. In Figures 3.17b, d, the
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Figure 3.15: (a) Spectral intensity A(k,ω= 0) as in Figure 3.7d, showing the detailed lower inten-
sity parts. (b) The Fermi surface in Figure 3.7b folded by the vector q∗. The difference in (a) and
(b) is attributed to the presence of other ordering vector in the final state.
calculated ρ(r,ω) in the p = 5 checkerboard state is shown. The gap opening pushes the van Hove
peak down to lower energies, resulting in a substantial lowering of the kinetic energy. However, the
gap opens predominantly on the occupied side, leaving the spectrum particle-hole asymmetric even
at low energies. We find that this feature, also observed in the inhomogeneous SFP in Figure 3.14,
is rather generic of the checkerboard ordered states associated with the partial gapping of the FS.
This is in contrast to the particle-hole symmetric LDOS in a pairing-induced pseudogap state and
the conventional charge density wave state with a fully gapped FS. A direct comparison to the STM
spectra in oxychlorides [93] is difficult since the observed gap is much smaller, and the correla-
tion length of the observed checkerboard pattern is very short (20a), although weak particle-hole
asymmetry in the tunneling spectra is visible.
3.5 Discussion
In conclusion, we have shown that pa× pa ordered states emerge in the t-J model from both the SFP
and the Fermi liquid phase with realistic band parameters for the cuprates. The checkerboard states
we found originate from a generally incommensurate partial FS instability of the Lomer-Rice-Scott
variety, and are different from the bond-ordered states [100] inherent of the spin-Pierls/dimerized
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Figure 3.16: (a) Density-bond susceptibility along (qx,0). (b) Density-bond susceptibility map
showing significant diagonal component of the nesting vector.
spin liquids at half-filling. As such, we expect the observed inhomogeneous states in the unrestricted
Gutzwiller approximation to be robust against projection of double occupation. We have tested that
the checkerboard state is stable in the presence of a weak pairing order parameter and the presence
of long-range Coulomb interaction. However, in the parameter regime investigated, the uniform d-
wave superconducting state always has a lower energy. Thus, the checkerboard ordered state cannot
coexist with d-wave pairing well inside the superconducting phase where the FS has been gapped
out except for point zeros (nodes). Due to such competitions, the checkerboard order discussed here
may arise in the cuprates only where superconductivity is suppressed, around the vortex core, in the
pseudogap regime, and close to the superconducting phase boundary, and may manifest in the form
of fluctuating order pinned by dopant disorder.
We have not included long range Coulomb interaction in the above inhomogeneous state calcu-
lation. In the presence of static inhomogeneity, the Coulomb interaction between charges is unavoid-
able. Strong on-site Coulomb repulsion strongly renormalizes the kinetic energy and suppresses the
screening ability of the charge carriers. Moreover, in low dimensional systems the inhomogeneity
plays a more important role in affecting the electronic properties. Remarkably, the 5× 5 ordered
state emerging from the renormalized Fermi liquid state is robust against Coulomb interaction. We
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Figure 3.17: (a)2D map of the local doping showing 5a× 5a order. (b) Tunneling LDOS around
the Fermi level for several sites. (c) Quasiparticle dispersion. (d) Site averaged tunneling LDOS.
The circle marks the gap opening just below the Fermi level.
have carried out numerical calculations where the long range Coulomb interaction V was treated
in the modified Hartree approximation. This is different from a direct decoupling of the V -term in
Hartree approximation; the uniform background static Coulomb interaction is subtracted from the
total energy. We only calculate the energy due to inhomogeneity. It is found that the 5× 5 solu-
tion is stable for V < 9J. It seems that the 5× 5 state is ordered in such a way that it has minimal
total Coulomb energy. Another issue is that due to dopant ions, the carriers in the CuO2 plane are
inevitably under the influence of out-of-plane static Coulomb field. It turns out that this form of
external field is more detrimental to the checkerboard state since the out-of-plane dopant potential
does not assume any order and thus is not compatible with the checkerboard state. On the other
hand, the checkerboard state from the SFP is less robust against Coulomb interaction, possibly due
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to its much smaller gap.
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CHAPTER 4
MOTT ANDWIGNER-MOTT TRANSITIONS IN DOPED
CORRELATED ELECTRON SYSTEMS
In this chapter we introduce the notion of superMottness to describe the Mott and Wigner-Mott tran-
sition in doped strongly correlated electron systems at commensurate filling fractions away from one
electron per site. We show that superMottness emerges in an inhomogeneous electron system when
the superstructure contains an odd number of electrons per supercell. We argue that superMottness
exists even in the absence of translation symmetry breaking by a superlattice, provided that the
extended or intersite Coulomb interaction is strong. In the latter case, superMottness offers a unify-
ing framework for the Mott and Wigner physics and a nonperturbative, strong coupling description
of the Wigner-Mott transition. We support our proposal by studying a minimal single-band ionic
Hubbard t-U-V -∆ model with nearest neighbor Coulomb repulsion V and a two-sublattice ionic po-
tential ∆. The model is mapped onto a Hubbard model with two effective “orbitals” representing
the two sites within the supercell, the intra and interorbital Coulomb repulsion U and U ′ ∼ V , and
a crystal field splitting ∆. Charge order on the original lattice corresponds to orbital order. Devel-
oping a cluster Gutzwiller approximation, we study the effects and the interplay between V and ∆
on the Mott and Wigner-Mott transitions at quarter-filling. We provide the mechanism by which
the superlattice potential enhances the correlation effects and the tendency towards local moment
formation, construct and elucidate the phase diagram in the unifying framework of superMottness.
4.1 Introduction
The Mott physics, i.e. the transition from band to localized states due to interaction, plays an im-
portant role in materials containing strongly correlated electrons. The usual condition for Mott
transition on a lattice requires half-filling, i.e. one electron per site. Due to Coulomb blocking, the
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electrons are localized and behave as local moments when the on-site Coulomb repulsion U be-
comes larger than the bandwidth of the kinetic energy. The transition metal oxides and rare earths
and actinides, involving narrow bands from the atomic d and f orbitals, are known to exhibit Mot-
tness – a remarkable set of electronic properties due to the proximity to Mott transition [108, 109].
Thus far the study of Mott transition and the associated Mottness has mostly focused on uni-
form systems. In this paper, we propose and develop the notion of superMottness to describe the
Mott physics for inhomogeneous electronic states. This is important because strongly correlated
electron systems have a propensity towards inhomogeneous phases as a result of the frustrated ki-
netic energy. Examples include the transition metal chalcogenides that form charge density waves
(CDW) [110, 111] and the high-Tc cuprates that exhibit stripe [112] and checkerboard orders [93].
The superstructure in strongly correlated systems can also come from structural distortions as in
Ca-substituted strontium ruthenates [113] or chemical dopants as in the sodium cobaltates [114].
Let us consider a commensurate superstructure in two dimensions with a p× q supercell. An
electron density n∗ = ℓ/pq corresponds to ℓ electrons per supercell. If ℓ is an odd integer, the
condition for the superMott transition is satisfied by an odd number of electrons per supercell.
More precisely, for ℓ= 2k+1, k of the M = pq subbands are completely filled, while the (k+1)-th
subband, hosting one electron, is at half-filling and can undergo Mott transition. Note that partial
filling of the subbands leading to the semi-metallic states, which usually happens close to integral
filling near the top and bottom of the subbands for an even number of electrons per supercell,
will not occur here for a generic superlattice potential. As a result, superMottness allows the Mott
transition to occur far away from one electron per site. For example, electron correlation is expected
to be weak in the sodium rich phases of NaxCoO2 because of the proximity to a band insulator at
x = 1. To the contrary, strong correlation effects are observed, possibly due to the superstructures
induced by Na dopants [114, 115, 116, 117] that allows superMottness. Another example is the
recent observation of orbital selective Mott transition in Ca2−xSrxRuO4 near x = 0.2 [118]; the dxy
orbital hosting 1.5 electrons becomes Mott localized due to the
√
2×√2 superstructure induced
by RuO6 octahedral distortion [113] such that there are 3 electrons per supercell. A third example
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is that the
√
13×√13 CDW reconstruction on the surface of 1T-TaSe2 leads to one electron per
supercell and causes a Mott transition at low temperatures which has been observed recently by
scanning tunneling spectroscopy [111].
In addition to Mott localization, another paradigm in the physics of strong electronic correlation
is Wigner crystallization which, in contrast, is due to strong long-range Coulomb interaction V that
causes electrons to crystallize (charge order) by Coulomb jamming. The electron crystallization
into a charge ordered Wigner lattice is another form of electronic superstructures. Wigner localiza-
tion happens even classically for low density electrons in the continuum. What happens to lattice
electrons when both U and V are large and away from half-filling, i.e. the Wigner-Mott transition,
is largely unexplored theoretically because of the lack of nonperturbative many-body methods for
treating the finite-range, inter-site Coulomb repulsion V . The basic difficulty is that the Hilbert
space becomes nonlocal in the presence of the inter-site V , which defies the strong-coupling ap-
proaches based on the single-site Hilbert space containing four states representing an empty site,
an up-spin electron, a down-spin electron, and a doubly occupied site. Previous approaches used a
single-site Hilbert space Gutzwiller projection or dynamical mean field theory to treat the onsite U ,
but decouple the inter-site V -term using the weak-coupling Hartree approximation [119, 120, 121]
which becomes unphysical when V is large since the electrons would avoid the higher self-energy
cost by not sitting close together.
It turns out that the notion of superMottness encompasses the physics of Wigner-Mott transition
in a unified framework. Our basic insight is to envision the lattice as being covered by clusters or
supercells and think of the latter as artificial atoms with a number of effective orbitals representing
the sites contained in each cluster. This maps the problem to that of a multi-orbital Mott-Hubbard
system where U and V play the role of intra- and inter-orbital interactions. Charge ordered states
on the original lattice simply correspond to orbital order in the artificial atoms. This remarkable
mapping, although approximate, allows us to treat the effects of V using the nonperturbative strong
coupling approach for the multi-orbital Hubbard model and thus one is led to embrace a possi-
ble superMott transition with increasing U and V at the filling fraction of one electron per cluster
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(supercell). Such a novel phenomenon of localization and local moment formation into clustered
superstructures is another form of superMottness that unifies the Mott and Wigner physics.
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Figure 4.1: (a) and (b) Schematics of band evolution with interaction.
The above picture amounts to truncating the nonlocal Hilbert space as a product of that of the
clusters or supercells. The interactions between the electrons in the neighboring clusters are treated
on equal footing. We extend the well established Gutzwiller projected wavefunction approach and
develop a novel cluster Gutzwiller method. Explicit model calculations are performed to test the
ideas of superMottness. Specifically, we study a minimal one-band, ionic Hubbard model with
intersite correlations, i.e. the t-U-V -∆ model. In addition to the onsite Hubbard U and the nearest
neighbor (NN) Coulomb interaction V , an onsite two-sublattice potential ∆i is included for possible
external potentials due to lattice distortion and dopant ions. We map the model to a generic two-
orbital Hubbard model on a superlattice that contains two sites per supercell. The Hubbard U serves
as the intra-orbital Coulomb U ; the inter-site V becomes the inter-orbital repulsion U ′ =V , whereas
the superlattice potential ∆i turns into an effective crystal field ∆α, with α = A,B labeling the two
“atomic” orbitals with a crystal field splitting ∆= ∆A−∆B. Using the cluster Gutzwiller projection
of the multioccupancy states in a supercell, in analogy to the multiorbital Gutzwiller projection
method [42, 122, 123], we study the ground state phase diagram at quarter filling in the parameter
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space of U , V , and ∆. Figure 4.1 shows the schematics of two classes of localization transitions
with increasing U and V . For ∆ = 0, the two bands remain degenerate and undergo the transition
simultaneously from a uniform correlated metal to a Mott insulator without charge (i.e. orbital)
ordering. For ∆ ∕= 0, we find a transition from a CDW metal involving both bands to a charge ordered
insulator, where one of the two bands undergoes an orbital selective Mott transition [124]. We
elucidated the mechanism by which the superlattice potential enhances the correlation effects and
the tendency towards local moment formation, and reveal a deeper connection among the strongly
correlated inhomogeneous electronic states, the Wigner-Mott physics, and the multiorbital Mott
physics that can all be united under the notion of superMottness.
The rest of the chapter is organized as follows. In Section 4.2, we discuss the model and the
mapping to an equivalent multiorbital Hubbard model on the superstructure. In Section 4.3, we
describe the virtual cluster Gutzwiller approximation (VCGA) and study the superMott transition in
the ionic Hubbard model, i.e. the t-U-∆model at quarter-filling, in the absence of inter-site Coulomb
correlation V . In Section 4.4, we extend the VCGA to the case of finite inter-site correlation V and
study the Wigner-Mott transition in the absence of the ionic potential ∆, i.e. the t-U-V model at
quater-filling, using the ideas of superMottness. The results will be compared to the weak-coupling
Hartree approximation. The general case of finite ∆ and V is presented in Section 4.5 followed by a
brief summary in Section 4.6.
4.2 Model and heuristic discussion
The Hamiltonian of the t-U-V -∆ model is given by
Hˆ =−∑
i,j
(tij−∆iδij)c†iσcjσ+U∑
i
nˆi↑nˆi↓+V ∑
⟨i,j⟩
nˆinˆj, (4.1)
where c†iσ creates an electron at site i of spin σ on a square lattice. We consider electron hoppings
between NN t⟨i,j⟩ = t and next NN t⟨⟨i,j⟩⟩ = t ′. Repeated spin indices are summed. Equation (4.1) is
an extended version of the ionic Hubbard model with NN intersite repulsion V and a lattice ionic
potential ∆i. We focus on the simplest case where ∆i, when present, has a superstructure with
two-sites per supercell.
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Consider the lattice as a complete coverage by a two-sublattice (A and B) superstructure. The
two sites per supercell (cluster) can be viewed as two effective orbitals. The hopping terms can
be written in the equivalent form of two bands having dispersions ξαα(k) = −2t ′(coskx + cosky)
with an inter-band hopping ξαβ(k) = −4t cos(kx/2)cos(ky/2), where α,β = A,B (α ∕= β) label the
two orbitals and k ∈ the reduced Brillouin zone of the reciprocal lattice. The Hamiltonian can be
rewritten in a suggestive form,
Hˆ = ∑
α,β,k
ξαβ(k)c
†
k,ασck,βσ+U∑
α,I
nˆI,α↑nˆI,α↓
+∑
α,I
∆αnˆI,α+U ′∑
I
nˆI,AnˆI,B
+V ′∑′
⟨I,J⟩
nˆI,AnˆJ,B,
(4.2)
where the sum over I runs over the supercells on the lattice. Equation (4.2) has the generic form of
a two-band Hubbard model with the onsite intra-orbital Coulomb repulsion U and the inter-orbital
Coulomb repulsion U ′ =V . The superlattice potential ∆α plays the role of a crystal field and gives
rise to a crystal field splitting ∆= ∆A−∆B. The last term with V ′ =V accounts for the inter-orbital
Coulomb interaction between the neighboring supercells. Note that the U and U ′ are free parameters
in our theory and not related by the Hund’s rule coupling JH in contrast to the usual multiorbital
Hubbard model [125].
4.3 SuperMott transition in the ionic Hubbard model ∆ ∕= 0, V = 0
We first focus on the ionic Hubbard model in the absence of inter-site Coulomb correlations (V = 0).
The correlation effects will be treated by the Gutzwiller projected wavefunctions. We first review
briefly this variational wavefunction approach to the Hubbard model and the Gutzwiller approxima-
tion as a semi-analytical method to carry out the projection. The cluster Gutzwiller approximation
will then be introduced to treat the superlattice modulations induced by the ionic potential ∆i ∕= 0.
We present the results on the SuperMott transition at quarter filling.
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Figure 4.2: Dividing the original lattice into clusters. The dark dots represent the original lattice
sites while the gray areas are the clusters, (a) a two-site supercell and (b) a four-site supercell. Here
I and J label the position of each cluster. The dotted circles represent equivalent selection of the
supercells.
4.3.1 Gutzwiller approximation to the Hubbard Model
This is a review of the Gutzwiller approximation method detailed in Chapter 2. It serves as a prelude
to the cluster Gutzwiller method that will be discussed in the following section. For the Hubbard
model with only onsite repulsion U , the Hilbert space is a direct product of the single-site Fock
states: one empty, two singly occupied (either by an up or a down spin), and one doubly occupied.
The Gutzwiller projected wavefunction approach is a way of building correlation effects from the
non-interacting wavefunctions by reducing the statistical weight of double occupation [11]. The trial
wavefunction can be written down formally as ∣Ψ∣ = Pˆ∣Ψ0⟩, with ∣Ψ0⟩ being the non-interacting
Slater determinant wavefunction and Pˆ the Gutzwiller projection operator. The projection operator
Pˆ = gDˆ, where Dˆ =∑i nˆi↑nˆi↓ is the double occupation operator of the system and g≤ 1 a variational
parameter to be determined by minimizing the ground state energy. When minimizing the ground
state energy ⟨Ψ∣Hˆ∣Ψ⟩/⟨Ψ∣Ψ⟩, the average interaction energy is simply given by Ud, with d being
the average density of double occupancy. Since there is a one to one correspondence between d and
g, one can make d the variational parameter instead of g. The task is then to derive an expression for
the kinetic energy in terms of d. Unfortunately, an analytical expression for this expectation value
is not available other than in one and infinite dimensions [23, 126]. In two and three dimensions
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one has to resort to approximate methods. The Gutzwiller approximation relates the expectation
values in the projected state with that of the uncorrelated state by a simple multiplicative factor,
the Gutzwiller factor (GF). This is achieved by ignoring inter-site correlations in evaluating the
expectation values with ∣Ψ⟩,
⟨Ψ∣∑
i,j
c†iσcjσ∣Ψ⟩/⟨Ψ∣Ψ⟩ ≈ g2σ⟨Ψ0∣∑
i, j
c†iσc jσ∣Ψ0⟩, (4.3)
where gσ is the GF for the kinetic hopping term and translational invariance of the lattice is assumed.
The exact form of gσ depends on the trial wavefunction ∣Ψ0⟩ and can be obtained by considering
how double occupation affects the hopping process. If ∣Ψ0⟩ is taken as the Slater determinant state
without further symmetry breaking, gσ takes a simple form in terms of the uniform particle density
and the density of double occupation [13, 27], see also Chapter 2,
gσ =
[
(nσ−d)(1+d−n)
nσ(1−nσ)
]1/2
+
[
d(nσ¯−d)
nσ(1−nσ)
]1/2
. (4.4)
As a result, the minimization of the ground state energy for the original Hubbard Hamiltonian
translates to the minimization of the following renormalized mean field Hamiltonian,
HˆGA =−∑
i, j
g2σti jc
†
iσc jσ+∑
iσ
λσ(nˆiσ−nσ)+NUd, (4.5)
where the hopping integrals are renormalized by a factor of g2σ from the original ones. Here N is the
number of sites and λσ is a Lagrange multiplier that keeps the particle density unchanged before and
after the projection. Under the Gutzwiller approximation, the ground state energy of the original
Hubbard model is approximated by that of the mean field Hamiltonian HˆGA. The correlation effects
are treated nonperturbatively since there are no self-energy corrections that scale with U in contrast
to the weak coupling Hartree-Fock approaches. Since the bandwidth (hopping) is renormalized in
HˆGA, this approach is also known as the renormalized mean field approximation [37].
4.3.2 The Virtual Cluster Gutzwiller Approximation
Several authors have extended the original Gutzwiller approximation to handle lattice translational
symmetry breaking using different schemes [127, 49, 50, 52]. In the spatially unrestricted Gutzwiller
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approximation (SUGA) [127], the GF for the hopping renormalization is generalized to depend on
the local charge densities and double occupations at the sites connected by the hopping process.
Specifically, gijσ for the hopping from site i to site j is a product giσ ⋅gjσ, with giσ given by
giσ =
[
(niσ−di)(1+di−ni)
niσ (1−niσ)
]1/2
+
[
di (niσ¯−di)
niσ (1−niσ)
]1/2
, (4.6)
where di is the double occupation at site i and niσ is the charge density, ni = ∑σ niσ. The latter have
spatial modulations due to the presence of superlattice potential ∆i. The superMott transition in a
given superstructure at appropriate filling fractions can be analyzed using the SUGA and the GF in
Equation (4.6).
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Figure 4.3: The local Fock space of a two-site cluster. The expectation probability of each state
and the corresponding interaction energy are also given. Here ET =U +2V and EF = 2U +4V .
In order to gain more physical insights into the problem and establish the notion of superMot-
tness, here we develop a virtual cluster approach. For a periodic superlattice potential ∆i ∕= 0, the
original lattice is divided into supercells. It is important to note that there are many equivalent ways
to choose the supercell clusters that cover the whole lattice. A particular two-site supercell and a
four-site supercell coverage of the original lattice is shown in Figures 4.2(a) and 4.2(b). Thus, a lat-
tice site is labeled by (I, i) where the capital letter I specifies the supercell and i denotes the position
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inside the supercell. The Hamiltonian in Equation (4.1) can be written as Hˆ = HˆK + Hˆlocal, where
the “kinetic” part HˆK and the “local” interacting part Hˆlocal are given by,
HˆK =− ∑
I,i;J,j
tijc
†
IiσcJjσ, (4.7a)
Hˆlocal =U∑
I,i
nˆIi↑nˆIi↓+∑
I,i
∆inˆIi. (4.7b)
In the spirit of Gutzwiller projected wavefunction, the effect of Hˆlocal is to reduce multi-occupation
in each supercell. For example, the Fock states of a two-site supercell is shown in Figure 4.3, where
11 of the 16 states in a cluster have more than one particle. The operators for these multiplets are
denoted by 필ˆγ, γ= 1, . . . ,Γ, with Γ the dimension of the multi-occupancy space (Γ= 11 in the two-
site cluster example). A trial wavefunction can then be written as ∣Ψ⟩= Pˆ∣Ψ0⟩, where the projection
operator Pˆ is a product of the cluster projection operators, PˆI, i.e., Pˆ =∏I PˆI. The cluster projection
operator PˆI reduces multi-occupation within each cluster I and is written down as,
PˆI =∏
iσ
ynˆiσiσ ⋅
Γ
∏
γ=1
g필ˆγγ , (4.8)
where the supercell index I is omitted on the right hand side because of translation symmetry on
the superlattice. Here the y’s are fugacities that keep charge densities unchanged upon projection at
each site and the gγ’s are variationally determined weighting factors for the projection.
The hopping processes in Equation (4.7a) is then renormalized by the projected wave function
as in Equation (4.3) and the GF is calculated by ignoring inter-cell correlations. However, it is
important to note that for a fixed choice of a supercell coverage of the lattice, HˆK includes hopping
between different supercells/clusters (I ∕= J) as well as hopping within the same cluster (I = J).
Conventional cluster approaches, such as the one used by Lechermann et al. [46] do fix the choice
of the supercells. This, however, leads unavoidably to dimerization since the inter-cluster hopping
and intra-cluster hopping cannot be treated on equal footing and acquire different renormalization
factors [46]. Here we propose a virtual cluster approach. We do not fix a real space cluster coverage
of the lattice in priori. Instead, the choice of the clusters is associated with the Hilbert space and
arises when evaluating the expectation values of the hopping terms using the projected wavefunction
86
in Equation (4.3). Indeed, in order to implement the Gutzwiller approximation, the hopping term
must be between different clusters (i.e. inter-cluster) and the correlation between the clusters is
ignored. Our insight is that for any two sites connected by the hopping process on the original
lattice, one can always find a particular choice of supercell coverage such that the two sites reside
in two different supercells. As an example, choosing the cluster marked by the dotted circles in
Figures 4.2(a) and 4.2(b) turns the sites within the cluster (gray) into ones residing in different
supercells.
Specifically, consider the hopping terms in Equation (4.7a). In the term where I= J, it is always
possible to choose an equivalent cluster coverage such that the hopping is between sites in different
clusters I′ ∕= J′. When evaluating the expectation value of this hopping term using projected wave
function, one can simple rearrange the product of the cluster Fock states and write Pˆ =∏I′ PˆI′ and
arrive at the same result as the case when I ∕= J. It is in this sense, we term this approach as virtual
cluster Gutzwiller approximation (VCGA). One of the most notable advantages of this approach is
that the same Gutzwiller renormalization factor is obtained for the hopping integral between any
two sites regardless of the choice of the supercell coverage of the original lattice and, as a result, the
difficulty associated with the unphysical dimerization tendency is removed.
The remaining steps for deriving the GF is the same as that of the multi-orbital Hubbard model
with only on-site density-density interactions [42, 122, 123]. In this sense, one can regard each
supercell as an artificial “atom” and the lattice sites within the cluster as the associated atomic
“orbitals”, and we will use orbitals and sites within a cluster interchangeably. We obtain
⟨c†IασcJβσ⟩=
⟨PˆIc†IασPˆIPˆJc†JβσPˆJ⟩0
⟨Pˆ2I Pˆ2J ⟩0
=
⟨핎ˆIασ핎ˆJβσ⟩0
⟨Pˆ2I Pˆ2J ⟩0
⋅ ⟨c†IασcJβσ⟩0
=
⟨핎ˆIασ⟩0
⟨Pˆ2I ⟩0
⟨핎ˆJβσ⟩0
⟨Pˆ2J ⟩0
⋅ ⟨c†IασcJβσ⟩0
= gIασgJβσ⟨c†IασcJβσ⟩0,
(4.9)
where ⟨⋅ ⋅ ⋅ ⟩0 denotes expectation values in the unprojected state ∣Ψ0⟩ and the equalities hold only
when inter-cluster correlations are ignored in the spirit of Gutzwiller approximation. Here 핎ˆIασ is
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defined as,
핎ˆIασc†Iασ = PˆIc
†
IασPˆI, (4.10)
and gIασ = ⟨핎ˆIασ⟩0/⟨Pˆ2Iασ⟩0. Because of translational symmetry of the superlattice vector gIασ is
independent of the supercell index I, that is, gIασ = gασ.
In the rest of this section we focus on a two-site cluster on a square lattice, compatible with a
superlattice potential
∆i =
∆
2
(−1)ix+iy . (4.11)
The two sites inside a cluster, i.e. the two orbitals are labeled as A and B. The ∆ in the above equation
has the meaning of a crystal field splitting between the orbitals. The multi-occupation projection
operators필γ’s are as follows (suppressing the supercell index), Dˆαα = DˆαEˆα¯ – intraorbital doublon
projection operator for the state with a doubly occupied α orbital (created by Dˆα) and an empty
orbital (created by Eˆα¯) ; Dˆσσ′ = QˆασQˆα¯σ′ – interorbital doublon projection operator for the state
with two singly occupied orbitals of spin projections σ (created by Qˆασ) and σ′ (created by Qˆα¯σ′);
Tˆασ = QˆασDˆα¯ – triplon projection operator for the state with a singly occupied α orbital with spin
σ and a doubly occupied orbital; and Fˆ = DˆαDˆα¯ – quadruplon projection operator for the state with
both orbitals doubly occupied. The projection operators for singly occupied states are denoted by
Pˆασ where the α orbital with spin σ is occupied while the other orbital is empty, and projecting to the
configuration where both orbitals are empty is accomplished by Eˆ = EˆαEˆα¯. The expectation values
of these operators in the projected state will be denoted by a lower case letter. For example, ⟨Tˆασ⟩=
tασ, see Figure 4.3. The definition of the single-orbital projection operators are the doubly occupied
Dˆα = nˆα↑nˆα↓, singly occupied Qˆασ = nˆασ(1− nˆασ¯) and empty orbital Eˆα = (1− nˆα↑)(1− nˆα↓). Here
α = A,B labels the orbitals within a cluster and α¯ = B,A, respectively. The expectation values of
these single-orbital projection operators in the projected states are also denoted by a lower case
letter, e.g., ⟨Qˆασ⟩ = qασ. It is seen from Equation (4.9) that the GF, gασ, depends on the fugacities
yασ and gγ. By expressing yασ and the gγ in terms of the occupation probabilities, we obtain the
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Gutzwiller factors,
gAσ =
(√
epAσ+
√
dAA pAσ¯+
√
dσσpBσ+
√
dσσ¯pBσ¯
+
√
dBBtAσ+
√
dσ¯σtBσ+
√
dσ¯σ¯tBσ¯+
√
tAσ¯ f
)
/√
nAσ(1−nAσ), (4.12a)
gBσ =
(√
epBσ+
√
dBB pBσ¯+
√
dσσpAσ+
√
dσ¯σpAσ¯
+
√
dAAtBσ+
√
dσσ¯tAσ+
√
dσ¯σ¯tAσ¯+
√
tBσ¯ f
)
/√
nBσ(1−nBσ). (4.12b)
In addition, the occupation probabilities satisfy the following constraints,
pAσ = nAσ−dAA−∑
σ′
dσσ′− tAσ−∑
σ′
tBσ′− f , (4.13a)
pBσ = nBσ−dBB−∑
σ′
dσ′σ− tBσ−∑
σ′
tAσ′− f , (4.13b)
e = 1−∑
α
nα+∑
α
dαα+∑
σσ′
dσσ′+2∑
α,σ
tασ+3 f , (4.13c)
where Equations (4.13a) and (4.13b) are just alternative expressions of the electron densities in terms
of the occupation probabilities and Equation (4.13c) is the completeness of the cluster Fock states.
These results are consistent with those obtained for the multiorbital Hubbard model [42, 122, 123].
As an important check for the validity of the VCGA, we verified that the expressions in Equa-
tions (4.12a) and (4.12b) are equivalent to the results from the SUGA when inter-site correlations
are ignored. To show this, one can make use of the fact that in the absence of inter-site correlations
the multi-occupation probabilities in the virtual cluster approach are simple products of the occu-
pation probabilities in SUGA. For example, the triple-occupation tAσ is the product of the double
occupation dB and single occupation qAσ, i.e., tAσ= dB ⋅qAσ. By substituting all the multi-occupation
probabilities in Equations (4.12a) and (4.12b) one recovers the results given in Equation (4.6).
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Figure 4.4: Comparison of ground state energy of the Hubbard model to variational Monte Carlo [2]
at quarter filling. V = ∆= 0, W = 4t.
4.3.3 SuperMott Transition of the Ionic Hubbard Model
We next present the results for the ionic Hubbard model obtained with the VCGA at quarter filling
for the superlattice potential of Equation (4.11). Since the system is far away from half filling,
no magnetic instability is present and we will focus on the paramagnetic solutions. The effective
Hamiltonian in VCGA discussed above is given by,
HˆGA = ∑
k,αβ
gασgβσξαβ(k)c
†
k,ασck,βσ+∑
k,α
∆αnˆk,α
+NcU(∑
α
dαα+∑
ασ
tασ+2 f )+ ∑
k,ασ
λασ(nˆk,ασ−nασ), (4.14)
where Nc is the number of clusters and λασ is the Lagrange multipliers that keeps the particle
density in each orbital unchanged following the projection. It originates and has a one to one
correspondences to the fugacities in the projection operator in Equation (4.8). The ground state
properties are determined by minimizing ⟨HˆGA⟩ and solving for (e, pασ,dαα,dσσ′ , tασ, f ) and λασ
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self-consistently.
To test the algorithm, we first compute the ground state energy per site at quarter-filling as a
function of U/W , where W = 4t is the half-bandwidth, for the Hubbard model (i.e. set ∆ = 0) on
a square lattice. Figure 4.4 shows that the later agrees remarkably well with the results obtained
using the variational Monte Carlo method to carry out the projection [2]. From the perspective of
superMottness, it is clearly seen from Equation (4.14) that the U term alone does not reduce the
interorbital double occupancy dσσ′ . As a consequence, U alone cannot drive a Mott transition away
from half filling since the Gutzwiller factors in Equations (4.12a) and (4.12b) are always finite and
the system is in a correlated metallic phase.
Switching on ∆ ∕= 0, we determined the phase diagram of the ionic Hubbard model shown in
Figure 4.5(a) on the U-∆ plane where a CDW metal at small (U,∆) and a charge ordered insulator
for large (U,∆) are separated by a continuous superMott metal-insulator transition. The notion of
superMottness offers a physical explanation of the phase structure through the analogy to multi-
orbital Mott-Hubbard systems. A finite crystal field splitting ∆ induces orbital order nA ∕= nB, which
corresponds to charge ordering in the ionic Hubbard model. However, below a critical strength of
∆, as seen in Figure 4.5(a), the system remains in a metallic charge density wave (CDW) state no
matter how strong U is. This can be understood since the two bands derived from the two orbitals
are not separated in this case and the inter-orbital hopping is not suppressed due to the absence of an
inter-orbital repulsion U ′, which is related to the inter-site correlation V as shown in Equation (4.2).
A sufficiently large crystal field splitting ∆ drives the system from a CDW metal to a charge
ordered insulating state for large enough U . This happens because the two bands gradually separate
with increasing orbital polarization δn = nB− nA. The lower band becomes half-filled since the
system is at quarter-filling. A large enough U drives a Mott transition in the half-filled lower quasi-
particle (QP) band. Indeed, as nA → 0 and pAσ → 0, Equation (4.13a) implies that all the double
occupancies approach zero. This leads to e→ 0 at quarter filling from Equation (4.13c). On the
other hand, nB ∕= 0 such that from Equation (4.12b) the Gutzwiller factor gBσ→ 0 resulting in an
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orbital selective Mott transition shown in Figure 4.5(d). In Figures 4.5(b), 4.5(c), the doublon densi-
ties and the inverse effective mass of the lower QP band m/m∗, which equals the QP spectral weight
Z, are plotted as a function of ∆ at a fixed large U = 3W . The continuous transition at ∆c = 2.4W
is a Brinkman-Rice type transition [26]. The vanishing of the coherent QP spectral weight and the
divergence of the effective mass (case shown in Figure 4.1(b)) on approaching the transition from
the metallic side are clear signatures of Mottness.
The curvature of the phase boundary at large ionic potential ∆ can also be understood. In
this regime, the crystal field splitting is much larger than the hopping t and the bands are well
separated. A simple calculation shows that the bandwidth w of the lower QP band decreases with
increasing ∆, w ∼ t2/∆. As a result, the critical Uc for the Mott transition, which depends on
the ratio of U/w, decreases as can be seen in the phase diagram Figures 4.5(a). The evolution of
the QP band dispersion as a function of ∆ is shown in Figure 4.5(d) at fixed large U = 3W . It
clearly demonstrates that the Mott transition in the ionic Hubbard model belongs to class (b) of the
superMottness depicted in Figure 4.1.
While the NN hopping t translates into interband hopping in the two-band model, the NNN hop-
ping t ′ describes intraband hopping. We find that including a t ′ =−0.2t moves the phase boundary
toward smaller (∆,U), as can be seen in Figure 4.5(d) where a continuous transition takes place at a
smaller ∆c = 1.9W .
4.4 SuperMottness in the t-U-V Model
In this section, we study the superMott transition due to the inter-site Coulomb interaction V in
the extended Hubbard, or the t-U-V model. To this end, the superlattice potential ∆ is set to zero.
SuperMottness in the presence of both V and ∆ will be studied in the next section. The basic diffi-
culty introduced by the inter-site interaction V is that the Hilbert space becomes nonlocal, making
it inaccessible to the conventional Gutzwiller projected wavefunction. We show that the VCGA
offers a natural nonperturbative treatment of the Wigner-Mott transition within the framework of
superMottness.
92
0 1 2 3 4 50
2
4
6
8
0 0.5 1 1.5 2 2.5
0
0.02
0.04
0.06
0 0.5 1 1.5 2 2.50
0.2
0.4
0.6
0.8
(a)
Mott Insulator
(1, 0)
(b)
(c) (d)
∆=0.05t ∆=5.5t ∆=7.5t
CDW Metal
U/W
∆
/
W
∆/W
D
o
u
b
lo
n
s
∆/W
m
m∗
dAA
dBB
dσσ′
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4.4.1 Virtual cluster Gutzwiller approximation for the V -term
In the Gutzwiller approach, one would like to treat the interactions as a projection that reduces
multi-occupation from an unprojected Slater-determinate state, i.e. ∣Ψ⟩ = Pˆ∣Ψ0⟩. However, the
projection operator Pˆ cannot be written down in closed form, since the Hilbert space is infinitely
connected by the inter-site V in Equation (4.1). Our strategy is to truncate the nonlocal Hilbert
space as a product of that of the supercell clusters such that the U and V within a cluster serves as
the intra-orbital U and inter-orbital U ′ just as in a multi-orbital Hubbard model, which can be treated
nonperturbatively. The projection operator Pˆ can thus be written approximately as the product of the
cluster projection operators, PˆI, i.e., Pˆ =∏I PˆI. This algorithm can be accomplished by the VCGA
for the ionic Hubbard model discussed in Section 4.3.2, with a few extensions.
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Figure 4.6: Comparison of the ground state energy obtained by VCGA and Hartree approximation
of V -term at U =W .
Although, we don’t fix a specific supercell structure in the virtual cluster approach, it is use-
ful to write down the Hamiltonian for a given coverage of the lattice. Due to the non-local nature
of the V -term the interaction part of the Hamiltonian can no longer be written as a direct summa-
tion over independent supercells. Let’s write the Hamiltonian as the sum of two parts, similar to
Equations (4.7a and 4.7b),
HˆK =− ∑
I,i;J,j;σ
tijc
†
IiσcJjσ (4.15a)
Hˆinter =U∑
I,i
nˆIi↑nˆIi↓+V ∑
I,i;J,j
nˆIinˆJj. (4.15b)
The second term in Equation (4.15b) contains both the intra-cluster as well as the inter-cluster V -
interactions. Consider now the projection of the hopping term. In the VCGA discussed before,
for a given hopping term between two sites, one can always choose a cluster coverage such that
the two sites reside in two different clusters. The expectation value of the hopping term between
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the projected states can be evaluated according to Equation (4.9). Moreover, to be consistent with
the Gutzwiller approximation, the inter-cluster correlation should be ignored, which means that the
inter-cluster V in Equation (4.15b) can be turned off accordingly. The form of the cluster projection
operator is therefore formally identical to that in Equation (4.8) for the ionic Hubbard model, since
the intra-cluster V -term in Equation (4.15b) only leads to different energies of the multiplets in the
cluster Hilbert space. An explicit example is given in Figure 4.3 for the case of a two-site cluster.
Consequently, the Gutzwiller hopping renormalization factors for all hopping amplitudes have the
same form and are given by Equations (4.12a) and (4.12b) in terms of occupation probabilities for
two-site clusters. The inter-cluster V -term will take the same value since the bond becomes intra-
cell under a different choice of the virtual cluster configuration. In short, the advantage of the virtual
cluster formulation is that all bonds connected by hopping and the inter-site Coulomb interaction V
are treated on equal footing and remains equivalent after Gutzwiller projection without artificially
breaking the lattice translation symmetry.
4.4.2 Wigner-Mott transitions as superMottness
We now present our results obtained for the extended Hubbard t-U-V model at quarter-filling using
the VCGA with two-site clusters. Following the above discussion, the renormalized mean-field
Hamiltonian in the VCGA is given by,
HˆGA = ∑
k,αβ
gασgβσξαβ(k)c
†
k,ασck,βσ
+NcU(∑
α
dαα+∑
ασ
tασ+2 f )
+4NcV (∑
σσ′
dσσ′+2∑
ασ
tασ+4 f )
+ ∑
k,ασ
λασ(nˆk,ασ−nασ), (4.16)
where the Gutzwiller factors are given by Equation (4.12a) and (4.12b) with the occupation prob-
abilities satisfying the fermion counting and completeness equations (4.13a-4.13c). The paramag-
netic ground state is obtained by minimize ⟨HˆGA⟩ with respect to the variational parameters just as
in the ionic Hubbard model studied in Section 4.3.
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4.4.2.1 Comparison to Hartree approximation
We first demonstrate that our strongly coupling, nonperturbative VCGA treatment of the inter-site
correlation V fundamentally improves the weak-coupling Hartree approximation of the V -term with
a single-site Gutzwiller projection of the on-site repulsion U . To this end, we compare the ground
state energy of the quarter-filled t-U-V model at U =W . Figure 4.6 shows that while the ground
state energy obtained by VCGA is consistent with the weak coupling Hartree result for small values
of V , which is in fact a nontrivial check for the validity of the VCGA, it is significantly lower for all
values of V larger than about 10% of the bandwidth. The ground state energy approaches zero for
V ∼W in the Hartree approach, signifying a transition to the charge ordered insulating state. The
result of the VCGA clearly shows that the Hartree approximation grossly overestimated the charge
ordering tendency. This is because the weak-coupling Hartree-decoupling gives rise to a self-energy
for the fermions that scales with V and becomes unphysical when V is large. On the other hand,
in the nonperturbative VCGA, there is no self-energy cost that scales with V . Thus the uniform
metallic ground state turns out to be much more robust against inter-site correlations.
While it is clear that the results of the VCGA can be systematically improved with increasing
cluster size to treat the inter-site correlations even better, we show below that it already captures the
essence of the superMott metal-insulator transition with two-site supercells.
4.4.2.2 Wigner-Mott transition in the t-U-V model
The phase diagram obtained using the VCGA at quarter-filling is shown in Figure 4.7(a) on the
U-V plane. It contains a uniform strongly correlated metal at small (U,V ) and a Mott insulator at
large (U,V ). Since the crystal field splitting is absent, the two degenerate QP bands narrow and
undergo a continuous Mott transition simultaneously upon approaching the phase boundary from
the metallic side, corresponding to the first case of the SuperMott transition shown in Figure 4.1(a).
Figures 4.7(c) and 4.7(d) show that double occupation, the (inverse) QP mass renormalization m/m∗
and the coherent QP weight decrease continuously with increasing V , which are clear signatures of
Mottness, and vanish at the critical Vc = 1.9W for U = 3W . The strongly correlated metallic phase
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is stable against the two-sublattice antiferromagnetic (AF) spin density wave order because the
quarter-filled Fermi surface is away from the AF zone boundary. It is remarkable that for degener-
ate bands, the Mott transition driven by V takes place with uniform charge density without forming
a Wigner lattice, suggesting that superMottness is a more suitable description than a Wigner crystal.
Since the Mott insulating state has the same energy as the (0,1) charge ordered classical Wigner
crystal, an arbitrarily small crystal field (i.e. superlattice potential) would trigger a first order tran-
sition to an orbital ordered state, corresponding to a charge ordered state in the original model.
Interestingly, if the two bands have different bandwidths, corresponding to anisotropic second NN
hopping t ′A ∕= t ′B, the Mott insulating state emerges at large U and V continuously from a CDW metal
with a finite density polarization δn.
It is useful to further compare these results to previous studies where the V -term is decoupled
by Hartree approximation [119, 120, 121]. The phase diagram in the latter case obtained by the
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single-site Gutzwiller approximation is shown in Figure 4.7(b), where a uniform metal at small V
transforms into a CDW metal and eventually to a charge ordered insulator at large V . The topology
of this phase diagram is consistent with that obtained by the dynamical mean field theory at finite
temperatures with a semi-circular density of states [121]. However, the CDW metal phase is absent
in our VCGA approach that treats U and V on equal footing. This is likely due to the Hartree
approximation where a fermion self-energy scaling with V overemphasizes the symmetry breaking
CDW ordering tendency at large V as discussed above.
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circle on the boundary separates discontinuous and continuous transitions. (b) Charge difference
δn = nB−nA as a function of V with ∆= t and U = 3W . (c) The variational energy as a function of
δn at ∆= t, V = 2.6t, and U = 3W .
4.5 SuperMottness with combined ∆ and V
Finally, we turn to the most general case of the t-U-V -∆ model and study the interplay between
the crystal field splitting ∆ and the extended Coulomb interaction V . Treating the V -term using the
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VCGA in the same way as in Sec. 4.4 and putting the ∆-term in the local part of the Hamiltonian in
Equation (4.15b), we arrive at the identical form of the Gutzwiller renormalization factors. The only
difference is that the crystal field term should be added in the renormalized mean-field Hamiltonian
in Equation (4.16). Figure 4.8(a) displays the phase diagram at U = 3W for the quarter-filled t-
U-V -∆ model. In contrast to the V = 0 case shown in Figure 4.5(a), the coherent motion in the
strongly correlated metallic state is further suppressed by the inter-site correlation V such that a
small (infinitesimal) ∆ can drive the system to the charge ordered insulating state, provided V is
large. Similarly, the superlattice potential ∆ is seen to enhance the correlation effects such that the
localization and local moment formation can be induced by a reasonable strength of the inter-site
Coulomb interaction V .
The phase boundary between the CDW metal and the charge ordered insulator in Figure 4.8(a)
changes from a discontinuous Wigner-Mott transition at small ∆ to a continuous Brinkman-Rice
transition above a critical ∆. The existence of two types of metal-insulator transition when both
V and ∆ are present is consistent with a recent DMFT study of a two-band Hubbard model with
U =U ′ and ∆ ∕= 0 [128]. Figure 4.8(b) shows the charge density difference as a function of V at
∆ = t, displaying a discontinuous jump at a critical Vc = 2.6t. The discontinuous transition is a
consequence of degenerate minima in the ground state energy for fixed (V,∆). In Figure 4.8(c), we
plot the variational ground state energy Evar as a function of the density difference δn at V = 2.6t
and ∆= t close to the phase boundary. The minimum at δn = 0.67 corresponding to a CDW metal
is nearly degenerate to that of the charge ordered insulator at δn = 1. Increasing V and ∆ further
will make the energy of the insulating state the global minimum and trigger the first order transition.
The existence of two types of localization transition into the local moment phase is an important
and unique property associated with superMottness.
4.6 Conclusions
We have shown that the superlattice potential in an inhomogeneous electronic state and the inter-
site Coulomb repulsion increase the correlation effect and the tendency toward localization and local
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moment formation. Mapping to the generic multiband Hubbard model revealed a deeper connection
among the strongly correlated inhomogeneous electronic states, the Wigner-Mott physics, and the
multiorbital Mott physics under a unified notion of superMottness. An unbiased treatment of both
the on-site and inter-site Coulomb interactions, e.g. the virtual cluster approximation developed here
within the framework of the Gutzwiller approximation, is essential as demonstrated for the quarter
filled Hubbard model. We expect that doping away from such unconventional insulating states
to further reveal novel behaviors of superMottness, such as the coexistence of local moment and
itinerant carriers. At dilute electron densities, the competition between itinerant ferromagnetism and
local moment formation may also arise due to superMottness in inhomogeneous electron systems.
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CHAPTER 5
CONDUCTION ELECTRON CORRELATION IN THE KONDO
LATTICE MODEL
5.1 The Kondo Lattice Model
As was discussed in Chapter 4 that correlation can lead to localization of the electrons. In the one
electron per unit cell case the localized particle is completely trapped to one lattice site. The charge
degree of freedom is frozen. When doping more electrons into the system, due to the strong on-site
Coulomb interaction U , extra electrons will avoid the site which already has an electron localized
to it. To zeroth order the additional electrons will reside on other empty sites. The doped electrons
will hop among themselves and form a conduction band. We then have a two-orbital system with
one orbital being the localized state and the rest of the lattice sites constitutes the other orbital. This
is much like the half filled copper oxide plane in cuprate superconductors, where the doped holes
spent much of their time on the oxygen sites due to the strong Hubbard interaction on the Cu sites.
Instead of deriving an effective single band model from the interaction of localized electron and
doped carriers we will stay in the two orbital picture. For not too high doping concentration, the
delocalization effect is not significant and the charge degree of freedom of the localized site can
be ignored. The most obvious interaction between the localized electron and the doped carriers are
then spin exchange.
The interaction of a local spin and conduction electrons is an old problem. Experiments showed
a resistance minimum in some metals at low temperatures. This was surprising since the resis-
tance from phonon scattering decreases with the lowering of temperature, ∝ T 5. By subtracting
the contribution from phonon scattering the resistance was found to be dependent on temperature
logarithmically,
Rimp = a−b lnT, (5.1)
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when T is not too low. Although this phenomenon was observed in the early 1930’s, a theoretical
explanation had been lacking until 1960’s. It was found out that the peculiar resistance behavior
was due to very dilute magnetic impurities in these metals. The interplay of a magnetic impurity
and its metallic host is the motivation of the Anderson impurity model and the Kondo model. While
in the Anderson impurity model an on-site interaction U between electrons on the impurity site is
introduced to produce a local magnetic moment, Kondo’s approach was to assume the existence of
a local moment and associate it with a spin S and investigate the interaction of this local magnetic
moment with the conduction electrons. The local spin S is coupled with the conduction electrons via
a exchange interaction, JK. This model is also called the s-d exchange model since the conduction
band is assumed to be formed from non-degenerate s orbital electrons. The Kondo coupling JK is
antiferromagnetic from a perturbation of the Anderson impurity model. In the following when we
refer to the Kondo coupling JK, we implicitly mean an antiferromagnetic coupling unless otherwise
stated. Kondo calculated the s-d model to third order in perturbation theory and found that the
resistance from the impurity is indeed proportional to lnT .
The problem with the perturbation theory is that it does not give physical results when T → 0,
since lnT diverges in this limit. At very low temperatures the resistance and magnetic susceptibility
has a T 2 dependence. The resistance saturates when T → 0; the magnetic impurity acts just if it is
a nonmagnetic one.
Rimp ∝
(
1−AT 2) ,T → 0 (5.2a)
χimp ∝
(
1−BT 2) ,T → 0. (5.2b)
It was found that the ground state of the Kondo s-d model is a singlet state, the Kondo singlet.
The moment of the magnetic impurity is completely screened by the conduction electrons and they
collectively form a nonmagnetic entity around the impurity site. This “impurity” then scatters the
conduction electrons like a usual nonmagnetic impurity that gives a residual resistance as T → 0.
The temperature at which the Kondo singlet forms is called the Kondo temperature, TK. The s-d
model was solved numerical by Wilson [129] using numerical renormalization group calculation
and later was solved in Bethe ansatz independently by Andrei [130] and Wiegmann [131].
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Generalization of the single Kondo impurity model to concentrated impurities is straightfor-
ward. Experimentally the alloys of Ce and Yb possess much of the anomalies of the single impurity
systems. In the case of concentrated alloys, the local moments are ordered in certain patterns and
a Kondo lattice is an appropriate starting point. The idea of a Kondo lattice applies to more than
just the rare earth alloys. The local moment is not restricted to be from an impurity atom. In many
rare earth and actinide compounds the f orbitals are so localized that they have no charge degree of
freedom. These magnetic f moments can be viewed as periodic impurities in the Kondo impurity
problem. The local moments can hybridize with the conduction electrons through a Kondo coupling,
JK. This is the Kondo lattice model (KLM) [132, 133, 134, 135, 136, 137]. Interaction among the f
moments, the Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction, is mediated through the con-
duction electrons and has a modulation of 2kF and decreases with the inverse of the cubic of the
distance between them. At high temperatures the coupling between local f electrons and conduc-
tion electrons are washed out and one has free moments, just as in the Kondo impurity problem. For
half filled conduction band the KLM gives a Kondo insulator, where each local f -moment forms a
singlet with the conduction band.
The competition between the magnetic state and the Kondo singlet state is an important is-
sue. Experimentally it was found that in UCu0.9Sb2 [138] and UCo0.5Sb2 [139, 140] the Kondo
behavior (logarithmic temperature dependence of the resistance) extends into the FM phase. Theo-
retically Doniach first studied the competition between the magnetic order and Kondo singlet state
on a Kondo necklace. The Kondo screening temperature was found to be lower than the magnetic
ordering temperature, Tmag. At high temperatures no Kondo screening is present and the system is
magnetically ordered through an indirect spin exchange interaction. Rigorous theoretical investi-
gations [141, 142] of the one dimensional (1D) KLM show a ferromagnetic ground state for large
Kondo coupling JK and a paramagnetic Kondo singlet state while JK is small. In between there
exists a coexistence phase of ferromagnetism and Kondo state. In the underscreened Kondo lattice
model, where the S= 1 local spin interacts ferromagnetically with the neighboring moments in ad-
dition to interacting with the conduction band through Kondo coupling, Perkins et al. [143] found
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the transition from the Kondo phase to a Kondo and ferromagnetism coexistence phase and then to
a magnetically ordered phase. Yamamoto and Si [144, 145] found that for a large FM RKKY ex-
change, JRKKY≫ JK, the local moments does not participate in forming the Fermi surface; as if the
local f electrons are decoupled from the conduction band, i.e. the Fermi surface is small. Watanabe
and Ogata considered the competition of antiferromagnetism and Kondo effect of the KLM without
RKKY interaction on a square lattice. Their variational Monte Carlo calculation suggests that no
pure AFM state exists even for small Kondo coupling, JK. Kondo screening coexists with AFM
for small JK for all conduction band filling. Two coexistence phases were found, one with small
sublattice moment and one with large sublattice moment. For large JK a paramagnetic Kondo phase
was found. Though Fermi surface topology does change in these phases it seems that the volume
enclosed is large.
While the competition is discussed less rigorously in higher dimensions for uncorrelated con-
duction electrons[146, 147, 143, 148], there are only a few discussions about this competition in
a correlated conduction electron system. Schork et al. [149] studied spectral gaps in the Kondo-
Hubbard model with dynamical mean field theory. The ferromagnetic Kondo lattice model was
studied by Kienert et al. [150] with a self-energy approach. In rare earth and actinide compounds
the conduction electrons are also highly correlated, leading to magnetically polarized conduction
bands. The superstructure in NaxCoO2 due to Na ordering provides another example. At x = 11/13
the Na di-vacancy orders into
√
13×√13 superstructures. On average, there are two holes in one
supercell. Due to strong correlation one of the holes is localized [151], forming a S = 1/2 local
moment. The other hole is itinerant and forms an FM band. The ability to screen the local mo-
ments are reduced for the polarized conduction electrons. It is the purpose of this chapter to study
the interplay of Kondo screening, magnetism and band polarization. In the single Kondo impurity
case when the media is ferromagnetically ordered both experimental [152] and theoretical [153]
work have demonstrated the deviation from the paramagnetic results. In principle, when the local
moment is underscreened the system could order either ferromagnetically or antiferromagnetically,
depending on the second order RKKY interaction and band filling. Here we consider a version of
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KLM where the conduction electrons are ferromagnetically ordered. No RKKY exchange between
the local moments are considered. We are concerned of finding the ground state of the system. For
antiferromagnetic Kondo coupling JK > 0 the system has two tendencies: either the local f -moment
is fully screened and the system is in the nonmagnetic Kondo phase, or for incomplete screening
both itinerant and localized electrons are magnetically ordered leading to a suppression of the Kondo
effect. As discussed in Chapter 2 for large U the Hubbard model is in the FM state close to half
filling. For simplicity we will work with Stoner ferromagnetism. Due to the dimensional specialty
of the 1D system we would like to demonstrate the competition in the simplest case possible: a two
dimensional (2D) square lattice.
5.2 Kondo Lattice With a Ferromagnetic Conduction Band
In our study the local moments and conduction band come from the same atomic orbital so that the
local moment is associated with an electron spin, S = 1/2. We write down the KLM Hamiltonian
in the following form,
Hˆ =∑
kσ
[εσ(k)−µ]c†kσckσ+ Jk∑
i
Sci ⋅ sfi , (5.3)
where ck,σ is the conduction electron annihilation operator; sci =
1
2 ∑σσ′ c
†
iστσσ′ciσ′ is the spin density
operators for the conduction electron at site i and Sfi =
1
2 ∑σσ′ f
†
iστσσ′ fiσ′ is the local spin operator.
Here τσσ′ are the Pauli matrix elements. We have explicitly written the conduction band εσ(k)
as spin dependent. In the simplest case on a square lattice that is described by the tight binding
approach with only nearest neighbor hopping integral t, εσ(k) is given by,
εσ(k) = ε(k) =−2t (coskx+ cosky) . (5.4)
The Kondo term is decoupled by a naïve mean field scheme,
Sci ⋅Sfi =−
1
2
χi
(
c†i↑ fi↑+ c
†
i↓ fi↓
)
+h.c. (5.5a)
+
1
2
mfi
(
c†i↑ci↑− c†i↓ci↓
)
+
1
2
mci
(
f †i↑ fi↑− f †i↓ fi↓
)
, (5.5b)
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where mci = ⟨c†i↑ci↑−c†i↓ci↓⟩/2 and mfi = ⟨ f †i↑ fi↑− f †i↓ fi↓⟩/2 are the magnetic moments of the conduc-
tion and localized electrons at site i, respectively. χi is the mean field Kondo hybridization between
c and f electrons,
χi =∑
σ
⟨c†iσ fiσ⟩ (5.6)
A constraint term, Hcon, is also included in the mean field Hamiltonian to enforce one f -electron
per site on average,
Hcon =∑
i
λi
(
nˆfi−1
)
(5.7)
It is worth noting that we only enforce the single occupancy of the f -electron on average and that
the mean field parameter χi is nonzero only in this sense. In the true ground state of the Kondo
Hamiltonian (5.3) due to a local U(1) gauge symmetry ⟨c†iσ fiσ⟩ = 0. In the uniform situation the
mean field Hamiltonian can be diagonalized readily by going to k-space. The mean fields mc, mf, χ
and λ are obtained by minimizing the ground state energy and solving the resultant self-consistent
equations. The problem with the mean field theory as in Equations (5.5a) and (5.5b) is that it
overestimates the magnetic order. It is found that on a square lattice this decoupling gives magnetic
states (AFM and FM) even at half filling of the conduction band when JK ∼ t. For this reason and
since we are mainly looking for the competition of ferromagnetism from the conduction band with
the Kondo screening, we will ignore the terms in Equation 5.5b. Before presenting the results let
us first compare the energies of the pure Kondo phase and ferromagnetic phase. For a nonmagnetic
state the system has two bands,
E±σ (k) =
1
2
[
ε(k)−µ+λ±
√
(ε(k)−µ−λ)2+ J2Kχ2
]
(5.8)
For a conduction band with constant density of states and band width 2W the Kondo hybridization
χ is solved by minimizing the energy (T=0). The result is,
JKχ2
2
=
2W 2nc
JK
exp(−2W/JK)
[1− exp(−2WJK)]2
(5.9)
When JK ≪W the energy gain through χ scales as exp(−2W/JK). If instead the system is in a
ferromagnetic state with χ= 0 and mf =−0.5, the energy gain from the Kondo term is on the order
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of J2K. For small JK, since the magnetic term that goes as J
2
K outweighs the Kondo hybridization
∼ exp(−2W/JK), the system favors an FM state with χ = 0. It is also seen from the constant
density of states analysis that for low conduction electron density the system is susceptible to a
ferromagnetic instability since the Kondo hybridization energy scales linearly with nc while the
magnetic energy gain is independent of nc.
When including Stoner FM in the conduction band the spin degeneracy is lifted and we need to
replace ε(k) in Equation (5.8) by,
εσ(k) = ε(k)+ I ⋅ncσ¯, (5.10)
where I is the Stoner interaction. We can then calculate the mean field parameters self-consistently
for each set of (JK, I). It is found that the results are fundamentally different for the half filled
conduction band and the one away from half filling. At half filling the system is a Kondo insulator
if I = 0. We find that the system remains an insulator at half filling of the conduction band, regardless
of the Kondo screening. The phase diagram is presented in Figure 5.1. In the fully Kondo screened
phase the total magnetization of the systems is zero. Neither the f -spin nor the conduction band
possess any moment; a Kondo singlet is formed around each f -spin. It is interesting to see that the
total magnetization of the system is still zero even when the conduction electron is polarized due
to the Stoner I. The polarization of the f electron is completely compensated by the conduction
electron moment in the opposite direction. For large I the conduction band is fully polarized and
there is no Kondo screening, χ= 0.
On the other hand, the story is completely different when the conduction band is away from
being half filled. Though the conduction electrons and local moments are still polarized in the
opposite direction due to JK > 0, the moments are not completely canceled. In Figure 5.3 we show
the Fermi surface evolution for conduction band filling fraction nc = 0.9. In the nonmagnetic state, a
spin degenerate small hole pocket is seen around (pi,pi). The volume of the pocket is consistent with
hole density x = 0.1. As we increase I and magnetism sets in, the hole pockets split. Nonetheless
the total volume enclosed by the pockets does not change. Finally if the polarization is large only
one surface with a definitive spin is seen. From the band dispersion Equation (5.8), one of the “-”
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Figure 5.1: The phase diagram on the JK-I plane at half filling of the conduction band. Below Ic1
the system is in the nonmagnetic Kondo singlet state. Between Ic1 and Ic2 is the mixed phase where
χ ∕= 0 and mf = −mc. For Stoner strength stronger than Ic2 the conduction band and local moment
are decoupled. The lines are guide to the eye. W = 8t.
bands is completely filled. In the case of nc = 0.9 we see that, for large I, n↑ = nc↑+ n
f
↑ = 1 (see
Figure 5.2), i.e., E−↑ (k) is filled. We then only see the surface from the E
−
↓ (k) band which should
give hole pocket of volume consistent with x= 0.1 since n↓ = nc↓+n
f
↓ = 0.9. It is also noted that the
Kondo screening, χ, is never zero. This is equivalent to say that the conduction band is never fully
polarized. Even very close to the full polarization of the conduction band electrons of the majority
spin are still able to screen. Let us suppose the conduction band is polarized in the ↑-spin channel.
Away from half filling this would give nc↑ ≲ 1− x < 1. Some of the ↑-spin f electrons can form a
singlet state with the conduction electrons and lower the energy.
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Figure 5.2: (a) spin resolved occupation as a function of I. nσ = ncσ+nfσ. (b) χ as a function of I.
JK is fixed at 1.8t in both plots.
Figure 5.3: Fermi surface evolution. From left to right: Fermi surface in the nonmagnetic Kondo
phase; split of the two hole pockets at smaller conduction band polarization; only one pocket is seen
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CHAPTER 6
CONCLUSION
The Gutzwiller approximation method is reviewed and extended in this work. It is clarified that
fugacities should be used depending on the trial wave function one is working with. In the magnetic
states we find it is simpler and physically clearer that we work with spin non-conserving trial wave
functions and thus spin dependent fugacities are put into the Gutzwiller projector. In inhomogeneous
trial states the same spirit leads to the inclusion of site dependent fugacities. This scheme of the
Gutzwiller approach give equivalent result as Kotliar and Ruckenstein’s slave boson mean field
theory and we term it as spatially (and spin) unrestricted Gutzwiller approximation (SUGA). The
physics of Mott-Hubbard metal insulator-transition, Nagaoka ferromagnetism at finite doping and
antiferromagnetism is discussed within this scheme of Gutzwiller approximation. It was found that
although not quantitatively rigor, the Gutzwiller approximation gives qualitatively correct results in
all these aspects. Spatial correlations are incorporated into the evaluation of the expectation values.
By taking a variational point of view, the conventional Gutzwiller approximation is extended in a
simple and straightforward way.
Other types of Gutzwiller approaches are reviewed and compared. In the magnetic states one
can also choose trial wavefunctions that conserve the spin resolved total particle numbers. This
eliminates the requirement of spin dependent fugacities and give consistent results with the con-
ventional variational Monte Carlo simulations if the Gutzwiller factors are properly handled as was
done by Ogata et al. But in its simplest form this approach does not give good mean field results.
Due to the complexity of the Ogata extension, it seems that choosing spin dependent fugacities is a
better starting point. Various approximations to the Gutzwiller wavefunction should give agreeing
results in the uniform and non-magnetic state. This should be one of the criteria for evaluating the
merit of a particular approximation. It is also noted that both schemes of trial wavefunction should
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yield the same result if the projection is handled exactly. The choice of a proper scheme then is
guided by the physics one is to study and convenience.
SUGA is then applied to the study of the strongly correlated electron systems. In particular,
inhomogeneous states of the t-J model is explored. The nonsuperconducting states of the t-J model
is found to be unstable against static charge density modulation due to Fermi surface instability. We
found commensurate charge ordered states both in the staggered flux phase and in the normalized
Fermi liquid state. These states might be good candidates for the ground state where superconduc-
tivity is suppressed, such as in the vortex core or the pseudogap state.
Multiband Gutzwiller approximation is also formulated and applied to the study of metal insula-
tor transition in the extended Hubbard model away from half filling. “SuperMott” transition occurs
due to charge ordering or long range Coulomb interaction. Doping into the superMott insulator
is discussed in the context of of a Kondo lattice model. The competition of Kondo screen and a
ferromagnetic conduction band is studied.
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