This article deals with the design of effective numerical scheme for solving three point boundary value problem for second-order nonlinear singularly perturbed differential equations with initial conditions. The obtained system of nonlinear algebraic equations is solved by Newthon-Raphson method in MATLAB. It also verifies the convergence of approximate solutions of an original problem to the solution of reduced problem.
Introduction
Dynamical systems are found wherever there is a need to describe system changes in time. The mathematical models of differential equations are used for continuous systems. This mathematical model can be addressed by conventional means of mathematical analysis until the system is free of nonlinear elements, which cannot be neglected. It may be, for example, nonlinear resistance, which varies depending on temperature and on a nonlinear inductance and nonlinear capacitor. The mechanical elements include, for example, dry friction and nonlinear dampers. Physical quantities, numerically characterizing these elements enter into the model as parameters [1] , [2] . [3] , [4] .
Problem formulation
Nonlinear dynamical systems are a current topic in the broad interests not only for the community of mathematicians, but also in the field of information technology and automation. Solving nonlinear systems of differential equations is difficult, because there are no reliable methods for the separation and refinement. Although there are several methods for specifying more accurate approximate solutions of nonlinear differential equations, their effectiveness is significantly contingent on very good initial approximation [5] . Let us consider ordinary differential equation of the form:
ߝ‫´´ݕ‬ ‫ݕ݇‬ ൌ ݂ሺ‫,ݔ‬ ‫ݕ‬ሻ, ‫ݔ‬ ∈ 〈ܽ, ܾ〉, ݇ ൏ 0, ߝ 0, (1.1) subject to the boundary conditions
2) The goal of the singular perturbation theory is to study an asymptotic behavior of the perturbed equation (ߝ 0) in relation to the solution of a reduced problem (ߝ ൌ 0 in (1.1)). Further theoretical background on these boundary value problems are to be found in the work [2] . Without of loss of generality we suppose that the point c is the center of the interval൏ ܽ, ܾ ; if the point c is not the center of the interval, we proceed analogously. Let us transform differential equation (1.1) to the difference equation [6] :
where ݇ is constant and ݄ is a step of discretization. Next, the interval ൏ ܽ, ܾ is divided into N subintervals with the same length, point c is center of this interval ( Fig.1) . For i ൌ 1,2, … , N െ 1 and the interval 〈ܽ, ܾ〉, the following equations were obtained:
This way the nonlinear equations for specified number of intervals were created. N must be an even number for boundary conditions to be satisfied. Then N/2 is exactly in the middle of the interval. Newton-Raphson method in MATLAB was used to solve numerically this system of nonlinear algebraic equations.
Newton-Raphson method in MATLAB
Let us consider the n-dimensional system of nonlinear equations as follows:
Considering the Newton-Raphson method formula for one dimensional system solution, using the Taylor series and dropping terms of order ‫ݔ߂‬ ଶ , the resulting formula is as follows:
where the term ‫ܬ‬ሺ‫ݔ‬ሻ is the Jacobian matrix (of size ݊ ‫ݔ‬ ݊) made up of the partial derivatives as follows:
Now let us assume that x is the current approximation of the solution of ݂ሺ‫ݔ‬ሻ ൌ 0, also let ‫ݔ‬ ‫ݔ߂‬ be the improved solution and finally set ݂ሺ‫ݔ‬ ߂‫ݔ‬ሻ ൌ 0 in Eq. (2.2) to find the correction ‫.ݔ߂‬ After these adjustments a set of linear equations for ‫ݔ߂‬ is obtained:
The Newton-Raphson method is the simplest and most effective means of computing solution vector ‫ݔ‬ of the n-dimensional system of nonlinear equations. All of the methods used to solve this kind of problem are variants of the Newton-Raphson method [7] , [8] , [9] . The above described method was implemented as a MATLAB function, which operation is described by the following steps. The input vectors must be defined before the function call according to following description. The function returns the column vector X as a result and uses these inputs:
1. Fun -Column vector of nonlinear system functions. 
Solutions
MATLAB´s program was applied to the system (1.3), (1.2) for ܰ ൌ 6. Then interval 〈0; 1/2〉 was divided into six subintervals 〈0, Another two functions arose from the boundary conditions (1.2) f ൌ y െ y ଷ ; f ൌ y ଷ െ y . Choosing tolerance 1.0e ିଷ and number of iterations 30, the resulting graph is presented in the picture (Fig. 2) . In spite of the determined number of iterations and tolerance, there have only been five steps, and then program stopped. For comparison the simulation results after the first, the third and the fifth iteration were chosen. The difference of values is presented in the table (Tab. 1) showing that the difference of the measured values after the third and fifth iteration is on ninth decimal place. Therefore not all curves are visible to the naked eye in the picture (Fig. 2) . Increasing the number of intervals for ܰ ൌ 10, 28 (Fig. 3 -Fig. 4) , the convergence, impact number of iteration and tolerance on solutions of system (1.1), (1.2), and the divergence of solutions were examined after each step. The interval 〈0; 1/2〉 was divided into ten subintervals 〈0; ିଷ . The results in the fifth step changed significantly, the results in the sixth step were visibly changed only for ‫ݕ‬ ଼ and in the next steps they remained the same. Therefore divergence for step five and six was compared (Tab. 2). Using format long in MATLAB program wrote solutions to fifteen decimal places, and the divergence to thirty-one decimal places, because first fifteen places were zero. Consequently the graph of solutions only for first six iterations was created. Differences in values are so small that they cannot be observed by naked eye (Fig.  3) . From conditions (1.2) arose two functions f ଶ଼ ൌ y െ y ଵସ ; f ଶଽ ൌ y ଵସ െ y ଶ଼ . N is an even number, therefore N/2 is in the middle of the interval. Based on the previous findings, (1.2), (1.3) were simulated for ten iterations and tolerance for 1.0e
ିଷ . Graph of solutions is in the picture (Fig 4) . 
Conclusion
We have proved that the solutions of perturbed problems (1.1), (1.2) converge rapidly to the solution of reduced problem for different number of points of dividing of the interval ൏ ܽ, ܾ with boundary conditions with the use of Newton-Raphson method. Our proposed scheme is effective because after five iterations we obtain highly accurate results [10] .
