Abstract. Ease of browsing and searching for information on mobile devices has been an area of increasing interest in the information retrieval (IR) research community. While some work has been done to enhance the usability of handwriting recognition to input queries, the characteristics of speech as an input mechanism have not been extensively studied. It is intuitive to think that users would speak more words when issuing their queries due to the ease of speech when they are enabled to form queries via voice to an information retrieval system than forming queries in written form. Is this in fact the case in reality? This paper presents some new findings derived from an experimental study to test this intuition, and assesses the feasibility of the spoken queries for the search purposes.
Introduction
Today, the phone is the most widely adopted communications device anywhere in the world. Mobile phone subscriptions are increasing faster than Internet connection rates. A new market study indicates that nearly 700,000 people around the world are signing up every day for mobile phone subscriptions, even though mobile phone calls cost about three times as much as calls made with fixed or "wired" telephones. There were 23 million mobile phone subscriptions which surpassed the total population in Taiwan by the end of March in 2002. In UK, 70% of adults said they owned or used a mobile phone and almost 4 in 5 (78%) UK homes claimed to have at least one mobile according to a survey in May 2001. The development of wireless technology enables this huge mobile user community to take advantage of the large amount of information stored in digital repositories and access the information anywhere and anytime they want such as stock trading, e-commerce, travel reservations, order placements and tracking, and much more. Currently, the means of input user's information needs available are very much limited in keypad capability by either keying in or using a stylus on the mobile phone screen. Text -entry rates for the multi-tap method on older mobile phones are commonly 7-15 wpm; with predictive-text facilities this rate roughly doubles [3] . Key-tapping would therefore allow the entry of a typical 10-word question in 20-40 seconds, with continuous visual attention. Hand-writing with a stylus can be doubled at comparable speeds [4] . This would suffice to satisfy some information needs. However, such input style does not work well for those users in many situations such as when users are moving around, using their hands or eyes for something else, or interacting with another person. In addition, the availability of screens and keyboards are not useful to those with visual impairment such as blindness or difficulty in seeing words in ordinary newsprint, not to mention those with limited literacy skills. In all those cases, given the ubiquity of mobile phone access, speech enabled interface has come to the lime light of today's IR research community which lets users access information solely via voice.
The transformation of user's information needs into a search expression, or query is known as query formulation. It is widely regarded as one of the most challenging activities in information seeking [1] . Research on query formulation with speech is denoted as spoken query processing (SQP), which is the use of spoken queries to retrieve text ual or spoken documents. From 1997 (TREC-6) to 2000 (TREC-9), TREC (Text Retrieve Conference) evaluation workshop included a track on spoken document retrieval (SDR) to explore the impact of automatic speech recognition (ASR) errors on document retrieval, the conclusion draw from this three years of SDR track is that SDR is a "solved problem" [13] . SQP has very much been focusing on studying the level of degradation of retrieval performance due to errors in the query terms introduced by the automatic speech recognition system. The effect of the corrupted spoken query transcription has a heavy impact on the retrieval ranking [15] . Because IR engines try to find documents that contain words that match those in the query, therefore any errors in the query have the potential for derailing the retrieval of relevant documents. Two groups of researchers have investigated this problem by carrying out experimental studies. One group [5] considered two experiments on the effectiveness of SQP. In their first experiment, they recorded 35 TREC queries (topics 101-135) with query length ranging from 50 to 60 words with word error rate at three different percentage levels: 25, 33 and 50. The second experiment adopted substantially shorter queries of three lengths: 2-4, 5-8, and 10-15 content words which showed that as the query got slightly longer, the drop in effectiveness of system performance became less. Further analysis of the long queries by another group showed that [6] the longer "long" queries are consistently more accurate than the shorter "long" queries. In general, these experiments concluded that the effectiveness of IR systems degrades faster in the presence of automatic speech recognition errors when the queries are recognized than when the documents are recognized. Further, once queries are less than 30 words, the degradation in effectiveness becomes even more noticeable [7] . Therefore, it can be claimed that despite the current limitations of the accuracy of speech recognition software, it is feasible to use speech as a means of posing questions to an information retrieval system which will be able to maintain considerable effectiveness in performance. However, the query sets created in these experiments were dictated from existing queries in textual forms. Will people use same words, phrases or sentences when formulating their information needs via voice as typing onto a screen? If not, how different their queries in written form are from spoken form? Dictated speech is considerably different from spontaneous speech and easier to recognise [8] . It would be expected that spontaneous spoken queries to have higher levels of word error rate (WER) and different kinds of errors. Thus, the claim will not be valid until further empirical work to clarify the ways in which spontaneous queries differ in length and nature from dictated ones.
In this paper we present the results of an experimental study on the differences between written queries and their counterpart in spoken forms. The paper is structured as follows. Section 2 discusses the usefulness of speech as a means of query input. Section 3 describes our experimental environment of the study: the test collection and the experimental procedural. The results of this study are reported in section 4. Conclusion with some remarks on the potential significance of the study and the future directions are presented in section 5.
The question of spoken queries
The advantages of speech as a modality are obvious. It is natural just as people communicate as they normally do. It is rapid: commonly 150-250 wpm [9] . It requires no visual attention. It requires no use of hands. All mobile phones and many PDAs are equipped with microphones.
However, ASR systems are imperfect, which means that there is bound to be recognition mistakes at different levels depending on the quality of the ASR systems. Queries are generally much shorter than documents in the form of both text and speech. The shorter duration of spoken queries provides less context and redundancy, and ASR errors will have a greater impact on effectiveness of IR systems [7] . In contrast with spoken documents which can be processed and indexed offline, spoken queries need to be processed online and "almost" in real time. This intensifies the already computational expensive recognition process and demands the time for speech process to be kept short as It has been ob-served that user satisfaction with an IR system is dependent also upon the time the user spends waiting for the system to process the query and display the results [18] . Furthermore, input with speech is not always perfect in all situations. Speech is public, potentially disruptive to people nearby and potentially compromising of confidentiality. Speech becomes less useful in noisy environment. The cognitive load imposed by speaking must not be ignored. Generally when formulating spoken queries, users are not simply transcribing information but are composing it. For such tasks, the real limiting factor may be how quickly one can generate and formulate ideas. In this sense, it is no different from an accomplished typist who may be able to copy information quickly, but is slowed considerably when having to compose original text.
However, despite the unavoidable ASR errors, research shows that the classical IR techniques are quite robust to considerably high level of WER (about up to 40%), in particular for longer queries [12] . Voice is more expressive. It has more cues including voice inflection, pitch, and tone. Research shows that there exists a direct relationship between acoustic stress and information content identified by an IR index in spoken sentences since speakers stress the word that can help to convey their messages as expected [16] . People also express themselves more naturally and less formally when speaking compared to writing and are generally more personal. It has long been proved that voice is a richer media than written text [10] . Thus, we would expect, as a result, that spoken queries would be longer in length than written queries. Furthermore, the translation of thoughts to speech is faster than the transition of thoughts to writing. To test these two hypotheses, we constructed an experiment as described in the following section.
Experimental study
Our view is that the best way to assess the differentiations in query formulation between spoken form and written form is to conduct an experimental analysis with a group of potential users in a setting as close as possible to a real world application [14] . We used a within -subjects experimental design [19] and in total, 12 subjects participated.
Subjects
As retrieving information via voice is still relatively in its infancy, it would be difficult to identify participants for our study. We therefore decided to recruit from an accessible group of potential participants who is not new to the subject of Information Retrieval. 7 of our participants members were from the IR research group who have knowledge of Information Retrieval to some degree and 5 participants were research students who all have good experience of using search engines within the department of computer and information sciences, but few have prior experience with Vocal Information Retrieval. Our subjects participated the experiment voluntarily. It is worth to mention that all participants were native English speakers. There would be no language barriers for them to understand and formulate their information needs in English. Table 1 . An example of a TREC topic <id> 1 <title> Topic: Coping with overcrowded prisons <desc> Description: The document will provide information on jail and prison overcrowding and how inmates are forced to cope with those conditions; or it will reveal plans to relieve the overcrowded condition.
Text collection
<narr> Narrative: A relevant document will describe scenes of overcrowding that have become all too common in jails and prisons around the country. The document will identify how inmates are forced to cope with those overcrowded conditions, and/or what the Correctional System is doing, or planning to do, to alleviate the crowded condition.
The topics we used for this experimental study was a subset of 10 topics extracted from TREC topic collection. Each topic consists of four parts: id, title, description and narrative. An exa mple of such topic is shown in Table 1 .
Experimental procedural
The experiment consisted of two sessions. Each session involved 12 participants, one participant at a time. The 12 participants who took part in the first session also took part in the second session. An experimenter was present throughout each session to answer any questions concerning the process at all times. The experimenter briefed the participants about the experimental procedure and handed out instructions before each session. Each participant was given the same descriptions of 10 topics in text form, which were extracted from TREC topics. The 10 topics were in a predetermined order and each had a unique ID. The tasks were that each participant was asked to form his/her own version for each topic in either written form or spoken form as instructed via a graphic user interface (GUI) on a desktop screen (written in Java). For session 1, each participant was asked to form his/her queries in written form for the first 5 queries and in spoken form for the second 5 queries via the GUI.
For session 2, the order was reversed, that was each participant presented his/her queries in spoken form for the first half topics and in written form for the second half topics via the GUI. Each session lasted approximately 3 hours, which gave each participant to finish the tasks within 30 minutes and a maximum of 5 minutes time constraint was also imposed on each topic. Session 2 was carried out one week after session 1, this was because after the participants had taken part in session 1, they had familiarised themselves with the 10 topics to some degree, which would definitely pose a threat to the validity of our data if they worked with the same topics in session 2 immediately. By running session 2 some time after session 1, we hoped this threat would be minimised. At the end of the experiment, each participant was interviewed for about 10 minutes and a questionnaire was administered to each participant in order to obtain additional information about the process by which a participant formed the queries.
Data capture
We utilised three different methods of collecting data for post-experimental analysis: background system loggings, interviews and questionnaires. Through these means we could collect data that would allow us to analyse and test the experimental hypotheses.
During the course of the experiment, the written queries were collected and saved in text format along with the duration of the formulation for each query after the participates typed their queries into the query field in the GUI and clicked "submit" button. The duration of each written query was counted as the total time a participant spent to comprehend a topic and formulate his/her query in the query field and submit it. The spoken ones were recorded and saved in audio format in a wav file for each participant automatically along with the duration for each query. After reading a topic, to record a query, the participant could click "starting speaking" button and speak his/her query into a microphone and then click "stop speaking" to terminate the recording. Similarly, the duration of each spoken query was calculated as the total time a participant needed to comprehend a topic and record his/her query.
The interviews sought to solicit participants' comments on the GUI design and explanations of his/her occurrence of some exceptional behaviour the experimenter observed during the course of experiment. They were also asked to point out the easiest and most difficult topics in written and spoken form and the reasons for their judgments.
The same questionnaires would be handed out after the completion of both sessions to gather participants' assessment on the complexity of the tasks. By comparing their answers, we could see how their ratings on the difficulty of the tasks would vary from session 1 to session 2.
Experimental results and analysis
From this experiment, we have collected 120 written queries and 120 spoken queries. Some of the characteristics of written and spoken queries are reported in Table 2 and  Table 3 respectively.
These two tables pictured clearly that the average length of spoken queries is longer than written queries with a ratio rounded at 2.48 as we have hypothesised. After stopwords removal, the average length of spoken queries reduced from 23.07 to 14.33 with a 38% reduction rate and the average length of written queries reduced from 9.54 to 7.48 with a reduction rate at 22%. These figures indicated that spoken queries contained more stopwords than written ones. This indication can also be seen from differentials between the average length and median length for both spoken and written queries. There had no significant differences on durations for formulating queries in spoken and written forms.
The number of unique terms occurred in the written query set and spoken query set were very small. This was because that each participant worked on the same 10 topics and generated a written query and a spoken query for each topic, therefore, there were 12 versions of written queries and 12 versions of spoken queries in relation to one topic. 
Length of queries across topics
The average length of spoken and written queries for each topic across all 12 partic ipants was calculated and presented in Fig. 1 .
In Fig.1 , the line for spoken queries is always above the line for written queries, which suggests the spoken queries were lengthier than the written ones. This was a case for every topic persistently. This was exactly what we would expect to see. We know from previous studies that the textual queries untrained users posed to information retrieval systems are short: most queries are three words or less. With some knowledge of information retrieval and high usage of web search engines, our partic ipants formulated longer textual queries. When formulating queries verbally, the ease of speech encouraged participates to speak more words. A typical user spoken query looks like the following:
"I want to find document about Grass Roots Campaign by Right Wing Christian Fundamentalist to enter the political process to further their religious agenda in the U.S. I'm especially interested in threats to civil liberties, government stability and the U.S. Constitution. and I'd like to find feature articles, editorial comments, news items and letters to the editor."
Whereas its textual counterpart is much shorter: "Right wing Christian fundamentalism, grass roots, civil liberties, US Constitution." T1  T2  T3  T4  T5  T6  T7  T8  T9  T10 Topic ID no. of words length of written queries length of spoken queries 60.00
User ID no. of words length of written queries length of spoken queries
Fig. 2. Average length of queries per user

Length of queries across participants
We also summarised the length of queries for all 10 topics across all participants. The average length of queries per user is presented in Fig. 2 . We could observe from Fig. 2 that it was the same case for every participant that his/her spoken queries were longer than written ones consistently. However, the variations of the length between spoken and written queries for some participants were very timid. In fact, after we studied the transcriptions of spoken queries, we observed that the spoken queries generated by a small portion of participants were very much identical to their written ones. The discrepancies of length within written queries were very insignificant and relatively stable. All participants used similar approach to formulate their written queries by specifying only keywords. The experience of using textual search engines influenced the participants' process of query formulations. For most popular textual search engines, the stopwords would be removed from a query before creating the query representation. Conversely, the length fluctuated rapidly within spoken queries among participants.
We didn't run a practice session prior to the experiment such as to give an example of how to formulate a written query and a spoken query for a topic, because we felt this would set up a template for participants to mimic later on during the course of experiment and we wouldn't be able to find out how participants would go about formulating their queries. In this experiment, we observed that 8 out of 12 participants adopted natural language to formulate their queries which were very much like conversational talk and 4 participants stuck to the traditional approach by only speaking keywords and/or broken phrases. They said they didn't "talk" to the computer was because they felt strange and uncomfortable to speak to a machine.
Duration of queries across topics
The time spent to formulate each query was measured. A maximum of 5 minutes was imposed on each topic and participants were not allowed to work past this. All participants felt that the time given was sufficient. There was only one occasion a participant didn't formulate a written query within the time limit. T1  T2  T3  T4  T5  T6  T7  T8  T9  T10 Topic ID duraion in mm:ss duration of written queries duration of spoken queries
Fig. 3. Average duration of queries per topic
The average time participants spent on each topic is shown in Fig. 3 . For the first half topics, more time was needed to form the written queries than spoken ones but the discrepancy was not as great as we expected. Participants spent almost same time to formulate query in written and spoken forms for each of the second half topics. From this figure, we were able to establish that no significant difference existed between the two query forms in terms of the duration. This appears to reduce a little weight to our claim that perhaps the participants would require less time to form spoken queries since that is the way people communicate to each other. However, we couldn't neglect the fact that the cognitive load of participant to speak out their thoughts was also high. Some of them commented that they had to well-formulate their queries in head before speaking aloud with no mistakes. One could revise one's textual queries easily in a query field, but it would be difficult for the computer to understand if one corrected one's words while speaking. Information retrieval via voice is a relatively new research area and there aren't many working systems available currently. Lacking of experience also pressurised the spoken query formulation process.
Duration of queries across participants
The duration of queries per participant is shown in Fig. 4 . Some participants spent less time on spoken queries than written ones, whereas it was a reverse case for some other participants. The variations of durations across all participants were very irregular and there were no any significant differences among the durations for the two forms, therefore, we were unable to establish any strong claims. Nevertheless, the figure did show that two thirds of the participants spent less time on spoken queries than written ones whereas only one third of the participants required more time for spoken queries than written ones. 
Length of spoken and written queries without stopwords across topics
From the previous analysis, we know that spoken queries as a whole were definitely lengthier than written queries. One would argue that people with natural tendency would speak more conversationally which results in lengthy sentences containing a great deal of function words such as prepositions, conjunctions or articles, that have little semantic contents of their own and chiefly indicate grammatical relationships, which have been referred as stopwords in information retrieval community, whereas the written queries are much terser but mainly contain content words such as nouns, adjectives and verbs, therefore, spoken queries would not contribute much than written queries semantically. However, after we removed the stopwords within both the spoken and written queries and plotted the average length of spoken and written queries against their original length in one graph, as shown in Fig. 5 , which depicts a very different picture.
As we can see from above figure, the line for spoken queries is consistently on top of the one for the written queries; after stopword removal, each of them are also undoubtedly becoming shorter. Moreover, the line for spoken queries without stopwords stays above the one for written queries without stopwords consistently across every topic. Statistically, the average spoken query length without stopwords is 14.33 and for written query, that is 7.48, which shows the spoken queries have almost doubled the length of the written ones. This significant improvement in length indicates that the ease of speaking encourages people to express not only more conversationally, but also more semantically. From information retrieval point of view, more search words would improve the retrieval results. Ironically, for mobile information access, the bane is the very tool that makes it possible: the speech recognition. There are wide range of speech recognition softwares available both for commercial and research purposes. High quality speech recordings might have a recognition error rate of under 10%. The average word error rates (WER) for large-vocabulary speech recognisers are between 20 to 30 percent [2] . Conversational speech, particularly on a telephone, will have error rates in the 30-40% ranges, probably on the high end of that in general. In this case in our experiment, even if at the WER at 50%, it would not cause greater degradations on the meanings for spoken queries than written queries, in other word, the spoken information clearly has the potential to be at least as valuable as written material. 
Length of spoken and written queries without stopwords across participants
The average length of spoken and written queries with and without stopwords across all 12 participants is shown in Fig. 6 . This graph shows a consistency with the result of the previous analysis that people tend to use more function words and content words in speaking than writing. This is a very case for every participant in our experiment. 
Conclusions and future work
This paper reports on an experimental study on the differentiations between spoken and written queries in terms of length and durations of the query formulation process, which also serves as the basis for the preliminary speech user interface design in the near future. The results show that using speech to formulate one's information needs not only provides a way to express naturally, but also encourages one to speak more semantically. This means that we can come to the conclusion that spoken queries as a means of formulating and inputting information needs are utterly feasible. Information retrieval systems are much more sensitive to recognition errors when the queries are spoken than when the documents are speech recognition output [11] . We are fully aware of this potential threat, therefore for future work, we'd like to transcribe the recordings of the spoken queries using automatic speech recognition software and identify an information retrieval system which can be used to evaluate the effect of word error rate of spoken queries against written queries on the effectiveness of the retrieval performance.
In the mean time, we are carrying out a similar experiment on Mandarin which has a completely different semantic structure from English. The topics being used for this experimental study are a subset extracted from the TREC-5 Mandarin Track and the participants are all native Mandarin speakers with good experience in using search engines. The results obtained from this study will be compared to the ones reported in this paper.
