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Abstract
Rapid shifting by government sectors and companies to provide their services and products over
the internet, has immensely increased internet usage by individuals. Through extranets to network
services or corporate networks used for personal purposes, computer hackers can lead to
financial losses and manpower/time consumption. Therefore, it is vital to take all necessary
measures to minimize losses by detecting attacks preemptively. Due to learning algorithms in
cyberspace security challenges, deep learning-based cyber defense has lately become a hot
topic. Penetration testing, malware categorization and identification, spam filtering, and spoofing
detection are just a few of the key concerns in cyber defense that were tackled using Machine
Learning (ML) approaches (Somme, 2020). Result, effective adaptive approaches, such as
machine learning approaches could result in increased response times, reduced probability of
false alerts, as well as cheaper computing and communication expenses. Our primary point is to
demonstrate that the problem of detecting malware is distinct from other technologies, making it
far more difficult for the access control group to properly use machine learning.
Keywords: machine learning, network intrusion, analytics, decision tree, random forest, random
trees.
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Chapter 1 - Introduction
1.1

Introduction

The purpose of the study is to differentiate between normal and abnormal network data and how
they differ from each other. Machine Learning techniques are being used to train and diagnose if
a computer intrusion or hack has occurred. Every classification model can then be used to
determine whether the attack is a Distributed denial of service attack. Paxson V. (2020), Support
vector machine (SVM) Algorithm, a collaborative learning approach that collects information and
identifies trends or can cluster features based on commonality, is an instance of a classification
model. Since we can't predict where, how or when a threat will strike, and a full-stack intrusion
prevention isn't always possible. Hence, our best bet for the time being is early diagnosis that can
mitigate the danger of irreversible damage caused by such attacks.

1.2

Background

Cyber security continues to be one of the most important and major concerns of the current era
IT infrastructures and technological ecosystem. Constant attempts to breach organization as well
as country network systems has indicated that traditional firewall and antivirus protections would
fail in advanced digital cyber-attacks, thereby compromising systems. In recent times, numerous
organizations have been victims to cyber-attacks and data breaches, which resulted in loss worth
of millions of dollars including data leaks of customers. Some of the companies are Twitter,
SolarWinds, Finastra etc. Morgan states the jump from $3 trillion cybercrime costs to $10.5 trillion
will represent “the greatest transfer of economic wealth in history” (Morgan, 2020)
Intrusion prevention Systems (IDS) are one of the most common methods of implementing anticyber-attack measures to prevent such attacks. These systems, be it signature based, or learning
based, need to be constantly updated and upgraded to be in line with the newer technical threats.
Various Data Analytics and Data Mining techniques help in understanding the patterns and
nuances in cyber-attacks and help learn methods to prevent the same.
Hence, in recent times numerous researchers are implementing Machine Learning and Deep
Learning techniques to prevent such intrusions from occurring in both commercial as well as
7

national network ecosystems. With the increasing traction towards these threats, the need to
research on prevention and mitigation techniques grow.

1.3

Project goals and research questions

Research Question 1: Mechanisms behind the Machine Learning Methods?
Justification: Machine learning is known as a learning technique, wherein programmatic models
leverage data to uncover and detect network threats, and this practical application of anomaly
detection has become widespread. According to researchers, machine learning greatly enhances
the calculation potential as they use statistical methods to understand the threat issues which
helps in threat detection with accuracy and next to real-time performance.
Research Question 2: Evaluating the data collected or extracting features utilizing technical
knowledge?
Justification: An analysis must be done to examine how our suggested method relates and differs
from other proposed solutions listed in the available literature to validate our proposed technique
for feature extraction via network activity. Domain knowledge or technical know-how is a very
important aspect that a person should have while working on a data analytics problem because it
helps understand the intrinsic problem in an elaborate manner and propagates comprehensive
problem-solving approaches.
Research Question 3: The effect of using the Outlier Element technique on the number of false
positive alerts?
Justification: Inside the assessment of a security system, a good accuracy rate is critical. When
regular traffic is incorrectly classified into network attacks, false alerts occur. However, the
assessment on a validation set that is not indicative of typical network activity will not match the
algorithm's effectiveness on actual internet traffic. The above can be ensured with the help of
accurate model training with clean datasets, trained personnel with adequate domain knowledge
who can analyze the flowing data in a timely manner.
Our goal is to detect attacks in internet traffic without prior understanding of the possible local
threats. We believe that the Network we're monitoring has a background of attack (or even mostly
attack) activity. The kinds of threats we're looking for can be identified in network activity if we
actively look at them. Experiments, DOS, and R2L, are examples of threats carried out by distant,
8

unauthorized individuals. We expect our technology to just be part of a bigger security system
(IDS) that includes hand-coded algorithms for detecting known threats and host-based techniques
for detecting U2R attacks, infections, and open ports (watching storage devices and running
system changes).
Research Question 4: Which is the best model based on comparison of accuracy, and what is the
scope of feature engineering to improve model score?
Justification: In our project, we would use multiple classification algorithms like Logistic
Regression, SVM, Decision Trees as well as Random Forest. Based on the prediction accuracies
and other scores we would be able to judge which is the best model. There are other metrics to
consider over here, like precision, recall and F1 scores. On obtaining the respective comparisons,
we would also use feature engineering to re-do the entire modeling process and see if the scores
improve for the above models.
Our goal is to obtain the best fit for the model and in turn have the best accuracy in terms of
predicting if the network access is normal or abnormal. Bad scores in these model metrics would
result in inaccurate predictions which is detrimental in the long term.

1.4

Aims and Objectives

Our goal of the entire exercise is to be able to collect, prepare, analyze, and determine network
intrusion traffic, i.e., anomalous traffic from the dataset that we have. The process of using CRISPDM to solve the entire problem statement would help us understand the problem and data in
depth and be able to solve problems in a streamlined manner in the future. We will use multiple
machine learning models to classify anomalous internet traffic using the data and then also
perform a comparative study between these models to determine the best fit of all.
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Chapter 2 Literature Review
2.1

Literature Review

Introduction
According to Yadav (2020), machine learning is a branch of computer engineering that groups
and extracts actions and objects from information using predictive modeling and artificially
intelligent technologies. These learned basic trends and associations can be utilized to make
predictions on new information using machine learning techniques. Machine learning could be
used to identify either signatures or anomalies. We use signature recognition when we are offered
training cases labeled as both regular and threatening (or tagged with a sort of threat). Such
information is tough to come by. Most of the time, we classify all bandwidths as typical. For
example, beyond the training dataset is presumed to be malicious in this circumstance.
Discriminant analysis is built on this foundation.
As per Zhao (2021), the need for network traffic classification has increased over the years, with
the consumption of the internet. His research work evaluates the classification of network traffic
based on their representative classification features,
●

Statistics based classification

●

Correlation based classification

●

Behavior based classification

●

Payload based classification

●

Port based classification

This also comes with a series of criteria which would enable evaluation of the above-mentioned
classification techniques for the network traffic. The details, specifically advantages and
disadvantages are discussed in the paper for each of these classification techniques to conclude
the best model fit for the job. Data Fusion, which is the process of association, correlation or the
combination of data obtained from multiple sources to obtain the required information. This
technique is highly sought after in the domain of network intrusion detection, image processing
and other memory allocation strategies. Zhao’s (2021) research and study suggest that network
classification can help in identifying user behavior and facilitate the prediction of traffic categories.
10

This would greatly enhance network management processes within any organization or team. For
effective intrusion detection, the ability to distinguish abnormal network traffic is highly essential
which would ensure a smooth filtration process.
According to Rahman (2018), wireless networks are often open in nature and therefore the
security of these network systems are highly undermined. A single attack exposes all the
underlying architecture and leads to data leaks. In his paper, Rahman and Tomar discuss the
security issues pertaining to wireless network setups and the most prominent security issues
when it comes to wireless networks are active attacks and passive attacks. The cryptocurrency
sphere has been developing in the past few years at a very rapid rate, and with that, the
requirement to guard these peer-to-peer network systems have increased as well. A lot of hacks
and fraudulent activities have been carried out in recent times wherein millions worth of
cryptocurrency assets have been stolen or compromised by hackers. The paper discusses some
available threat detection techniques for wireless network systems to help protect the same.
There are different types of attacks that have been detected by other researchers using ML: SSH
brute strength, Man-in-the-Middle (MITM), and application server Dynamic Denial of Services.
The different types of network attacks are given as:

Figure 1 Types of network attacks Aljabri (2021)
Anomaly detection term refers to identifying and detecting abnormal activity or process. It is critical
to monitor and detect threats on systems as early as possible. Intrusion detection systems (IDS)
11

are software-based components that act as an "alert" to safeguard data management from
network intrusions. By identifying misuse and illegal access to networks, IDS may prohibit efforts
to penetrate the Network. Wherever the internet is available, our lives are considerably easier to
manage, with access to information and a lot of platforms to carry out our day-to-day tasks.
However, its flaws and the volume of data transmitted across result in exposure for enemies to
conduct destructive actions within its infrastructures. Moreover, potential threats are constantly
there on any tool to facilitate the open Network or even a sub-network. As a result, people and
organizations often generate several threats to target communications systems to grab private
knowledge and documents (Peter, 2019).

Figure 2 Anomalous vs Normal host access classification Kaggle (2019)
The above figure shows a simple classification approach for anomalous traffic accessed to a
network system which has been achieved using a novel approach to classifying network traffic
data. Programmatic approaches to solving intrusion detection problems has been the chosen
norm in the modern world with the increasing cyber-attacks. In the section below, we will
understand different approaches and implementations in research work to be able to understand
the domain better as well as be able to come up with improved approaches to solving ours.
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Figure 3 Clustered dataset for different attacks Mehmood (2016)
In the image above, it is observed that from the dataset, clustering methods have been
implemented to cluster the types of network accesses to different types of malicious attacks based
on their attributes and behavior (Mehmood, 2016). This has been clustered by a Machine Learning
model, which turned out to be quite useful for situations like these.

Figure 4 Most frequent algorithms used Ahmad (2020)
We can observe from the image above that Auto Encoder (DL) is the most frequent algorithm
used in most of the research and implementations according to Ahmad (2020).
It is critical to monitor and detect threats on systems as early as possible. Intrusion detection
systems (IDS) are software-based components that act as an "alert" to safeguard data
management from network intrusions. By identifying misuse and illegal access to networks, IDS
13

may prohibit efforts to penetrate the Network. Wherever the internet is available, our lives are
considerably easier to manage, with access to information and a lot of platforms to carry out our
day-to-day tasks. However, its flaws and the volume of data transmitted across result in exposure
for enemies to conduct destructive actions within its infrastructures. Moreover, potential threats
are constantly there on any tool to facilitate the open Network or even a sub-network. As a result,
people and organizations often generate several threats to target communications systems to
grab private knowledge and documents (Peter, 2019).
Anomaly detection also requires that we constantly monitor and analyze the selected network
system which would help us identify suspicious activities. We can bifurcate anomaly network
detection into two categories as below 1. Passive Network Monitoring - The probes that are included in the network of the computer
are evaluated. This data can either be directly intended for the probes or be the copy of
production of the traffic of the network.
2. Active Network Monitoring - Some of the network types may contain probes which would
generate additional traffic sent through the network. By using the traffic data, the
availability or general parameters can be determined regularly.
In general, the process of detecting anomalies in the network can be divided into many processes,
some of which we would like to discuss here.
●

Parameterization - The input data and the monitored datasets are separated which then
becomes suitable for further processing

●

Training - The network model is updated with the status being ‘train’ when this mode is
selected. This stage can be achieved both manually and automatically

●

Detection - In the process of detection, the trained model is implemented to differentiate
the network data from anomalous and normal. At the very end, an anomaly detection
report is generated and shared with the user. (Pecha, 2021)

The process of anomaly detection in network traffic is depicted in the image below.
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Figure 5 Intrusion Detection process in steps, Flowmon (2021)
The practice of discovering irregularities and anomalies that do not match within specified data
trends is an intrusion detection system. The significance of outlier detection appears from the
belief that the findings are frequently translated into actionable intelligence for use in various
settings and disciplines. For example, to recognize accessible position or TCP interactions that
vary from a generate on airstrike traffic, networking anomalous detection methods often track IP
addresses, channels, TCP-related data, and other parameters.(Xie, 2014) As part of large
applications, sensors are frequently paired with signal sensors.
Najafabadi (2019) found that many early outlier detections build resilience user activities, such as
client’s IP addresses and usual login timings. Logging in from an unexpected location and at an
unfamiliar hour would be considered dangerous. The criteria might be memorized or written.
Shiravi (2021) is an operating system security detector that looks for a backdoor or other attack
indicators. Running files must never be changed within the idea that typical conduct is stated. It
can be termed an outlier detection tool. By tracking system software calls, Sommer (2020)
15

employs the concept of a computerized immune response to applying outlier detection to recall
tasks in a server network.
Tuor (2017), has described in his paper the implementation of a novel approach using Deep
Learning for unsupervised threat detection in the data streams pertaining to cyber security space.
Raw system logs are a key example of streaming data which can be used for threat detection and
mitigation. The model that has been deployed by Tuor and his team decomposes the anomaly
scores, and they are tagged to the individual user behavior scores which in turn increases the
interpretability to review potential insider threats which can undermine the network security. Their
approach surpasses the already existing models like PCA, Isolation Forest etc. based on anomaly
detection scores. With this, we observe that one of the components of cyber security intrusion,
i.e., insider threat has been attempted to be diagnosed with pre-emptive learning techniques like
Deep and Recurrent Neural Network (RNN). This solution presents any sort of organizational
harm carried out by internal employees who might carry out unsanctioned data transfers outside
of the organization or may want to access unauthorized data for personal gains. As cyber security
analysts need to analyze large volumes of dataset, it is imperative that learning techniques are
deployed to be able to detect threats without the need for constant human interventions.
The modern world has shifted the organizations having to open a lot of their online resources to
the employees due to the work from home policies, though they require VPN or other safeguarding
measures to be able to connect is a different story. This goes without saying that people might try
to access data that is not explicitly meant for them which might undermine the organization’s
security. It is as simple as using a colleague’s laptop or stealing their password to gain
unauthorized access to data. In her paper, Niu (2019) proposed a one-time authentication step
using mouse behavioral characteristics along with deep learning. In the method, all actions
generated by a mouse to images and this image data is then trained through the CNN network to
construct a classification method. During the process when the user tries to authenticate, the
user’s mouse activity is then mapped, trained, and classified by the model which enables accurate
user identification technology.
When it comes to research designs implemented in the cyber security and machine learning
domain, there has been a substantial increase in the number of IoT devices being set up across
the globe. With the increase in these IoT devices, the risks, and chances of attacks over wireless
infrastructure grows. As the number of attacks on these networks increases, the complexity to
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protect the traditional Intrusion Detection Systems (IDS) has increased as well. In his paper,
Churcher (2021) implements various Machine Learning techniques like k-nearest Neighbor (kNN),
support vector machine (SVM), decision trees (DT), naive bayes (NB), Artificial Neural Network
(ANN) as well as random forest (RF) in a traditional IDS system. Based on his research work and
after comparing ML model performances on HTTP distributed denial-of-service (DDOS) attacks
data, Random Forest performed the best with respect to accuracy, precision, recall and F1 score.
This demonstrates the need for advanced Machine Learning models with accuracy with the
increase in IoT devices across the world. The scores below are the depiction of the Machine
Learning models with respect to detecting malicious activities in the network.

Table 1 DDoS UDP weighted classes summary stats Churcher (2021)
Machine Learning methods can be implemented in network systems to detect malicious traffic as
well as network intrusions.

2.2

Takeaways from Literature Review

From the literature reviews we found a lot of things are done to solve the cyber security problem
using data analysis tools and machine learning. This shows the importance of the cyber security
domain in the past few years since all governments and companies are shifting their services
online and virtually. The main key takeaways are:

●

Building our model should be done with a feature that is available in normal and traditional
intrusion detection systems and not specific for a special system.

●

Malicious network patterns are being detected in different ways which are outliers,
signature based, features effectiveness and correlations.
17

●

Network data consists of many and different types of machines other than normal
computers and laptops and this should be taken in consideration.

●

The model produced should be less computational since the model should be running 24
hours seven days to trigger network attacks.

●

There are different types of attacks in the network and the data should consist of them to
build a strong model.

With the mentioned key takeaways and implementing them in our project, will lead us to have
a more solid and reliable model that can be effective and detect the different types of attacks.
In addition, network security is considered the foundation and the first block of cyber security.
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Chapter 3 - Research Methodology
3.1

Methodology

In this chapter, we plan to use a dataset obtained from KDD Cup 1999 data which contains a
variety of intrusions simulated in a military network environment. (Network Intrusion Detection,
Bhosle, 2019). This dataset which we plan to audit contains a wide variety of intrusion detections
simulated in an environment from a military network. This simulation helped in acquiring TCP/IP
data dumps for a network point. Each of these connections have been tagged as either normal or
a cyber-attack based on numerous factors and each one of these connection records contain
about 100 bytes. For the TCP/IP connection, there are 41 quantitative and qualitative features
which are obtained from normal and attached data. The target feature has two classes, either
normal or abnormal. Now, we plan to create a Machine Learning flow which would be a classifier
to solve intrusion detection problems, which can be tagged as a binary classification statement.
The goal is to determine whether the network traffic is abnormal or not based on our model
implementation. The entire process is supposed to start from the process of cleaning and
modifying the data for the Machine Learning model to be able to comprehend. Once the data is
prepared, we plan to use the train dataset to train the machine learning algorithm (Random
Forest). Once we train the model, we go ahead and test the accuracy of the model and then derive
our results for classification of the network access type being either normal or anomalous. A
Random Forest classifier can read and learn data to be able to classify the target variable as
either normal or anomalous.
Another dataset is the CICIDS2017 benign and the most up-to-date attacks that have been carried
out on a network. The network traffic analysis using CICFlowMeter is also included in it. The
dataset has been created using realistic background and the abstract behavior of 25 users have
been replicated in the dataset based on HTTPS, HTTP, FTS and SSH protocols. First, we use
four distinct feature selection techniques and various classification strategies to generate the
models because the major purpose of our studies is to evaluate different segmentation
approaches in constructing intrusion prevention models. While no characteristic sampling is done,
the three classifiers are used. In this study, we will use the 2006+ Kyoto dataset. We will only
need a portion of 2006+ Kyoto data due to the enormous dataset and over five months of network
activity. To construct the classification algorithm, every one of the classifications and features
19

choices will be performed on 1st February 2022. Then, within 5 and 6 months, we will validate the
algorithms using a dataset that includes five sets of the questionnaire. Every day, different models
are tried (Karen, 2019). Expected tools to be used are either python or SAS depending on the
budget allocated.
Tools and Technologies
This project would require some of the advanced tools and technologies in terms of Data Analysis
and visualizations. Below are some of the details about the tools SPSS Statistics - This is an advanced statistical and data manipulation tool which has been
developed by SPSS and now acquired by IBM. We will use this tool to perform statistical
descriptive to understand the different aspects of the dataset and determine the factor significance
from the dataset.
SPSS Modeler - Another powerful tool developed by SPSS which is used for building pipelines
for Machine Learning models, along with data cleaning and manipulation techniques. This tool is
used by researchers and statisticians to prepare data in the required format for predictions and
other pipelines.
Project Lifecycle
The first step to any data analytics project is preparing the dataset or collecting the data for further
analyses. Now, when we have the dataset ready the next step is to prepare the data, and this can
be through cleaning, manipulation or even aggregations as per our need. There might be a lot of
inconsistencies in the dataset like missing values, outliers, data type errors etc. which may deter
us from creating the models appropriately. When we treat the dataset, it is a clean dataset which
can further be used for aggregations and manipulations. Once we have the dataset ready, we can
use it to build our model.
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Figure 6 CRISP-DM process of working on Data Analytics project
The following steps are followed when it comes to a data analytics project lifecycle, especially
while using the CRISP-DM structure to move ahead with solving the problem.
Business Understanding
We understand our industry and read about different problems in network analysis and threat
detection, to understand the domain better. Domain knowledge helps in having a good
understanding to solve the problem better
Data Understanding
Here the dataset is obtained and used to perform exploratory data analysis to understand in-depth
about the data. We would start with exploring or getting an overview of the dataset like the means,
standard deviation of the predictor and other continuous features.
Data Preparation
In this step of the process, the dataset must be cleaned of inconsistencies and missing values
after an overview exploration for missing values and data types for all features. This helps us
perform the analyses better, for example the response column might have some missing values
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due to typing errors and this might result in biased results. Hence, we need to clean the data off
these problems.
Data Modeling
Data Modeling is the process of using the clean and prepared dataset to make a machine learning
model, train the data and be able to predict the outcome values in the final step. Once we
understand the features in our dataset, we can move ahead to prepare our train and test set
splitting. The split of the dataset allows us to train it, as well as test the dataset for accurate results.
Evaluation
Now, this is the final step where we would need to validate the constructed model and check if
the clusters formed are good from the model or not. From the CRISP-DM lifecycle, we get a
structured flow to solving the entire problem and have accurate results for our stakeholders as
well as recommendations. Hence, using such a process ensures a good project process and we
plan to use the same to achieve our results and final output.
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Chapter 4 - Data Analytics
4.1 Data Description
The dataset has been obtained from the famous KDD dataset which was collected and managed
by MIT Lincoln Labs in 1998. This dataset was planned to be used for a survey to evaluate and
interpret problems in intrusion detection. This dataset has been used to build numerous predictive
models which can classify bad and good connections which are termed as intrusion or attacks. In
this section, we would like to describe a bit more about the dataset before performing any form of
analysis.
The dataset contains 25,192 rows and 43 fields overall which has been obtained from Kaggle
which hosts the dataset from KDD Network Intrusion dataset.

Table.2. Data description for KDD Network Intrusion data (Staudemeyer,

2014)
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The above section has been used to describe each of the features in the dataset for the users to
understand them better. Now we would like to use SPSS Statistics to view the dataset before
performing any shaping or manipulations.

Table.3. Data view for KDD Network Intrusion data
We understand the content of the dataset now based on the raw visuals of the table view
above.
24

4.2 Exploratory Data Analysis
In this section, we would like to explore the dataset in-depth through univariate and bivariate
analysis to understand the interaction and distribution of each data point. The subsequent section
shows the findings and insights derived from the clean dataset. It is important to understand the
feature distribution and their relationship with one another using analysis and visualization
techniques. For this part, we use the SPSS Statistics tool to plot data and understand their
distribution and percentage constituent which will help us understand a lot about the data.
SPSS Statistics was developed as a tool for complex statistical analyses and research in 1968
by SPSS Inc., which was eventually acquired by IBM. This powerful tool is used by marketing
organizations, data miners, government bodies and many more for data processing and analyzing
survey data which are created by various platforms.

Figure 7 Percentage distribution of Protocol type
81% of the connections for the protocol type are TCP requests followed by UDP and ICMP.
Protocols may be useful for us in the way to identify the type of traffic that the data has, along with
understanding the distribution of attacks across each network type. TCP or Transmission Control
Protocol is the part of the network, which is quite reliable, ordered and provides correction to
errors and is used for things like email, file transfer etc. UDP or User Datagram Protocol on the
25

other hand is a connectionless communication method. Without establishing connection between
two devices, data packets can be sent and are typically used for video streams. Finally, ICMP or
Internet Control Message Protocol is not a traditional data packet protocol and is used for things
like echo reply, confirming requests and acts as a good baseline to start troubleshooting.
(Schenfelder, 2020)

Figure 8 Flag variable distribution for traffic

The above chart distribution is for the error status of the connection requests, and it shows that
59% of the connections were SF errors, followed by S0. SF typically means System Fault wherein
non-available addresses are attempted to be accessed.
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Figure 9 Percentage distribution of traffic types
On an overview, 52% of the traffic are normal while 48% are determined to be attacks of
anomalous traffic into the network system. We will try to dig deeper into these aspects in the
subsequent steps.

Figure 10 Percentage distribution of services
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At an overview, many services are trying to make connections, the top being http at 31.7% which
should be general connection requests. Next in line are private and domain_u which are a bit
sensitive connection request. We will try to dig deeper into this variable with the traffic determined
as anomalous (or attacks).

Figure 11 Percentage distribution of service for anomalous traffic
Here, it is observed that there are many services in the anomalous internet traffic which means
that attacks are trying to look for many paths to access systems, some passed through and some
not. From the eyes of a network administrator, the combination of protocol, flag and service should
be a lot of information to tell us about the traffic.

28

Descriptive statistics
In the dataset, we have some fields which have extreme values (or outliers). Having outliers in
the dataset can severely hamper model evaluation and prediction values in the long run. Hence,
in the steps below we want to identify such anomalous cases and then clean them from the
dataset. While some of the fields like src_bytes, dst_bytes etc. might have intentional extremities
in their values because of the incoming data request sizes being too high, there are some like
duration fields, which have very extreme values.

Figure 12 Descriptive statistics for extreme values in fields
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From the summary statistics above for the duration field, it is seen that the variance and standard
deviation of the dataset is quite high.
The Kurtosis value is 146.7, which is
very higher than the set upon optimal
value (-2 and +2). In this case, this
means that the dataset is having the
tails more heavily than a normal
distribution. Even for the skewness
value, having a value greater than +1
means that the data is right skewed. In
our case, we have a case of a
distribution which is Leptokurtik (with
value higher than 1). The above histogram for the duration plot represents the high skewness of
the field.
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4.3 Data Cleansing
Our data doesn’t have any missing values as shown in the below table, but on the other hand we
had some outliers as we can see in the below table.
MVA VARIABLES=duration src_bytes dst_bytes land wrong_fragment urgent hot num_failed_logins
logged_in num_compromised root_shell su_attempted num_root num_file_creations num_shells
num_access_files num_outbound_cmds is_host_login is_guest_login count srv_count serror_rate
srv_serror_rate rerror_rate srv_rerror_rate same_srv_rate diff_srv_rate srv_diff_host_rate
dst_host_count dst_host_srv_count dst_host_same_srv_rate dst_host_diff_srv_rate
dst_host_same_src_port_rate dst_host_srv_diff_host_rate dst_host_serror_rate
dst_host_srv_serror_rate dst_host_rerror_rate dst_host_srv_rerror_rate protocol_type flag class
/MAXCAT=25
/CATEGORICAL=protocol_type flag class
/EM(TOLERANCE=0.001 CONVERGENCE=0.0001 ITERATIONS=25).

Univariate Statistics

duration
src_bytes
dst_bytes
land
wrong_fragment
urgent
hot
num_failed_logins
logged_in
num_compromised
root_shell
su_attempted
num_root
num_file_creations
num_shells
num_access_files
num_outbound_cmds
is_host_login
is_guest_login
count
srv_count
serror_rate
srv_serror_rate
rerror_rate

N
Mean
25192
305.05
25192 24330.63
25192 3491.85
25192
.00
25192
.02
25192
.00
25192
.20
25192
.00
25192
.39
25192
.23
25192
.00
25192
.00
25192
.25
25192
.01
25192
.00
25192
.00
25192
.00
25192
.00
25192
.01
25192
84.59
25192
27.70
25192
.2863
25192
.2838
25192
.1186

Std.
Deviation
2686.556
2410805.402
88830.718
.009
.260
.006
2.154
.045
.489
10.417
.039
.049
11.501
.530
.019
.099
.000
.000
.095
114.673
72.468
.44731
.44760
.31875

Missing
Count Percent
0
.0
0
.0
0
.0
0
.0
0
.0
0
.0
0
.0
0
.0
0
.0
0
.0
0
.0
0
.0
0
.0
0
.0
0
.0
0
.0
0
.0
0
.0
0
.0
0
.0
0
.0
0
.0
0
.0
0
.0

No. of Extremesa
Low
High
0
365
0
17
0
31
0
2
0
224
0
1
0
198
0
23
0
0
0
17
0
39
0
21
0
17
0
29
0
9
0
79
.
.
.
.
0
230
0
695
0
1104
0
0
0
0
0
2960
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srv_rerror_rate
same_srv_rate
diff_srv_rate
srv_diff_host_rate
dst_host_count
dst_host_srv_count
dst_host_same_srv_ra
te
dst_host_diff_srv_rate
dst_host_same_src_p
ort_rate
dst_host_srv_diff_host
_rate
dst_host_serror_rate
dst_host_srv_serror_ra
te
dst_host_rerror_rate
dst_host_srv_rerror_ra
te
protocol_type
flag
class

25192
25192
25192
25192
25192
25192
25192

.1203
.6606
.0624
.0959
182.53
115.06
.5198

.32234
.43964
.17855
.25658
98.994
110.647
.44894

0
0
0
0
0
0
0

.0
.0
.0
.0
.0
.0
.0

0
0
0
0
0
0
0

2949
0
1090
1849
0
0
0

25192
25192

.0825
.1475

.18719
.30837

0
0

.0
.0

0
0

1547
2650

25192

.0318

.11057

0

.0

0

878

25192
25192

.2858
.2798

.44532
.44608

0
0

.0
.0

0
0

0
0

25192
25192

.1178
.1188

.30587
.31733

0
0

.0
.0

0
0

2688
2863

0
0
0

.0
.0
.0

25192
25192
25192

Table.4. Data view of missing columns
We used the Mahalanobis distance to get the p-value were the data with p-value equals to 0.001
or lower is considered as an outlier after applying this technique we got around 1921 outliers and
these data will be excluded from the modeling. 0 equals to normal data point and 1 equal to outlier
data points.

Outlier1
Valid

0
1
Total

Frequency
23271
1921
25192

Percent Valid Percent
92.4
92.4
7.6
7.6
100.0
100.0

Cumulative
Percent
92.4
100.0

Table.5. Table of outliers
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Table.6. Data view with the new generated columns
In the above dataset, we can view the columns which have been derived from the calculations of
Mahalanobis Distance, p-value determination, outlier detection and many other steps. These
features will help us define the dataset in a bit more detail and can be used for the modeling
purpose in the subsequent sections (Maesschalck, 2000). We used SPSS Statistics capabilities
to determine the Residual Statistics of the dataset above which are interpreted as below -

Mahalanobis Distance is the distance between two points in a space that is multivariate,
and for variables that are not correlated the Euclidean distance equals the Mahalanobis
Distance. More than two variables and their distances becomes difficult to plot on a space
and hence Mahalanobis Distance can be used to plot more than three variables on a 3D
space.

The

Mahalanobis

distance

between

two

objects

is

defined

as

-

d (Mahalanobis) = [(xB – xA)T * C -1 * (xB – xA)]0.5
Where:
xA and xB is a pair of objects, and
C is the sample covariance matrix
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Scatter Plot of Mahalanobis Distance by class

class

Figure 15 Scatterplot of Mahalanobis distance by class feature

The above chart shows the plot of the Mahalanobis Distance with the class variable in the dataset.

We imported all the data with the outliers, but they are going to be excluded from modeling and
data partitions. Data is not deleted because we may need to use them in future.
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Table.7. Data audit after cleansing
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4.4 Data Preparation
We used SPSS Dimension Reduction to reduce the number of features into smaller ones. One of
the processes is Principal Component Analysis (PCA) which is a variable reduction process,
whose aim is to convert a large set of variables into smaller ones called principal components.

The fields that are used to reduce the number of attributes and features are shown below.

Figure 12 Features used for the dimension reduction

After running the feature reduction process, we saw that features reduction variables can cover
almost 63.6% of all the chosen attributes and this is one of the great features of SPSS to avoid
overfitting. As we can see below in the table variance the cumulative of these 4 factors.
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Table .6. Table total variance feature reduction
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The equation to create each Factor of the four factors are all linear combinations as represented
below.
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Figure 13 Scatter plot between factor analyzed features

It is seen that for FAC1 values less than 0, the target variables are normal, while the increase in
FAC1 or FAC2 values above 0 show that the class of connection are anomalous mostly. This
indicates a subtle relationship between the variables. We also plot the distribution of the
PVALUE2 factor obtained through the Dimension Reduction process and see that the distribution
is not normally distributed.

39

4.5

Modeling

In this section, we want to describe the different Machine Learning models that we plan to use
during the next phase of modeling. A brief description about each model helps the readers
understand the modeling with a better context and understanding to the same.
Neural Network
An artificial neural network model with 4 hidden dense layers was fit to classify the outcome
features based on different input layers and hidden layers. The neural network model is a hybrid
model which determines the type of relationship of the variables during the learning process itself.
These relationships can either be linear or non-linear and the model will decide on this based on
the requirements and the feature impact behavior. To be implemented correctly, there should be
one target feature (at least) (IBM, 2022).
LSVM
This is used to use a support vector machine which is linear in nature and then it is used to classify
the data. This modeling technique is best suited for wide datasets which have many predictor
fields. This form of model is like SVM but can handle a larger number of records (Jair, 2020).
Random Trees
Random trees are an ensemble of many decision trees, and this is a classification and prediction
method that is developed on both classification and regression tree methods. This training method
of the model uses partitioning which is recursive in manner and splits the records with similar
output values into segments. This modeling technique also uses a bootstrap sampling from which
the

sample

data

is

generated

(Pierre,

2006).

Logistic Regression
This modeling technique is popular and can be used for classifying records based on the input
field values. It is like linear regression, with the difference in the process that it considers
categorical value in the target field instead of numerical values. Logistic Regression supports both
binomial and multinomial models which makes it one of the most popular models in the market
(Michael

L.,

2008).

Tree-AS
The final model that we use in the following section is the Tree-AS which builds decision trees by
using either CHAID or Exhaustive CHAID model. CHAID is an approach wherein chi-square
40

statistics is used to the most optimal splits for the dataset. For this modeling approach, the target
and input fields need to be continuous or categorical and the nodes can be split into two or more
groups (Quinlan, 2022).
Therefore, with the understanding of the different modeling approaches above, it would be simpler
for the readers to understand the different models that we use in the following sections.
For the performance evaluation of the models in our report, we use different evaluation KPIs like
ROC, AUC and Gain which we would like to explain a bit more in the subsequent sections.
ROC (Receiver Operating Characteristic Curve). This process is done using a graph to show the
performance of different classification models with different thresholds for these classification
steps. The two main components of the plot are True Positive Rate (TP) and the False Positive
Rate (FP). The ROC curve is used to plot both these components and the way to interpret is that
lowering the classification threshold classifies more items as positive which in turn increases both
False Positives and True Positives in the model. (Google, 2022)
AUC (Area Under the Curve). This is another model evaluation KPI which provides an aggregation
of performance measures across all classification thresholds. There are multiple ways of
interpreting AUC and one of them is that the probability of the model ranking random positive
examples is higher than random negative examples. AUC is a value from 0 and 1, and the way
to interpret it is that a model with all predictions wrong has AUC of 0 while a model with AUC 1
indicates a model with 100% correct predictions. (Google, 2022)
Gain. In this process, the reduction in entropy is calculated which might occur from modifying the
dataset. This process is used for making decision trees primarily in the train set wherein the
information for each variable is evaluated. With the help of this factor, the splits are performed in
the tree and for each split, the relevant features are then selected. This process can also be used
for feature selection steps which helps in determining the best features for the modeling process.
(Brownlee, 2019)
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Figure 16 Model pipeline steps in SPSS Modeler

In this phase of the report, we will use the cleaned dataset for modeling and correlation
determination processes. The above pipeline has been created as a baseline to understand the
model summary as well as a preliminary analysis of the factor importance.
Through some of the previous steps we identified extreme values and removed those cases using
SPSS Modeler. With normalized and clean data, it is safe to use some modeling techniques. As
shown on the flow chart above, we used some of the steps in IBM SPSS Modeler to prepare,
analyze and model the dataset. We want to discuss some of these details in the following section.
●

Dataset import: We use this function to import the raw dataset in any format either from
an excel sheet, a database, or any other source as a matter of fact

●

Type: This is used in the Modeler to define the type of variables in our dataset. Whether
the variable is a continuous, categorical, nominal, or ordinal can be defined using this
module in the tool. Once that is done, the variables are interpreted in their right format by
the tool

●

Select: Using this module, one can filter and select the dataset based on set conditions.
For example, if we want to filter the dataset off a variable that we don’t require or if we
want to define a condition while filtering the dataset, it can be done using this module

●

Variable Importance: With the help of this module, we were able to determine the factor
importance of all the features in the data for the target class, i.e., the class
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(normal/anomaly). Below figure shows the factor importance of all the variables and the
corresponding ranks. It seems like same_srv_rate, FAC1_1, dst_host_srv_count,
dst_host_same_srv_rate are some of the top important factors for the predictor variable
which can be used for the models.

Table.7. Baseline factor significance determination

Table.8. Excluded variable

The above table contains the excluded features from modeling with a reason of being too large.
●

Partition and Auto Classifier: In this module, we partition the dataset and then apply an
auto classifier which would predict and evaluate the predictions on the data split done.
The partition has been done 70-30 split for train and test set
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Figure 17 Random Trees model summary

As a baseline, we also create a model with Random Forest to understand the baseline accuracy
to understand the predictive capability. Based on the results above, we can see that 99.4% of the
train and evaluation set were predicted correctly while only 0.5% were predicted wrong. In our
case, the modeler used an Ensemble Learning method (based on the prefix $XS) to make the
predictions and the score was found to be impressive.
In the provided pipeline we do the following sequences of steps to determine the best fit model,
as well as the factor significance values for all the fields in the dataset.
-

First stage is used to stream the dataset with all the factors and the model metrics
determined at the end

-

Second stage is used to stream the model with the PCA factors, ergo, the factor analysis
done on the dataset and the model evaluation done with a collection of models from Auto
Classifier module in SPSS Modeler

-

Third stage is where we stream the 25 most important factors by using feature selection
and then using the Auto Classifier module to determine the prediction score

-

Finally, we have the module wherein we use the top 10 significant predictors from the
Random Forest to determine the model evaluation scores and we proceed with these
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factors at the end of the exercise to determine the model evaluations and finalizing our
results
Through the above sequence of steps, we can go ahead and run the pipelines created on SPSS
Modeler to determine the performance at each step and choose the best fit models and factor set.
Having performed the above data cleaning and factor analysis, we now have a dataset which has
the following view. With the newly added columns we can perform advanced descriptive statistics
to make more interpretations.

In this stage we are going to build the model and then perform predictions for multiple
classification models to determine the best fit based on the accuracy of the models. In this course
of the project, we use various models like Neural Network, LSVM, Random Trees, Logistic
Regression, Tree-AS and then choose the best model based on their predictive abilities. Before
that, we would also want to understand the factor/variable significance determined by our
modeling techniques. The factor importance is determined to be src_bytes, dst_bytes, srv_count,
dst_host_diff_srv_rate and dst_host_srv_count which are identified as equally important by the
modeling technique.

Figure 18 Feature importance plot using Random trees

We created four modeling scenarios to create the best classification model and minimize the error
rate and to compare between the different results with different features.
1. The first model scenario is build using all the features that are in the dataset
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2. The second scenario we created 4 models using only the PCA factors in addition to
diff_srv_rate and srv_diff_host_rate
3. The third scenario is done by using the ten most important features created by the random
forest in addition to protocol_type and service
4. The fourth scenario is using the most 25 important features produced by the SPSS
Modeler feature algorithm selection
5. The fifth scenario we ran multilayer neural network algorithm with 22 features in SPSS
statistics

4.5.1 Scenario 1
In the next table of scenario one, we observe the implementation of different Machine Learning
models in SPSS Modeler and understand their predictive capabilities based on the accuracy. It is
observed that Neural Networks and LSVM perform the best in terms of prediction (Accumulated
Accuracy %) with the number of fields used to be 11 and 24 respectively. The accuracies for the
models are 98.579% and 97.3% respectively as shown below. We can see that Neural network
algorithm has the highest AUC 0.999 reaching almost 1.

Figure 19 Model score comparison table based on accuracy of prediction
It is observed below that the Neural Network model was able to predict anomalous classes of the
traffic correctly with the Gain peaking at 96.9% for the model building process. This tells us in one
way the accuracy of our model building process in determining the true cases of occurrences of
the values in the dataset. We will also try to understand the True Positive Rate (Sensitivity and
Specificity).
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Figure 20 Predicted class for anomaly vs normal traffic

Figure 21 Gain curve analysis for Neural Network model
In the below curve, we have the sensitivity and specificity plotted for our above models. We
observe that the sensitivity (which is the probability of the positive test conditioned to be truly
positive) is peaking around 93% and the specificity (which is the probability of negative test
conditioned to be truly negative) peaking towards 0.0017 are the test measures indicating a good
measurement indicator for the Neural Network model. This information of the modeling phase for
a classification technique helps us understand the extent to which the model is performing better
compared to the other models that we have used in the auto classifier.
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Figure 22 Sensitivity and Specificity plot for Neural Networks
In the below confusion matrix, we can see that 98% of the test data were truly classified as
anomaly and 98.6% of the true normal are classified correctly.

Figure 23 Confusion matrix of Neural Networks

Figure 24 Neural Networks diagram
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4.5.2 Scenario 2
In scenario two, we implement a set of machine learning models like C5, Neural Network, Logistic
Regression and Decision List. This process is based on the usage of the PCA factors in addition
to diff_srv_rate and srv_diff_host_rate. Of all the models, C5 has the best accuracy of all followed
by Neural Network and Logistic regression with 97%, 95% and 88% respectively.

Figure 25 Model score comparison table based on accuracy of prediction
Again, if we observe the sensitivity, it is peaking around 97%. The ROC Curve on the other hand
also peaks towards 0.9 which is the True Positive Rate or the Sensitivity. While the False Positive
Rate is stable which is the difference between 1 and Specificity of the model. We also have the
other stats of the mode on the table like Area Under Curve, Accumulated Accuracy and
Accumulated AUC and observe that C5 has the highest for all these parameters. Hence, in this
scenario we move ahead with the C5 model.

Figure 26 Gain curve analysis for C5 model
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Figure 27 C5 ROC Curve

Figure 28 classification matrix of C5

Figure 29 Decision tree of c5 algorithm
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4.5.3 Scenario 3
In the below table regarding the third scenario, we demonstrate the performance evaluation in the
third scenario which is again a comparative study of a different cluster of Machine Learning
classification models. This scenario is based on the ten most important features which has been
created by using random trees in addition to protocol_type and service. In this cluster we have
C5, SVM, Neural Networks and Logistic Regression to compare with each other. It is again
observed that C5 is the best performing model of all with an overall accuracy of 99.6% followed
by SVM with 97.9%. The AUC, Accumulated AUC and Accumulated Accuracy are also high for
C5 in this case as well.

Figure 30 Model score comparison table based on accuracy of prediction

Figure 31 Gain curve analysis for C5
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For the third scenario and the results around the Gain and ROC Curve for the best performing
model C5, it is observed that the % Gain peaks around at 99% for both the train and test set
indicating a good prediction capability of the model. In the below chart, we have the Sensitivity
and Specificity plot for the models and the True Positive Rate is high for the model again indicating
a good performance. The confusion matrix indicates that the rate of True Positive and True
Negative estimations is high in the case of C5.

Figure 32 ROC Curve

Figure 33 Confusion matrix of Neural Networks

Figure 34 Decision tree of c5.1 algorithm
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4.5.4 Scenario 4
The fourth scenario is built based on 25 important features which have been produced by the
SPSS Modeler feature selection algorithm. This bolsters our modeling process which we have
tried and tested with multiple approaches. Again, in this case we see that C5 is the best performing
model with an accuracy of 99.2% while the others are Neural Network and Logistic Regression at
97% and 97% respectively.

Figure 35 Model score comparison table based on accuracy of prediction
We also observe that the % Gain is high for the model again, with peaks around 99% for both the
training and the testing set of the dataset. We also have the confusion matrix for true positive and
true negative predicted values which is again high for C5.

Figure 36 Gain curve analysis for C5 model

Figure 37 Confusion matrix of Neural Networks
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Figure 38 Decision tree of c5.1 algorithm

4.5.5 Scenario 5
In the fifth scenario we SPSS statistics to build multilayer neural network model. SPSS statistics
helped us to see the process behind building the model with better details for advanced and
technical people. As we can see in the below table, we used 22 features and 2 hidden layers.
MLP class (MLEVEL=N) BY protocol_type service flag WITH
same_srv_rate dst_host_srv_count dst_host_same_srv_rate dst_host_srv_serror_rate dst_host_serror_rate serror_rate
srv_serror_rate count logged_in dst_host_count dst_host_srv_rerror_rate rerror_rate dst_host_rerror_rate srv_rerror_rate
dst_host_diff_srv_rate diff_srv_rate srv_diff_host_rate
dst_host_same_src_port_rate dst_host_srv_diff_host_rate
duration num_root num_compromised
/RESCALE COVARIATE=ADJNORMALIZED
/PARTITION TRAINING=7 TESTING=3 HOLDOUT=0
/ARCHITECTURE AUTOMATIC=NO HIDDENLAYERS=2 (NUMUNITS=AUTO) HIDDENFUNCTION=TANH
OUTPUTFUNCTION=IDENTITY
/CRITERIA TRAINING=BATCH OPTIMIZATION=SCALEDCONJUGATE LAMBDAINITIAL=0.0000005
SIGMAINITIAL=0.00005 INTERVALCENTER=0 INTERVALOFFSET=0.5 MEMSIZE=1000
/PRINT CPS NETWORKINFO SUMMARY CLASSIFICATION IMPORTANCE
/PLOT NETWORK ROC GAIN LIFT PREDICTED
/STOPPINGRULES ERRORSTEPS= 1 (DATA=AUTO) TRAININGTIMER=ON (MAXTIME=15) MAXEPOCHS=AUTO
ERRORCHANGE=1.0E-4 ERRORRATIO=0.001
/MISSING USERMISSING=EXCLUDE .
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Input Layer

Factors

Covariates

Network Information
1
2
3
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22

Hidden Layer(s)

Output Layer

Number of Unitsa
Rescaling Method for Covariates
Number of Hidden Layers
Number of Units in Hidden Layer 1a
Number of Units in Hidden Layer 2a
Activation Function
Dependent Variables
Number of Units
Activation Function
Error Function

1

protocol_type
service
flag
same_srv_rate
dst_host_srv_count
dst_host_same_srv_ra
te
dst_host_srv_serror_r
ate
dst_host_serror_rate
serror_rate
srv_serror_rate
count
logged_in
dst_host_count
dst_host_srv_rerror_ra
te
rerror_rate
dst_host_rerror_rate
srv_rerror_rate
dst_host_diff_srv_rate
diff_srv_rate
srv_diff_host_rate
dst_host_same_src_p
ort_rate
dst_host_srv_diff_host
_rate
duration
num_root
num_compromised
101
Adjusted normalized
2
14
11
Hyperbolic tangent
class
2
Identity
Sum of Squares

Table.9.Neural network algorithm summary and features
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Figure 39 Neural network diagram

Classification
Sample
Training

Testing

Observed
anomaly
normal
Overall Percent
anomaly
normal
Overall Percent

anomaly
7901
107
45.6%
3486
47
46.4%

Predicted
normal
257
9315
54.4%
98
3980
53.6%

Percent Correct
96.8%
98.9%
97.9%
97.3%
98.8%
98.1%

Table.10.Neural network classification predication
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From the above table we can observe the that the model correctly classified 97.9% of the training
data and 98.1% with the test data. And this shows how will the algorithm adapted to the data we
have.

Area Under the Curve
Area
class

anomaly

.997

normal

.997

Figure 40 ROC curve of neural network algorithm

In the above table the AUC or area under the curve is 0.997 for both normal and anomaly classes
and this show us how well our model trained and predict both classes without being bayes.

Finally, the model ranked the features importance to the algorithm used and the effectiveness of
each feature in the model as represented in the table and graph below .
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Independent Variable Importance
Importance

[1]dst_host_rerror_rate

.049
.091
.068
.026
.052
.035
.018
.027
.028
.025
.025
.021
.018
.045
.037
.074

Normalized Importance
54.5%
100.0%
74.8%
28.6%
57.3%
38.7%
20.4%
29.8%
30.5%
27.5%
27.9%
23.0%
19.7%
49.5%
41.0%
81.4%

srv_rerror_rate
dst_host_diff_srv_rate
diff_srv_rate
srv_diff_host_rate
dst_host_same_src_port_rate

.080
.017
.028
.021
.034

87.9%
18.4%
31.0%
23.5%
37.4%

dst_host_srv_diff_host_rate

.071

77.9%

duration
num_root
num_compromised

.036
.034
.042

39.8%
37.5%
46.3%

protocol_type
service
flag
same_srv_rate
dst_host_srv_count
dst_host_same_srv_rate
dst_host_srv_serror_rate
dst_host_serror_rate
serror_rate
srv_serror_rate
count
logged_in
dst_host_count
dst_host_srv_rerror_rate
rerror_rate

service

srv_rerror_rate

dst_host_srv…

dst_host_rerr…

flag

dst_host_srv…

protocol_type

dst_host_srv…

rerror_rate

num_compro…

duration

num_root

dst_host_sam…

dst_host_sam…

serror_rate

diff_srv_rate

dst_host_serr…

count

same_srv_rate

srv_serror_rate

logged_in

srv_diff_host…

dst_host_srv…

dst_host_diff…

0.1
0.08
0.06
0.04
0.02
0

dst_host_count

Importance

Table.11.Feature importance score

Figure 41 Neural network feature importance bar graph
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4.6

Evaluation

We can observe of the four scenarios with different algorithms and features that scenario three is
the best among the fourth. It had 12 features wen into four different algorithms C5, support vector
machine, Neural Network, and Logistic regression. The 12 features selected for these algorithms
are

protocol_type,

flag,

src_bytes,

dst_bytes,

count,

srv_count,

dst_host_srv_count,

dst_host_same_srv_rate, dst_host_diff_srv_rate, and dst_host_same_src_port_rate. From the
four algorithms we are going to choose C5 since its based-on decision tree algorithm and it’s easy
to understand moreover it had the highest accuracy and lower error rate. In addition to this, C5 is
less sensitive than the other algorithms and this will reduce the probability of over fitting or affected
by outliers. From the key takeaways of the literature review, we addressed that the features used
in the model should be available in any intrusion detection system to allow variety of people and
different government entities benefit of the solution without the need of changing their used
systems. In addition to this, C5 with 10 features has the highest AUC and accuracy compared to
other scenarios and models. Furthermore, since C5 is based on decision tree algorithm its more
explainable than the other model to know how the prediction works or how it predicted a particular
class.

Scenario

Algorithm

Number of
features

Accuracy

AUC

Scenario 1

ANN Neural network

24

98.57%

0.999

Scenario 2

C5

6

97.07%

0.995

Scenario 3

C5

10

99.60%

0.999

Scenario 4

C5

23

99.21%

0.999

Scenario 5

MLP Neural Network

22

98.90%

0.997

Table.12.Model evaluation table
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Chapter 5 – Conclusion
5.1

Conclusion

There will still be a serious security gap in these networks, therefore it's critical to concentrate on
the Internet of things’ manufacturing side. Machine learning techniques and big data analytics
have been increasingly deployed to maintain a secured environment in IT infrastructure.
Nevertheless, IT infrastructures vary due to major variances and different plans. As a result, more
caution is essential to ensure safety. Therefore, we wanted to use a collaborative design of many
methods to obtain higher results in the future. Compared to all the other construct validity, the
composite model is expected to offer more accurate findings. Despite being few, false negatives
alerts indicate hostile activity by the Network that went unnoticed and could have unsuccessful
consequences. As a result, we intend to lower the number of negative cases.
To conclude the entire exercise, we have selected the dataset and tried to define the problem
statement that would be solved using this data. For our use case, we have identified the problem
with the network intrusion detection using a machine learning model and then identified the
dataset and its shape to solve the same. Throughout the course of the report, we have used
advanced statistical and modeling software called SPSS Statistics and Modeler to shape and
draw insights out of the data.
We observed the various relationships between the factors in the data through visualizations and
statistical tests to validate our hypotheses. Finally, we find the factor significance of the fields in
our dataset through modeling and then implement different Machine Learning models like LSVM,
C5, Random Trees, Neural Networks, Logistic Regression and Trees-AS. Out of all the models,
we chose C5 to be the best fit for our use case based on various metrics like accuracy, sensitivity,
and specificity. In this manner, we were able to use CRISP-DM to solve our problem statement
through a defined set of steps and then proceeding one by one. All these solved while using a
sophisticated tooling technique for our analysis and predictions

5.2

Recommendations

From the course of the exercise, we were able to determine a good dataset to solve our problem
statement and then prepare the dataset for analysis and predictions. From the above experiment,
we have the below recommendations for our readers.
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●

Features like src and dst bytes are important for the model prediction based on the factor
significance methodology

●

C5 model was identified as a good model for the prediction purpose, which consistently
showed great results with the implementation in different scenarios

●

Many cleaning techniques and outlier detection methods can be implemented to the data
to have a clean data for analysis and Machine Learning as suggested and demonstrated
above

5.3

Future Work

This experiment can be further expanded in numerous ways to bolster our understanding and
findings from the above exercise. For starters, we can achieve better real-world accuracy by
collecting real time network data in organizations to analyze traffic in real time and be able to
detect malicious accesses. On top of that, we implemented only a handful of modeling techniques
within the scope of our experiment and research in this report. What can be done in the future is
determine more models and implement the same to extend the comparative study of model
performances. This can then lead to models having more accuracy than the ones that we have
listed above. Numerous companies that work with network data and devices use state of the art
technologies for these intrusion detections and malicious activity handling. We can even learn
from such organizations about such techniques and extend our research accordingly.
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