Abstract. This paper is devoted to derive the necessary and sufficient condition for a set of matrices to commute. , which is always rank defective. This result is extendable directly to any countable set of commuting matrices.
I. INTRODUCTION
The investigation of the problem of commuting matrices is very relevant in certain problems of Engineering and Physics. In particular, such a problem is of crucial interest related to discrete Fourier transforms, normal modes in dynamic systems or commuting matrices dependent on a parameter (see, for instance, [1] [2] [3] ). It is wellknown that commuting matrices have at least a common eigenvector and also, a common generalized eigenspace, [4] [5] . A less restrictive problem of interest in the above context is that of almost commuting matrices, roughly speaking, the norm of the commutator is sufficiently small, [5] [6] . A very relevant related result is that the sum of matrices which commute is an infinitesimal generator of a 0 C -semigroup. This leads to a well-known result in Systems Theory establishing that that the matrix function , operating on a time 2 t , provided that 1 A and 2 A commute (see, [7] [8] [9] [10] [11] ).The problem of commuting matrices is also of relevant interest in dynamic switched systems, namely, those which possess several parameterizations one of each is activated at each current time interval. If the matrices of dynamics of all the parameterizations commute then there exists a common Lyapunov function for all those parameterizations and any arbitrary switching rule operating at any time instant maintains the global stability of the switched rule provided that all the parameterizations are stable, [7] . However, in the case that there is no common Lyapunov function for all the parameterizations , a minimum residence time at each active parameterization is needed to maintain the global stability of the switched system so that the switching rule among distinct parameterizations is not arbitrary, [12] [13] . This fact implies that . Parallel results apply for switched time-delay systems subject to point delays under zero or sufficiently small delays when the matrices defining the delay-free dynamics of the various parameterizations commute, [10] [11] . This paper formulates the necessary and sufficient condition for any countable set of (real or complex) matrices to commute.
Notation
[ ] ) subspace and null space, respectively. Also, rank (A) is the rank of A which is the dimension of Im (A) and det (A) is the determinant of the square matrix A. , is the index of ( )
, that is, its multiplicity in the minimal polynomial of A.
A ∼ B denotes a similarity transformation from A to , is denoted identically to such a matrix in order to simplify the notation. If
, the notation is simplified to
The symbols " ∧ " and " ∨ " stand for logic conjunction and disjunction, respectively. . The following two basic results follow concerning commutation and non-commutation of two matrices:
, and equivalently,
, and , equivalently,
The subsequent result is stronger than Proposition 2.2.
Theorem 2.3. The following properties hold: (i) The spectrum of ( ) are, respectively, the algebraic and the geometric multiplicities of ( )
, are, respectively, the algebraic and the geometric multiplicity of ( ) ( ) ( ) 
Expressions which calculate the sets of matrices which commute and which do not commute with a given one are obtained in the subsequent result:
Theorem 2.4. The following properties hold:
for any ( ) ( ) are defined such that:
with ( ) ( ) 
(2.6) Also, with the same definitions of E , F and X in (i),
is any solution of the compatible algebraic system
and are defined according to
III. PAIR-WISE COMMUTING MATRICES
Consider the following sets:
(1) A set of nonzero
The set of matrices is directly referred to a set of matrices which commute with all those in a set of pair-wise commuting matrices. The following two basic results follow concerning commutation and non-commutation of two matrices: Proposition 3.1. The following properties hold:
Proof: (i)The first part of Property (i) follows directly from Proposition 2.1 since all the matrices of C A pair-wise commute and any arbitrary matrix commutes with itself ( thus j = i may be removed from the intersections of kernels of the first double sense implication). The last part of Property (i) follows from the anti-symmetric property of the commutator
(ii) It follows from its equivalence with Property (i) since
(iii) Property (iii) is similar to Property (i) for the whose set C M A of matrices which commute with the set C A so that it contains C A and, furthermore , 
and, equivalently,
Results related to sufficient conditions for a set of matrices to pair-wise commute are abundant in the literature. For instance, diagonal matrices are pair-wise commuting. Any sets of matrices taking via multiplication by real scalars with any arbitrary matrix consist of pair-wise commuting matrices. Any set of matrices obtained by linear combinations of one of the above sets consist also of pair-wise commuting matrices. Any matrix commutes with any of its matrix functions etc. In the following, we discuss a simple, although restrictive, sufficient condition for rank defectiveness of ( ) A N of some set A of p square real n-matrices which may be useful as a test to elucidate the existence of a nonzero n-square matrix which commutes with all matrices in this set. Another useful test obtained from the following result relies on a necessary condition to elucidate if the given set consists of pair-wise commuting matrices. 
Then, the following properties hold:
is a set of pair-wise commuting matrices then
with the above set inclusion being proper.
Note that Theorem 3.3 (ii) extends Proposition 3.1 (v) since it is proved that
and any set of matrices A . Note that Theorem 3.3 (iii) establishes that
is a necessary and sufficient condition for the set to be a set of commuting matrices A being simpler to test (by taking advantage of the symmetry property of the commutators) than the equivalent condition:
. Further results about pair-wise commuting matrices or the existence of nonzero commuting matrices with a given set are obtained in the subsequent result based on the Kronecker sum of relevant Jordan canonical forms: which commute with all matrices in A is defined by: (ii) 
(iii)
The set A consists of pair-wise commuting matrices, namely
. Equivalent conditions follow from the second and third equivalent definitions of A C in Property (i). for an arbitrary set of real square matrices A and for a pair-wise-commuting set , respectively.
IV. FURTHER RESULTS AND SOME EXTENSIONS
The extensions of the results for commutation of complex matrices is direct in several ways. It is first possible to decompose the commutator in its real and imaginary part and then apply the results of Sections 2-3 for real matrices to both parts as follows. Let The following three results are direct and allow to reduce the problem of commutation of a pair of complex matrices to the discussion of four real commutators: The various results of Section 3 for a set of distinct complex matrices to pair-wise commute and for characterizing the set of complex matrices which commute with those in a given set may be discussed by more general algebraic systems like the above one with four block matrices 
and a nonzero solution (iii) Properties (i) and (ii) are equivalently formulated by from the algebraic set of complex equations:
, [8] . Some results follow concerning the commutators of functions of matrices. Then, Note that matrices which commute and are simultaneously triangularizable through the same similarity transformation maintain a zero commutator after such a transformation is performed. A direct consequence of Theorem 4.12 is that if a set of matrices are simultaneously triangularizable to their real canonical forms by a common transformation matrix then the pair-wise commuting properties are identical to those of their respective Jordan forms.
