The common occurrence and transportability of quartz sand grains make them useful for forensic analysis, providing 
Introduction
Quartz sand grains have potential importance as a trace evidence for forensic investigations. This potential is based on two key features. First, the grains are ubiquitous in the environment and thus their occurrence in sources of evidence is common. Second, they have variable yet distinctive surface characteristics determined by their mode of formation and subsequent erosion, weathering and transportation [4] . The ability to reach exclusionary conclusions based on the provenance of quartz grains in forensic samples with the quartz grains identified in known samples is of value for forensic investigations. [14, 4] The surface characteristics of grains are visible using a Scanning Electron Microscope (SEM), as shown in the images in Figures 2 and 3 . With expert knowledge it is possible to use features from such images to place a grain within a classification tree [3] , that can be used to designate grain types. However, such expert knowledge is rare and the manual identification of grains in this manner is timeintensive. Automatic identification of grains would therefore provide significant advantages in terms of making classification more widely available, as well as time efficiency and offering a standardisation of performance.
The earliest attempt [6] at a mathematical characterization of the physical characteristics of grains used Fourier methods to describe their shape. Since then other authors have proposed further methods based on shape [17, 13, 1] , distribution of shape and size [16] , and surface texture [20] . However, despite recent advances in texture recognition systems [18, 19, 2, 21, 5] there appear to be very few examples of these being applied to problems in the earth sciences. As far as we are aware, this is the first attempt to bring any of these techniques to grain analysis for applica-tions in forensic analysis.
Basic Image Features (BIFs) [9, 7, 11, 10, 8] offer a simple yet effective solution to texture recognition, having been shown to produce state of the art results when using standard texture datasets in computer vision [5] . However, the system has never been tested on a real world problem. In this work we attempt to produce a simple yet effective method for quartz grain discrimination as well as provide a real world validation of the BIF system.
Texture Recognition

Encoding Texture
In the full BIF system, each pixel in an image is classified into one of seven types based upon the type of the approximate local symmetry. These approximate types are flat, dark and light rotational, dark and light line, slope and saddle-like. The classification is determined from the output of a bank of six derivative-of-Gaussian filters, one 0th order, two 1st order and three 2nd order. The algorithm has two tunable parameters. A filter scale parameter,σ, and a threshold, , which is influential in deciding whether a locality should be classified as flat, or as one of the other six articulated symmetry types. Larger values of result in a greater proportion of an image being classified as flat. Although larger values of may be optimal for certain recognition tasks, previous work involving texture has indicated that the optimal value for is 0 [5] , so for this work the flat category is unused. The BIF calculation is given in Algorithm 1.
The resulting encoding for each pixel is invariant to rotation, reflection and affine scaling of the image intensity. By taking a histogram of the BIFs across an image and normalising we can also achieve an encoding scheme that is invariant to translation and the size of the image.
However, as there are only six BIF types in the scheme used for texture, such a histogram is unlikely to be specific enough for the discrimination of grain types. In order to overcome this, whilst still maintaining the invariance properties, we stack BIFs across different scales at each point in the image to create features called BIF Columns. [15] Preliminary investigation suggested that the use of four scales would be optimal, and so we chose to use this number for this work. Our final encoding is now a normalised histogram with 6 4 (=1296) bins. The process is illustrated in Figure 1 .
Recognising Texture
We represent images as 1296 bin histograms. To compare histograms we use the Bhattacharyya distance [12] as a metric. To classify an unseen image, we compute its histogram and use the metric to find the k Nearest Neighbouring (kNN) histograms from all histograms in a training set. If the number of the k having some label is above a threshold, we infer that the unseen image should have the label. Where possible the two parameters, k and the threshold, of our classifiers are determined using a validation set. However, in cases where the number of images per class is very small, these values may be set in advance.
Datasets
We chose two problems that are representative of the classification structure in forensic analysis, and assembled a dataset suitable for testing performance on them. The first of these was a two class problem, which involved detecting the presence of a geological feature called Upturned Plates.
Individual quartz grains were impacted against each other under aeolian conditions of known velocities under controlled laboratory conditions. Forty seven grains were subsequently imaged using scanning electron microscopy (SEM) and 266 images were taken of distinct areas of each grain which exhibited the Upturned Plates feature. This set of images was created using expert geological knowledge to ensure that the Upturned Plates features were present in each image and is referred to as the UP set. In order to create counterexamples to the UP set, 41 grains were selected by a geological expert from a library of quartz grains which displayed a range of alternative textures. From this set, 237 images were acquired using an SEM, none of which contained Upturned Plates. This set is referred to as the NUP set. Examples from UP and NUP are shown in Figure 2 .
For the second problem the images in the UP set were further divided, by controlling the conditions of their formation, into six classes according to the Energy Level of Formation (ELF). The 266 images were labelled as 4mps, 8mps, 11mps, 14mps, 17mps or 20mps, which relates to the wind speed to which the grains have been exposed. There was a minimum of 21 images from 6 grains per class. Examples from the different classes are shown in Figure 3 . Across the dataset, in addition to the textural differences that we sought to characterise, there were grosser types of difference that were due to imaging effects. Examples of global differences included variation in the overall lightness of the image, difference in the apparent focus of the image as well as difference in the image dimensions and overall area. Within images themselves there were variations in the lightness of individual regions, giving the appearance of shadows, although as the images came from the SEM these were not actual optical shadow effects. Each aspect of variation appeared within each class and there was no apparent correlation between each non-textural aspect of variation and the class labels. We expected that the invariance properties of BIFs would mean that these types of variation would be ignored by our encoding as so not to lessen classification performance.
Upturned Plates
The images were encoded as 1296 bin histograms representing the frequency with which each BIF scale column occurred, as described in section 2.1. In order to make best use of the relatively small dataset without over-estimating performance by overlapping train and test sets, we used a nested leave-one-out method for both the test set and a validation set. To do this we first selected one grain as a test grain, with all images from this grain being extracted from the set. We then selected a single image from those left to act as a validation set, with images from the same grain being removed and the remainder used to build a kNN classifier. The validation image was then classified for different values of k and threshold. We then repeated this process for all images, except for those from the test grain, and found the optimal value of k and threshold. Using these optimal parameter values we then classified the images from the test grain. This was then repeated with each image in the dataset in turn acting as the test grain.
As the problem being tackled was correct classification of a grain, and we had multiple images from each grain, we needed a scheme for making use of the multiple images. We evaluated three schemes for this to gain an understanding of the problem. First, we simply looked at how well the system performed with single images. Second, we used a simple pooling scheme where each image from a grain was classified individually and then a single choice was made for the grain by taking the more common classification across all images for that grain. Finally, we made an estimate of the global histogram encoding for the grain by taking the mean of the individual histograms for the different images from a grain. Results are shown in Table 1 for all three schemes, were they are quantified as the average of the classification rate for UP grains and for NUP grains.
For the three schemes the optimal values for the classifier parameters were determined individually for each different validation set and thus there were no single values that applied to the whole dataset. However, the median value of k for the classifier in the first two schemes was 15 and for the global histogram scheme it was 5.
Energy Level of Formation
Images were encoded as described previously. As the Energy Level of Formation task used only those images from the UP set, which were then divided into six classes, the number of images in each class were far fewer than in the Upturned Plates task. As a result, there were not enough images to provide a stable validation process to determine the optimal classifer parameters, so the value of k was set at 3 in advance and the threshold set at the midway point.
In order to determine the general discrimination power of the method in the ELF task, we first looked at the performance in discriminating each possible pair of classes. The same three schemes for grain classification were used as for Upturned Plates: based on a single image; based on pooling the classifications of individual images; and based on classifying the global histogram. Results are shown in Table  2 .
From these results it was apparent that the system was performing poorly in discriminating between the 14mps, 17mps and 20mps classes, with results across all three scheme being consistent with chance level performance, as indicated in the grey boxes of Table 2 . We therefore decided to combine all images from these classes into one new class, labelled 14mps+.
We then looked at classification using the revised set of four classes. Using the same three schemes again, and a kNN classifier with k set at 3, results are reported as the mean performance per class. We report results in terms of exact classification (i.e. the correct one of the four classes is identified), classification to within one class, and classification to within two classes.These are shown in Table 3 , with the associated confusion matrices given in Table 4 . As the number of images available for each class in the ELF task was relatively low, we also wanted to investigate whether we might expect performance to improve if more images were made available. To do this we looked at how performance changed when using a subset of grains from the 47 made available for the ELF task, using the pooling method as, out of the three, this had produced the best results.
Two grains were first randomly selected from each class to ensure the minimum size necessary to get results for the classification performance for each class. Then for each increment between this minimum of 8 grains and the full set of 47 grains, further grains were randomly selected and the classification performance determined for both exact and within one class classification. This process was repeated 400 times for each possible number of grains and the mean performance for each class over all trials is plotted in Figure  4 . The mean performance over all classes is plotted as the black line, showing the overall performance as 81% when all grains are used, as previously shown in Table 3 . This line has a steady gradient of 0.5% increase in performance for each grain added.
Summary and Conclusions
In the Upturned Plates task, where expert human level performance is expected to be perfect, the best performing scheme within the BIF system achieves 98.8%, which equates to classifying all but one grain correctly.
There is a clear improvement in the performance of the system when multiple images from a single grain are combined in some way. However, in this task there is no appar- The Energy Level of Formation task represents a greater challenge. Expert human level performance, although not yet quantified, is expected to be significantly less than perfect, especially in discriminating the grains with higher ELFs. This is reflected in the results, where the BIF Column system is incapable of separating the 14mps, 17mps and 20mps classes from each other.
When these three classes are combined into one, discrimination performance between the four new classes is encouraging with the top performing scheme achieving a rate 81% exact classification and 96% within an error of one class . As before, there is a clear advantage in combining the images from a single grain. In this task our results indicate a slight superiority of pooling image classifications over using the global histogram, but our dataset is not large enough to claim this is significant.
Our results indicate that improved performance could be expected with a larger training dataset, in particular for exact-class classification of grains in the three lower speed ELF classes. For the faster speed classes, and for withinone-class classification a dataset of 47 grains seems sufficient.
From the results as a whole it is evident that the BIF Column system can be used to provide an effective solution to the problem of grain discrimination using surface texture. We note that since the BIF column approach for encoding texture was applied without alteration or tuning from its previously presented formulation, its prospects for successful application to similar problems in forensic analysis are good.
