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Abstract—In this paper we propose a novel consensus protocol
for discrete-time multi-agent systems (MAS), which solves the
dynamic consensus problem on the max value, i.e., the dynamic
max-consensus problem. In the dynamic max-consensus problem
to each agent is fed a an exogenous reference signal, the objective
of each agent is to estimate the instantaneous and time-varying
value of the maximum among the signals fed to the network,
by exploiting only local and anonymous interactions among the
agents. The absolute and relative tracking error of the proposed
distributed control protocol is theoretically characterized and is
shown to be bounded and by tuning its parameters it is possible
to trade-off convergence time for steady-state error. The dynamic
Max-consensus algorithm is then applied to solve the distributed
size estimation problem in a dynamic setting where the size of the
network is time-varying during the execution of the estimation
algorithm. Numerical simulations are provided to corroborate
the theoretical analysis.
Index Terms—Multi-agent systems, dynamic consensus, dis-
tributed estimation, network size estimation, anonymous net-
works.
I. INTRODUCTION
Recent years have seen considerable interest in the design
of algorithms to solve the problem of consensus agreement
over networked systems. The problem is considered to be
solved when the agents agree upon a value while using
only local information about neighboring agents. Most of the
literature usually considers static agreement values, i.e., agents
are required to converge to a static reference signal. On the
contrary, in the dynamic consensus problem a time-varying
reference signal is associated to each agent, and they are
required to achieve consensus upon a function of the time-
varying reference signals, such as average, median, maximum
and so on.
While the literature has focused significantly on the dynamic
average-consensus problem [1], [2], [3], [4], [5], [6], [7], [8],
[9], estimating the average is not the only attractive goal. In
particular, the focus of this work is the the development of
dynamic protocols achieving consensus upon on the max value
among the reference signals. Applications of dynamic max-
consensus protocols mainly reside in the field of distributed
synchronization, such as time-synchronization [10] and target
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tracking [11], and network parameter estimation, such as
cardinality [12] and highest/lowest node degree [13].
Literature review. In the literature the so-called max-
consensus problem has been thoroughly investigated. Its ob-
jective is to make the states of the agents converge to the max-
imum of their initial states. The most popular max-consensus
protocol consists in initializing the network to a set of values
and let agent update its state at each instant of time by taking
the maximum value among the value of the neighbors’ state
and its own state [14]. The work in [15] proposes conditions to
achieve max-consensus and compute convergence rate of these
protocols for different communication topologies. Only little
effort has been paid to analyze slightly different but much
more complicated variations of this problem. In particular,
convergence results have only been provided for synchronous
switching topologies [16] and for probabilistic asynchronous
fixed frameworks [17]. The contribution of introducing time
delays in the communications is due to [18], while [19] is
the first work allowing noise in the communications. Finally,
the case with agents with the possibility to join or leave
the network, so-called open multi-agent systems, is addressed
in [20]. If a static consensus protocol is used to perform
a distributed estimation upon some time-varying quantities,
known or measured by the agents, the protocol requires to
be re-initialized in the whole network each time the value
of the function to be estimated changes. Dynamic consensus
protocols has been introduced in order to overcome the issue
of re-initializing the network.
Main contribution. Up to the authors’ knowledge, there
no exists dynamic max-consensus protocol in the literature
and, moreover, the existing results to solve the max-consensus
problem only apply to static networks. Therefore, in this work
we propose two protocols capable of solving the dynamic
max-consensus problem in time-varying networks which are
connected at any time. Furthermore, variants of these protocols
are proposed to solve the dual problem of estimating the min
value.
II. OPEN DYNAMICAL SYSTEMS
We consider Multi-Agent Systems (MAS) with a time-
varying number of agents. These MAS are also called Open
MAS (OMAS). At any time k ∈ N, let Gk = (Vk, Ek) be the
undirected graph describing the pattern of interactions among
agents, where Vk ⊂ N is the set of active nodes at time k and
Ek ⊆ (Vk × Vk) is the set of active communication channels
between agents in the network. The number nk of active
agents in the network at time k is given by the cardinality
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2of the set Vk, i.e., nk = |Vk|. Agents p and q are said to
be neighbors at time k if there exists an edge from p to q
(and vice versa) at time k, i.e., (p, q), (p, q) ∈ Ek. A set of
neighborsN pk is associated to each node p at time k, defined as
N pk = {q ∈ Vk : (p, q) ∈ Ek}, which represents the agents in
the graph which share a point-to-point communication channel
with agent p.
A path pipqk between two nodes p and q in a graph is a
finite sequence of m edges e` = (i`, j`) ∈ Ek that joins node
p to node q, i.e., i1 = p, jm = q and j` = i`+1 for ` =
1, . . . ,m− 1. An undirected graph is said to be connected at
time k if there exists a path pipqk between any pair of nodes
p, q ∈ Vk. The diameter of a graph, denoted as δ(Gk), is
defined as the longest among the shortest paths among any
pair of nodes p, q ∈ Vk. For any connected undirected graph
it holds δ(Gk) ≤ nk − 1.
For each time k and agent p ∈ Nk, the scalar agent’s state is
denoted xpk ∈ R and its input is denoted upk, which are defined
only at time instants such that p ∈ Vk. More generally, in this
paper we shall call open sequence any sequence {yk : k ∈ N},
or simply {yk}, where yk ∈ RVk . When the number of nodes
nk changes with the time k, it is not possible in general to
write xk+1 as a function solely of xk: therefore, the evolution
of xk does not constitute a ”closed” dynamical system. Thus,
one needs to first partition the nodes into three sets:
• The departing nodes Dk = Vk \ Vk+1;
• The arriving nodes Ak = Vk+1 \ Vk;
• The remaining nodes Rk = Vk ∩ Vk+1.
With this notation, we shall define the evolution of each agent
depending on its status,
xpk+1 =

∅ if p ∈ Dk
fa(xk+1, Vk+1, Ek+1, uk+1) if p ∈ Ak
fr(xk, Vk, Ek, uk) if p ∈ Rk
. (1)
In other words, since xk+1 must take values in RVk+1 for all
k ∈ N, the departing nodes have to be left out, the arriving
nodes need to be initialized when joining to the network
according to some rule fa(·) and the remaining nodes update
their current state according to some rule fr(·). We observe
that if the set of agents does not change at time k + 1, i.e.,
Vk = Vk+1, then we can write in vector form the dynamics
of the corresponding MAS as
xk+1 = f(xk, Vk, Ek, uk). (2)
III. PROBLEM STATEMENT
The dynamic consensus problem in a MAS as in (2) consists
in steering the agents’ states to track a function g(·) : Rn → R
of the time-varying exogenous reference signals uik such that
the tracking error
ek = max
i∈Vk
|xik − g(uk)| (3)
converges within a boundary layer for any initial condition.
The convergence time T c denotes the time required by the
MAS to achieve such a bounded tracking error.
If the MAS is open, i.e., agents may join or leave the
network, and the natural way to generalize the dynamic
consensus problem to OMAS is requiring that at every change
of the network the tracking error (3) decrease before another
change, eventually converging within a boundary layer. Since
the change in the network is a local event, it is not possible to
re-initialize the whole network in a distributed way, i.e., the
protocol must be robust to the initial condition. Furthermore,
the change may results in a unpredictable discontinuity of the
quantity of interests, thus requiring the whole network to agree
upon a value which is uncorrelated to the one at the previous
step. In the light of the above considerations, we have to make
some assumptions on the rate of change of the network and
the inputs.
We consider a network of agents whose topology at time
k ∈ N is represented by an undirected connected graph
Gk = (Vk, Ek) satisfying the next assumption.
Assumption 1: There exists an interval time Υ ∈ N such
that two changes of the network G can not occur in Υ units
of time, i.e.,
∀k0 ∈ N : Gk0−1 6= Gk∗ ⇒ Gk = Gk+1, ∀k ∈ {k0, k0 + Υ}.

Each agent i has access to a time-varying external reference
signal uik ∈ R satisfying the next assumption.
Assumption 2: Each unknown exogenous reference signal
is such that its has absolute change is bounded by a constant
Π ∈ R+, i.e.,
|uik+1 − uik| ≤ Π, ∀i ∈ Vk, ∀k ∈ N. (4)

Note that, due to Assumptions 1-2, within two changes, the
OMAS can be regarded as a MAS with dynamics given in (2),
but the inputs keep varying during such an interval. In such an
interval one can define the transient time and the convergence
time as follows.
Definition 1: The transient time T tk0 ∈ N is the time that
the network needs to remain unchanged in order achieve a
decreasing tracking error (3) from an initial time k0 ∈ N.
Definition 2: The convergence time T ck0 ∈ N is the time
that the network needs to remain unchanged in order achieve
a bounded tracking error (3) from an initial time k0 ∈ N. 
In particular, in this work we focus on the so-called dynamic
min/max-consensus problem, i.e., the quantity of interest is
either the minimum uk or the maximum u¯k of the the
exogenous reference signals, defined as follows
uk = min
i∈Vk
uik, u¯k = max
i∈Vk
uik. (5)
Problem 1: Consider an OMAS as in (1) satisfying As-
sumptions 1-2 and let the quantity of interest g(·) be either
the maximum u¯ or the minimum u as in (5).
The dynamic min/max-consensus problem consists in de-
signing the local interaction rules fa(·), fr(·) such that the
tracking error (3) satisfies
ek+1 < ek for k ∈ [k0 + T tk0 , k0 + min{T ck0 ,Υ}], (6)
ek+1 ≤ ε for k ∈ [k0 + min{T ck0 ,Υ}, k0 + Υ], (7)
for any k0 ∈ N such that Gk0−1 6= Gk0 and where
3Protocol 1: Approximate Dynamic Max-Consensus (ADMC)
Input : Tuning parameter α ∈ (0, 1).
Output: Current state xik ∈ R for i ∈ Vk.
for k = 0, 1, 2, . . . each node i does
if i ∈ Ak or k = 0 then
xik+1 ← uik+1
else if i ∈ Rk then
Gather xjk from each neighbor j ∈ N ik
Update the current state according to
xik+1 ← max
j∈N ik
⋃{i}
{
xjk − α, uik
}
• T tk0 ∈ [0,min{T ck0 ,Υ}) is the transient time;
• T ck0 ∈ N is the transient time;
• ε ∈ R+ is the bound on the tracking error.

Problem 1 requires two ingredients for declaring the dynamic
min/max-consensus problem solved, which are the following:
• Condition (6): The tracking error must decrease between
two changes in the network after a transient time.
• Condition (7): The tracking error is bounded if the rate
of change of the network is large enough, i.e., Υ ≥ T ck0 .
Objective of this paper is thus to propose local interac-
tion protocols (1) for a discrete-time OMAS, which solve
the dynamic consensus problem formalized in Problem 1
for anonymous networks, i.e., the agents do not share their
identification. The proposed protocols are then applied to solve
the distributed online estimation problem of size the time-
varying network to which the agents belong.
IV. DYNAMIC MAX-CONSENSUS PROTOCOLS
In this section we provide two protocols to solve the
dynamic max-consenus problem:
1) Approximate Dynamic Max-Consensus (ADMC) Proto-
col: it enables the agents to converge to an approximate
consensus on the max value without requiring any infor-
mation about the network graph.
2) Exact Dynamic Max-Consensus (EDMC) Protocol: it
enables the agents to reach an exact consensus on the
max value by requiring the knowledge of an upperbound
of the network’s graph diameter.
For each protocol we prove that Problem 1 is solved for
g(uk) = u¯k as in (5), characterizing the convergence time T ck0
as in Definition 2 and the bound on the tracking error
e(k) = max
i∈V
|xi(k)− u¯(k)|. (8)
A. Approximate Consensus
In Protocol 1 we detailed the ADMC Protocol, which makes
use of the following local interaction rule:
xik+1 =
 maxj∈N ik⋃{i}
{
xjk − α, uik
}
if i ∈ Rk
uik+1 if i ∈ Ak
(9)
where α ∈ (0, 1) is a scalar tuning parameter. At each
iteration all remaining agents gather the state values of their
neighbors and update their state according to (22), which
only requires local communications, while all arriving agents
initialize their next state at their own inputs. Note that at the
initial time k = 0 all agents are arriving agents.
Theorem 1 (ADMC Protocol: Tracking Error): Consider
an OMAS executing Protocol 1 with tuning parameter
α ∈ R+ under Assumptions 1-2. Consider a generic time
k0 ∈ N at which the network changes, i.e., Gk0−1 6= Gk0 .
If Gk0 is connected with diameter δ(Gk0) and if
α > Π, Υ ≥ δ(Gk0) (10)
Problem 1 is solved with transient and convergence times
T tk0 = δ(Gk0), (11)
T ck0 = max
{
T tk0 ,
⌈
max {xk0 − u¯k0}
α−Π
⌉}
,
with u¯k defined in (5). Moreover, if Υ ≥ T ck0 , the tracking
error (8) is bounded for any k ∈ [k0 + T ck0 , k0 + Υ] by
ek ≤ ε = (δ(Gk0) + 1)Π + αδ(Gk0). (12)
Proof: The proof is given in Appendix.
Corollary 1 (ADMC Protocol: Steady State Error):
Consider an OMAS executing Protocol 1 with tuning
parameter α ∈ R+ under Assumption 1. Consider a generic
time k0 ∈ N at which the network changes, i.e., Gk0−1 6= Gk0
and let the inputs be constant for k ∈ [k0, k0 + Υ].
If Gk0 is connected with diameter δ(Gk0) and if
α > Π, Υ ≥ δ(Gk0)
Problem 1 is solved with transient and convergence times
T tk0 = δ(Gk0), (13)
T ck0 = max
{
T tk0 ,
⌈
max {xk0 − u¯k0}
α
⌉}
,
with u¯(k) defined in (5). Moreover, if Υ ≥ T ck0 , the tracking
error (8) is fixed for any k ∈ [k0 + T ck0 , k0 + Υ]
ek ≤ εss = αδ(Gk0)). (14)
Proof: Since the inputs are constant for k ∈ [k0, k0 + Υ],
Assumption 2 is satisfied with Π = 0. Therefore, we can apply
Theorem 1 and specialize transient and convergence times
given in (13) along with the tracking error given in (12) for
Π = 0, completing the proof of the corollary. Furthermore the
bound is now a strict condition. In fact, since the inputs are
constant, the network reaches an equilibrium and so the steady
state error does not change over time.
From the result of Theorem 1 it follows that, according
to (12), to minimize the absolute estimation error we need to
choose α ≈ 0, α > Π ≥ 0. On the other hand, α determines
the convergence time T according to (13), with smaller values
of α giving a greater convergence time. Thus, the value of α
trades-off estimation error and convergence time.
It follows that a pragmatic design criterion for the choice of
α is to first fix the desired steady-state error and then choose
the largest α which allows to satisfy the error performance
constraint while minimizing the convergence time.
4Protocol 2: Exact Dynamic Max-Consensus (EDMC)
Input : Network’s diameter upperbound ∆ ∈ N.
Output: Current state xi∆(k) ∈ R for i ∈ V .
for k = 0, 1, 2, . . . each node i does
if i ∈ Ak or k = 0 then
for ` = 0, 1, . . . ,∆ do
xi`k+1 ← ui`k+1
else if i ∈ Rk then
Gather [xj0k , . . . , x
j∆
k ] from each neighbor j ∈ N i
Update the current states according to
xi0k+1 ← uik
for ` = 1, . . . ,∆ do
xi`k+1 ← max
j∈N ik
⋃{i}xj(`−1)k
B. Exact Consensus
In Protocol 2 we detailed the EDMC Protocol, which makes
use of the following local interaction rule
xi0k+1 =
{
uik if i ∈ Rk
uik+1 if i ∈ Ak
(15)
xi`k+1 =
 maxj∈N ik⋃{i}x
j(`−1)
k if i ∈ Rk
uik+1 if i ∈ Ak
with ` = 1, . . . ,∆ and ∆ ∈ N is an upperbound on the the
diameter of the underlying comunication network, i.e., δ ≥
δ(Gk) at any time k ∈ N. At each iteration all agents gather the
state values of their neighbors and update their state according
to (28), which only requires local communications, while all
arriving agents initialize their next state at their own inputs.
Note that at the initial time k = 0 all agents are arriving
agents.
Theorem 2 (EDMC Protocol: Tracking Error): Consider
an OMAS executing Protocol 2 under Assumptions 1-2.
Consider a generic time k0 ∈ N at which the network
changes, i.e., Gk0−1 6= Gk0 .
If graph Gk0 is connected with diameter δ(Gk0) and if
Υ ≥ ∆ ≥ δ(Gk0), (16)
Problem 1 is solved with transient and convergence times
T ck0 = T
t
k0 = ∆. (17)
Moreover, if Υ ≥ T ck0 , the tracking error (8) is bounded for
any k ∈ [k0 + T ck0 , k0 + Υ] by
ek ≤ ε = (∆ + 1)Π. (18)
Proof: The proof is given in Appendix.
Corollary 2 (EDMC Protocol: Steady State Error):
Consider an OMAS executing Protocol 2 under Assumption 1.
Consider a generic time k0 ∈ N at which the network
changes, i.e., Gk0−1 6= Gk0 and let the inputs be constant for
k ∈ [k0, k0 + Υ].
Protocol 3: Approximate Dynamic Min-Consensus (ADmC)
Input : Tuning parameter α ∈ (0, 1).
Output: Current state xik ∈ R for i ∈ Vk.
for k = 0, 1, 2, . . . each node i does
if i ∈ Ak or k = 0 then
xik+1 ← uik+1
else if i ∈ Rk then
Gather xjk from each neighbor j ∈ N ik
Update the current state according to
xik+1 ← min
j∈N ik
⋃{i}
{
xjk + α, u
i
k
}
If graph Gk0 is connected with diameter δ(Gk0) and if
Υ ≥ ∆ ≥ δ(Gk0),
Problem 1 is solved with transient and convergence times
T ck0 = T
t
k0 = ∆. (19)
Moreover, if Υ ≥ T ck0 , the tracking error (8) is bounded for
any k ∈ [k0 + T ck0 , k0 + Υ] by
ek = εss = 0. (20)
Proof: The proof is similar to the one of Corollary 1.
V. DYNAMIC MIN-CONSENSUS PROTOCOLS
In this section we provide two protocols to solve the
dynamic min-consenus problem:
1) Approximate Dynamic Min-Consensus (ADmC) Protocol:
it enables the agents to converge to an approximate
consensus on the min value without requiring any infor-
mation about the network graph.
2) Exact Dynamic Min-Consensus (EDmC) Protocol: it en-
ables the agents to reach an exact consensus on the min
value by requiring the knowledge of an upperbound of
the network’s graph diameter.
For each protocol we prove that Problem 1 is solved for
g(uk) = uk as in (5), characterizing the convergence time T
c
k0
as in Definition 2 and the bound on the tracking error
e(k) = max
i∈V
|xi(k)− u(k)|. (21)
A. Approximate Consensus
In Protocol 3 we detailed the ADmC Protocol, which makes
use of the following local interaction rule:
xik+1 =
 minj∈N ik⋃{i}
{
xjk + α, u
i
k
}
if i ∈ Rk
uik+1 if i ∈ Ak
(22)
where α ∈ (0, 1) is a scalar tuning parameter. At each
iteration all remaining agents gather the state values of their
neighbors and update their state according to (22), which
only requires local communications, while all arriving agents
5initialize their next state at their own inputs. Note that at the
initial time k = 0 all agents are arriving agents.
Theorem 3 (ADMC Protocol: Tracking Error): Consider
an OMAS executing Protocol 3 with tuning parameter
α ∈ R+ under Assumptions 1-2. Consider a generic time
k0 ∈ N at which the network changes, i.e., Gk0−1 6= Gk0 .
If Gk0 is connected with diameter δ(Gk0) and if
α > Π, Υ ≥ δ(Gk0) (23)
Problem 1 is solved with transient and convergence times
T tk0 = δ(Gk0), (24)
T ck0 = max
{
T tk0 ,
⌈
max
{
uk0 − xk0
}
α−Π
⌉}
,
with u¯k defined in (5). Moreover, if Υ ≥ T ck0 , the tracking
error (8) is bounded for any k ∈ [k0 + T ck0 , k0 + Υ] by
ek ≤ ε = (δ(Gk0) + 1)Π + αδ(Gk0). (25)
Proof: The proof is given in Appendix.
Corollary 3 (ADMC Protocol: Steady State Error):
Consider an OMAS executing Protocol 3 with tuning
parameter α ∈ R+ under Assumption 1. Consider a generic
time k0 ∈ N at which the network changes, i.e., Gk0−1 6= Gk0
and let the inputs be constant for k ∈ [k0, k0 + Υ].
If Gk0 is connected with diameter δ(Gk0) and if
α > Π, Υ ≥ δ(Gk0)
Problem 1 is solved with transient and convergence times
T tk0 = δ(Gk0), (26)
T ck0 = max
{
T tk0 ,
⌈
max
{
uk0 − xk0
}
α
⌉}
,
with u¯(k) defined in (5). Moreover, if Υ ≥ T ck0 , the tracking
error (8) is bounded for any k ∈ [k0 + T ck0 , k0 + Υ] by
ek ≤ εss = αδ(Gk0)). (27)
Proof: Since the inputs are constant for k ∈ [k0, k0 + Υ],
Assumption 2 is satisfied with Π = 0. Therefore, we can apply
Theorem 3 and specialize transient and convergence times
given in (26) along with the tracking error given in (25) for
Π = 0, completing the proof of the corollary.
B. Exact Consensus
In Protocol 4 we detailed the EDmC Protocol, which makes
use of the following local interaction rule
xi0k+1 =
{
uik if i ∈ Rk
uik+1 if i ∈ Ak
(28)
xi`k+1 =
 minj∈N ik⋃{i}x
j(`−1)
k if i ∈ Rk
uik+1 if i ∈ Ak
with ` = 1, . . . ,∆ and ∆ ∈ N is an upperbound on the the
diameter of the underlying comunication network, i.e., δ ≥
δ(Gk) at any time k ∈ N. At each iteration all agents gather the
Protocol 4: Exact Dynamic Min-Consensus (EDmC)
Input : Network’s diameter upperbound ∆ ∈ N.
Output: Current state xi∆(k) ∈ R for i ∈ V .
for k = 0, 1, 2, . . . each node i does
if i ∈ Ak or k = 0 then
for ` = 0, 1, . . . ,∆ do
xi`k+1 ← ui`k+1
else if i ∈ Rk then
Gather [xj0k , . . . , x
j∆
k ] from each neighbor j ∈ N i
Update the current states according to
xi0k+1 ← uik
for ` = 1, . . . ,∆ do
xi`k+1 ← min
j∈N ik
⋃{i}xj(`−1)k
state values of their neighbors and update their state according
to (28), which only requires local communications, while all
arriving agents initialize their next state at their own inputs.
Note that at the initial time k = 0 all agents are arriving
agents.
Theorem 4 (EDmC Protocol: Tracking Error): Consider
an OMAS executing Protocol 4 under Assumptions 1-2.
Consider a generic time k0 ∈ N at which the network
changes, i.e., Gk0−1 6= Gk0 .
If graph Gk0 is connected with diameter δ(Gk0) and if
Υ ≥ ∆ ≥ δ(Gk0), (29)
Problem 1 is solved with transient and convergence times
T ck0 = T
t
k0 = ∆. (30)
Moreover, if Υ ≥ T ck0 , the tracking error (8) is bounded for
any k ∈ [k0 + T ck0 , k0 + Υ] by
ek ≤ ε = (∆ + 1)Π. (31)
Proof: The proof is in Appendix.
Corollary 4 (EDmC Protocol: Steady State Error):
Consider an OMAS executing Protocol 4 under Assumption 1.
Consider a generic time k0 ∈ N at which the network
changes, i.e., Gk0−1 6= Gk0 and let the inputs be constant for
k ∈ [k0, k0 + Υ].
If graph Gk0 is connected with diameter δ(Gk0) and if
Υ ≥ ∆ ≥ δ(Gk0),
Problem 1 is solved with transient and convergence times
T ck0 = T
t
k0 = ∆. (32)
Moreover, if Υ ≥ T ck0 , the tracking error (8) is bounded for
any k ∈ [k0 + T ck0 , k0 + Υ] by
ek = εss = 0. (33)
Proof: The proof is similar to the one of Corollary 3.
6Transient Time Convergence Time Tracking Error Steady State Error Conditions
T tk0 T
c
k0
ε εss
ADMC δ(Gk0 ) max
{
T tk0 ,
⌈
max{xk0−u¯k0}
α−Π
⌉}
(δ(Gk0 ) + 1)Π + αδ(Gk0 ) αδ(Gk0 ) α > Π & Υ ≥ δ(Gk0 )
ADmC δ(Gk0 ) max
{
T tk0 ,
⌈
max
{
uk0
−xk0
}
α−Π
⌉}
(δ(Gk0 ) + 1)Π + αδ(Gk0 ) αδ(Gk0 ) α > Π & Υ ≥ δ(Gk0 )
EDMC ∆ ∆ (∆ + 1)Π 0 Υ ≥ ∆ ≥ δ(Gk0 )
EDmC ∆ ∆ (∆ + 1)Π 0 Υ ≥ ∆ ≥ δ(Gk0 )
Table I
TABELLA RIASSUNTIVA DEI RISULTATI
VI. DYNAMIC NETWORK’S SIZE ESTIMATION
In this section we introduce two interesting problems in
which the dynamic max-consensus protocols can be applied.
The first problem is the one of size-estimation of anonymous
networks in which nodes can leave or join the network, thus
leading to a time-varying quantity (the network’s size) to be
estimated. The second problem is the distributed computation
of the Fiedler vector, which is the eigenvector corresponding
to the smallest non-trivial eigenvalue of the graph’s Laplacian
matrix.
A. Size-Estimation of Anonymous Network
Here we extend the strategy proposed in [21] for static
networks to time-varying networks, i.e., nodes can leave or
join the network at any time. The approach in [21] is totally
distributed and based on statistical inference concepts and can
be briefly summarized as follows:
1) Nodes independently generate a vector of M independent
random numbers from a known distribution;
2) Nodes distributedly compute a specific function f of all
these numbers through a consensus algorithm;
3) Each node infers the network size exploiting the statistical
properties of the so computed quantities.
In particular, we consider the max-consensus scenario, i.e.,
when the function f of the randomly generated numbers to
be estimated is the maximum of them. Differently from [22],
in our case nodes are allowed to leave and join the network.
Thus, we extend the above scheme by adding the following
rules:
• ADMC and EDMC Protocols are used as consensus
algorithm in step 2);
• When a node join the network, generate a new random
number.
If the network is static (no nodes leave or join the network) the
problem is the one considered with all reference signals stay-
ing constant. Since our algorithm is robust to re-initialization,
every time a node leaves or joins the network, the algorithm
is able to converge to the new set of inputs. Intuitively, the
rate at which nodes leave or join the network is correlated to
the rate of change of the maximum value of the numbers and
thus one may possibly have some critical scenarios. Here, we
just make the simple assumptions that our protocols can run a
sufficiently high number of iterations such that an equilibrium
is reached after each change of the network. We formalize this
concept in the following assumption.
Protocol 5: Dynamic Size-Estimation (DSE)
Input : Number of random numbers p ∈ N.
Output: nˆik ←
−p∑p
j=1 log(x
ij
k )
for i ∈ Vk.
for k = 0, 1, 2, . . . each node i does
if i ∈ Ak or k = 0 then
uik+1 ← rand([0, 1]p)
for j = 1, . . . , p do
Update state xijk+1 according to either Protocol 1
or Protocol 2 with inputs [u1jk , . . . , u
nj
k ]
Assumption 3: The minimum time Υ between two changes
of the network ensured by Assumption 1 is greater or equal
than the convergence time T ck0 of the employed protocol, i.e.,
Υ ≥ T ck0
Under Assumption 3, we are able to estimate and track the
time varying size of the network without any synchronization
among the agents, since no re-initialization is required by
ADMC and EDMC Protocols. Our strategy is formalized in
Protocol 5, where the following notation is used (we omit here
the time-dependency (k)):
• Each agent i generates p random numbers ui ∈ [0, 1]p ;
• xijk denotes the i-th agent’s estimation of the maximum
among all u`jk for ` ∈ V at time k;
• nˆik is the i-th agent estimation of the size of the network
based on estimations xi`k for ` ∈ P at time k.
Theorem 5: Consider an OMAS executing Protocol 5 with
parameter p ∈ N, p > 1, under Assumptions 1-2-3. Consider
a generic time k0 ∈ N at which the network changes, i.e.,
Gk0−1 6= Gk0 .
If it is employed Protocol 1 under the conditions of Corol-
lary 1, then the expected value E[nˆik] at a steady state, i.e.,
k ∈ [k0 + T ck0 , k0 + Υ] is
E
[
nˆik
]
= εp−1eεnp(np)pΓ(1− p, εnp), (34)
with ε = δ(Gk0)α.
If it is employed Protocol 2 under the conditions of Corol-
lary 2, then the expected value E[nˆik] at a steady state, i.e.,
k ∈ [k0 + T ck0 , k0 + Υ] is
E
[
nˆik
]
=
np
p− 1 (35)
Proof: The proof is given in Appendix.
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Figure 1. Evolution of a MAS evolving according to Protocol 1.
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Figure 2. Evolution of a MAS evolving according to Protocol 2.
VII. NUMERICAL SIMULATIONS
To illustrate the performance of the proposed protocol,
simulation results are given in this section. First, we substan-
tiate stability and error bounds of the proposed protocols by
simulating a worst-case scenario network with line topology.
Second, we applied these protocols in the context of distributed
size estimation of time-varying networks, in which nodes can
join and leave over time. A discussion of pros and cons of the
proposed protocols is provided.
A. Network with line topology
For the sake of clarity and without loss of generality, in this
subsection we limit the simulations to [k0, k0 + Υ] for any
k0 ∈ N in which the topology remains unchanged, according
to Assumption 1. This allows us to show how the protocol
steer the agents to track the time-varying maximum u¯k value
among the inputs uik, proving the results on the transient and
convergence times and on the bound on the tracking error
given in Theorems 1-2 and Corollaries 1-2. Dual simulations
for the dynamical min-consensus problem are omitted.
We simulate a network of n = 6 agents with line topology.
The choice of the line topology is instrumental to run simu-
lations in the worst case scenario. In fact, for line graphs the
information takes exactly δ(G) = n − 1 = 5 steps to flow
through the network, thus maximizing the error for a fixed
number of agents.
Figures 1-2 show evolution of the state variables (dashed red
lines) and maximum among the time-varying inputs (blue line)
when ADMC and EDMC protocols (given in Protocol 1-2, re-
spectively) are run over the MAS, respectively. State variables
are initialized at x(0) = [0, 0.4, 0.8, 1.2, 1.6, 2]T while inputs
are initialized at u(0) = [0.2, 0.2, 0.2, 0.2, 0.2, 0.2]T . All
inputs remain constant except for the 6-th component, which
is time-varying with respect to the following
u6(k)

u6(0) if k < 60
u6(0)−Π if k ∈ [60, 80)
u6(80) if k ∈ [80, 100)
u6(0) + Π if k ∈ [100, 140)
u6(140) if k ≥ 140
, (36)
with Π = 0.02 being the absolute change according to
Assumption 2.
1) ADMC Protocol under Theorem 1:
• Input parameter α = 0.03;
• Transient time T tk0 = 5;
• Convergence time T ck0 = 34;
• Bound on the tracking error ε = 0.27;
• Bound on the steady state error εss = 0.15.
2) EDMC Protocol under Theorem 2
• Input parameter ∆ = 5;
• Transient time T tk0 = 5
• Convergence time T ck0 = 5
• Bound on the tracking error ε = 0.12;
• Bound on the steady state error εss = 0.
B. Size Estimation
We chose to run simulations of size estimation over scale-
free networks [23], [24]. A scale-free network is a network
whose degree distribution follows a power law, at least asymp-
totically. That is, the fraction P (k) of nodes in the network
having k connections to other nodes goes for large values of
k as
P (k) ∼ k−γ
where parameter γ ∈ R typically is in the range [2, 3].
Such networks are known to be ultrasmall, as proved in
[25], meaning that their diameter scales very slow with the
dimension of the network, behaving as d ∼ ln lnN.
We randomly generated a scale-free network by means of
BarabsiAlbert (BA) model proposed in [23]. This algorithm
generates random scale-free networks using a preferential
attachment mechanism given an initial small network, no
necessarily scale-free. We use as initial network a line network
of 5 nodes, and then we run the algorithm until a network of
n = 100 nodes is generated. This network has a diameter
of the order of the original small network, i.e., d ∼ 5. In
order to simulate nodes leaving and joining the network while
keeping connectivity and scale-free structure of the graph, we
randomly deactivate or activate the last m ≤ 25 nodes added
to the network by the algorithm every 120 steps.
Fig. 3 shows the estimation of the size of a network by
method proposed in [22] by means of Protocol 5 which makes
use of one dynamic max-consensus protocols proposed in
Section IV, i.e., the ADMC protocol given in Protocol 1 and
the EDMC protocols given in Protocol 2.
VIII. CONCLUSIONS
We have proposed, and characterized in terms time and error
convergence, a distributed protocol for multi-agent systems to
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Figure 3. Dynamic Size Estimation of a Network by means of Protocols 5.
effectively dealing with the problem of tracking the maximum
of a set of positive time-varying input reference signals. Two
strengths of the proposed protocol are the following: 1) the
ability to track the maximum reference signal even it is
strictly lower than all states variables; 2) the robustness to
initialization, meaning that the protocol is ensured to works
for any initialization of the state variables. A weakness of
this protocol is that exact consensus is never reached, even
with constant reference inputs, thus avoiding the chance to
reach a zero error. In the view of this weakness, we aim to
improve the proposed protocol by means of locally distributed
and time-varying tuning parameters to ensure convergence to
a consensus state.
APPENDIX
Proof of Theorem 1: Let us denote the maximum and,
respectively, the minimum, among all agents’ states, as
x¯k = max
i∈Vk
xik, xk = min
i∈Vk
xik.
It follows that the tracking error (8) satisfies
ek = max
i∈Vk
|xik − u¯k|
= max{|x¯k − u¯k|, |xk − u¯k|}. (37)
Without loss of generality, we consider a generic time k0 ∈ N
at which a change of network occurs, i.e., Gk0−1 6= Gk0 and
Υ ≥ T ck0 . For k ∈ [k0, k0 + Υ] the network is static. Now, for
the sake of simplicity, we assume the following statements to
hold, which are later proven:
xk ≥ u¯k−(δ(Gk0)+1)Π−αδ(Gk0), k ∈ [k0+δ(Gk0), k0+Υ].
(38)
x¯k ≤ u¯k + Π, k ∈ [k0 + T ′, k0 + Υ], (39)
with
T ′ =
⌈
max {xk0 − u¯k0 , 0}
α−Π
⌉
. (40)
Relations (38)-(39) are both satisfied for
T ck0 = max{δGk0), T ′}. This is the convergence time
because it allows to prove the boundedness of the tracking
error. In fact, for k ∈ [k0 + T ck0 , k0 + Υ] it holds
xik ∈ [u¯k − (δ(Gk0) + 1)Π− αδ(Gk0), u¯k + Π] .
and a bound on the tracking error can be computed from (37)
as
ek = max
i∈Vk
|xik − u¯k|
= max{|x¯k − u¯k|, |xk − u¯k|}
≤ max{Π, (δ(Gk0) + 1)Π + αδ(Gk0)}
≤ (δ(Gk0) + 1)Π + αδ(Gk0),
which corresponds to the bound given by the theorem. This
proves that condition (7) of Problem 1 is achieved.
Now, we proceed to prove that condition (6) of Problem 1 is
achieved. For k ∈ [k0 + δ(Gk0), k0 + T ck0 ], relation (38) holds
true but relation (39) does not, thus we use the following
x¯k+1 = max
i∈Vk
xik+1 (41)
= max
i∈Vk
max
j∈N ik∪{i}
{xjk − α, uik}
= max
i∈Vk
{xik − α, uik}
= max{x¯k − α, u¯k},
which is due to Protocol 1 and its interaction rule given in
eq. (22). The difference in the tracking error can be computed
from (37) as
ek+1 − ek = max
i∈Vk
|xik+1 − u¯k+1| −max
i∈Vk
|xik − u¯k|
= max{|x¯k+1 − u¯k+1|, |xk+1 − u¯k+1|}
−max{|x¯k − u¯k|, |xk − u¯k|}.
Observing that |xk+1 − u¯k+1| = |xk − u¯k| by (38), it is
sufficient to prove that |x¯k+1− u¯k+1| ≤ |x¯k − u¯k| in order to
prove ek+1 − ek ≤ 0. We compute
|x¯k+1 − u¯k+1| = |max{x¯k − α, u¯k} − u¯k+1|
= max{|x¯k − α− u¯k+1|, |u¯k − u¯k+1|}
= max{|x¯k − α− u¯k ±Π|,Π}
≤ max{|x¯k − u¯k − α|+ Π,Π}
≤ |x¯k − u¯k − α|+ Π
For k ∈ [k0 + δ(Gk0), k0 + T ck0 ] the tracking error is surely
larger than the bound (δ(Gk0) + 1)Π +αδ(Gk0) and thus also
than ≥ max{α,Π}, thus one can derive
x¯k − u¯k − α+ Π ≤ x¯k − u¯k
−α+ Π ≤ 0
α ≥ Π.
Since by assumption it holds (10), i.e., α > Π then ek+1 < ek
and this proves that condition (6) of Problem 1 is achieved and
the transient time is given by
T tk0 = δ(Gk0).
Therefore, Problem 1 is solved. To complete the proof, we
proceed by proving the veracity of inequalities (39)-(38).
• Proof of eq. (38). It trivially holds
xik ≥ xk ∀i ∈ Vk, ∀k ∈ N .
9At time k0 we define the set
V0 =
{
i ∈ Vk0 : xik0 = x¯k0
}
denote the set of agents whose state at time k0 is the maximum
among all others. Let us now consider the set V1 of one-hop
neighbors of nodes in set V0 at time k0 + 1. Formally,
V1 = {i ∈ Vk0 : (i, j) ∈ E, j ∈ V0} .
Thus, for all i ∈ V1, the state update rule (22) reduces to
xik0+1 = max{x¯k0 − α, uik0},
because all agents i ∈ V1 have a neighbor j ∈ V0 with state
value xjk0+1 = x¯k0 . Thus, exploiting eq. (39) we can write
xik0+1 ≥ x¯k0 − α, ∀i ∈ V1. (42)
By induction, define the set
V` =
{
i ∈ Vk0 : (i, j) ∈ E, j ∈
`−1⋃
s=0
Vs
}
.
It easily follows that, since the longest shortest path between
two nodes in a connected graph is at most equal to its diameter
δ(Gk0), for ` = δ(Gk0) it holds Vδ(G) ≡ Vk0 . Therefore
xik0+δ(Gk0 ) ≥ x¯k0 − δ(Gk0)α ∀i ∈ Vk0 .
For k ∈ [k0 + δ(Gk0), k0 + Υ] we can combine the previous
inequality with (39) and (43), leading to
x(k) ≥ x¯k−δ(Gk0 ) − δ(Gk0)α
≥ u¯k−δ(Gk0 )−1 − δ(Gk0)α
≥ u¯k − (δ(Gk0) + 1)Π− αδ(Gk0),
which proves the veracity of eq. (38)
• Proof of eq. (39). Under Assumption 2, at the generic
time k0 + T with T ∈ [0,Υ] it holds
u¯k = u¯k0+T ≥ u¯k0 − TΠ (43)
and thus by (41) it follows
x¯k0+T+1 = max{x¯k0 − Tα, u¯k0+T }.
Under condition (10), one derives that the inputs vary slower
than the agents’ states, and therefore there exists a time k0 +T
after which the system reaches the input, i.e.,
x¯k0 − Tα < u¯k0 − TΠ.
Solving for T , we obtain T ′ as in (40). Thus, for k ∈ [k0 +
T ′, k0 + Υ], recalling (43), the dynamics of x¯(k) is given by
x¯k = u¯k−1 ≤ u¯k + Π,
proving the veracity of eq. (39) and completing the proof of
the theorem.
Proof of Theorem 2: At time k0, we define the set
V0 =
{
i ∈ Vk0 : xi0k0 = maxj∈Vk0
xj0k0
}
.
Since by Protocol 2 it holds xi0k = u
i
k−1, then
V0 =
{
i ∈ Vk0 : xi0k0 = maxj∈Vk0
ujk0−1
}
.
Let us now consider time k0 + 1 and the set V1 of one-hop
neighbors of nodes in set V0. Formally,
V1 = {i ∈ Vk0 : (i, j) ∈ E, j ∈ V0} .
The state update rule (28) for i ∈ V1, ` = 1 reduces to
xi1k0+1 = max
j∈N ik∪{i}
xj0k0 = maxj∈Vk0
ujk0−1 = u¯k0−1,
because all agents i ∈ V1 have a neighbor j ∈ V0 with state
value xj0k0 = u¯k0−1. By induction, for ` ≥ 1 define
V` =
{
i ∈ Vk0 : (i, j) ∈ E, j ∈
`−1⋃
s=0
Vs
}
,
and therefore for all i ∈ V` it holds
xi`k0+` = u¯k0−1.
By noticing that V∆ = Vδ(G) ≡ Vk0 , we infer that for all
i ∈ Vk0 and for any time k ∈ [k0 + ∆, k0 + Υ] with Υ ≥ ∆,
it holds
xi∆k = u¯k−∆−1, (44)
which proves that transient and convergence times coincide
and they are equal to the upperbound ∆, i.e., T ck0 = T
t
k0
= ∆.
Furthermore, by Assumption 2 it follows
u¯k ∈ [u¯k−∆−1 − (∆ + 1)Π, (45)
u¯k−∆−1 + (∆ + 1)Π].
Finally, exploiting (44) and (45), we conclude that for any
k ∈ [k0 + ∆, k0 + Υ] the tracking error (8) is bounded by
ek = max
i∈Vk0
|xi∆k − u¯k| ≤ (∆ + 1)Π,
completing the proof.
Proof of Theorem 3: We start the proof with a trivial
statement
uk = −v¯k, vk = −uk. (46)
Now, consider an OMAS executing Protocol 1 with state y ∈
Rn and inputs vk, thus agents’ local interaction rule is
yik+1 =
 maxj∈N ik⋃{i}
{
yjk − α, vik
}
if i ∈ Rk
vik+1 if i ∈ Ak
Given the initial condition yk0 = −xk0 , we have that for any
k ∈ [k0, k0 + Υ] it holds for i ∈ Rk
yik+1 = max
j∈N ikj
⋃{i}
{
−xjk − α,−uik
}
,
= − min
j∈N i⋃{i}
{
xjk + α, u
i
k
}
and then by invoking (46) it follows
yik+1 = −xik+1, ∀i ∈ Vk0 .
It is trivial to notice that due to the above relation one can
derive transient and convergence time by substitution into (13)
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T tk0 = δ(Gk0),
T ck0 = max
{
δ(Gk0),
⌈
max {yk0 − v¯k0}
α−Π
⌉}
,
= max
{
δ(Gk0),
⌈
max
{
uk0 − xk0
}
α−Π
⌉}
,
and the tracking errror by (12) as follows
ek = max
i∈Vk0
|xik − uk|
= max
i∈Vk0
| − yik + v¯k|
= max
i∈Vk0
|yik − v¯(k)|
≤ (δ(G) + 1)Π + αδ(G)).
of Theorem 1, completing the proof.
Proof of Theorem 4: We start the proof with a trivial
statement
uk = −v¯k, vk = −uk. (47)
Now, consider an OMAS executing Protocol 2 with state y ∈
Rn and inputs vk, thus agents’ local interaction rule is
yi0k+1 =
{
vik if i ∈ Rk
vik+1 if i ∈ Ak
yi`k+1 =
 minj∈N ik⋃{i} y
j(`−1)
k if i ∈ Rk
vik+1 if i ∈ Ak
Given the initial condition yk0 = −xk0 , we have that for any
k ∈ [k0, k0 + Υ] it holds for i ∈ Rk and ` = 1, . . . ,∆
yi`k+1 = max
j∈N i⋃{i} yj(`−1)k
= max
j∈N i⋃{i}−xj(`−1)k
= − min
j∈N i⋃{i}xj(`−1)k .
and then by invoking (47) it follows
yik+1 = −xik+1, ∀i ∈ Vk0 .
It is trivial to notice that due to the above relation one can
derive transient and convergence time by substitution into (17)
T tk0 = T
c
k0∆
and the tracking error by (18) as follows
ek = max
i∈Vk0
|xik − uk|
= max
i∈Vk0
| − yik + v¯k|
= max
i∈Vk0
|yik − v¯(k)|
≤ (∆ + 1)Π.
of Theorem 2, completing the proof.
Proof of Theorem 5: Since by Assumption 1 the network
remains unchanged for k ∈ [k0, k0 + Υ], then by Protocol 5
the inputs of the agents Vk0 are constant in this interval. Thus,
in the following we omit the dependence of all variables from
k.
For the purpose of the proof, we recall some basic concepts
on order statistics []. Consider the sample u1j , . . . , unj consist-
ing of the j-th numbers generated by the agents i = 1, . . . , n.
The j-th smallest value is called the j-th order statistic of
the sample. Let us denote u¯j the n-th order statistics of the
sample, i.e., the maximum value
u¯j = max
i∈V
uij , ∀j = 1, . . . , p.
All uij are i.i.d. with probability density function p(a) and
and probability distribution function P (a) given by
p(a) =
{
1 0 ≤ a ≤ 1
0 otherwise
, P (a) =
{
a 0 ≤ a ≤ 1
0 otherwise
,
while the probability density function of the n-th order statistic
is given by
pn(a) = nP
n−1(a). (48)
Consider now the sample obtained by the n-th order statis-
tics of each random number generated by the agents, i.e.,
u˜ = {u¯1, . . . , u¯p}. Variables u¯j in the sample u˜ depend on the
parameter n. The likelihood function L(n|u˜) is equal to the
probability that the particular outcome u˜ given the parameter n
and, since all variables in the sample are i.i.d. random variables
with probability density function (48), then it can be computed
as the product of the probability density functions, i.e.,
L(n|u˜) =
p∏
j=1
pn(u¯j) = n
p
p∏
j=1
u¯n−1j .
In practice, it is often convenient to work with the natural
logarithm of the likelihood function, called the log-likelihood
L∗(n|u˜) = ln (L(n|u˜)) = ln
np p∏
j=1
u¯n−1j

= ln (np) + ln
 p∏
j=1
u¯n−1j

= ln (np) +
p∑
j=1
ln
(
u¯n−1j
)
= p ln (n) + (n− 1)
p∑
j=1
ln (u¯j) .
The maximum likelihood estimate (MLE) is the value
which maximizes log-likelihood L∗(n|xn), thus giving the
best estimate of n from the sample u˜. By putting to zero the
derivative in n, we can find an expression for the MLE,
MLE =
−p∑p
j=1 ln (u¯j)
. (49)
Equation (49) represents the best way to estimate the size n of
the network trough inference by the maximum values among
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the numbers generated by the agents. However, variables u¯j
are not known exactly at each node, and thus the best an agent
can do for the estimation of n is to implement the following
M̂LEi =
−p∑p
j=1 ln (x
ij)
, ∀i ∈ V. (50)
It is necessary to understand how such the error arising from
xij 6= u¯j affects the estimation of n. We start our discussion
taking into consideration the employment of Protocol 1.
• Discussion for Protocol 1: By Corollary 1 the steady state
error in the estimating of u¯j is bounded by the following
ej = max
i∈V
∣∣xij − u¯j∣∣ ≤ δ(G) · α = ε. (51)
A fundamental consideration, resulting from the constructing
proof of Theorem 1 and Corollary 1, is that at steady state
the estimation xij of agent i of the quantity u¯j is always an
underestimation, i.e.,
xij ≤ u¯j , ∀i ∈ V.
With this consideration in mind, it is easy to realize that
the worst case is when at least one agent underestimates all
variables u¯j with maximum error (55). Thus, we consider such
a worst case scenario by assuming that
∃i ∈ V : xij = u¯j − ε, ∀j = 1, . . . , p. (52)
Under condition (52), the worst MLE estimation M̂LE
∗
is
given by approximated MLE given by
M̂LE
∗
=
−p∑p
j=1 ln (u¯j − ε)
.
One can prove that condition (52) implies the worst case
scenario since the distance maxi∈V |MLE− M̂LEi| is max-
imized. It is straightforward to notice that M̂LE
∗ ≤ MLE,
thus we manipulate the above expression to get a lowerbound
as follows
M̂LE
∗
=
−p∑p
j=1 ln (u¯j − ε)
=
−p∑p
j=1 ln
(
u¯j(1− εu¯j )
)
=
−p∑p
j=1
[
ln u¯j + ln
(
1− εu¯j
)]
≥ −p∑p
j=1 [ln u¯j + ln (1− ε)]
≥ −p∑p
`=1 (ln u¯j − ε)
≥ p∑p
j=1(− ln u¯j) + pε
≥ 11
p
∑p
j=1(− ln u¯j) + ε
(53)
At the denominator of (53) we can recognize the term
γ =
1
p
p∑
j=1
− ln u¯j .
Since (− ln u¯j) with j = 1, . . . , p are p i.i.d. exponential
random variables with rate n, their averaged sum γ is known
to be a gamma random variable with shape α = p and rate
β = pn. Therefore, nˆ is the reciprocal of a shifted gamma
variable, whose probability density function g(·) is given by
g(a) =
(np)
p
(p− 1)!a
p−1e−npa
We can now use the law of the unconscious statistician to
calculate the expected value of M̂LE
∗
by
E[M̂LE
∗
] =
∫ ∞
0
f(x)g(x)dx, (54)
where f(x) = 1/(x + ε). Solution to (54) can be computed
through any solver, giving the following
E[M̂LE
∗
] = εp−1eεnp(np)pΓ(1− p, εnp),
where Γ(p, x) is known as the upper incomplete gamma
function. We point out that this expression holds for n, p ∈ N
and ε ∈ R such that n ≥ 1, p > 1 and ε ≥ 0. This completes
the first part of the proof.
• Discussion for Protocol 2: By Corollary 2 the steady state
error in the estimating of u¯j is bounded by the following
ej = max
i∈V
∣∣xij − u¯j∣∣ = 0 = ε. (55)
Solution to (54) for ε = 0 can be computed by any solver,
giving the following
E[M̂LE
∗
] =
np
p− 1 .
We point out that this expression holds for n, p ∈ N and ε ∈ R
such that n ≥ 1, p > 1 and ε ≥ 0. This completes the first
part of the proof. This result is coherent to the expected value
with zero error given in [21], thus proving (35) and confirming
that (34) is a generalization for ε ≥ 0.
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