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ABSTRACT
Machine Learning on Acoustic Signals Applied to
High-Speed Bridge Deck Defect Detection
Yao Chou
Department of Electrical and Computer Engineering, BYU
Doctor of Philosophy
Machine learning techniques are being applied to many data-intensive problems because
they can accurately provide classification of complex data using appropriate training. Often, the
performance of machine learning can exceed the performance of traditional techniques because
machine learning can take advantage of higher dimensionality than traditional algorithms. In this
work, acoustic data sets taken using a rapid scanning technique on concrete bridge decks provided
an opportunity to both apply machine learning algorithms to improve detection performance and
also to investigate the ways that training of neural networks can be aided by data augmentation
approaches.
Early detection and repair can enhance safety and performance as well as reduce long-term
maintenance costs of concrete bridges. In order to inspect for non-visible internal cracking (called
delaminations) of concrete bridges, a rapid inspection method is needed. A six-channel acoustic
impact-echo sounding apparatus is used to generate large acoustic data sets on concrete bridge
decks at high speeds. A machine learning data processing architecture is described to accurately
detect and map delaminations based on the acoustic responses. The machine learning approach
achieves accurate results at speeds between 25 and 45 km/h across a bridge deck and successfully
demonstrates the use of neural networks to analyze this type of acoustic data.
In order to obtain excellent performance, model training generally requires large data sets.
However, in many potentially interesting cases, such as bridge deck defect detection, acquiring
enough data for training can be difficult. Data augmentation can be used to increase the effective
size of the training data set. Acoustic signal data augmentation is demonstrated in conjunction
with a machine learning model for acoustic defect detection on bridge decks. Four different augmentation methods are applied to data using two different augmentation strategies. This work
demonstrates that a “goldilocks” data augmentation approach can be used to increase machine
learning performance when only a limited data set is available.
The major technical contributions of this work include application of machine learning to
acoustic data sets relevant to bridge deck inspection, solving an important problem in the field
of nondestructive evaluation, and a more generalized approach to data augmentation of limited
acoustic data sets to expand the classes of acoustic problems that machine learning can successfully
address.

Keywords: bridge defect detection, convolutional neural networks, data augmentation, delaminations, machine learning
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CHAPTER 1.

1.1

INTRODUCTION

Problem Statement
Machine learning (ML) is a branch of artificial intelligence (AI) in which iterative com-

putational techniques are used to construct analytical models from large data sets with minimal
human intervention. Modern ML approaches have been tailored to solve complex, data-intensive
problems, such as classification of noisy data, for which traditional algorithms and approaches
are not available or perform inadequately. ML approaches are increasingly being used in both academic research and industrial applications because of their flexibility and power to solve previously
intractable computational problems efficiently and accurately.
The specific situation motivating the ML application in this work was creation of a new concrete bridge deck scanning apparatus that had been developed to acoustically interrogate bridges
at high speeds. This multi-channel scanning apparatus could produce large data sets of continuous
acoustic responses as it moved over the bridge deck. However, because the apparatus was new and
used novel excitation of the bridge deck through tire chains, algorithms did not exist to interpret
the acoustic responses. The technical objective of this work was to use ML techniques to create
an analytical architecture for the complex acoustic responses associated with defects in concrete
bridge decks and to improve the computational methods of ML model training when only limited
acoustic data sets were available.

1.2

The Recent Rise of Modern Machine Learning
While the study of computational AI goes back many decades, only recently has ML begun

to truly live up to its potential to handle tasks that seemed too complex for machines to tackle. ML
describes a general approach to allow a computer, robot, or product to behave in a way that seems
to mimic human qualities of intelligence. The practical goal of ML is to study, understand, and
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surpass how the human brain thinks, learns, decides, and perceives. Currently, this study results in
intelligent software systems that are capable of successfully and repeatedly handling immensely
complex tasks that would overwhelm human capabilities.
ML techniques are already firmly entrenched in modern society [1]. This is particularly true
in Gaming, Natural Language Processing, Expert Systems, Vision Systems, Speech Recognition,
Handwriting Recognition, Intelligent Robots, etc. in which ML techniques have already surpassed
the performance of conventional computational approaches in these fields. Modern ML techniques
use vast amounts of available data and construct useful analytical models from the information,
making it possible to more easily implement computational solutions to reduce costs and optimize
capacity in environments that are relatively unstructured. Besides resulting in improved performance, in general, ML techniques are easier to extend and modify, and they can be made adaptive
by the incorporation of new data or information. ML techniques are thus here to stay as important
computational tools to grapple with complex data flows that have become ubiquitous.
Ultimately, the aim of ML is to move beyond simply intelligent software systems by creating intelligent entities that exhibit human reasoning, learning, and problem-solving [2]. While this
goal has not been attained and, to some degree, current ML is only a shadow of this overarching
goal, advances in ML continue to result in discoveries that push the limits of what computational
elements can achieve.

1.2.1

Artificial Neural Networks
Currently, artificial neural networks (ANNs) have emerged as one of the main, popular AI

techniques. ANNs have been used to solve many real-world problems like classification, pattern
recognition, and prediction in many disciplines. ANNs are statistical computational models directly inspired by, and partially modelled on, biological neural networks. The key to ANNs is that
they are capable of modelling and processing nonlinear relationships between inputs and outputs
in parallel [3]. In this respect, they superficially resemble biological networks that appear to exist
within the human brain.
Because of the flexibility accorded to the generalization of “inputs” and “outputs”, ANNs
are capable of handling problems in nontraditional computational fields. For example, ANNs
have been deployed in disparate fields such as agriculture, education, marketing, and art, as well
2

as finance, engineering, manufacturing, transportation, and energy to solve problems that were
intractable through traditional approaches [4].
Due to the range of problems and structure of incoming data flows, there is not one type
of ANN that is deployed to solve all problems. The key to successful deployment in many fields
is the selection of an appropriate ANN architecture that processes the data logically. In general,
selection, creation, and deployment of ANNs has been more art than science in that trial and error
are often used to determine the “optimal” architecture. Notable ANNs architectures include MultiLayer Perceptron, Deep Belief Networks, Stacked De-noising Auto-encoders, Recurrent Neural
Networks (RNN), and Convolutional Neural Networks (CNN).
ANNs have been used in many non-human applications in which the state of an object or
system is important, for example, to predict machine failure. This is related to the specific goal of
bridge deck deterioration estimation in which both current and future performance are estimated.
Researchers targeting machine state estimation and prediction have employed a variety of different
ANN architectures [5, 6]. The machine state estimation problem involves sequential observations
of a machine over time and, therefore, many of these applications are based on RNNs [7, 8].
Outputs from previous computational steps are fed as inputs to the current step in RNNs, a key
difference from the traditional neural networks in which the inputs and outputs are independent.
Selection of hidden states of RNNs thus become the main and most important feature of RNNs.
These hidden states remember information extracted from the time sequence of data. This also
allows RNNs to predict future states. The time evolution character of RNNs has helped them to
achieve success in tasks such as handwriting recognition [9, 10] and speech recognition [11, 12].
However, in general, training an RNN is a very different task along with the gradient vanishing
and exploding problems. While RNNs seemed attractive for overall state estimation of bridge deck
deterioration estimation, they also seemed to be more suited to longitudinal studies of bridges over
long time frames, as opposed to mapping at a single time instant.

1.2.2

Convolutional Neural Networks
CNNs have proven very effective in image classification [13] and have also shown the

potential to be applied successfully to machine state estimation [14]. CNNs are some of the most
widely known ML approaches because CNNs have demonstrated remarkable results in various im3

age processing fields for most benchmark image datasets including MNIST (classify handwritten
digits) [15], CIFAR-10 (classify 32 × 32 color images for 10 categories) [16], CIFAR-100 (classify 32 × 32 color images for 100 categories) [16], STL-10 (similar to CIFAT-10 but with 96 × 96
images) [17], and SVHN (the street view house numbers data set) [18], etc. Modern CNNs are a
milestone model of deep learning and continue to drive advances in image analysis.
CNNs have not only improved the performance of whole-image classification, but they have
also made progress on extracting features from images. For example, using CNNs, Krizhevsky et
al. made a significant improvement in image classification accuracy on the ImageNet large-scale
visual recognition challenge (2012) [13]. Different from traditional image processing methods
(e.g. SIFT [19], HOG [20], etc.), which involve hand-crafted feature descriptors, CNNs generally
are deep architectures that are computationally optimized to match and output particular features.
In this way, all of the features are learned hierarchically from pixels to classifier, and each layer
extracts features from the output of previous layers [15]. However, to obtain state-of-the-art performance, CNNs usually require a large-scale training process. Because the training process requires
manually annotated training datasets, creating the datasets can require tremendous time and resources.
One of the key intellectual links of this project to modern ML image classification is that
CNNs for image classification can be used on acoustic data if the acoustic data are represented
as a set of images. Because a spectrogram (time and frequency) can essentially create a 2D matrix, similar to a photographic image, of acoustic data, the spectrogram image provides a natural
representation that can be fed into CNNs for classification.

1.3

Acoustic-Based Machine Learning for Infrastructure Assessment
Modern societies are dependent upon structural and mechanical systems such as bridges,

power generation systems, rotating machinery, offshore oil platforms, buildings, and defense systems. Any system will eventually reach a point of poor health and need to be rehabilitated. Because these large, complex systems are hard to replace, efficient and effective damage detection
techniques are needed so they can be used safely and continually. In particular, defect detection
and repair at an early stage can enhance safety and performance as well as reduce long-term maintenance costs.
4

Damage detection often includes structural health monitoring (SHM), condition monitoring
(CM), nondestructive evaluation (NDE) (also commonly called non-destructive testing), or (NDT),
health and usage monitoring system (HUMS), statistical process control (SPC), and damage prognosis (DP) [21]. Many of these techniques are part of regular maintenance programs related to
significant infrastructure.
ML techniques are still in their infancy with regards to infrastructure assessment. This
seems to be true for a variety of reasons: (1) infrastructure managers are conservative in their
approach because of the significant resources and public safety at stake; (2) new ML approaches
need to be thoroughly vetted to show their applicability as well as their cost-effectiveness over
time; (3) data sets for infrastructure assessment are often unstructured, subjective, non-digital, and
they often contain sensitive information that is not released publicly; and (4) acquisition of large
data sets is hampered by equipment sampling issues and logistics surrounding data collection in the
field (i.e. no one wants to shut down a bridge just to collect data). On the flip side, the potential for
ML approaches to have impact is large, with numerous opportunities to save the public significant
resources and to increase the performance of existing assets.
In particular, acoustics seem to be a ripe field for ML and infrastructure assessment. The
human ear is remarkably good at picking up minute changes in operating conditions. Often, a
mechanic listens to a car engine to diagnose problems that are unseen. A change in the vibration
signature, due to a change in the machine state, can be used to detect incipient defects before they
become critical [22]. Thus, application of acoustic-based ML for infrastructure assessment is a
promising area for research.

1.3.1

Machine Learning Application to Deck Delamination Detection
The United States currently has more than 600,000 bridges, and 9.1% are classified as

structurally deficient. The current estimated cost to repair, rehabilitate, or replace these structurally
deficient bridges is 33 to 49 billion USD [23], so efficient and accurate assessment techniques are
needed to prioritize and plan rehabilitation. This is particularly true for infrastructure because early
defect detection and repair can often enhance safety and performance as well as reduce overall
long-term maintenance costs [24].

5

Figure 1.1: Photograph of a cross section of a concrete bridge deck obtained from a highway bridge
with a horizontal internal delamination visible at approximately the depth of the top layer of steel
reinforcement.

Bridges are critical transportation elements, and their decks deteriorate more quickly than
any other bridge element. State-of-the -practice inspection of bridge decks involves hammer sounding and chain dragging to listen for internal defects called delaminations shown in Figure 1.1 .
Delamination is a common but serious problem in concrete bridge decks. In coastal regions and
also in cold regions where regular exposure to chloride-based salts occurs, chloride ions can diffuse through the protective concrete cover and accumulate around the reinforced steel embedded in
the bridge deck, eventually causing the steel to corrode [25]. The resulting formation of expansive
corrosion can generate tensile stresses within the concrete that lead to separation of the concrete
cover from the steel [26]. Because current bridge deck evaluations beyond visual inspection typically require disruptive stationary traffic control [27], basic visual inspection is the only type of
bridge deck evaluation that is performed routinely in practice. This results in a lack of accurate information, especially about defects that are not visually detectable [28,29]. Recently, a high-speed
inspection approach based on tire chains repeatedly impacting the bridge deck was developed and
deployed [30]. Microphones record the acoustic responses of the deck to these repeated impacts.
Using this advanced apparatus, acoustic data sets can be rapidly generated.

6

These acoustic data sets require computational algorithms that will automatically and correctly interpret and classify the acoustic responses. As the excitation of the bridge deck is novel
and does not follow traditional excitation and measurement strategies, existing algorithms cannot
be deployed readily on the acoustic data sets. As indicated above, it was hypothesized that CNNs
could be deployed on spectrograms of the data to classify audio segments according to pavement
condition, either intact or delaminated. Significantly, data can also be associated with a form of
ground truth, namely, subjective data carefully acquired manually over an entire representative
bridge deck. With the availability of such data, defect detection in reinforced concrete bridge
decks is a prime target for acoustic ML-based infrastructure assessment. A successful approach to
classifying audio responses is outlined and demonstrated in this work.

1.3.2

Data Augmentation for Acoustic Data Sets
The data set is the core asset for ML techniques because CNNs require large data sets to

generalize properly. In the case of bridge deck delaminations and many other applications related
to infrastructure assessment, there often is not enough labelled training data to be able to properly
train all types of CNNs [31–34]. This lack of data is challenging and prevents ML techniques
from effectively addressing infrastructure problems because performance of CNNs often improves
significantly with increasing amount of available data.
Because collection of a large amount of data is often challenging, data augmentation (DA)
can be used to synthesize new samples from the training data to help the model better learn natural
variability. DA creates new training data from existing training data. The key is for the DA
techniques to correctly expand the existing data sets as if a larger data set had been collected
originally. This is a challenge because expansion of the data set, using DA, could also potentially
make the performance of the trained CNN worse because of unnatural augmentation. However,
infrastructure assessment is an area where DA could potentially be used to create new AI solutions
in domains where limited data are currently available. A few successful techniques and discussion
of advantages and limitations of acoustic DA are also presented in this work.

7

1.4

Research Summary
ML is an exciting and rapidly moving field that is impacting all aspects of modern data pro-

cessing. This research demonstrates aN ML-based solution for high-speed bridge defect detection
and presents DA approaches to further improve the performance of bridge detection and acoustic
ML-based techniques.
The rest of this dissertation is outlined as follows. Chapter 2 addresses the collection of
acoustic data using the newly developed high-speed scanning apparatus. It also outlines the data
processing architecture and the ML solution that was used to successfully create concrete bridge
deck delamination maps from the acoustic data. Chapter 3 addresses fundamental considerations
for the DA problem and a few computational approaches used to successfully augment a limited
acoustic data set. Chapter 4 draws conclusions from this research work and also indicates potential
directions for further work in this area.
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CHAPTER 2.
MACHINE LEARNING APPLIED TO HIGH-SPEED IMPACT-ECHO
SOUNDING OF CONCRETE BRIDGE DECKS

2.1

Background
The standard practice for detecting delamination involves manual chain dragging and ham-

mer sounding. These methods are labor-intensive and subjective, frequently require inspectors to
work adjacent to live traffic, and are often applied only after potholes have formed [35]. The inherent subjectivity in these methods can lead to significant variations in results reported even by
professional inspectors [36]. Aiming to replace these methods with automated technologies, many
researchers in the 1980s focused their work on impact-echo testing to find internal discontinuities
in concrete [37]. In 2001, researchers demonstrated that impact-echo testing could be performed
using air-coupled microphones [38]. Since then, researchers have used many methods to excite,
record, and interpret acoustic responses [39, 40]. Flexural modes, which are audible during chain
dragging and hammer sounding, are the most easily excitable and interpretable responses [41]. Although significant advances have been achieved by researchers in the field, technologies for field
deployments have all been designed for use at walking speeds, which requires stationary traffic
control for lane closures [41, 42]; indeed, none of the acoustic impact-echo sounding techniques
described in the literature can be used at high speed [43–45].
Surveys at speeds greater than approximately 35 km/h can often be performed without
stationary traffic control. Acoustic impact-echo testing at this speed with a desired maximal spatial
resolution of approximately 10 cm requires sampling about every 10 ms. To provide such rapid
mechanical excitation of acoustic responses, alternatives to chain dragging and hammer sounding
are necessary [46, 47].
High-speed acoustic sounding via a six-channel acoustic trailer is extensively described
in a recent paper from our research group [48]. A photograph of the apparatus in operation is
shown in Figure 2.1. Chains attached circumferentially around standard tires repeatedly strike the

9

Figure 2.1: High-speed, six-channel acoustic sounding trailer in operation on a concrete bridge
deck in Utah.

surface of the concrete bridge deck. Microphones pick up the acoustic responses, and the signals
are digitally recorded, along with positioning information as the vehicle travels. This apparatus
allows large acoustic data sets to be obtained rapidly and, importantly, can be deployed without
stationary traffic control.
To test this device, an 85-m-long bridge deck, presented in Figure 2.2, in northern Utah that
exhibited a wide variety of delamination sizes was selected for field testing using the high-speed,
acoustic impact-echo sounding device. For this bridge deck, a “ground truth” map was produced by
manual chaining, marking, and recording, which required almost 80 man hours and traffic control
to obtain. While chaining is known to be subjective [36], this “ground truth” map made acoustic
data from this deck particularly valuable, as it is the best reference truth that can be reasonably obtained nondestructively on bridge decks. This again highlights the need for automated, quantitative
approaches for this type of infrastructure testing.
The bridge was scanned at speeds of 25, 35, and 45 km/h. Scans were divided by lane direction, southbound (SB) and northbound (NB), to produce physically separated training and testing
data ets, respectively, for the CNN. Audio segments obtained over the labeled “ground truth” map
areas were classified as either “intact” or “delaminated”, the latter referring to an internal crack
within the deck, often not visible but produces a “hollow” sound when the bridge deck is impacted
by the tire chains.
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Figure 2.2: Bridge map

2.2

Audio Processing
The acoustic responses are processed using an overall machine-learning approach by im-

plementing a convolutional neural network (CNN) as shown in Figure 2.3. The 50 ms spectrogram
(5 ms time slices and 54 frequency divisions from 1 kHz to 10 kHz) frame passes sequentially
through the steps of the CNN (including convolutional (Conv), rectified linear unit activation function (ReLU), fully connected (F.C.), sigmoid, and probability transform layers) before a summation
of the CNN outputs from overlapping frames is obtained to form a damage metric for each 5 ms
time segment. The audio data are preprocessed through calculating a single spectrogram with a
total size of 50 ms and a bin size of 5 ms, which is then truncated to 1 to 10 kHz for each microphone channel. Spectrograms are calculated at 5 ms intervals, resulting in 90% overlap. The
size of each of the resulting spectrogram matrices is therefore 54 frequency bins by 10 time bins.
Each spectrogram value is normalized by the median value of the spectrogram, and the logarithm
of each value is used in further processing. For main processing of the CNN, the spectrogram
values are then entered into a one-dimensional convolutional filter (across the time dimension), a
rectified unit activation function, two fully connected layers, and a sigmoid function. A probability
transform is then applied, with the output representing the probability that the window centered on
the nth time bin represents delaminated concrete. The output of the CNN is then passed through a
11

Figure 2.3: Signal processing overview for audio data.

seven-tap mean filter to account for the overlapping nature of the sliding spectrogram. A threshold
is then applied to the filtered probability of delamination for the final classification decision.

2.3

Field Testing and Data Labeling
An 85-m-long bridge deck in northern Utah that exhibited a wide variety of delamination

sizes was selected for field testing using the new high-speed acoustic impact-echo sounding apparatus. As shown in Figure 2.4, the deck was first carefully surveyed by two teams of researchers
using manual chain dragging to establish the actual locations and sizes of delaminations. To mitigate the effects of subjectivity inherent in this method, three experienced researchers were assigned
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to each team to find and mark delaminations. The resulting delamination map was considered to
be ground truth for the purposes of training the CNN.

Figure 2.4: Manual chaining (top), marking (middle), and recording (bottom) of delaminations
found on the selected bridge deck.
13

The bridge was then carefully scanned at three discrete speeds (25, 35, and 45 km/h) to
create data set B (B25, B35, B45, respectively) with a wide range of testing conditions for training
of the CNN. The data from these scans were then divided by lane direction, southbound (SB) and
northbound (NB), to produce physically separated training and testing data sets, respectively, for
the CNN. The training data sets were used to generate labeled spectrograms for the ML algorithm.
The methodology used to label each spectrogram is described graphically in Figure 2.5. Spectrograms were labeled as showing intact concrete if the spatial locations associated with each audio
sample used to generate the 50 ms spectrogram were outside of a delamination by at least 0.302
m. Spectrograms were labeled as being from delaminated concrete if 50% of the spatial locations
associated with each audio sample used to generate the spectrogram were inside a delamination
by at least 0.152 m. These specified distances from the edge of a delamination, which effectively
defined the perimeter of dilated and eroded delaminations, accounted for the possibility of minor
localization errors in the data. Spectrograms that did not meet these requirements were not used
in the CNN training. An additional testing data set (data set A), which had been obtained two
months earlier on the same deck, was also analyzed using the trained CNN. This data set involved
19 scanning passes, with variable driving speeds ranging from 30 to 40 km/h.

2.4

Measurement Metrics
Two metrics, probability of detection (PD ) and probability of false alarm (PFA ), were used

to quantitatively evaluate the system performance. These metrics represent the ratio of correct detections to total interrogated delamination area and the ratio of false detections to total interrogated
intact area, respectively [36]. These metrics were calculated by discretizing both the ground-truth
map and the high-speed acoustic impact-echo maps into 0.152 m by 0.152 m squares and using
every scanned square to calculate PD and PFA as shown in Figure 2.6c. To account for spatial localization errors, PD and PFA were also calculated with applied 0.30 m and 0.46 m boundary extensions; in these cases, when PD was calculated, a given delamination on the ground-truth map was
considered to be detected if the high-speed acoustic impact-echo map included a detection within
the specified boundary extension. Similarly, when PFA was calculated, a detection shown on the
high-speed acoustic impact-echo map was not considered to be a false alarm if intact concrete was
present within the boundary extension. To demonstrate the process of analysis, an example of raw
14

Figure 2.5: Maps of the original, eroded, and dilated delamination areas, with boxes representing
the area scanned by a single channel in 50 ms and labels of A, B, and C indicating examples of
training data from intact concrete, training data from delaminated concrete, and unused training
data, respectively.

probability output, thresholding, discretization, and boundary extension for a small section of a
single pass at 35 km/h are shown in Figures 2.6a through 2.6d, respectively.
An additional metric, the overall delamination percentage, is also calculated as an objective
overall bridge deck condition. This percentage is based on the ratio of the number of discretized
squares determined to be delaminated to the total number of discretized squares interrogated. This
single number represents the overall condition of the bridge and is often used in bridge deck management.

2.5

Threshold Selection
As indicated earlier, a numerical threshold was applied to the filtered probability of delami-

nation for the final classification decision. To inform selection of this threshold, receiver operating
15

characteristic (ROC) curves were calculated for each of the data sets. These ROC curves, which
show the effect of a particular threshold on PD and PFA , are shown in Figure 2.7. Because a simple binary approach to classifying a discretized square as a delamination was used, increasing
PFA resulted in maps with increased noise and also resulted in over-estimated overall delamination percentages. To select a universal threshold for all data reported in this study, the expression
3(1 − PFA ) + PD was maximized across varying thresholds, and then consideration was given to
the estimated overall delamination percentages. The selected threshold on the filtered probability
of delamination was 0.81. Using this threshold, maps were generated from multiple passes with
reduced false alarms. The resulting PFA and PD for this selected threshold are shown as black dots
in the graphs in Figure 2.7.

2.6

Results
Not all passes from both data sets were used in either training or testing for the following

reasons: 1) starting of the recording after crossing into the testing area, 2) not lowering the trailer
completely so all six wheels touched the road for the full duration of the test, or 3) the occurrence
of a recording error associated with the camera or the loss of an electrical connection to the LIDAR
during testing. Passes which were included in the analysis are presented in Table 2.1.
The mapped results of all of the tests are shown in Figure 2.8. The delaminations detected
using chain dragging are shown in Figure 2.8(a), and the delaminations detected using the highspeed acoustic impact-echo sounding apparatus are shown in Figs. 8b to 8e. A tabular presentation
of the results is given in Table 2.2. For all testing sets, the average value of PD was 52%, 87%,
and 93% for boundary extensions of 0.0, 0.30, and 0.46 m, respectively, and corresponding values
of PFA were 7%, 2%, and 1%. The significant improvement associated with increasing boundary
extension indicates the importance of accurate localization in determining these statistics. The
ground-truth map indicates that the SB and NB lanes exhibited 8.2% and 9.1% delamination,
respectively, and the overall delamination percentages predicted by the high-speed acoustic impact
echo device were within 2.1% of the actual delamination percentage for all data sets, even for the
data set with only three passes.
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A-NB
A-SB
B25-NB
B25-SB
B35-NB
B35-SB
B45-NB
B45-SB

Test Set Name
3,5,7,9,11,13,17,19,21,23
4,6,8,10,12,14,16,18,20
3,5,9
2,4,10
1,11,15,17
2,6,8,12,14,16,20
3,7,9,13,15
2,4,6,8,10,14,16

Individual
Passes Used
10
9
3
3
4
7
5
7

Number of
Passes Used
12
12
5
5
10
10
8
8

Total Number
of Passes Taken

Y

Y

Y

Used in
Training

Table 2.1: List of passes indicating their use and inclusion in training or testing

Y

Y

Y

Y

Used in
Testing

2.7

Discussion
The results shown in Figure 2.8(b) to 2.8(d) and Tables 2.2 demonstrate the excellent per-

formance of the new high-speed acoustic impact-echo sounding apparatus. The results displayed
in Figure 2.8(e) (representing less strictly controlled speeds) also demonstrate a high degree of
robustness across this range of speeds. The speeds used for testing corresponded to a scanning rate
of 1680 to 3020 square meters of concrete per minute. The manual chain dragging required approximately 80 man hours, excluding the time spent by flaggers required for traffic control, which
equates to a scanning rate of approximately 2 square meters of concrete per minute. Therefore,
the new scanning platform is two to three orders of magnitude faster than manual chain dragging.
The results presented in this research are consistent with the results of visual inspection of the
bridge deck. On the south side of the bridge (the left side of the bridge map), the damage may be
attributable, at least in part, to poor drainage on that side of the bridge, which can lead to standing
water on the deck and greater chloride ion ingress from deicing salt applications during winter.
A review of the results suggests that testing at 35 to 45 km/h provides slightly more accurate results than testing at 25 km/h. Testing at higher speeds likely generates impacts with higher energy,
which increases the difference in acoustic responses between intact and delaminated concrete.

2.8

Observations About the ML Approach to Bridge Deck Inspection
Development of the new high-speed acoustic impact-echo sounding apparatus represents a

significant advancement in concrete bridge deck inspection. The speed of testing, which is approximately 1680 square meters per minute even at the slower testing speed of 25 km/h, is at least two
orders of magnitude faster than the speed at which chain dragging can be performed by a single
inspector, not including the additional complications, time, and expense associated with providing
stationary traffic control to access the bridge deck. Furthermore, operators are safely housed in the
vehicle during the entire scanning process. Finally, automated generation of delamination maps
provides inspectors with electronic results that can be readily analyzed, distributed, and stored in
bridge management software programs. The ML techniques used in this work show how a CNN
data processing approach to acoustic data can be used to efficiently create an accurate classifier
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A-NB
B25-NB
B35-NB
B45-NB
A-SB
B25-SB
B35-SB
B45-SB

Data Set
7.7
7.2
7.3
7.9
10.0
9.7
9.6
9.8

Actual
Delamination
in Percentage
8.0
9.3
7.8
7.7
8.9
10.3
9.2
8.1

Estimated
Delamination
in Percentage
54.1
43.8
50.2
55.2
58.6
45.4
55.3
50.8

PD
8.2
7.9
6.8
5.9
6.4
9.6
7.3
6.2

PF A
92.5
80.2
88.9
85.4
91.2
80.5
91.0
85.1

PD
(0.3 m)

2.3
3.0
1.4
1.1
1.7
3.8
1.9
1.4

PF A
(0.3 m)

95.9
90.0
92.7
92.4
96.8
90.8
94.6
92.5

PD
(0.46 m)

1.5
1.9
0.8
0.4
1.1
2.4
0.8
0.7

PF A
(0.46 m)

Table 2.2: Averaged probability of detection and probability of false alarm with 0.00-, 0.30-, and 0.46-m boundary extensions and
estimated and actual delamination percentages for individual data sets.

for this complex data set. This solution greatly outperforms a simple analytical approach that had
been used before [49].
In conclusion, a new high-speed acoustic impact-echo sounding apparatus has been constructed for detecting delamination in concrete bridge decks using a machine-learning approach for
processing the acoustic data. Leveraging machine learning in this data-intensive approach demonstrates a general solution that is potentially applicable to other traditionally difficult and complex
manual inspection problems.
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Figure 2.6: (a) Map showing continuous probability of delamination for data set B35-NB pass
1, plotted across the actual (ground-truth) delamination map (red). (b) Delaminated (yellow) and
intact (blue) estimates after application of threshold to data presented in (a) across the actual delamination map (red). (c) Discretized results from (b) with specific analysis categories shown. (d) The
same discretized results as (c) shown with a 0.3-m boundary extension applied to delaminations.
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(a)

(b)

(c)

(d)

Figure 2.7: ROC curve for (a) data set B25-NB, (b) data set B35-NB, (c) data set B45-NB, and (d)
data set A-NB).
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Figure 2.8: (a) Bridge deck areas for training and testing data sets with the results of the manual
chain-drag survey shown in blue. (b) Detection results at 25 km/h showing estimated scanning
paths as green lines with manually detected delamination areas marked in blue and delamination
areas estimated from sounding marked in red. (c) Detection results at 35 km/h using the same color
scheme as (b). (d) Detection results at 45 km/h using the same color scheme as (b). (e) Detection
results for the variable-speed passes using the same color scheme as (b).
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CHAPTER 3.
ACOUSTIC SIGNAL DATA AUGMENTATION APPROACHES FOR
MACHINE LEARNING IN A HIGH-SPEED CONCRETE BRIDGE DEFECT DETECTION APPLICATION

3.1

Introduction
Machine learning (ML) techniques are used widely in modern applications because they

have numerous advantages over conventional approaches [50]. In many applications, the goal is to
use vast amounts of available data in order to produce analytical models in order to extract useful
and actionable information. ML techniques are generally easy to extend and modify, which allows
them to adapt to new data or information. Performance generally improves with additional data
and retraining is often as simple as re-running the training optimization step with the larger data
set.
Artificial Neural Networks (ANNs) are the core of modern ML techniques that have become popular to solve real-world problems like classification, pattern recognition and prediction.
ANNs are statistical models capable of processing parallel nonlinear relationships between inputs
and outputs [51]. ANNs are employed to solve problems in agriculture, education, finance, engineering, art, manufacturing, transportation, marketing, and energy that cannot be easily solved by
traditional computational procedures and conventional mathematics [21].
The data set is the core asset for machine learning techniques because ANNs require large
data sets to generalize properly. Performance of ANNs often improves significantly with the
amount of data available. Often, not enough labeled training data are available to properly train
ANNs [33, 34]. This is particularly true for new applications in which it is desired to use ML
techniques, but large data sets are either difficult or time-consuming to obtain. Infrastructure applications often fall into this category because it may take special permission or conditions in order
to obtain the necessary data. As a result, some of the applications where ML could have the largest
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impact, in terms of financial and societal impact, are some of the hardest circumstances in which
to obtain data.
Because collection of a large amount of data is often challenging, data augmentation (DA)
can be used to synthesize new samples from the training data to help the model to better learn
natural variability [52]. DA creates new example training data from existing training data. When
correctly used, DA techniques should expand the existing data sets as if a larger data set had
been collected originally. The resulting performance of the trained model is improved and the
applicability of the model to more diverse situations is facilitated. In particular, infrastructure
assessment is an area where DA could potentially be used to create new ML solutions in domains
where limited data are currently available.
DA is a solution that, ideally, avoids training overfitting while extending performance.
Many authors claim that augmentations reduce the error rate of different deep learning models [53].
In image processing, rotation, flip, crop, color or light change are regularly applied to boost the
size of the data sets and increase the robustness of the trained models.
At its best, DA is actually a process that generates more labeled data, akin to taking more
labeled photographs of objects of interest or manually inspecting more bridges and creating more
ground truth data sets. A synthetic environment modeled using physics could also be used to
extend the data set. However, to be useful and practical, computational DA needs to be able to be
applied relatively simply to add more variety to extend the data set without requiring significant,
additional resources or complex models that could be more costly and/or intensive than the original
data collection.
Additionally, because DA produces synthetic data, there will be fundamental limits to
achievable performance when training using DA techniques. If the augmented data is significantly
different from the original data in that it exceeds natural variability, it could confuse the models
and decrease performance. Figure 3.1 illustrates how DA could ideally increase performance, in
terms of training accuracy, for a simple approach where some kind of noise is added to an original,
limited data set.
Two approaches are theoretically analyzed in Figure 3.1. In the first approach, the noiseaugmented synthetic samples are appended to the original data set, while, in the second, only
the noise-augmented synthetic samples are used. As small amounts of noise are added to the
25

Accuracy

Goldilocks

Original data (Baseline)
Noise-Augmented data + Original data
Increasing noise

Noise-Augmented data

Noise level

Figure 3.1: Theoretical accuracy performance changes for two different DA approaches under
conditions of increasing noise under scenario (1) original data + noise-augmented synthetic data,
and (2) noise-augmented synthetic data.

data and the number of samples increase, the performance of the training increases above the
original baseline. However, as the noise increases significantly, in that the additional noise has
pushed the signals outside of the true signal space into other regions beyond natural variability,
the performance will decrease. The two approaches then diverge in performance. In the first, the
performance will begin to converge to the baseline performance because no new information is
gained from the noise-augmented synthetic samples. The performance may even decrease below
the baseline. In the second, the performance decreases significantly below the baseline because
the noise has completely obscured the signals of interest. Thus, there is a “goldilocks” point
at which the DA beneficially creates noise-augmented synthetic samples, but beyond that point,
performance will suffer.
Specific approaches to DA will be dependent on the natural variability in the data set of
interest. For machine learning on audio data sets recorded on certain manufactured objects, features like absolute pitch may be critical. In others, pitch and harmonic analysis may be relative to
fundamental tones, so different distortions may naturally extend the natural variability of a limited
data set. In all cases, the noise and distortions will need to be selected appropriately according
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to a basic understanding of the physics and recording elements involved in the data set creation.
Then, through numerical scaling of the noise and distortion to generate the synthetic data set, a
“goldilocks” point can be found at which DA optimally improves the model training performance.
In this work, simple data augmentation strategies for audio data in a concrete bridge deck
defect detection application are used to illustrate the principle of optimally creating noise-augmented
synthetic data to improve ML model performance.

3.2

Data Augmentation Applied to Acoustic Bridge Deck Data
Modern societies depend upon infrastructure such as roads, bridges, and buildings [29].

Because permanent infrastructure is hard to replace, efficient and accurate assessment techniques
are needed. For infrastructure, early defect detection and repair can often enhance safety and
performance as well as reduce overall long-term maintenance costs [54]. As an example, in rotating machinery, changes in the vibration signals can be used to detect incipient defects before
they become critical and more expensive to correct [50]. Machine learning approaches have been
successfully applied to solve many infrastructure acoustic classification problems [55].
Bridges are critical transportation elements, and their decks wear more quickly than any
other bridge element. State of the practice inspection of bridge decks involves hammer sounding and chain dragging to listen for internal defects called delaminations. Human inspection is
labor-intensive and subjective. Recently, a high-speed inspection approach based on tire chains
repeatedly impacting the bridge deck was developed and deployed [?]. Microphones record the
acoustic responses of the deck to these repeated impacts. Using this advanced apparatus, acoustic data sets can be generated rapidly. Unfortunately, labeled data sets of the required detail and
comprehensiveness are difficult to obtain because the process of human bridge inspection is so
intensive – understandably, bridge managers are reluctant to shut down publicly-traveled bridges
for machine learning data set generation. A relatively simple CNN was used as the representative
neural network. In this work, applying DA methods to an acoustic data set from a well-inspected
bridge was an opportunity to explore and extend the range of machine learning training from a
limited data set.
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Figure 3.2: Network structure used as the representative CNN for this work.

3.2.1

Neural Network Structure
A simple, straightforward approach, employing a four-layer network is used here to do

the binary classification shown in Figure 3.2 . The audio data is converted to a spectrogram
using FFT processing. A sliding window is then applied to produce small image slices. The first
convolutional layer uses 20 filters of size 1 × 5 with a stride of 1. It is important to note that the
convolution is one-dimensional along frequency in the sense that pitch is preserved. Following this
layer, a Rectified Linear Unit (ReLU) activation function is applied. A 100-neuron fully connected
layer is placed after ReLU. The network leads to a fully connected inter-product layer with two
labels corresponding to the intact and delaminated signal in the end. This structure is the same as
the structure used in previous work on bridge deck delamination identification [?].

3.2.2

Data Augmentation Strategies for Acoustic Bridge Deck Delamination Data
As explained above, DA can be used to generate synthetic data to expand the number of

samples in a data set to increase the natural variability of limited data sets. Useful DA must be
relatively simple, straightforward, and practical. On bridge decks, delaminations exhibit a great
variety of pitches and harmonics that represent the varied nature of concrete. To expand the simple
acoustic response data set, four examples of DA - additive white noise, simple pitch shifting, time
warp, and clipping - were selected because they can be rapidly and easily applied to acoustic data
sets to generate many more representative samples. The goal of this DA was to produce additional
samples that were of the same length and audio format as the original samples.

28

0
20

0.0

2.5 5.0
Time [sec]
(a)

7.5

20
10
0
0.0

25
30
35
40
45
50
55
60

Intensity (dB)

Frequency [kHz]

Signal

20

2.5 5.0 7.5
Time [sec]
(b)

Figure 3.3: (a) Original audio signal from a single channel of audio data. (b) Computed spectrogram of audio data of (a).

Additive White Noise
In real-world acoustic recognition applications, noise robustness is still a challenge [56].
Manually acquiring noisy data under varied conditions can be slow and expensive. Noisy data can
be easily synthesized by adding different levels of white noise to collected data. The original signal
can be simply represented by a vector, ~x:
~x = [x1 , x2 , x3 , . . . , xn ].

(3.1)

In this representation, x1 , x2 , etc. are the voltages recorded by the microphone picking up the
acoustic responses, recorded sequentially over time. Noise is then added. Equation (3.2) shows
the scaling applied to both the signal and the noise to make the variance of the training signals still
equal to 1. The formula used in this work was
r

~x

~s = q
+
1
1 + SNR

1
× ~N(0, 1),
SNR + 1

(3.2)

where~s indicates the synthetic audio after adding noise, SNR indicates the signal to noise ratio, and
~N(0, 1) indicates a vector of samples (the same length as ~x) from a normal, Gaussian distribution
with a mean of zero and a variance of 1. In this work, SNR values from 10−4 to 102 were used to
generate synthetic data sets of the original audio corrupted with white noise.
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Figure 3.4: (a) White noise signal with SNR=1. (b) Computed spectrogram of audio data of (a). (c)
Original audio data of Figure 3.3 (a) combined with white noise of (a). (d) Computed spectrogram
of audio data of (c).

One single channel of our 35 km/h dataset and its corresponding spectrogram are presented
in Figure 3.3. An example of how additive white noise can be used to create additional samples
is shown in Figure 3.4. This figure shows the original data and the additive noise along with
computed spectrograms. It is important to note that the noise is white and so generally raises the
background noise seen in Figure 3.4d uniformly over all frequencies.

Discrete Frequency Shifting
Pitch shifting is simply raising or lowering the frequencies of the audio sample by vertically
shifting the spectrogram up or down. Numerous algorithms preserve harmonic content and can
be deployed in real-time; here, it is a simple vertical shift. Equation (3.3) and Equation (3.4)
demonstrates this discrete frequency shifting (DFS) method.
~X( f ) = fft[~x],
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(3.3)
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Figure 3.5: (a) Audio signal from Figure 3.3a after a Discrete Frequency Shift of 25% was applied.
(b) Computed spectrogram of (a). (c) Audio signal from Figure 3.3a after a Discrete Frequency
Shift of 75% was applied. (d) Computed spectrogram of (c).

~s = irfft[~X(( f + PS)mod n)],

(3.4)

where ~x is the original audio data of n samples and ~X is the one-dimensional Discrete Fourier
Transform (DFT) of ~x indexed by f . PS is the number of shifted pitches and is reported as 100
(PS/n) %. The irfft function computes the inverse of the n-point DFT and produces only a real
output. ~s is the synthetic audio after this procedure. In this work, pitch shifts from 0% to 100%
were tested.
An example of how discrete frequency shifting can be used to create additional samples is
shown in Figure 3.5. This figure shows the shifted signals along with computed spectrograms. It
is important to notes that a modulo function was used in the shifting and so vertical wrap-around
occurs in the frequencies as evidenced in Figures 3.5b and 3.5d.
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Figure 3.6: (a) Audio signal from Figure 3.4a after a Time Warp Distortion time ratio of 2 was
applied. (b) Computed spectrogram of (a). (c) Audio signal from Figure 3.4a after a Time Warp
Distortion time ratio of 80 was applied. (d) Computed spectrogram of (c).

Time Warp Distortion
Time stretching is the process of changing the speed of an audio signal without affecting
its pitch [57]. In this work, time stretching is used to first speed the audio up by a given factor and
then slow it down by that same factor. This can produce large distortions to the audio. To easily
perform these time stretching operations, the python LibROSA library was employed, which is
based on a spectrogram phase vocoder [58]. Time ratio represents the degree to which the signals
are distorted and undistorted. In this work, time ratios from 0 to 100 were tested.
Examples of how time warp distortion can be used to create additional samples is shown in
Figure 3.6. This figure shows the time warped signals along with computed spectrograms. These
distortions show up over many parts of the spectrum.
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Figure 3.7: (a) Audio signal from Figure 3.4a after a Clipping Distortion threshold of 1 was applied.
(b) Computed spectrogram of (a).

Clipping Distortion
Clipping is a nonlinear distortion that limits a signal once it exceeds a threshold. In this
method, signals are clipped to a certain threshold [−t,t]. ~s is the signal after clipping with threshold
t. The equation for clipping is shown in Equation (3.5):




−t, xi < −t



~s = xi , −t ≤ xi ≤ t





t,
xi > t.

(3.5)

In this work, the clipping threshold, t, was selected from 0.1 to 10. An examples of how
clipping can be used to create additional samples is shown in Figure 3.7. This figure shows the
clipped signals along with computed spectrograms. Clipping results in distortions throughout the
frequency spectrum.
All of these distortions can be applied relatively quickly using standard computational libraries. They result in varied distortions that alter the original signals. Each of the distortions can
also be scaled through a single parameter which can increase or decrease the applied distortion.

3.3

Experimental Design
As more thoroughly explained in previous work [?], a bridge in Northern Utah was care-

fully scanned using the high-speed six-channel apparatus at three discrete speeds (25, 35, and 45
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km/h) to create an acoustic data set with a wide range of testing conditions for model training. The
data from these scans were then divided by lane direction, southbound (SB) and northbound (NB),
to produce physically separated training and testing data sets, respectively, for the CNN. Labels for
the training set were produced from a manually obtained delamination map which formed “ground
truth”. The training data sets were then used to generate labeled spectrograms to be input into the
ML algorithm. Details of the data samples sizes for training and testing are listed in Table 3.1.
DA using the methods outlined in Section 3.2.2 was performed on the original 35 km/h
audio data. A flowchart of the experiments is shown in Figure 3.8. Two strategies for training are
outlined. In the first strategy, DA is used without including the original data in the training. In the
second strategy, augmented data and original data are used in the training.
Performance testing of the trained models is measured using 35 km/h test data. Performance testing is also measured using 25 km/h and 45 km/h data. These additional tests are executed to determine if the trained models become more generalized in that they perform better under
more varied conditions.
A baseline model consists of the CNN model trained on just 35 km/h unmodified data.
Performance of this model using 25, 35, and 45 km/h test data was also measured.
All models are trained from randomized initialization conditions on twenty variants at each
level of distortion. Accuracy on the test sets of each trained model is recorded. 95% confidence
intervals are also calculated from these results to estimate the statistical variance of the computed
accuracy at each distortion level.

3.4

Results
Data augmentation using the four distortion methods (additive white noise, discrete fre-

quency shifting, time warp distortion, and clipping distortion) described in Section 3.2.2 were
Table 3.1: Sample sizes used in data augmentation experiments.
Data sample sizes
Training Set 2: Original Data + Augmented Data
Training Set 1: Augmented Data Only
Testing Set:
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35 km/h

25 km/h

45 km/h

10240
5120
1792

N/A
N/A
1664

N/A
N/A
2048

35 km/h
Training data

25, 45 km/h
Test data

Data
Augmentation

Training

Trained net
1

Accuracy

Data
Augmentation
+ original data

Training

Trained net
2

Accuracy

Trained net
1

Accuracy

Trained net
2

Accuracy

Figure 3.8: Overview of experimental design to test various data augmentation strategies and their
effects on model performance.

applied to the original data sets as described in Experimental Design. Training a single version of
each model up to 20,000 iterations on the 35 km/h training data took approximately 5 minutes each
using an NVIDIA PASCAL Titan X GPU which has 12 Gbps memory and 3840 NVIDIA CUDA
cores.
Performance results were recorded and plotted in this chapter. Additive White Noise results
are found in Figure 3.9. Discrete Frequency Shifting results are found in Figure 3.10. Time Warp
Distortion results are found in Figure 3.11. Clipping Distortion results are found in Figure 3.12.
Detailed discussions of the four various distortions are presented in Section 3.5.

3.5

Discussion
The effects of the four various distortions are each addressed individually.

3.5.1

Additive White Noise
Adding white noise to the audio data is a relatively simple way to degrade the audio signal

quality and add model robustness. As shown in Figure 3.9a, the original trained model has a
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baseline accuracy of 76% at 35 km/h. All of the experiments with augmented data and the original
data outperform the baseline model. In this case, these results confirm the superiority of adding
synthetic data to the original data when training. This appeared to be true even when the SNR was
not favorable.
The highest accuracy at 35 km/h was achieved when SNR = 1 for both the augmented
data only and original data + augmented data experiments. For augmented data only experiments,
performance then began to drop below the baseline above SNR = 1. Apparently, the additional
noise began to distort the signals beyond natural variation. In these experiments SNR = 1 is the
“goldilocks” point for additive white noise augmentation.
The results at 25 and 45 km/h presented in Figures 3.9b and 3.9c demonstrate trends similar
to those found at 35 km/h. When SNR = 101 , which means the additive noise power is about 10%
of the signal, training accuracy is similar to baseline performance.
At all speeds, the accuracy of two models start to diverge after the “goldilocks” point
according to the reasoning presented in the Introduction. When the original data is present, the
DA synthetic data does not provide new information to enhance performance and so performance
plateaus around the baseline. Without the original data, the model will be confused by the noisy
data. When the SNR reached to 10−4 in this scenario, accuracy plateaus around 50%. Since our
model is a binary classifier, 50% is the ideal random guess accuracy.
Additive White Noise distortion thus seems to work as expected for this ML approach.

3.5.2

Discrete Frequency Shifting
In line with recent research in speech recognition, pitch shifts in our training appear to

be a helpful augmentation method [59]. Adding pitch-shifted signals to the original training set
generally improved accuracy at low levels of distortion. The data augmentation only training at
low levels of distortion was comparable to the baseline. A dramatic drop-off in the accuracy of the
data augmentation only training was then observed as the distortion moved beyond a few percent.
An interesting phenomena then occurred as the pitch shifting approached approximately
100%. Performance of the data augmentation only training improved dramatically. This reflected
the fact that the frequency bins of the spectrum could wrap around until they were almost at the
original frequencies represented in the original data. This unique phenomena indicates that the
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performance would be cyclic as the frequencies moved into and out of agreement with the original
data. This also is represented by the fact that the neural network is based on a 1D filter architecture
and so will be sensitive to absolute pitch.
Similar performance was observed at all three speeds. Interestingly, the “goldilocks” point
appeared to be similar for all three speeds as well, around 1000 pitches shift. The performance,
when not approaching the cyclic condition, also seems to follow the theoretical model for added
noise in that the curves diverge after the “golidlocks” point. Data augmentation enhances performance only when the distortion is below the “goldilocks” point and decreases performance above
the “goldilocks” point.

3.5.3

Time Warp Distortion
Time Warp Distortion factors were 1 − 10, 20, 50, and 100. Performance evidently im-

proved as the time warp factors increased amongst the low factors. After factor 10, much of the
low frequency delamination response information common in the low kHz range begins to be seriously distorted and the performance level decreases. While similar trends were observed across
all speeds, Time Warp Distortion augmented data + original data appeared to produce a significant
accuracy boost at 25 and 45 km/h for low distortions. While not exact, the “goldilocks” points
were observed around Time Warp Distortion factors of 7.
Like Additive White Noise, Time Warp Distortion seems to work as expected according to
the theoretical model proposed in the Introduction.

3.5.4

Clipping Distortion
Clipping Distortion can also enhance training performance. As the distortion increased

(equivalent to the clipping threshold getting smaller), performance in all cases improved above the
baseline. Clipping appeared to effectively improve the natural variability of the original data.
A histogram of the acoustic training data from all six channels of seven passes of data is
plotted in Figure 3.13. Additionally, Table 3.2 presents the numerical statistics of the signals for
certain clipping thresholds. Noticeably, 95% of the data is contained in the range [−2, 2]. When
the clipping factor is greater than 2, the data augmented only training performance hovers around
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the baseline for all speeds. When clipped data is added to the original data in this same regime,
performance appears to improve somewhat.
Moderately aggressive clipping may emphasize certain low frequency phenomena and reduce higher-frequency influences. With aggressive clipping, eventually the signal is reduced to a
zero vector and no information can be extracted from the signal. This would validate the hypothesis
that aggressive distortion can result in performance reduction.

3.6

Conclusion
DA techniques can be used to improve the training performance of ML models when only

limited data sets are available. In this work, audio data from acoustic scanning of a concrete bridge
deck was used. Additive White Noise, Discrete Frequency Shifting, Time Warp Distortion, and
Clipping Distortion were used as simple DA approaches. The performance of model training using
DA data in conjunction with and without the original data was obtained.
Training performance was dependent on individual factors related to each DA strategy.
However, despite the significant variations in performance, each of the augmentation strategies
followed the “goldilocks” rule which is illustrated in Figure 3.1. This suggests that this rule can
be used as a principle applied many DA strategies for audio data, but also may be generalized for
other types of data. This principle should help ML researchers to consider the ways in which they
can increase the effectiveness of their model training, even when large data sets may be hard to
obtain.
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Figure 3.9: Performance results for Additive White Noise tested at (a) 35 km/h, (b) 25 km/h, and
(c) 45 km/h.
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Figure 3.10: Performance results for Discrete Frequency Shifting tested at (a) 35 km/h, (b) 25
km/h, and (c) 45 km/h.
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Figure 3.11: Performance results for Time Warp Distortion tested at (a) 35 km/h, (b) 25 km/h, and
(c) 45 km/h.
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Figure 3.12: Performance results for Clipping Distortion tested at (a) 35 km/h, (b) 25 km/h, and
(c) 45 km/h.
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Figure 3.13: Histogram of the values of the audio data training set

Table 3.2: Signal magnitude statistics of the
audio data training set
Magnitude
< 0.1
< 0.2
< 0.5
< 0.8
<1
<2
<3
<4
<5
<6
<7
<8
<9
< 10
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Percentage
0.093
0.185
0.436
0.634
0.744
0.954
0.991
0.997
0.999
0.999
1.000
1.000
1.000
1.000

CHAPTER 4.

CONCLUSION AND FUTURE WORK

Machine Learning (ML) consists of powerful computational techniques to process large
data sets in ways that go beyond simpler, analytical representations. In this work, a specific ML
application for infrastructure inspection was developed and a general framework for data augmentation (DA) of acoustic data sets was explored and tested. The idea in this work also can be applied
to other infrastructure inspections, such as monitoring buildings, dams, railways, etc..

4.1

Contributions
ML techniques were essential to provide classification capability for the new high-speed

acoustic impact-echo sounding apparatus. The scanning trailer was essentially designed with a
ML solution in mind to make sense of the data. Because of the rapid succession of impacts and
responses, individual mechanical impacts and responses of chain links could no longer be easily
deconvoluted. In comparison, almost every other research team has used single point measurements for excitation and interpretation because this more easily separates the responses and makes
traditional analysis easier. In this work, the combination of the apparatus and light-weight neural
network resulted in a complete solution that was orders-of-magnitude faster than any other acoustic
inspection technique described in the literature.
The high-speed approach also demonstrated how challenging inspection problems could
be addressed and solved. When this work was presented to a civil engineering audience [60], it
was lauded as the “Holy Grail” because researchers had been trying for decades to come up with
a solution to the inspection problem. Perhaps the solution evaded individual researchers because
the solution was a unique combination of rapid excitation, recording, spatial localization, and
processing, crossing many discipline boundaries. It is anticipated that this inspection solution will
be commercially deployed and allow Departments of Transportation to scan concrete bridges on
an unprecedented scale. The approach will inspire other researchers to consider how they might
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convert traditional, slow inspection techniques into rapid scanning approaches that employ the use
of ML algorithms to deconvolute the data.
Because of the difficulty obtaining good training data in this specific acoustic inspection
application, it was realized that many infrastructure inspection problems suffer from a lack of available labelled data on which ML approaches can be trained. Addressing this lack of data motivated
exploration of methods to create synthetic data sets to improve the ML training approaches when
only limited data was available.
While some ad hoc approaches to DA were found in the literature, a lack of understanding
of the specific numerical weights to give to data inspired an investigation of DA in both theoretical
and practical terms. This was particularly true for acoustic data sets because so much emphasis in
the machine learning community has been on image processing.
To demonstrate both general and practical DA, four simple audio distortion techniques
were employed. These distortions could be easily deployed in other machine learning scenarios to
expand other acoustic data sets. As a general principle, there appears to be a “goldilocks” point at
which DA techniques can optimally increase performance, but beyond which DA techniques can
actually reduce performance. This principle will help other researchers to understand and use DA
in other applications in which limited data sets are available but where it is desirable to deploy
ML techniques. Leveraging machine learning and DA in this particular application demonstrates
a general solution that is potentially applicable to other traditionally difficult and complex manual
inspection problems.
These contributions should provide additional insights into both theoretical and practical
ML techniques as they are deployed in new applications, especially those relying on acoustic
signatures.

4.2

Future Work
There are many potential directions that can build on the work presented here. They gener-

ally fall into two categories, practical bridge deck inspections and ML improvements.
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4.2.1

Bridge Deck Inspections
As demonstrated in this work, the key asset for accurate ML training is data. The bridge

deck data set used for training was painstakingly obtained by many workers laboring under difficult
conditions to produce a particularly detailed maps of delaminations on a bridge deck. Fortunately,
the bridge deck exhibited a variety of distresses.
The performance and generalization of the algorithms could undoubtedly be improved by
a larger data set with more bridges and variety of delaminations in it. This would require lane
closures to perform these inspections. It may also be necessary to include other measurements in
the training such as cover depth or overlay information.
Analyzing longitudinal bridge deck data over time would also provide a better understanding of the evolution of bridge deck condition. In this sense, it could be possible to “hear” the
beginning of delaminations before the damage actually occurs. It is assumed that there may be
multiple condition states that could be of interest and these could be investigated with richer and
more varied data sets.

4.2.2

Specific Machine Learning Approaches for Acoustic Data
This work was based on deployment of a relatively simple CNN to perform rudimentary

ML on the bridge deck acoustic data set. However, other networks may offer significant performance advantages. In particular, recurrent neural networks (RNNs) can model temporal signals.
These might be particularly attractive because they might adapt better to variations of the overall
sound of different bridge decks and changing noise conditions. Variations of plain RNNs, like
LSTM, may work well with our bridge data. Newer approaches such as Attention may very well
be more efficient and provide additional capabilities and performance. There is much ground here
to be explored.
Spectrograms were used as the input vector for the neural networks. Additional preprocessing methods, such as using the raw data, might optimize the the input feature space and improve
the performance of neural networks deployed on these inputs. Notably, the spectrograms used
here were computed only from single channels. There likely exists significant information that,
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if shared between channels, would also help the models to perform more accurately and reject
common variations and noise that exist across all the channels.
As larger data sets of multiple bridges and more detailed deterioration information becomes
available, new ML architectures could be deployed to improve condition estimation performance.
Additionally, powerful data augmentation approaches will be able to be tailored more specifically
to expanded acoustic data sets.
The future of ML application in infrastructure inspection problems is exciting. Technology
can provide solutions that revolutionize the way that infrastructure is managed and rehabilitated,
preserving valuable resources and creating safe infrastructure for all to enjoy.
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