Recent theoretical developments have improved the understanding of gain scheduled control and suggested new methods for design, analysis and implementation of such nonlinear control systems. An integrated software environment for gain scheduled local controller network design and analysis, including computer-aided modelling and system identi cation, is described. Some background theory is included, and a speed control design problem for an experimental vehicle illustrates the application of the approach.
Introduction
The main purpose of this paper is to describe a software environment for computer aided gain scheduled local controller network (LCN) design and analysis, including computer aided modelling and system identi cation. The software functionality is demonstrated with reference to the design of a high-performance longitudinal dynamics control system for an experimental vehicle. The design task involves rst modelling the nonlinear dynamics of the system, and validation of the model. The nonlinear model is then used as the basis of controller design and veri cation. Finally, the controller is exported as a C-function for real-time implementation. All of these steps are carried out within our integrated software environment.
In addition to a description of the software, recent developments in the understanding, design and analysis of gain scheduled control 1, 2, 3, 4] are summarised. The current state-of-the-art is compared to traditional gain scheduling design methods and tools 5, 6] .
A MATLAB-based integrated software environment for local model network (LMN) development, and gain scheduled LCN design, analysis and implementation is used in the application example. The LMN modelling tool is called ORBIT (Operating Regime Based modelling and Identi cation Toolkit), and the gain-scheduled LCN design tool is called ORBITcd (ORBIT Control Design toolkit). An overview of the ORBIT software environment can be seen in Figure 1 and is completely described in 7] . ORBIT is implemented in MATLAB (version 4.2 and 5.0). The ORBIT core contains the graphical user interface (GUI), parameter and structure identi cation algorithms and model validation algorithms, model database management, application programmers interface (API), as well as interfaces to various generic MATLAB tools and toolboxes. ORBIT can support a wide range of model representations, including NARX (Nonlinear Autoregressive with eXternal input), NARMAX (Nonlinear Autoregressive Moving Average withg eXternal input) and nonlinear statespace models based on local models. Only the NARX representation 8] is currently implemented as part of the standard model representation library but the advanced user is free to include customised or generic model representations in this library by programming the required MATLAB functions. ORBIT models and ORBITcd controllers can be made available as SIMULINK S-functions and blocks for simulation. Using the built-in code generation facility, models and controllers can be exported as C-functions for real-time application or simulation. For real-time application of ORBIT models and controllers in languages other than C, one can develop MATLAB scripts that code the model parameters into the required programming language and format. Local model parameters can also be interchanged with other MATLAB tools, including the MATLAB Control Toolbox, Signal Processing Toolbox, and LMI Toolbox. An application programmers interface (API) allows other MATLAB programs to access the ORBIT model database. ORBIT is extendible, i.e. its core model representation and functions are documented.
The ORBIT Control Design toolkit supports design and analysis of gain-scheduled nonlinear controllers on the basis of ORBIT models. The theory behind these design and analysis methods will be outlined, and the tool itself will be described in more detail.
Experimental application data and prior knowledge form the basis of model development in ORBIT. These can be pre-processed and analysed using generic MATLAB and SIMULINK functions before they are made use of in ORBIT.
Many aspects of the ORBIT/ORBITcd software functionality are illustrated using a speed control design example for an experimental vehicle 9]. Using measured data from the vehicle, nonlinear models are identi ed and validated. The models are used for nonlinear control design in ORBITcd, the design is veri ed by simulation, and nally the controller was exported as C-code, implemented, and tested in the vehicle. Typical experimental control results are shown.
Description of the Application
The ORBIT/ORBITcd software environment has been applied to a variety of applications. One such application is the problem of nonlinear dynamics modelling and controller design for an experimental vehicle. This problem concerns the longitudinal vehicle dynamics, and the goal is to design a high-performance speed controller. The software environment has been used in the complete design cycle for speed control: estimation of nonlinear models using measured data; extensive model validation; nonlinear controller design and veri cation; and, nally, automatic generation of the designed controller as a C-function which is directly embedded in the real-time control software in the vehicle. Experimental results are described fully in 9].
The experimental vehicle is shown in Figure 2 . It is a middle class 8-tonne Mercedes-Benz truck called OTTO (Optical Truck Transport Optimisation). More details of the vehicle and previous applications are given in 10, 11, 12] . In this paper, it is used to exemplify the various aspects of the software functionality; a brief description of the problem is given in this section. The structure of the speed controller is shown schematically in Figure 3 . The vehicle's speed v is controlled by manipulation of the throttle angle c . A further possibility is to use the brakes as an additional control signal, but for simplicity the brakes are not considered in this presentation. The desired speed is denoted as v ref . C v is the nonlinear speed controller; it is designed on the basis of an empirically-derived model of the dynamic relationship between throttle angle c and speed v.
The plant's nonlinearities come from the various components in the drive-train. The engine produces a torque which is dependent upon the throttle angle and engine speed; this relationship is described by the nonlinear engine characteristics. The experimental vehicle is equipped with an automatic transmission. At low speeds a hydrodynamic torque converter is active. At higher speeds the torque converter is automatically bypassed by activation of a lock-up clutch. When the torque converter is not active, there is a rigid connection between the engine and the drive wheels. The torque transferred to the gearbox input depends nonlinearly upon the engine speed and the converter output speed. Finally, gear changes are dependent upon the throttle angle, vehicle speed and the currently engaged gear. The gearbox produces a hard-switching e ect which results in step changes in the drive-train characteristics; it is very important to take account of this in modelling and in controller design.
These considerations lead to the conclusion that the key measurable variables which can be used to characterise the plant's nonlinearity are:
1. vehicle speed v; 2. throttle angle c ; 3. gear, denoted as g.
It will be crucial to utilise this information in the construction of models and in the design of controllers.
The main design goals and engineering constraints for this problem can be summarised as follows:
1. the closed-loop system should give suitably fast disturbance rejection (road incline, rolling resistance, model error and wind resistance are in the main of low-frequency character);
2. the design should be insensitive to unmodelled dynamics and measurement inaccuracies. These uncertainties are primarily high-frequency, resulting from the throttle actuator (which has a dead-time and a fast underdamped response) and the limited-precision speed sensor;
3. the closed-loop should have a pre-speci ed command response;
4. the closed-loop properties should be consistent over a wide operational envelope (i.e. from low speed in rst gear to high speed in top gear) despite the strong system nonlinearities.
In order to meet these demands, it is clear that a high-precision nonlinear model is required.
For identi cation of the plant dynamics in each gear, a number of test inputs c (t) were applied and the resulting speed was measured. Since the system is strongly nonlinear, a goal in the design of the test inputs was to`cover' the operational range of the plant to as great an extent as possible. Thus, it is important to investigate both the large-signal and small-signal behaviour of the system. The main input signal types applied were:
1. PRBS-signals (Pseudo-random binary sequence) of relatively low magnitude (typically 10%) were applied around a number of equilibria in each gear;
2. in each gear, large steps of varying magnitude (both positive and negative) with a superimposed low-amplitude PRBS excitation were applied. Before application of these signals the system was driven manually to various equilibria.
3 Local Controller Networks A local controller network (LCN) 1] consists of a number of linear local controllers, each designed to achieve the desired performance in a particular operating regime of the nonlinear system. Figure 4 illustrates the operating regimes chosen for the vehicle model M42 and corresponding controller. These regimes are characterised by throttle, speed and gear. 1 In order to achieve stable and robust performance also during major transients, the LCN consists not only of linearisations about equilibria, but also linearisations about transient states that may be on the system trajectory. This particular aspect is discussed in detail in 13]. In Figure 4 the equilibrium manifold for each gear is represented by a solid line. The regimes which are associated with o -equilibrium operation of the vehicle can be easily observed.
Notice that the operating regimes are typically not regions with hard boundaries, as illustrated in the gure, but rather regions with soft boundaries (or fuzzy sets). This means that there will be a smooth transition between local controllers when moving between regimes. This is viewed and implemented as interpolation in the parameter space of the controller structure.
This section outlines the essentials of LCN design: operating regime decomposition, development of linear local models to be used for the design, local control design algorithms, and analysis of the local and global stability properties of the closed loop.
Local Model Networks
Design of linear local controllers is based on linear local models valid for each operating regime. These can be individual linear models identi ed on the basis of speci c experiments designed for each operating regime or experiments that cover several operating conditions simultaneously, or they can be linearisations about di erent operating points of a nonlinear model. Here we restrict our attention to single-input single-output NARX models. This representation relates a control input u(t) and an auxiliary input (t) to an output y(t) according to
(t) = (y(t ? 1); :::; y(t ? n y ); u(t ? 1); :::; u(t ? n u )) T (2) where is the information vector. The NARX model can be composed of a number of local models, see 8]:
z(t) = H(y; u; )(t)
where the auxiliary variables (t) are only used for scheduling, and e(t) represents the unmodelled dynamics, disturbances and noise. A block diagram for this model is provided in Figure 5 . The integer parameters n y and n u de ne the order of the NARX model.
The positive semi-de nite weighting functions w 1 ; :::; w N will de ne the relative weight of the local models at each operating point z. In practice, these functions will characterise the model's N operating regimes and satisfy
for all z. The representation of these functions is described below.
The variables that characterise the operating regimes, z, are de ned by a general nonlinear operator H.
Axis-parallel hyper-rectangles with soft edges have proven to give a su ciently exible parameterisation of the operating regimes and weighting functions. The exibility is partially due to the user's freedom to select the operator H that de nes variables z that characterise the operating regimes. The operating regimes can be viewed as fuzzy sets which are characterised by their membership functions i . For example, a d-dimensional axis-parallel rectangle with soft edges can be represented in terms of its projections i;j onto the d axes as
The weighting functions are now de ned by 15]
: Figure 6 illustrates the weighting functions corresponding to the operating regimes of the experimental vehicle, c.f. Figure 4 . We observe that they give a smooth blending of the local models and controllers across the regime boundaries. 
Local Control Design Algorithms
The objective of the control system is to make the output y(t) track a reference trajectory r(t) while rejecting the disturbances e(t). To this end, assume that the control signal u consists of a feed-forward component u ff and a feedback component u fb , u(t) = u ff (t) + u fb (t):
The purpose of the feed-forward is to generate in real time a trajectory u ff (t) such that y(t) tracks r(t), nominally. The feedback will compensate for uncertainties, such as modelling error and disturbances.
Consider for the moment a single linear model of the following form, c.f. (5): In general, any linear control design method can be applied to design the local controllers in the gain scheduled LCN framework. This section describes the implemented local control design algorithms (they are described in more detail in 1]).
The local linear controller is a quite general two-degrees-of-freedom controller 16]
Here, S i , R i and T i are polynomials in the delay operator:
S i (q ?1 ) = s i;0 + s i;1 q ?1 + : : : + s i;ns q ?ns ; (10) R i (q ?1 ) = r i;0 + r i;1 q ?1 + : : : + r i;nr q ?nr ; (11) T i (q ?1 ) = 1 + t i;1 q ?1 + : : : + t i;nt q ?nt : (12) Combining equations (8) and (9), the closed-loop characteristic polynomial is easily found to be (14) In the application example, a simple indirect method is used for selection of the design polynomials are speci ed. The natural frequency ! n can be shown from a simple time-domain analysis of the 2nd order system (15) to be related to the rise-time t r through ! n 3:2=t r . The system (15) is discretised, and its poles are used to de ne A i;o or A i;m . Typically, the rise-time for A i;m is about 4{5 times greater than the observer rise-time. In the vehicle application, the rise-times for A i;m lie in the range 4{10s, and those for A i;o in the range 0{2s. The purpose of the observer polynomial is to ensure robustness against unmodelled high-frequency dynamics by introducing su cient damping in the loop transfer function at high frequencies. The feedback loop contains integral action, i.e. T i (q ?1 ) contains a factor 1 ? q ?1 . From (14) we observe that this eliminates steady-state error due to disturbances, modelling error and inaccurate knowledge of the o set d i .
As an alternative to direct speci cation of rise-time and damping, consider the local LQG cost function
where denotes the expectation operator and i is a local control weighting. The optimal local controller polynomials T i ; R i are solutions to the linear equation
Here, F i is the stable solution to the spectral factorisation
with the adjoint of a polynomial de ned through X i (q ?1 ) = X i (q). Note that this formulation of the problem assumes that A i and B i have no common factors and this ensures the existence of stable spectral factors. For details of the more general solution and other technical conditions refer to the texts 17, 18, 19] . An observer polynomial can also be included in the problem formulation, either by optimal design (when the measurement noise properties are speci ed) or using the informal method outlined above. The remaining controller polynomials S i (which act on the reference signal r) are designed to achieve desirable command tracking properties, but in the simplest case are
The LCN is a gain scheduled interpolation of a set of linear compensators (9) :
This control structure can be interpreted as a quasi-linear controller with operating-point-dependent parameters, see also Figure 7 . 
Local and Global Properties
The stability, performance and robustness properties of each linear local controller are well understood and can be analysed using standard tools such a Bode and Nyquist plot, for each xed operating point. This is a highly useful property of the gain scheduling control design philosophy. However, it is also well known that these local properties does not necessarily lead to guaranteed global properties 6, 20] . Global properties also cannot be guaranteed if proper modi cations are not made when implementing the gain scheduled controller 21, 22] . For example, global stability does not in general follow from stability of the separate local linear closed loops when the controllers are scheduled on the state, input or output of the system. The traditional approach has been to schedule only on slowly time-varying variables or external variables such as the reference signal, which of course restricts the applicability of gain scheduling control 5, 1].
In the following we will brie y review some conditions for the existence of a quadratic Lyapunov function for the nonlinear gain scheduled closed loop system. For convenience, we approximate both the system and the LCN controller with continuous-time state-space systems, for which the NARX LMN is approximated by
where the parameters of the matrices can be de ned from the local ARX model parameters. Likewise, the LCN is approximated by The stability properties of the closed loop are now determined by the A ij matrices. In particular, there exists a quadratic Lyapunov function V (x) = x T Px, where x T = (x T s ; x T c ), provided there exists a positive de nite matrix Q = Q T that satis es the set of linear matrix inequalities (LMIs)
A ij Q + QA T ij < 0 (25) for all i; j that satisfy w i w j 6 = 0 and Q = P ? 1 2] . In other words, the inequalities (25) give su cient conditions for asymptotic stability of the nonlinear closed loop, independent of the rate of change of the operating point. However, since only the class of quadratic Lyapunov functions is considered, the conditions (25) are su cient but not necessary. This restricts the practical usefulness of this tool sigi cantly and with the application example we have encountered situations when simulations or experiments \prove" stability of a nonlinear control design for the experimental vehicle, although it was not possible to nd a quadratic Lyapunov function for the nominal closed loop.
Links to Fuzzy Control
The LCN operating regimes can be viewed as fuzzy sets, and the weighting functions w i interpolating the controller parameters are functionally equivalent to Takagi-Sugeno-Kang (TSK) fuzzy inference systems 15, 23, 24] . It is evident that the LCN approach has a very close resemblance to some TSK fuzzy model-based control schemes such as those described in 15, 25, 26] . A major di erence compared with the above mentioned work, which is restricted to static state feedback and linearisation only at equilibria, is that the present work applies dynamic output feedback and opens the possibility for o -equilibrium linearisation and control design.
4 ORBIT Functionality and User Interface The ORBIT environment for LMN development and identi cation consists of a number of di erent windows. Figure 8 :
The Model Database Window (upper left window of the screen-dump in Figure 8 ) contains a list of ORBIT models with summarised information about each model. Functions for database management, including storing and recalling model databases, and for generating external representations (such as C-code and SIMULINK S-functions) can be invoked here.
The Operating Regimes Window (upper right window of the screen-dump in Figure 8 ) allows the user to inspect and manipulate operating regimes. The operating regimes can be visualised as 2D rectangles, or by their membership function i;j along each characteristic variable axis, in this case gear, throttle and speed, respectively. The regimes' characteristic variables, their position, amount of overlap etc. can easily be manipulated, and regimes can be added and removed. The selected model in Figure 8 is M20 (which is a previous version of the currently best model M42).
The Model Parameters Window (centre window of the screen-dump in Figure 8 ) contains a list of all model parameters and their properties. This includes structural and functional pa-rameters, in additional to local model parameters. Parameter identi cation and visualisation tools can be invoked from this window.
There are various windows for parameter and structure identi cation. For example, the lower right window in the screen-dump in Figure 8 contains the parameters and functionality of the Locally Weighted Least Squares parameter identi cation algorithm. The functionality available in these windows will be described in detail in sections 4.1 and 4.2.
There are also several windows for model validation and comparison, see section 4.3.
The MATLAB Command Window (lower left window in the screen-dump in Figure 8 ) is applied to display messages and information. In addition, it allows the user to interact with ORBIT through the API.
Parameter Identi cation Methods
The parameter identi cation problem consists of determining the local model parameters. With local linear ARX models, the one-step-ahead predictors based on each local ARX model are linearly parameterized. Furthermore, since the weighting functions do not contain any parameters to identify, the global (interpolated) one-step-ahead predictor can also be easily seen to be linearly parameterized 8].
ORBIT contains three basic parameter identi cation algorithms:
The prediction error method is the most general method where the PE criterion
is minimized using an SQP (sequential quadratic programming) algorithm. The prediction error is de ned as "(t; ) = y(t) ?ŷ(tjt ? h; ) (27) whereŷ(tjt ? h; ) is the h-step-ahead predictor based on the global interpolated model and are the model parameters. The PE criterion is de ned in terms of a general user-speci ed penalty on the prediction error l( ) (not necessarily quadratic) and user-speci ed prediction horizon h. Initial values for the SQP algorithm can be speci ed.
Least squares method. For the special case when the criterion function is quadratic and a one-step-ahead predictor is applied (h = 1), the criterion (26) is quadratic and a least squares solution can be found.
Rather than de ning the identi cation problem in terms of a single global predictorŷ(tjt?h; ) that combines the local models, one can de ne a separate identi cation problem for each local model based on local predictorsŷ i (tjt ?h; i ) where i are the local model parameters for the local model with index i. Of course, only the data that are relevant in the current operating regime should be applied to identify the corresponding local model. 
is minimized. This method has some interesting properties that are studied in detail in 27, 14] . In contrast to the above global methods, this method ensures that the local linear models are approximations to the linearised system at the appropriate operating points. This is a crucial assumption in LCN design and this approach is therefore particularly suited to identi cation of local models that are used for LCN design.
All identi cation methods allow the user to specify hard or soft constraints on each parameter separately. Furthermore, regularization methods are implemented to improve the solution of illconditioned parameter identi cation problems 28, 29] .
When examining the experimental data for the test vehicle, it was discovered that the local models in several of the transient operating regimes are not easily identi able. The lack of identi ability is caused by the fast transients in o -equilibrium regimes. Some parameters of these local models were therefore constrained during identi cation, using information from an analysis of step-responses. It was also observed that the dynamics in 1st gear are 2nd order, while in higher gears they are essentially 1st order. This was expected, since the automatic transmission contains a lockup clutch that is e ective only at high speeds (switching occurs typically at some speed in the 2nd gear). This lockup clutch xes the ratio between the wheel and engine speeds at a xed gear. Consequently, these two states become a single state. The nonlinearity of the model can be seen in Figure 9 where the impulse responses of each local ARX model are illustrated. There are signi cant di erences between each gear, and also within each gear. We observe that there are signi cant changes in response-time and gain over the operating range, re ecting the nonlinear torque curve of the engine: the response is faster with higher high-frequency gain at intermediate throttle than at very high and low throttle. Also, due to \saturation" in the engine, the response is faster and with higher high-frequency gain near equilibria than far away from equilibria. Finally, one can observe the under-damped 2nd order dynamics at some operating conditions in 1st gear.
Structure Identi cation Methods
The structural parameters of ORBIT models are
The number of operating regimes, and their location in the operating space.
Any integer parameters in the local models, such as order (n u and n y in the NARX representation).
ORBIT supports structural identi cation of these parameters on the basis of optimisation of statistical criteria based on separate validation data, Final Prediction Error (FPE) or Minimum Description Length (MDL) that all estimate the mean squared prediction error. The set of model structures de ned by the possible operating regime decompositions is viewed as a tree, Figure 10 . At each node in this tree there can in addition be integer parameters related to the local models.
ORBIT allows the user to interactively explore the model structure tree in Figure 10 . User-speci ed sub-trees can be searched to the user-speci ed depth. The heuristic search method is described in detail in 30] and is based on 31]. Working interactively, the user may keep promising models and validate and compare them using other methods, such as simulation and residual analysis. The user can also manipulate the operating regimes directly in the GUI. Structure search was used in the early stages of the vehicle modelling, using a less informative experimental data set 11]. The operating regimes of Figure 4 were speci ed manually on the basis of these experiences and careful validation, analysis and simulation, taking into account the importance of having accurate models both at equilibrium and o -equilibrium regimes for the purpose of LCN design. The ORBIT API was exploited to write application speci c MATLAB scripts that simpli ed iterative re nement of the model structure.
Model Validation Methods
Model validation is often viewed as a highly application-speci c problem. This is recognised in ORBIT, and the local models and the global model can be made available to external analysis and simulation in the MATLAB/SIMULINK environment. However, there are some commonly used validation methods that are supported by ORBIT:
The models can be compared by examining simulation results. The user can choose between simulation and prediction (arbitrary horizon), and de ne arbitrary external input signals for the simulation.
Equilibrium data for the models can be computed by ORBIT, i. (30) or the use of separate validation data can be visualised as error bar estimates. In (30) d is the model's degrees of freedom while the residual "(t) may correspond to an arbitrary prediction horizon h.
Correlation testing can be applied to various model variables (such as inputs u(t), residuals "(t), and outputs y(t)); the correlation test results can be visualised and analysed. Some validation results for various vehicle models can be seen in Figure 11 . In the \Correlation Analysis Window" (lower left window of the screen-dump in Figure 11 ) the estimated autocorrelation function for the residuals "(t) with models M20, M21 and M22 are shown. M21 and M22
are simpli ed models with fewer operating regimes. While M20 is scheduled on throttle and speed, M21 is scheduled on speed and M22 on throttle only, in addition to gear. Comparative simulation results with the models M20 and M22 together with selected experimental data S are displayed in the \Simulation Window" (upper right window in the screen-dump in Figure 11 ). In the \Predic-tion Error Estimate Window" (lower right window of the screen-dump in Figure 11 ) a statistical measure of expected prediction performance is displayed as error bars for selected models. In this case the models' prediction performance are evaluated on a separate validation data sequence.
5 ORBITcd Functionality and User Interface The ORBIT Control Design toolkit GUI (ORBITcd) is illustrated in Figure 12 . The window has four areas:
The menus and buttons on the top contain all the functions that can be executed from this interface. These include controller design, global controller analysis in terms of quadratic Lyapunov functions (c.f. section 3.3; this is implemented using the MATLAB LMI toolbox which contains useful numerical tools 33]), local controller analysis in terms of Bode or Nyquist plots, generating MATLAB or C-code SIMULINK S-functions, or C-code`include' les for the real-time control system, and management of controller speci cation data les.
The panel on the right contains selections of the current (active) model, operating regime, input/output channel, and graphical output. The control design window shown in Figure 12 inherits the structural and local model parameters of the current model (in this case the model selected is M20). The design parameters shown in the window refer to the currently selected regime (regime R13 from M20). Note that if the model has a large number of regimes, it is possible to prepare a MATLAB script or application program which allows the user to more conveniently de ne the design parameters for all regimes using the API rather than the GUI. These parameters can be written to a le and loaded into the control design window using the \File" menu. The active regime (R13) in Figure 12 is one of the equilibrium regimes in second gear. For this regime the reference model and observer rise times have been chosen as 5s and 1.5s, respectively, and the damping in each case is close to unity. The active plot in the window shows a Bode plot of the complementary sensitivity function for this local design. It is clear to see that the bandwidth for this design is around 1rad/s, and that the complementary sensitivity function rolls o rapidly above this, thus ensuring that the loop will be insensitive to measurement noise and high-frequency unmodelled dynamics. SIMULINK provides a exible environment for simulation, validation and veri cation of the control system design. An example of a SIMULINK setup that includes a LCN generated by ORBITcd is illustrated in Figure 13 . The model M42 is a re nement of the model M20 (the model has evolved as vehicle experiments have been carried out). A closed-loop control simulation in 3rd gear using this setup with model M42 to represent the plant (see section 3) is shown in Figure 14(a) . As shown in section 3, this controller has 9 local controllers in 3rd gear. The closed-loop rise-times were chosen in each 3rd gear regime as 7s, and each local controller had a deadbeat observer polynomial. This controller was subsequently implemented in the experimental vehicle; the corresponding tracking response is shown in Figure 14(b) . Note that this controller is scheduled on both speed and throttle (as well as gear). Despite the fact that the throttle changes rapidly, no destabilisation of the loop occurs. A disturbance rejection test with this controller was carried out by driving the vehicle up a 10% slope in 2nd gear. The experimental response is shown in Figure 15 . Satisfactory disturbance rejection is achieved. In second gear the nonlinear controller consists of 7 local controllers, each with a desired closed-loop rise-time of 6s and deadbeat observer. 6 Concluding Remarks
Gain scheduling control has several attractive properties from a practical nonlinear control design point of view. The most important is that linear control theory can be applied for design, and partially for analysis. Recent developments have extended the applicability and understanding of gain scheduled control; transient performance can be explicitly addressed by o -equilibrium linearisation, there exist conditions for analysing stability, robustness and performance when scheduling on rapidly time-varying variables such as the control input, and the close links to fuzzy control and feedback linearisation can be exploited. This paper describes an integrated software environment for design, implementation and analysis of such advanced gain scheduled control design: local controller networks. The highly integrated tools for modelling, identi cation, and control design and analysis allow rapid prototyping of highly nonlinear control systems. An automotive application example illustrates the usefulness of the approach. The global model output is the result of weighting the local model outputs f i ( (t)), where the information vector (t) contains delayed inputs and outputs. 
