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Big Data promises huge benefits for medical research. Looking beyond superficial increases in the amount of data collected, we identify three key areas where Big Data differs from conventional analyses of data samples: (i) data are captured more comprehensively relative to the phenomenon under study; this reduces some bias but surfaces important trade-offs, such as between data quantity and data quality; (ii) data are often analysed using machine learning tools, such as neural networks rather than conventional statistical methods resulting in systems that over time capture insights implicit in data, but remain black boxes, rarely revealing causal connections; and (iii) the purpose of the analyses of data is no longer simply answering existing questions, but hinting at novel ones and generating promising new hypotheses. As a consequence, when performed right, Big Data analyses can accelerate research. Because Big Data approaches differ so fundamentally from small data ones, research structures, processes and mindsets need to adjust. The latent value of data is being reaped through repeated reuse of data, which runs counter to existing practices not only regarding data privacy, but data management more generally. Consequently, we suggest a number of adjustments such as boards reviewing responsible data use, and incentives to facilitate comprehensive data sharing. As data's role changes to a resource of insight, we also need to acknowledge the importance of collecting and making data available as a crucial part of our research endeavours, and reassess our formal processes from career advancement to treatment approval.
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Much has been made recently of the analysis of massive amounts of data points, often termed Big Data, to gain novel insights into society, culture and human nature. In the health context, use cases range from analysing Internet search queries to predict the spread of the flu, to exploring large databases of health records to discover indicators for unknown negative drug interactions [1] [2] [3] . They include 'training' a computer with lots of example images to identify skin cancer at a rate equal or better than a human dermatologist [4] , self-learning systems to help radiologists in differential diagnosis of lung cancer [5] and image recognition algorithms that use Instagram photographs to predict depression [6] .
Opinions about the usefulness of Big Data approaches vary widely. Whilst some assume that Big Data means that any large data sets can be magically transformed into novel insights, others warn that more data merely means more noise in which any true signals drown, and many more are wary of yet another methodological shift in medical research and practice. In this review article, we take a look at the core building blocks of the Big Data approach, and how it differs from more conventional ones; and we look at the implications, challenges and opportunities that come with Big Data.
Qualities of Big Data
No simple, widely accepted definition of Big Data exists. Early Big Data work has suggested three 'V's (volume, velocity and variety) of data as defining qualities [7] . Whilst initially helpful as an illustration, later work suggested that the 'V's capture epiphenomenal or consequential elements of Big Data, rather than its defining qualities. Therefore, today the usefulness of the 'V's in capturing Big Data's essence is disputed [8] .
The exact contours of a definition for Big Data elude us, but certain key characteristics have emerged that encapsulate Big Data's key qualities and delineate Big Data from more conventional uses of empirical data. In the following, we describe three such characteristics focused on data, methods and purpose and examine their salience particularly in the context of medical research.
Data
The first, and perhaps most obvious, way to understand Big Data is as a massive shift in our ability to collect and analyse data.
Through all of human history, humans have attempted to make sense of the world they live in by observing -essentially capturing and examining data. Being data focused is nothing new. But working with data has been time-consuming and expensive -often prohibitively so. Consequently, humans collected as little data as necessary and assumed that this dearth of data was a fundamental constraint to human discovery. The development of data sampling, especially randomized sampling, is a response to this assumption of 'data poverty': by offering the opportunity to reason about the whole through only looking at a small part, it is designed to provide useful insights from as little data as possible. But this approach has structural shortcomings: the sample needs to encapsulate the essence of the whole. Because this is difficult to do purposefully without knowing the whole, for almost a century, scientists have resorted to randomized sampling [9] . But even a perfectly random sample will capture the whole only with a limited degree of likelihood, as the sample -by definition -cannot contain all the detail of the whole. Consequently, this results in errors.
The dispute over match-fixing in sumo wrestling offers a case in point. For many years, observers believed that match-fixing was taking place at sumo contests, undermining the fairness of the sport. An analysis of a purposeful data sample -focusing on the championship bouts that matter most -revealed no evidence of foul play. Neither did an analysis of a random sample drawn from all sumo contests. Only when researchers collected and analysed data from every single sumo match over a decade, they discovered evidence that sustained match-fixing was indeed taking place, but not where everyone was looking, and so highly concentrated that the random sample failed to sufficiently capture it [10] .
Focusing on data samples rather than all of the data has always been a choice dictated by the cost associated with collecting and analysing data. Of course, with sufficient resources, it has always been possible to go beyond the sample. For instance, in the 19th century, an exhaustive analysis of millions of data points extracted from hundreds of ship logs led to a vast improvement in predictions of prevailing winds and currents on the Oceans, greatly reducing shipping times. But the effort took many human 'computers' working for almost a decade [11] . Needless to say, very few research endeavours have had the luxury of nearly endless resources.
Thanks to recent advances in digital technology, however, the ability to gather and examine massive amounts of data has become far cheaper and faster. This has fuelled data collection at an unprecedented scale globally. The best estimates we have suggest that in the two decades between 1987 and 2007 alone, the amount of data in the world grew one hundred times [12] . This growth has continued, as more recent estimates suggest a doubling of the total amount of data in the world every two to three years. Equally important is a shift in the composition of this data. If in the year 2000, three quarters of data was still analog and only one quarter of data was digital, by 2015, analog data accounts for less than one percent (Fig. 1) . As this predominance of digital data has greatly improved our ability to gather and process data, the resource cost -in terms of time and money -to use not just small samples of data, but all of it, has plummeted.
The change in the use of data is twofold. First, vastly more data are being captured and analysed than ever before. The absolute number of data points that can and are being used is growing exponentially. But it is not just the absolute growth of data that matters. Arguably more important, second, is that thanks to digital technologies, researchers now capture substantially more data relative to the phenomenon they are studying than before. The success in discovering match-fixing at sumo wrestling rested not simply on an increase in the absolute number of data examined, but in the fact that relative to the phenomenon to be researched -presumed match-fixing over a 10-year period -the successful analysis utilized all available data and included information about every sumo match.
Whilst small data samples always miss information -either because it was purposefully not collected or because the random sample just was not large enough to include the salient data points -collecting data comprehensively offers an informational improvement. There is no certainty, of course, that more comprehensive data will lead to insights. Researchers may still fail to include the relevant data, but using more routinely trumps using less, and with decreasing cost differentials, there is less reason in future to settle for data samples. Of course, it may be impossible to collect all data of relevance for a medical condition; because of the complexity and stochastic behaviour of biological processes, prohibitive costs, as well as ethnical or practical challenges related to data collection. But even with these constraints in place, in the future, medical researchers will routinely collect and analyse more comprehensive data from a larger number of individuals, and when possible analyse all data collected, rather than just data samples.
Comprehensive data collection does not mitigate all selection bias. How the phenomenon a researcher aims to study is defined, and thus, what data is and is not being collected is still a decision open to error. The focus on the phenomenon and what different types of data may capture it, however, prompts researchers to face perhaps more directly than before the crucially important issue of delineating and making explicit the object of their research. In the medical field, most conventional evidence-based research compares data collected from a variety of different patients. The phenomenon under review thus is the reaction or behaviour of an 'average' human being in a particular context. This may be useful when trying to gain insights that are generalizable to many (but certainly not all) humans. An alternative approach could focus on just one particular human being and gathering relevant data over time, as was carried out in the Snyderome [13] . This way, insights are for a specific individual; they may not be generalizable, but they may be highly salient for understanding what is happening to this particular human. Neither approach is better than the other (and of course often data is collected across patients and across time), but being forced to define what phenomenon is under review highlights and makes transparent the specific aim of a research undertaking, and what insights are generalizable in what way.
This shift towards comprehensive data use has consequences for data quality. With samples, data quality was highly relevant. If only a limited number of data points are used to extrapolate to the whole, capturing even a handful of these data points inaccurately may result in erroneous conclusions. If, on the other hand, a massive amount Big Data and medicine / V. Mayer-Sch € onberger & E. Ingelsson of data points is captured and a relatively small number of them are erroneous it may not be similarly problematic. What in practice used to be a simple principle -that data quality matters most -is no longer so straightforward in a Big Data context; it turns into a more complex trade-off. Sometimes it may be better to combine data from different sources (such as different sensors) even at varying degrees of data collection quality, if in return the heterogeneity of the data sources guards against measuring biases. And sometimes, even data of limited quality may be better if one has a huge amount of it, compared with only a small amount of data at high quality. For instance, in the context of machine translation (using data and software to translate from one language into another), utilizing orders of magnitude more training data albeit of very varying quality beat a small training corpus of high quality. Big Data experts call this the 'unreasonable effectiveness of data' [14] . Another illustration where more data of lesser quality beats less data of higher quality is the rapid discovery of novel genetic loci associated with complex human traits over the past decade. Early criticism of genomewide association studies suggested that the data are too noisy -both that the individuals studied were too heterogeneous, and that the phenotypes were lacking in detail or did not reflect the underlying disease well enough. However, we have now learned that large metaanalyses of heterogeneously sampled individuals with relatively blunt phenotypic measures -such as body mass index and waist-hip ratio rather than exact distribution of body fat measured by computed tomography -can provide hugely important insights regarding the underlying biology, not offered by previous small, hypothesis-driven analyses of very well-characterized individuals with more exact phenotyping [15] [16] [17] .
As the approach to discovery moves from samples to comprehensive data use, a further set of questions gain currency: when to stop collecting data, and what to do with 'new' data? Because samples at best capture much (but never all) of the essence of a phenomenon, samples are good either at representing phenomena that do not change, or with dynamic phenomena, they have to be retaken and re-evaluated in regular intervals. But doing so is costly and prompts challenging statistical questions (including on sample selection). Unsurprisingly, much empirical research in the natural sciences has focused on uncovering the 'iron' laws of nature that do not change. Even there, however, seemingly immutable law of nature -think only of Newton's law of gravity -had to be reformulatedthink of Einstein's law of gravity -as we uncovered more of nature's complexity. In the medical field, the object to be investigated is generally highly dynamic and changing, even if we'd assume the underlying fundamental laws of physics do not. The conventional way to deal with this dynamic has been to generalize (and thus lose individualized precision), or to acknowledge change through regular resampling. In the context of Big Data, these questions become harder to answer; conventional standard responses may no longer be appropriate, and researchers may -erroneously -be tempted to assume the comparative immutability of phenomena because of mistaken beliefs driven in part at least by simple convenience.
Researchers at Google predicting the spread of the flu virus using search query data offer a case in point. Initially, their prediction model worked well. Published research in 2013, however, showed that Google's flu forecasting system erred badly in predicting the spread of the seasonal flu in December 2012, foreseeing almost twice as many flue cases as public health authorities later confirmed existed [18] .
Google's prediction rested on the assumption that humans impacted by the flu would search the Internet (through Google) for relevant flu information. In building the model, Google used years of past search request data and official flu spread data from the Centers for Disease Control. As a result, Google's model captured common human information search behaviour in the USA in the years before 2009, when Google made its model public. In the years after, Google simply applied the model to new search queries to render its flu predictions.
The model incorporated human behaviour -what humans search online. Unlike general laws of physics, such behaviour is not immutable. For instance, our search behaviour online changes as the Internet becomes more integrated in our daily routines, as more diverse sociodemographic groups go online, and as access shifts from the desktop to mobile devices. This results in a behavioural change, and a growing chasm between the model and reality, leading to false predictions. The Google engineers had erroneously assumed (or perhaps hoped) that search behaviour would remain unchanged. When Google's engineers modified their model based on data from more recent years, the accuracy of the prediction improved significantly. For dynamic phenomena, static models are inappropriate. As reality changes, so must the model. This requires regular reevaluations utilizing new data.
Underlying is a broader, more general point on the progress of scientific discovery. Many phenomena change over time. But even for those that are truly immutable, the human ability to understand them comprehensively may change, much like we moved from Newton's view on gravity to Einstein's. Perhaps that, too, is but an approximation of what is, getting us closer to the complex reality we perceive. It fits our current needs, but in future, we may discover yet another version that's even better in capturing the world. What is true for the laws of physics, applies with much greater magnitude to the black boxes in biology that we begin to shed light in with the help of Big Data. The emergent methods of Big Data analysis are often iterative, adaptive and learning; as more data becomes available and is fed into the system, the system modifies itself, it 'learns'. But as the model is still learning, the results are only preliminary. This tentativeness is not new; it has always been a foundation of scientific discovery, but Big Data highlights it. One is never done collecting and analysing data and revisiting the current model and hypothesis, because every additional data point is but an opportunity to learn further and get closer to capturing reality. This is not just a philosophical point, but rather one that permeates how research is being conducted and employed. If in the past, we hoped for iron-clad natural laws, in future, at least temporarily, we need to be more cautious. Humbly we will have to accept that our learning is but a summary of what we know rather than eternal truth; and, practically speaking, data collection and analysis will need to continue if we want to progress. It also requires us to find pragmatic answers to questions such as after how many new data points that we collected we should re-evaluate our models and redo our analysis (Fig. 2) .
Methods
The need to tease out maximum insights from a small number of data points has led to the development of a rich toolkit of statistical methods. This has helped discovery in a data-deprived world. Given what they were designed for, these methods may not be ideal anymore when comprehensive data become available at low cost. For instance, with conventional statistical tools, we may find a small enough 'signal' in any large enough data set, even if it actually is just noise [19] . This is why globally Big Data researchers are working on and building new data analysis methods aligned with large data volumes. Whilst much work remains to be carried out, notable advancements have been made.
In particular, so-called machine learning approaches have been gaining traction in the Big Data context recently. The underlying idea with these systems is no longer to 'teach' a system a particular insight through a concrete algorithm of how the system should behave, but rather let the system learn itself through the analysis of a large volume of training data. The system's model of what it observes through the data evolves as more training data is fed into the system. With such a strategy, the initial model matters little as it evolves over time and with the help of data. The technical concepts of many of these machine learning systems, for instance neural network theory, have been around since the 1970s, but only recently through the availability of massive volumes of data, and huge computing capabilities have these systems begun to deliver on their earlier promises [20] .
Big Data experts have robust discussions about exactly what variation of a machine learning system offers the best fit for what data context. Some systems are supervised, and their success depends critically on tweaking by a human; others achieve success through purely unsupervised machine learning. It is a highly dynamic field, fuelled by frequent innovation. Most recently, for example, systems that emulate a form of decaying memory whilst learning look particularly promising. Experts agree, however, that the most crucial ingredient to Importantly, once a system has been sufficiently trained for its model to capture much of the essence of a particular phenomenon and can be used, its use produces (feedback) data and together with other data can continue its own evolution and refinement. Simply put, when the streams of data are sufficient, the learning system never stops to learn; not only getting better and better, but also adjusting to any changes in the underlying phenomenon.
Because Big Data analytics works quite differently from conventional analysis of 'small' data, such as samples, not only are different methods necessary, but also different expertise. Experts trained in traditional statistical methods are comparatively ill-equipped to engage in and manage Big Data analysis, and conventional statistics courses and programs at universities are producing traditional statisticians. This is why many Big Data projects employ experts versed in machine learning, neural networks and many other cutting-edge Big Data methods. But these experts are still scarce: demand is growing whilst supply is still limited, as universities grapple with the methodological shift. For the short to medium term, therefore, as much as it is elemental for a Big Data research undertaking to have a methodological expert on board, it will be a challenge for many of these projects to find and retain them.
More generally, these Big Data methods lead to two distinct methodological features of Big Data analysis that have significant consequences far beyond the concrete choice of a particular analytical method. These features are the inductive nature of most successful Big Data systems, and their (at least partial) agnosticism to causal understanding. Due to their iterative 'learning' nature, such systems are neither proving nor applying hypotheses about a particular phenomenon that humans conjured. Rather, in most cases, the hypotheses emerge from the learning process. It is an inductive approach to human reasoning and scientific discovery. But the system has no explicit 'understanding' of the underlying working of the phenomenon it captures; knowledge and insight is captured in the idiosyncratic model that emerges. This does not help us much directly to understand the underlying causal influences, but it does accurately describe reality and predict what output would result from a given input.
Purpose
The shift in methods mirrors a further change that the comprehensive use of data brings about -one of purpose. The inductive method many Big Data projects feature facilitates a broadened role for empirical data analysis. The conventional approach was for data to be used to evaluate human hypotheses and where possible, falsifying them (according to Popper [21] ). Hypothesis testing has been a costly process. Comprehensive data use speeds up the process and makes it eminently more affordable. This was Google's approach when predicting the spread of the flu through search requests. Rather than hoping to a priori come up with the combination of search terms that would best correlate with the distribution of the flu, Google tested all 50 million frequent search terms, and a total of 450 million models combining terms. The model with the best fit consisted of 45 search terms, each of which was a perfectly plausible choice [3] . However, it would have been extremely unlikely for a human-generated hypothesis to contain exactly these 45 terms. The net result is a very significant acceleration in the discovery process as hypotheses are no longer evaluated through a manual process involving human hypothesis generation, but through an automated process that tests exhaustively. The strategy is not without pitfalls; tendencies to 'over-fit' are of particular concern and care must be taken to avoid these traps [18] .
More importantly perhaps, Big Data aids in human hypothesis generation, too, by stimulating the human capacity to ask the right questions, that is to put forward the most promising hypothesis. This is performed by taking comprehensively collected data about a particular phenomenon, then subjecting the data to analysis employing Big Data analytics to uncover distinct and unusual patterns in the data, and to use these patterns to prompt hypothesis generation, by either alerting humans, or more and more frequently through iterative machine learning. The hypotheses generated can then be evaluated using more traditional hypothesis testing approaches.
An example of this concept is a Big Data analysis of data from a language learning app that showed a surprising and unknown learning challenge for a specific language concept. The analysis was not undertaken with a hypothesis to uncover exactly this learning difficulty, but the patterns discovered during analysis refocused the attention of the researchers in that direction [20] . A prominent example in biomedicine is the advent of genomewide approaches and other -omics methods. Before 2005, genetic associations studies were hypothesis based -variation in a candidate gene was studied in relation to a human trait [22] . Thousands of such candidate gene studies were published, but an astonishing small fraction of these associations have been robust and replicable. After the introduction of hypothesis-free genomewide association studies, thousands of robust genotype-phenotype associations have been uncovered, informing human biology and giving leads to development of new medical therapies based on previously unknown pathways that the human mind was unable to come up with a priori. This paradigm shift in genomics is an example of the power of Big Data approaches and may harbinger changes that can impact biomedicine more broadly.
The hypothesis-generating strategy emphasizes the usefulness of inductive approaches for novel discovery; it is not, however, the beginning of an inductive reasoning revolution, or the end of the deductive method. As is well established in the medical sciences and their focus on individual cases, induction has always been playing an important role for discovery. Neither is deduction disavowed forever. Rather, Big Data strengthens a pragmatic strategy towards scientific discovery, in which inductive methods can often reveal patterns that stimulate hypothesis generation, followed by deductive methods to test these hypotheses.
Big Data analytics are often associated with a further shift in focus -away from exposing causality. Behavioural psychologists see humans hardwired to find answers to the question of 'why'. Only by understanding root causes, the argument goes, will we be able to shape reality, and therefore unearthing linkages between causes and effects is the ultimate aim of scientific discovery. In contrast, typical Big Data approaches are correlational; they do not prove or demonstrate actual causality. This is not a unique feature of Big Data. Much research based on the analysis of quantitative empirical data using conventional statistical methods is correlational. Even traditional A/B testing, whether in the context of double-blind studies or carefully designed laboratory experiments, offers no 'proof' of causality. Any differences between the treatment group and the control group may, at least theoretically, be simply randomness and thus a sign of coincidence rather than evidence of efficacy. This is often forgotten when correlational Big Data approaches are criticized for lacking causal explanatory value.
The exchange about correlation versus causality does resurface, however, a larger debate that has been looming in the sciences in general, and in medicine in particular, for at least over a century. It is a debate about the value of different types of discovery, and what is sufficient to lead to recommendations regarding behaviour or treatment.
Perhaps one of the first large-scale debates in the medical sciences about the value of correlation and causality took place when hygienist Ignaz Semmelweis in 1847 instituted mandatory chlorine hand washing at the maternity ward of the hospital he was working in Vienna, and the mortality rates dropped dramatically. Semmelweis proposed an odd and incorrect underlying cause. Sceptical of his causal explanation most of his colleagues throughout Europe resisted for years to wash their hands with chlorine, causing (as we today know) tens of thousands of unnecessary patient deaths [23] .
Big Data correlational insights raise similar issues:
Pragmatically, what do we accept as sufficient evidence to act? How high is the burden of proof? There is no simple answer to these questions, but highlighting Big Data's limitation to correlational insights may force us to revisit our current solutions and protocols and to rethink whether they are still adequate.
In the meantime, there is active research under way to improve correlational methods to intuit at least some causal insights from them, and there have been recent advances in the development of a formal mathematical way to express causality (which, perhaps surprisingly to some, we have not had) [24] . Big Data may not be 'locked' into a purely correlational straight-jacket forever, but in the medium term we will have to accept that much like many statistical methods in wide use, Big Data approaches are mostly correlational.
This does not imply that causal investigations are going to be replaced by purely correlational ones.
Rather, in future, researchers will have to consider the best fit given the purpose of their investigation. For example, in contexts such as prediction, prognostication and diagnosis, uncovering causality is unlikely to be of central importance. For many instances of drug development on the other hand, causal understanding will continue to be crucial.
Often overlooked in the debate, correlational analysis is not without value for causal investigations. It can act as a cognitive filtering device, which identifies those explanations that seem most likely to have caused a specific effect. These can then be subjected to a thorough conventional causal investigation. As examining causal linkages is very costly, having with Big Data a useful filter in place that helps select the most promising causal hypotheses for further investigation is not only efficiency enhancing, but also a valuable contribution to the quest to uncover causality [8] . Eventually, it may lead Big Data to become a crucial part of a more staged discovery process, in which a correlational result informs an ensuing causal inquest.
In summary, whilst there is no comprehensive and concise definition of Big Data, changes in data, methods and purpose of research undertakings encapsulate different perspectives of a shift towards Big Data approaches in the sciences in general, and in the medical field in particular (Fig. 3) .
Implications
Increasingly embracing Big Data in medical research and practice has a number of important implications that centre on the management of data and its role within the profession. In particular, Big Data's qualities contradict some of the standard assumptions in the field, whether regarding data quality or the level of causal evidence required. This prompts the need for, or at the very least the discussion about structural and procedural adaptations, but also a mental flexibility to question long-held habits.
Data management
When using data is costly, data are gathered when there is a concrete need for and routinely disposed of or disregarded after that use. In contrast, Big Data approaches highlight the importance and value of data reuse for novel purposes. We will collect not because we already know what to use it for, but because we might need it in future. This implies a different attitude towards data: not as something that is needed swiftly for a pressing decision, but something that holds potential future value for the individual, and for society at large. It also suggests that data be stored far beyond its initial use because of the strong incentive for reuse (Fig. 4) .
Incidental data collection without concrete purpose and long-term data retention, however, run counter to the fundamental principles of information privacy and potentially can violate national and international laws protecting health information like HIIPA in the USA or GDPR in the EU [25, 26] . An example of such a clash between the scientific interest of creating a valuable resource for future research and laws regarding data privacy is the conflict surrounding the Swedish cohort study LifeGene [27] . The goal of the LifeGene study was to enrol 500 000 Swedes and follow them longitudinally for at least 20 years, to enable studies of biomedical research questions, many of which were unknown at the start of the study [28] . The Swedish privacy regulator found the broad consent collected from study participants to be unlawful, and the study was halted in 2011. It could only be restarted in 2014 after extended legal battles and revised privacy legislation. Very similar in design and scope as the widely praised UK Biobank study [29] , LifeGene's troubles are a stark reminder of the need for alignment between data collection efforts and (dated) data privacy laws, whilst maintaining participants' and society's trust in comprehensive data collection efforts.
The conventional paradigm of privacy protection that focused on collection limitation and constrained data gathering and in practice turned into an activity requiring concrete notice and specific consent is frequently at odds with the Big Data view of data's value and how this value can be reaped. It is tempting, but far too simplistic, to assume that conventional privacy regimes are optimal policies to protect vulnerable patients against overreaching data collectors. Existing information privacy regimes are themselves constructs of a 'small data' world, in which cost impeded comprehensive data use; they were palatable policies only in that context. In contrast, as comprehensive data use becomes feasible, stunting potentially life-saving discovery through artificial constraints of how data can be utilized is no longer an effective policy to advance health care and requires additional justifications to continue. Privacy experts around the world have suggested an alternative to constraining data collection and tying it to a particular purpose: to shift the focus of privacy protection to an assessment of the purpose of a concrete data analysis. Permission would be afforded as long as no individual would be obviously harmed by the consequences of the analysis and if the analysis is ethical, even if it entails a reuse of data collected for a different or no apparent purpose [30] . Privacy legislation in a growing number of nations, including in the EU, is inching towards this "use-based" alternative privacy approach. But further and more decisive steps towards such a policy shift may be needed [26] .
As the focus on responsible data use gains traction, the debates over health data will likely transition from being firmly rooted in the context of informational privacy (and control) to one of accountability of data users, even irrespective of the will of the individual. Accountable health data usage is a duty vis-a-vis society rather than just individual patients. This requires the development of rules regarding data usage, as well as processes of assessing data use against such rules, paired with suitable enforcement mechanisms. It is possible, for instance, that we will see data ethics in medicine to be taken on by specialized boards, modelled after ethical review boards more generally. Alternatively, ethical review boards' remit may be widened to include questions on broader usage of medical data [31] .
Information privacy laws are often cited as the prime hurdle that stunts comprehensive data use in health care. Equally constraining, however, are limitations in the management of comprehensive health data. Big Data approaches necessitate a caring and curating stance vis-a-vis data, in which the emphasis is on proper capturing, labelling and storage to facilitate later discovery and repeat utilization rather than fast one-off analysis. A byproduct of such thinking is the need for more capable data management infrastructures in health care. But such infrastructures are less physical than informational. It matters less on what storage devices the data are held or through what pipes data flows, than how well data are annotated, deposited and content made usable. Consequently, the structural emphasis of future data management will be on enabling appropriate data ontologies, ensuring meta-data availability and facilitating data reuse through comprehensive discoverability tools and necessitates planning and the allocation of sufficient resources, from equipment to staffing.
A third difficulty is organizational and structural. Data are the raw material to scientific discoveries, but there has been little recognition of those that expended effort in collecting and curating the raw material. The fear is that others free ride if they are given easy access to data, reaping most of the benefits without having had to pay (in time, energy and resources) for collection. Hence, little incentive exists for groups to share their data even within the same organization. The incentive is even lower for data to be shared across organizations, resulting in wasteful duplication of data collection efforts and limited data utilization. This was already suboptimal, but in the context of Big Data, it is a highly inefficient practice. Alternative strategies are needed. These include the creation of concrete incentives, including economic ones, for groups to share data within and between organizations. On the policy side, government grants and subsidies could be tied to mandates making data collected with the help of these funds openly accessible to others. It would be a suitable extension of 'open access' policies for journal publications for the data age to not just make the results of data use accessible to the general public, but the raw material that led to these discoveries as well [32] . There is already development in this direction: more and more scientific journals require deposition of the raw data in connection with the publication [33, 34] . Additionally, a number of initiatives have enabled open access to very rich biomedical data, such as the UK Biobank [29] . However, the overall development is still slow, and most biomedical data remain unavailable for secondary purposes by others than those that collected it in the first instance.
Data's role
When discovery is built in substantial part on data, not only to validate a particular hypothesis, but to generate hypotheses, and as researchers embrace the value of data through its purposeless collection and repeat reuse, data's overall role in the process of scientific discovery changes. Rather than supporting human ingenuity, data will more often be seen as a crucial resource of insights. Accordingly, a wide variety of existing policies reflecting a far more limited role of data will have to be adjusted.
For instance, currently, the rules and conventions regarding authorship of research reporting on scientific discoveries primarily reflects the role of individuals coming up with the project idea, conducting the analyses and writing up the results. We have less developed ways to acknowledge the contributions of researchers collecting and curating data that led to these new discoveries. This seems increasingly inappropriate. We may want to consider publication rules that better reflect the new division of labour, and the important contributions of those that manage data.
Similarly, until now data collection and curation have largely been disregarded in the assessment of research careers; scientific discoveries and their dissemination were most of what counted. When roles -of data, but also of humans -adjust in the Big Data context, the disrespect afforded to data management no longer seems appropriate for career decisions such as promotion and tenure. Here, too, adjustments are in order.
The shift in the role of data necessitates policy adjustments beyond changes in publication practices and career assessments of researchers. For instance, in the context of evaluating the efficacy of new forms of diagnosis or treatment, regulatory agencies may want to reconsider the role of data, and what exactly they require data to deliver as evidence of drug efficacy. We are not calling for a radical modification of evidence-based research, but believe it is time to consider limited alternatives to the highly formalized approval process in health care that is currently in place, and -arguably for Big Data approaches -is slowing down unnecessarily the pace of discovery [35] .
Conclusions and a look into the future
Big Data promises to reshape medicine. It is driven by the availability of comprehensive data sets, a shift in methods, and a change in the role of purpose (Fig. 5) . It requires medical researchers to rethink current practices of data management and, more broadly, the role data plays in medical research. This will necessitate a much better understanding of Big Data's inherent limitations, as well as important adjustments in the policies and processes of medical science.
There is an even larger promise, however, associated with Big Data approaches in medicine. It is that with a shift in the role and use of data, we will be able to bridge a tension between numbersdriven medical research and doctors' tending to specific patient cases. If evidence-based medicine in the small data age was successful, but also tainted by its focus on samples, data quality and summarizing statistics, Big Data approaches, if performed right, provide us with the opportunity to refocus more strongly on the individual, thus helping medicine to strengthen its human touch.
