We first revisit an order-six linear differential operator, already introduced in a previous paper, having a solution which is a diagonal of a rational function of three variables. This linear differential operator is such that its exterior square has a rational solution, indicating that it has a selected differential Galois group, and is actually homomorphic to its adjoint. We obtain the two corresponding intertwiners giving this homomorphism to the adjoint. We show that these intertwiners are also homomorphic to their adjoint and have a simple decomposition, already underlined in a previous paper, in terms of order-two self-adjoint operators. From these results, we deduce a new form of decomposition of operators for this selected order-six linear differential operator in terms of three order-two self-adjoint operators. We generalize this decomposition to decomposition in terms of three self-adjoint operators of arbitrary orders, provided the three orders have the same parity. We then generalize the previous decomposition to decompositions in terms of an arbitrary number of self-adjoint operators of the same parity order. This yields an infinite family of linear differential operators homomorphic to their adjoint, and, thus, with a selected differential Galois group. We show that the equivalence of such operators, with selected differential Galois groups, is compatible with these canonical decompositions. The rational solutions of the symmetric, or exterior, squares of these selected operators are, noticeably, seen to depend only on the rightmost self-adjoint operator in the decomposition. These results, and tools, are applied on operators of large orders. For instance, it is seen that a large set of (quite massive) operators, associated with reflexive 4-polytopes defining Calabi-Yau 3-folds, obtained recently by P. Lairez, correspond to a particular form of the decomposition detailed in this paper. All the results of this paper can be seen as providing an algebraic characterization of linear differential operators with selected symplectic or orthogonal differential Galois groups.
Introduction
The n-fold integrals occurring in theoretical physics (lattice statistical mechanics, enumerative combinatorics, ...) are, quite systematically ¶, seen to be highly selected. For instance, the corresponding series expansions are globally bounded [1] , the linear differential operators, that annihilate them, are not only Fuchsian, but globally nilpotent [2] . This is sometimes encapsulated in the wording "modularity", welldefined in a Calabi-Yau framework [3, 4, 5] , but a work-in-progress concept † outside this framework. It corresponds to two different kinds of "special properties": firstly, properties of algebraic geometry, or of arithmetic character [3, 4] (occurrence of miscellaneous series with integer coefficients like the nome, or the Yukawa couplings, emergence of modular forms [6] , algebraic varieties of Kodeira dimension zero [7] , ...), and, secondly, properties of differential geometry character (the associated linear differential operators have selected (or special [8] ) differential Galois groups [9, 10, 11] ), and this can be rephrased as differential algebra properties [12, 13] : these operators are homomorphic to their adjoint, the symmetric, or exterior, powers of these operators, or of equivalent operators, have rational solutions. We have addressed these two different kinds of "special properties" in two recent sets of papers. In a first set of papers [3, 4] , we have shown that the n-fold integrals χ (n) , associated with the nparticle contribution to the magnetic susceptibility of the Ising model [14] , as well as various other n-fold integrals of the "Ising class" [15] , or n-fold integrals from enumerative combinatorics [16] , like lattice Green functions, are actually diagonals of rational functions §. As a consequence, they are solutions of linear differential equations "Derived From Geometry", and their power series expansions are globally bounded [1] , which means that, after just one rescaling of the expansion variable, they can be cast into series expansions with integer coefficients. In a second set of papers [12, 13] , we revisited miscellaneous linear differential operators, mostly associated with lattice Green functions in arbitrary dimensions [16, 17] , but also Calabi-Yau operators [18, 19] , and order-seven operators corresponding to exceptional differential Galois groups [20, 21] . We have shown that the fact that these irreducible operators have special differential Galois groups♯, can be simply understood, in a differential algebra viewpoint, from the fact that they are homomorphic to their (formal) adjoints † †, and this can also be seen on the fact that the symmetric squares, or the exterior squares, of these operators, or of equivalent operators, have a rational solution. Furthermore, in the examples displayed in [12, 13] , we saw that this homomorphism to the adjoint property always corresponded to a decomposition [12, 13] of the order-2p linear differential operator M (n, 2p −n) 2p , as (see equations (60), (83), (90),(91) in [13] )
or, introducing †M (n, 2p −n) 2p
, as
where the L m 's are self-adjoint operators of order m. Such operators are, naturally, homomorphic to their adjoint, with intertwiners corresponding to these decompositions (1) and (2):
In other words, these decompositions (1), or (2) , are closely related to the left, or right, intertwiners of the operator with its adjoint. These decompositions have been seen in all the quite large number of non-trivial lattice statistical physics examples, or enumerative combinatorics examples in [12, 13] . Note that such decompositions enable to understand why certain differential Galois groups, appearing in lattice Green, are included in orthogonal groups O(n, C), instead of symplectic groups Sp(n, C), that one might expect at first sight for an even order operator † †. On all the examples of (minimal order) linear differential operators we have encountered in lattice statistical physics, and beyond, in enumerative combinatorics (see for instance [2, 3, 4, 6, 15, 24, 25, 26, 27, 28, 29, 30] ), we have verified ¶ that they were actually homomorphic to their adjoint.
Since many Derived From Geometry n-fold integrals ("Periods" [31] ) occurring in physics, are seen to be diagonals of rational functions [3, 4] , we also addressed in [12, 13] several examples of (minimal order) operators annihilating diagonals of rational functions (not necessarily emerging from physics), and remarked, again, that their irreducible factors ‡ were, systematically, homomorphic to their adjoint. This yields to envisage the conjecture § that all the irreducible factors of the minimal order linear differential operator annihilating a diagonal of a rational function, should be homomorphic to their adjoint (possibly on an algebraic extension).
Again a decomposition like (1), or (2) , has been seen in all these diagonals of rational functions examples in [12, 13] , except an order-six operator♯ L 6 that was too large (see section (2) below) to quickly check whether it is homomorphic to its adjoint. This order-six linear differential operator annihilates the diagonal of the (three variables) rational function R(x, y, z) = 1 1 − 3 x − 5 y − 7 z + x y + 2 y z 2 + 3 x 2 z 2 ,
whose series expansion reads ‡:
Diag(R(x, y, z)) = 1 + 616 x + 947175 x 2 + 1812651820 x 3 + · · ·
This expansion of the rational function (4) can also be obtained from an expansion using multinomial coefficients (see Appendix A).
All these results are a strong incentive to accumulate other examples of minimal order operators annihilating diagonals of rational functions, and analyze all their irreducible factors to confirm, or discard, the previous conjecture that these factors are necessarily homomorphic to their adjoints, and see whether this homomorphism to the adjoint property is always associated to decompositions like (1) or (2) .
Let us try to address this conjecture revisiting the order-six operator L 6 in [12, 13] , in order to see if L 6 is also of the form (1) or (2).
Revisiting the order-six operator L 6
A first sketchy analysis of this operator L 6 was performed in [12, 13] , which we recall now. We saw, for instance, that this operator is not MUM †: it has four solution-series analytic at the origin x = 0, one, among them, being not globally bounded [1] , and two being log-dependent formal series solutions.
Even though the order-six operator L 6 , which annihilates the diagonal of the rational function (4) , was quite large, we were able to check that its exterior square is of generic order 15. Switching to the associated differential theta-system [34] , we have been able to see that L 6 (seen as a differential system) is actually homomorphic to its adjoint. Furthermore, one actually finds that the exterior square of the associated differential system has a rational solution (but not its symmetric square). The differential Galois group thus corresponds to a symplectic structure.
Since this order-six operator L 6 has this symplectic structure, one can expect that its order-15 exterior square has a rational solution. Actually, after some formal calculations work, we have first been able to find this rational solution R(x) which can be written as R(x) = p 10 /p 12 /x, where p 10 and p 12 are two polynomials † † of degree ten and twelve, with integer coefficients given in Appendix A. 3 .
We can also consider the order-six linear differential operator L 6 in [12, 13] , seen as a linear differential operator with polynomial coefficients. The head polynomial h 6 of the order-six operator L 6 , such that L 6 = h 6 ·D 6 x + · · · , reads h 6 = x 2 · p 12 · p 43 , where p 12 is the previous degree-twelve polynomial, and where p 43 is a polynomial with integer coefficients of degree 43 in x, given in Appendix A.3. As usual (see [24, 25, 26, 28] ), the roots of polynomial p 43 corresponds to apparent singularities of the order-six operator L 6 . It is worth noting that, remarkably, the roots of the degree twelve polynomial p 12 do not correspond to apparent singularities but, actually, to true singularities of the order-six operator L 6 . its adjoint, and the associated intertwiners. In a second step we will also consider the homomorphism of the previous intertwiners with their adjoints, and so on. We will see that finding this "tower" of intertwiners eventually yields a simple decomposition of the order-six operator L 6 .
2.1.1. Homomorphism of L 6 with its adjoint: the L 4 intertwiner
After some large formal calculations, performed using the DEtools Maple command "Homomorphisms( L 6 , adjoint(L 6 ))", we obtained an intertwiner, that we will denote
The intertwiner L 4 is a quite large order-four linear differential operator. The coefficients of D n x , appearing in the operator p 2 43 · L 4 , are (quite large♯) polynomials with integer coefficients. This intertwiner L 4 is not conjugated to its adjoint, which excludes decompositions of L 6 of the form (1) or (2) .
Remarkably the order-four intertwiner L 4 is such that its exterior square has the same rational function solution R(x) = p 10 /p 12 /x as L 6 . We explain this result later on in the paper (see Remark 1 in section (3.2)). Since L 4 has this symplectic structure, it is natural to seek for a decomposition of L 4 of the form (1), or (2) , by looking at the homomorphisms of L 4 with its adjoint ‡. Performing these calculations, we, indeed, obtained a decomposition of this form for L 4 , namely
where N and P are two order-two self-adjoint operators, and where r(x) is a rational function. The operators N and P , and the rational function r(x), are given in Appendix A.1.
Decomposition of L 6
Let us now perform the euclidean right division of L 6 by L 4 :
The two operators M and L 2 are two order-two operators. One remarks, from direct calculations, that the order-two operator M is exactly self-adjoint. The exact expression of the order-two operator M is given in Appendix A.1 (see equation (A.10)). One also remarks that the order-two operator L 2 is exactly equal to the product
where P is the self-adjoint operator introduced in (7). Using (6) and (7), and the fact that M is self-adjoint, we note that L 2 = P · r(x) can be seen as an intertwiner of the homomorphism of L 4 with its adjoint:
The fact that P is self-adjoint, and that L 2 = P · r(x), corresponds to a last intertwining relation of L 2 with its adjoint:
♯ The polynomial coefficient of D n x is of degree 38 + n, the head polynomial being, up to an integer factor, the product of x 2 and of a polynomial p 28 of degree 28.
‡ Namely performing the Maple DEtools command"Homomorphisms(L 4 , adjoint(L 4 ))" and then, "
Decomposition of L 6 : From (7) and (8) one immediately deduces a very simple decomposition for L 6 , generalizing the decompositions (1) or (2) of [12, 13] :
The other intertwining relation between L 6 and its adjoint reads
where the order-four intertwiner M 4 can be simply expressed in terms of the two previous self-adjoint order-two operators M and N :
Similar decompositions
This order-six operator, L 6 , associated with the diagonal of a rational function [3, 4] , shows that there exist operators, with selected differential Galois groups, with decompositions that do not reduce to the decompositions of [12, 13] , namely (1) or (2) . Let us now show two other examples also generalizing decompositions (1) and (2).
A simple order-three operator
In fact, a much simpler example, corresponding to decomposition (12) , can easily be found. Let us consider an order-two operator (W (x) denotes its Wronskian)
and let us consider an order-three linear differential operatorL 3 , equivalent ¶to the symmetric square of operator L 2 given by † (15):
where I 1 denotes an order-one intertwiner. It is clear that this order-three operator L 3 has, by construction, a selected differential Galois group, since it must reduce to the differential Galois group of the "underlying" order-two operator L 2 , namely SL(2, C), which is known to be, up to a 2-to-1 homomorphism, isomorphic to the orthogonal group SO(3, C). One easily finds that the symmetric square of this orderthree operatorL 3 has a rational solution, which is nothing but W (x) 2 , the square of the Wronskian ofL 2 . Let us introduce the order-two intertwinerL 2 corresponding to the homomorphism ofL 3 with its adjoint:
Let us perform the euclidean right division ofL 3 byL 2 :
The order-one operator M is found to be self-adjoint. Let us perform, again, the euclidean right division ofL 2 byL 1 (namely the rest of the previous euclidean right division (18) ):
) ¶ In the sense of the equivalence of linear differential operators [11] . † Just perform the right division by Dx of the LCLM of Sym 2 (L 2 ) and Dx.
The order-one operator N is found to be self-adjoint. One also finds thatL 1 = P ·L 0 , whereL 0 is a function r(x), and where P is found to be self-adjoint. One thus deduces a decomposition ofL 3 also of the form (12)
but where the self-adjoint operators M , N and P are, this time, of order one.
Similar decompositions for simple order-n operators
In a similar way, one considers, for n ≥ 5 odd ( n = 5, 7 · · · ) an order-n linear differential operatorL n , equivalent to the symmetric (n − 1)-th power of operator L 2 , given by (15) :
where
denotes an order-one intertwiner. Again, one expects the differential Galois group ofL n to correspond to the differential Galois group of the underlying order-two operator L 2 , namely SL(2, C) or P SL(2, C) ≃ SO(3, C). Performing the same calculations as in the previous section (2.2.1), one thus deduces a decomposition ofL n , also of the form (12)
where the self-adjoint operators M , N are of order one, but where the self-adjoint operator P is of odd order n−2. The symmetric square ofL n does not have a rational solution, but has a drop of order : its order is less than the order n · (n + 1)/2 one expects generically for an order-n operator. In contrast the symmetric square of the adjoint of operatorL n has a rational solution which is the same as the rational solution of the symmetric square of operator M , namely the inverse of the head coefficient of the self-adjoint operator M .
Remark: For n even the order-n linear differential operatorL n , equivalent to the symmetric (n − 1)-th power of operator L 2 (see (21) ), gives decompositions of the formL n = (M · N + 1) · r(x), corresponding to symplectic Galois groups, where M is of order two and N are of even order n − 2. This corresponds to the fact that the differential Galois group of the order-two operator L 2 , namely SL(2, C), is also † a symplectic group SL(2, C) ≃ Sp(2, C). The exterior square ofL n has, for n = 4, a solution which is W (x)
3 , but for n even, n > 4, this exterior square has no rational solution, it has a drop of order: its order is less than the order n · (n − 1)/2 one expects generically for an order-n operator. In contrast the exterior square of the adjoint of operatorL n has a rational solution which is the same as the rational solution of the exterior square of operator M , namely the inverse of the head coefficient of the self-adjoint operator M . To be symplectic or orthogonal is a property of the representation. It is not an intrinsic property of the group.
Terminology: to be or not to be a selected differential Galois group
A simple generalization of section (2.2.1) amounts to introducing an order-three operator (W (x) denotes its Wronskian)
† SL(2, C) is isomorphic to Sp(2, C), to Spin(3, C), and isomorphic, up to a 2-to-1 homomorphism, to SO(3, C) ≃ P SL(2, C). and considering, for instance, an order-six linear differential operator, equivalent to the symmetric square of operator L 3 , given by (15) :
(24) where I 1 is an order-one intertwiner. This order-six operatorL 6 has, by construction, a "special" differential Galois group, since it must reduce to the differential Galois group of the "underlying" order-three operator L 3 , namely SL(3, C). However, the symmetric square, or exterior square, of this order-six operator does not have a rational solution, or even a hyperexponential [35] solution † †. This operator is not homomorphic to its adjoint (even in some algebraic extension).
We will not say that such an operator corresponds to "Special Geometry" [8] , even if it is clearly extremely "special". By "Special Geometry" we do mean (only) that the operator is homomorphic to its adjoint [12, 13] .
A first set of generalizations of this result
In this section we will consider self-adjoint linear differential operators, denoted M , N , P , Q, ... not necessarily of the same order, but such that their orders have the same parity (all the operators are even order, or all the operators are odd order). Recalling the result that two operators A and B, such that their orders have the same parity, are such that † adjoint(A + B) = adjoint(A) + adjoint(B), one immediately deduces relations like
enabling to deduce a decomposition for the adjoint of operators like (7) or (12) without any new calculations.
The intertwining relations (6), (10), (11) form a "tower of intertwiners". Once the decompositions of L 6 , L 4 , L 2 in terms of self-adjoint linear differential operators, and of the function r(x), is known (see (7) , (9) , (12) ), the "russian-doll" structure of this "tower of intertwiners" becomes obvious, corresponding, in fact, to simple operator identities. Actually the intertwining relation (6) is, because of (12), (26) , (25) , nothing but the identity:
Obviously, we also have the identity
which actually corresponds to the other intertwining relation (13) between an operator, like L 6 in (12), and its adjoint, the exact expression (14) of the intertwiner M 4 being deduced, without any further calculations, from identity (28).
Remark 1:
As noticed ¶ in a previous paper [12] , the two intertwiners L 4 and † † This can be seen, more clearly, switching to the symmetric square of companion system of L 3 . † See also footnote 19 in [12] . ¶ See the sentence after equation (8) in [12] . M 4 are inverse operators modulo L 6 . This, in fact, corresponds to the following identity:
which means that M 4 · L 4 = 1 (mod. L 6 ). Of course, we also have a "dual" inverse identity for the adjoint of the operator (namely L 4 · M 4 = 1 (mod. adjoint(L 6 ))):
Remark 2: It is easy to generalize identities (27) , (28) with more operators (we remove, here, the "dressing" by the function r(x)):
and:
If one assumes that the four operators M , N , P and Q are self-adjoint operators of the same parity order, these identities can be interpreted as intertwining relations between an operator and its adjoint, the operator having the new decomposition:
Since these intertwining relations do not require that the self-adjoint operators are of the same order ‡, we thus discover, with decompositions (12) or (33) , extremely large families of linear differential operators for which we are sure that their differential Galois groups will be special. In the next section we generalize the decompositions (7), (12) , (33) , with, respectively, two, three, four self-adjoint operators, to an arbitrary number of self-adjoint operators. Remark 3: The smaller factors, in the last two identities (31) and (32), can, thus, be seen as intertwiners. Again, one has two of these intertwiners which are inverse operators modulo the operator. This corresponds to the following identity generalizing (29) :
which actually amounts to saying that two intertwiners are inverse operators modulo the operator L given by (33) . Of course, we also have the "dual" inverse relation ‡ But are of the same parity order.
modulo the adjoint of the operator L given by (33) :
Tower of intertwiners and canonical decomposition of linear differential operators
With the previous identities (27) , (28), one sees that the selected linear differential operator, and its successive intertwiners (between operators and their adjoints), have decompositions of a similar form. It is thus tempting to try to find, systematically, the decompositions of these selected operators from successive intertwiners of operators with their adjoints, ideally in an algorithmic recursion process.
In the next section (and in Appendix B and Appendix C) the operators will be denoted L [N ] , where N will not denote the order of the operators, as we always do [3, 4, 12, 13, 8] , but an integer associated with the number of successive intertwiners. Similarly the integer n of the operators denoted U n (or V n in Appendix B.2) does not correspond to the order of these operators.
The tower of intertwiners from a simple euclidean right division
Let us consider an order-q linear differential operator L [N ] , homomorphic to its adjoint. We have shown, in previous papers [12, 13] , that this means that there exists an intertwiner, we will denote
In Maple,
) is the command one should use to obtain this intertwiner L [N −1] . From the previous intertwining relation (36) , it is natural to compare the original operator L [N ] and this new intertwiner
, performing an euclidean right division:
where U N is the quotient of the euclidean right division, and ] is the remainder of the euclidean right division. Reinjecting the euclidean right division decomposition (37) in the intertwining relation (36) , one gets (38) or, equivalently:
Since it was shown in [12, 13] that the intertwining relation between an irreducible operator L [N −1] and its adjoint is necessarily of the form (36), one deduces the equality
the previous relation (39), rewriting as:
which is a new intertwining relation exactly of the same form as the first intertwining relation (36) . By definition of the euclidean right division, the two terms (37) are of the same order. Recalling, for two operators A and B of the same order (or even orders of the same parity), the result † that adjoint(A − B) = adjoint(A) − adjoint(B), one gets from (37)
Comparing (42) with (40), one deduces the result that the operator U N , in the euclidean division (37) , is, necessarily, exactly self-adjoint:
It is straightforward to see that one can go on recursively
and
thus building a "tower of intertwiners". Let us see how this recursion stops. In the sequence of intertwining relation (45) , the orders of the intertwiners decrease, and finally reach the moment where
is just a function r(x), which means that the operator L [N −p] is simply conjugated to its adjoint:
which means that the operator U N −p is exactly self-adjoint. This is in agreement with the last euclidean division in (44)
, and where U 1 is exactly selfadjoint, namely:
This operator U 1 appears, in the decomposition of L [N ] , as the rightmost ¶ operator of this decomposition (see (50), ... (55) below). This rightmost self-adjoint operator U 1 plays a selected role in the decomposition. It will be seen, in ??, that the † Obvious from the definition of the adjoint of an operator, see [12, 13] . ¶ Throughout the paper we call "rightmost operator" in the decomposition of L [N] , the rightmost operator appearing in the first and largest term of the decomposition: see the examples (50), ... (55) below.
rational solutions of the exterior, or symmetric, squares of the operators with special differential Galois groups depend only on U 1 · r(x), and not on the other U N 's in the decomposition. It will be seen in section (3. 3) that the order of U 1 is just constrained to have the same parity as the orders of the other U n 's, the even order corresponding to symplectic differential Galois groups, and the odd order corresponding to orthogonal differential Galois groups.
Canonical decomposition
From these sequences of euclidean right-divisions on the successive intertwiners (44), together with the initial operators
. Let us show the first decompositions
and so on. The number of terms in the L [N ] 's, namely 1, 2, 3, 5, 8, 13, 21, · · · corresponds to the Fibonacci sequence, as a simple consequence of recursion (44).
Remark 1:
In previous papers [12, 13] we reported on the equivalence of two properties, the homomorphism of an irreducible operator with its adjoint, and the occurrence of a rational (possibly hyperexponential §) solution for the exterior, or § Hyperexponential solutions [35] are obtained with the command "expsols" in DEtools in Maple.
symmetric, square of that operator. If we assume that the exterior (resp. symmetric) square of the operator L [N ] has a rational solution r(x), one immediately deduces, from the intertwining relation (36) , that r(x) is also a solution of the exterior (resp. symmetric) square of L [N −1] . Using the tower of intertwining relations (45) , one deduces that all the exterior (resp. symmetric) squares of all the L [N −p] intertwiners have the same rational solution r(x), especially the last one, namely
It will be seen, in forthcoming sections, that the existence of a rational solution requires the self-adjoint operator U 1 to be of order-one for symmetric squares, and order-two for exterior squares. If the (irreducible) operator U 1 is of higher order, one does not have a rational solution but a drop of the order of the symmetric, or exterior, square.
Remark 2: Generically the L [N ] 's, in the tower of intertwiners described in (44) and (45) in section (3.1), are irreducible. However, in the euclidean right-division recursion, it may happen that one or several L [N ] 's are reducible. Let us consider, for instance, (50) in the case where
The operator L 2 thus reads:
One should note that we have not used this irreducibility assumption † in section (3.1).
Parity constraint on the order of the U n 's
Let us now prove that these U n 's have orders of the same parity. From (45) one easily deduces
or, recalling (44), namely
From (58) and (44) one sees that adjoint(L [N ] ) can be written alternatively:
The equality (of the form adjoint(A + B) = adjoint(A) + adjoint(B)) between the two last terms in (59) can be fulfilled only if the parity of the order of
is, of course, the same as the order of L [N ] , see (37) ).
Using, in the euclidean right divisions (44), relation As a result, one finds, by recursion, that all the U n 's have orders of the same parity.
Remark: The U n 's, in these decompositions, have no reason to have the same order, they just need to have orders of the same parity. However, when one considers the successive intertwining relations (45) , one knows that, generically, the intertwiner between two operators of the same order q (like L [M] and adjoint(L [M] )) is of order q − 1. If one assumes this "generic" situation for all the intertwiners L [M] in the "tower of intertwiners" (44) , one finds that all the U n 's in the decomposition are of order one. We will see in Appendix E that this corresponds to a differential Galois group SO(q, C). The other case corresponds to the intertwiner between the even order-q operators L [M] and adjoint(L [M] ), to be of order q − 2. Again if one assumes this "maximal even order" situation for all the intertwiners L [M] , one finds that all the U n 's being of order two. We will see, in Appendix E, that this corresponds to a differential Galois group Sp(q, C).
Definition: We will call "generic" the decompositions where all the U n 's are of order one (orthogonal differential Galois groups), or the decompositions where all the U n 's are of order two (symplectic differential Galois groups).
It turns out that the examples from physics are, most of the time, not generic in the above mathematical sense † (see the Calabi-Yau 3-folds examples in section (6.1) below, and the order-six or eight lattice Green examples in [12, 13] ), but most operators equivalent with these have such a "generic" decomposition.
Canonical decomposition for the adjoint operator
Since these structures, and decompositions, rely on the homomorphisms between an operator L [N ] and its adjoint, one can also consider the obvious viewpoint which amounts to seeing adjoint(L [N ] ), the adjoint of an operator L [N ] , exactly on the same footing as L [N ] .
Switching to the adjoint of the operator one can get the decomposition of this adjoint in two ways. These two decompositions are detailed in Appendix B. One decomposition, described in Appendix B.1, amounts to performing euclidean left divisions on the adjoints of the tower of intertwiners described in section (3.1). However, it is known that the euclidean left division of a differential operator is more involved than the euclidean right division. As a consequence this decomposition is less efficient that the euclidean right divisions described in (3.1).
The other decomposition, described in Appendix B.2, amounts to performing the euclidean right division described in (3.1), but, this time, on the adjoint of the operator. This adjoint operator is an operator of the same order, we can call M [N ] , for which the same euclidean right division calculations of section (3.1) can be performed, the first step corresponding to find the intertwiner M [N −1] in the intertwining relation:
The command
which is different, from the intertwining relation (36), the DEtools Maple command, giving this first intertwiner
Performing the same calculations as in section (3.1) (see (50) , (51), (52) N ] ) will be more, or less, efficient than the (euclidean right division) decomposition of L [N ] , described in section (3.1), will depend on the very nature of L [N ] .
Getting the decomposition for very large differential operators
Before performing simple right (or left, see Appendix B.1) euclidean divisions, all these various decompositions, require to find, a first intertwiner, for instance from the DEtools Maple command Homomorphisms(
Despite the fact that L [N ] and adjoint(L [N ] ) should be on the same footing, we have seen, experimentally, in a vast majority of physical examples, that, curiously, the command Homomorphisms(L [N ] , adjoint(L [N ] )) requires much more computer time and resources to be performed, than the "reverse" command
). This corresponds to the fact that L [N ] and adjoint(L [N ] ) are, most of the time, not on the same footing for most of the L [N ] 's emerging in physics. This is illustrated in section (6.1), where the rightmost operators (U 1 in (50), (51), (52) (50), (51), (52), ..., (55)) are of order two: consequently, for operators
since they are respectively of order q − 4 and q − 2.
In the simple algorithm described in section (3.1), performing euclidean right divisions of differential operators is almost instantaneous, even for very large operators, once the first intertwiner Homomorphisms(L [N ] , adjoint(L [N ] )) has been obtained. Unfortunately, in practice, for the very large differential operators emerging in physics, this first intertwiner Homomorphisms(L [N ] , adjoint(L [N ] )) corresponds to calculations that require ¶ much larger computer resources than the resources required for the other intertwiner,
). This is a consequence of the fact that they are inverse of each other, modulo the operator L [N ] .
A first set of such inversion relations between these two intertwiners was already noticed in section (2.4) (see (29) , (30) (34), (35)). These inversion relations were also noticed in section 2.1 of [12] .
Appendix C shows explicitly how these two intertwiners of the operator with its adjoint, are actually inverse of each other, modulo the operator and the adjoint operator. Recalling the intertwining relation (36) and the intertwining relation (60) (or (61)), one actually has the two inversion relations:
where the constants C ML and C LM are equal, and where Ω ML and Ω LM are two operators adjoint of each other: Ω LM = adjoint(Ω ML ). ¶ From the DEtools Maple command, or, through a different algorithm which amounts to switching to linear differential theta systems [34] .
Since getting the inverse of a given operator, modulo a given operator, is just a linear problem, we will use these inversion relations, when studying quite massive linear differential operators, to get the (hard to get) intertwiner we need for the (euclidean right division) decomposition, namely Homomorphisms(
For very large linear differential operators with selected differential Galois groups, using these inversion relations is, in practice, the simplest way to get the intertwiner corresponding to Homomorphisms(L [N ] , adjoint (L [N ] )).
In a following section (6.1), these inversion relations will be systematically † used on quite "massive" linear differential operators, recently obtained by P. Lairez [36, 37] , annihilating periods arising from mirror symmetries associated with reflexive 4-polytopes defining various selected Calabi-Yau 3-folds, in order to obtain Homomorphisms(L [N ] , adjoint(L [N ] )), the intertwiner required to get the (euclidean right division) decomposition of these operarors.
Compatibility of the decompositions with the equivalence of operators and generic decompositions.
Operators with the previously described decompositions, have necessarily selected differential Galois groups [12, 13] . Two equivalent operators necessarily have the same differential Galois groups [11] . Let us see what happens to these decompositions when the operator is changed into an equivalent one [11] . We follow, here, an experimental mathematics approach. We built a large number of linear differential operators corresponding to the previous decompositions (since building self-adjoint linear differential operators of arbitrary order is quite easy), and performed, systematically, the algorithm described in section (3.1), to get the new decomposition.
Equivalence of operators for generic decompositions.
In section (3.2) we have defined two kinds of "generic decompositions", namely the decompositions where all the self-adjoint operators U n 's are of degree one (which will be seen to correspond to differential Galois groups in SO(q, C)), and the decompositions where all the self-adjoint operators U M 's are of degree two (which will be seen to correspond to differential Galois groups in Sp(q, C)).
We have obtained the following experimental result: the form of a "generic decomposition" is (generically) stable by operator equivalence [11] . For instance, if one considers an operator L 5 given by (53), where the five U n 's are all order-one (resp. all order-two) self-adjoint operators, the equivalent operatorL 5 defined by ‡ (I n is an order-n intertwiner)
has (generically) also a decomposition of the same form as (53): where all theŨ n 's are all order-one (resp. all order-two) self-adjoint operators, and ρ(x) is a function.
Equivalence of operators for non-generic decompositions.
Let us now, consider, also in an experimental mathematics viewpoint, a few "nongeneric" decompositions, where the order of all the U M 's do not reduce to order one or order two. Let us first consider an order-five linear differential operator L 5 of the form (51)
where N 1 and P 1 are self-adjoint operators of order one, but where the first selfadjoint operator M 3 is of order three. If one changes L 5 into an equivalent operator L 5 (I n is an order-n intertwiner)
one finds that the equivalent operatorL 5 has the generic decomposition (53), or (65) where theŨ M are all order-one self-adjoint operators, and ρ(x) is a function.
Let us now consider an order-twelve linear differential operator L 12 of the form (51)
where M 4 , N 4 and P 4 are self-adjoint operators of order four. If one changes L 12 into an equivalent operatorL 12 (I n is an order-n intertwiner)
one finds that the equivalent operatorL 12 has the generic decomposition (54), where the six U M are all order-two self-adjoint operators, and r(x) is a function. Let us give another simple illustration of these results with the decomposition of an operator equivalent to an order-three self-adjoint operator. Let us consider an order-three self-adjoint operator
and its equivalent operator †
where I 3 is an order-three intertwiner. Introducing the (order-two) intertwinerL 2 , obtained from the Maple DEtools command
and performing the successive euclidean right-divisions:
, the equivalent between L 3 andL 3 can be replaced, by the order-two operator corresponding to D 3 x mod. L 3 .
one finds that the U n 's are actually self-adjoint order-one operators, r(x) being a function. Thus, one gets that the order-three operatorL 3 , equivalent to a self-adjoint order-three operator, has a decomposition (51):
where the U n 's are order-one self-adjoint operators. More generally, the simplest example of non-generic decomposition corresponds to (49) , namely an operator L [1] 
More involved examples of equivalence of operators with exceptional differential Galois groups, already sketched in [12] , are detailed in Appendix D. Again, on these highly non trivial examples, it is shown that the equivalent of these operators have quite involved (generic or non-generic) decompositions, like (55) (see also (D.7) below).
To sum-up: For involved enough equivalence of operators, the non-generic decomposition of an order-q operator turns into a generic decomposition for its equivalent operator. The order of all the self-adjoint operators U n 's, in the decomposition of the equivalent operator, is one (when the self-adjoint operators in the non-generic decomposition of the initial operator are of odd orders, which will be seen, in Appendix E.1, to correspond to differential Galois groups in SO(q, C)). The order of all the self-adjoint operators U n 's, in the decomposition of the equivalent operator, is two when the self-adjoint operators in the non-generic decomposition of the initial operator are of even orders (corresponding to differential Galois groups in Sp(q, C), see Appendix E.2).
Towards the generic situation for selected differential Galois groups: reduced form for differential systems
In the previous sections we saw that the existence of a homomorphism between an operator and its adjoint (characteristic of selected differential Galois group [12, 13] ) is the key ingredient to get the canonical decomposition of the operator. Another way to see that operators with selected differential Galois groups necessarily have the decomposition, described in section (3.1), is sketched in Appendix E, analyzing, separately, in Appendix E.1 the operators with orthogonal differential Galois groups, and in Appendix E.2 the operators with symplectic differential Galois groups. This approach amounts to introducing the concept of reduced form [38, 39] for linear differential systems associated with these selected differential operators. More specifically, Appendix E shows that the most general operators with selected differential Galois group correspond to the "generic decompositions". ¶ For instance, for n = 1, and q = 5, an equivalent operator of U 1 has a (non-generic) decomposition (M 1 N 1 P 3 + M 1 + P 3 ) · r(x). However n = 2 and q = 5, yields a generic decomposition in five order-one self-adjoint operators (see (53)). For n = 1, and q = 6, an equivalent operator of U 1 has a (non-generic) decomposition (M 2 N 4 + 1) · r(x), when for n = 2, and q = 6, one has the generic decomposition (M 2 N 2 P 2 + M 2 + P 2 ) · r(x).
To sum-up: Our different "experimental mathematics" approaches show that all the linear differential operators, with selected differential Galois groups, correspond to the decompositions described in section (3.1). In other words these decompositions can be seen as an algebraic description of the operators with selected differential Galois groups.
Rational solutions of the exterior or symmetric squares of the operators versus decompositions
We have seen, in previous papers [12, 13] , that the existence of rational solutions for the exterior, or symmetric, square of an operator (or drop of the order of these squares) was equivalent to the existence of a homomorphism between the operator and its adjoint. Since the existence of a homomorphism between the operator and its adjoint is the key ingredient to get the canonical decomposition of operators described in this paper, let us see what is the relation between these decompositions and the rational solutions of the exterior, or symmetric, square of the operator.
Following, again, our experimental mathematics approach, we have considered for all our examples of operators with their decompositions (see section (3.2), namely (50) , (51), (52), (53), (54), ...), their symmetric and exterior squares, seeking for rational solutions of these squares. For simplicity, and without any loss of generality, we restrict the decompositions (50), (51), (52), (53), (54), ... to r(x) = 1 (finding the symmetric, or exterior, square of an operator L · r(x), from the symmetric, or exterior, square of an operator L, is straightforward).
For decompositions such that the self-adjoint operators U n 's are all of odd order, one gets, for the symmetric square of these order-q operators, either a rational solution of the symmetric square, or a drop of the order of the symmetric square, the order being less than q (q + 1)/2 (the two situations corresponding to differential Galois groups in SO(q, C)). For decompositions such that the self-adjoint operators U n 's are all of even order, one gets, for the exterior square of these order-q operators, either a rational solution of the exterior square, or a drop of the order of the exterior square, the order being less than q (q − 1)/2 (the two situations corresponding to differential Galois groups in Sp(q, C)). In both cases (odd or even order), one finds that the rational solution, or the drop of the order of the symmetric, or exterior, square of the operator, depend only on U 1 , the rightmost self-adjoint operator in the larger product in these decompositions. If the order of U 1 is higher than one or two, one has a drop of the order of the symmetric, or exterior, square of the operator. One has a rational solution for the symmetric, or exterior, square of the operator only when the self-adjoint operator is of order one
and the rational solution of the symmetric square of the operator is 1/a 1 (x), or when the self-adjoint operator is of order two
and the rational solution of the exterior square of the operator is 1/a 2 (x).
Drop of the order of the exterior or symmetric squares of the operators
We have considered a large number of examples corresponding to the drop of the order of the squares of the operators, when the order q of the self-adjoint operator U 1 is higher than one or two:
We found the following result. If one changes the order-q operator (77) for an equivalent one (I n is an order-n intertwiner)
one finds that the exterior, or symmetric, squares of the equivalent operatorL q has, again, a rational solution ‡ for large enough n. For instance, for odd orders m of the self-adjoint operator (77), one recovers a rational solution for the symmetric square ofL q , for q = 3 with n = 1, for q = 5 with n = 2, for q = 7 with n = 3, and more generally, with n = (q − 1)/2. The rational solution of the symmetric square of that equivalent operatorL m is found to be 1/a q (x), the inverse of the head coefficient of operator (77).
For even orders q of the self-adjoint operator (77) one recovers a rational solution for the exterior square ofL q , for q = 4 with n = 1, for q = 6 with n = 2, for q = 8 with n = 3, and more generally, with n = (q − 2)/2. The rational solution of the exterior square of that equivalent operatorL q is also found to be 1/a q (x), the inverse of the head coefficient of operator (77).
Remark: Of course, if one considers the adjoint of an operator having one of the decompositions described in section (3),
, the rational solution of the symmetric, or exterior, squares of this adjoint depend only on
Decomposition of large operators with selected differential Galois groups.
The euclidean right division of an operator with a particular intertwiner provides a simple well-defined algorithm to get, very quickly, a canonical decomposition of operators with selected differential Galois groups, as well as a "tower" of intertwiners. However, most of the time in physics, or in the challenging problems of mathematical physics, the operators with selected differential Galois groups are quite "massive" operators (several Mega-octets, ...) of quite large order (12, 21, ... see [8] ), and one remarks, experimentally, that the intertwiner one needs to calculate in the first step of the algorithm, namely Homomorphisms(Oper, adjoint(Oper)), requires massive computer resources compared to Homomorphisms(adjoint(Oper), Oper). Furthermore the "Homomorphisms" command, implemented in DEtools in Maple, is not efficient enough for such "massive" operators.
Let us sketch, or fully perform, in the next section, the study of some quite "massive" operators that are important in physics, or mathematical physics. This study is done using the ideas of section (3.5), together with a brand new algorithm that requires to work on the linear theta-system [34] associated with the operators.
Operators annihilating periods arising from mirror symmetries.
P. Lairez obtained♯ recently, in a systematic analysis, a set of 210 explicit linear differential operators annihilating periods arising from mirror symmetries ‡ (associated with reflexive 4-polytopes defining 68 topologically different Calabi-Yau 3-folds, see [37, 40, 36] ). These periods are also diagonals of rational functions [1, 3, 4] .
Among these 210 operators many correspond to the "standard" Calabi-Yau ODEs that have already been analyzed in various papers [6] . They are order-four irreducible operators satisfying the "Calabi-Yau condition †" [6] corresponding to say that the exterior square of these order-four operators is of order five. However, remarkably, the other operators are higher order operators of even orders N = 6, 8, 10, 12, 14, 16, · · · , 24.
The study of such "massive" operators relies on the ideas of section (3.5). The intertwiner Homomorphisms(Oper, adjoint(Oper)), that one needs to calculate in the first step of the euclidean right division algorithm described in section (3.1), is, in fact, obtained from the (much easier to get) intertwiner Homomorphisms(adjoint(Oper), Oper), since these two intertwiners are inverse of each other modulo the operator one considers: getting one intertwiner from the other one is essentially a linear problem.
The complexity of the problem is reduced to calculating the (much easier to get) intertwiner Homomorphisms(adjoint(Oper), Oper).
However, for most of the "massive" operators of this list [37] of 210 operators, even obtaining these (simpler to get) intertwiners remains beyond our computer resources, using the "Homomorphisms" command of DEtools in Maple. In order to achieve this first step, we have developed a brand new algorithm that requires to work on the linear theta-system associated with the operators. The details of these calculations being slightly technical will be explained in a forthcoming publication [34] . Let us just give the result of these (still massive † †) calculations.
Performing these calculations, we found ¶ the following decompositions for ♯ We thank P. Lairez for generously sending us these explicit examples of selected operators before public access on the web [37] . ‡ Using a criterion of Namikawa, Batyrev and Kreuzer found [40] 30241 reflexive 4-polytopes such that the corresponding Calabi-Yau hypersurfaces are smoothable by a flat deformation. In particular, they found 210 reflexive 4-polytopes defining 68 topologically different Calabi-Yau 3-folds with h 11 = 1. † They are, up to a conjugation by a function, irreducible order-four self-adjoint operators [12] . † † Switching from the operator approach to a linear theta-system approach [34] yields drastic reduction of the computing time as well as the memory required to perform the calculations. ¶ These calculations do not use the "Homomorphisms" command available in Maple in DEtools.
The calculations are performed on the associated differential theta-systems, the Homomorphism of operator corresponding to "gauge transformations" on the system. This will be explained in a forthcoming paper [34] .
operators up to order sixteen:
where r(x) is a rational function, and where the M n , N n , P n , Q n , R n , S n and T n operators are self-adjoint operators of order n. One notes that the "rightmost" self-adjoint operator (in the first and largest term of the decomposition) is always of order four. For instance, for the order-twelve operator L 12 , the intertwinners L 10 andL 8
read respectively
In this order-twelve operator L 12 example, we first obtain (from a theta-system approach [34] ) the intertwinerL 8 . We then obtain the L 10 intertwiner using the fact thatL 8 and L 10 are inverse of each other modulo L 12 (see section (3.5)).
Remark 1:
The form (81) of the decomposition of, for instance, L 12 with the rightmost self-adjoint order-four operator R 4 , yields that the intertwinerL 8 is of order eight, when the other intertwiner L 10 is of order ten. This explains why, in all this set of 210 operators (and, apparently, many other in physics), the intertwiner corresponding to Homomorphisms(adjoint(Oper), Oper) is much easier to obtain than the intertwiner corresponding to Homomorphisms(Oper, adjoint(Oper)).
Remark 2: From the fact that the "rightmost" self-adjoint operator U 1 in these decompositions (79), ... (81), (82), (83), is actually an order-four operator, one immediately deduces (see section (5.1)), that its exterior square has a drop of order (no rational solution), but that the exterior square of its adjoint has a rational solution (corresponding to the exterior square of the left-most order-two operator M 2 ).
The results: Switching not only to differential systems, but differential theta systems [34] , to obtain Homomorphisms(adjoint(Oper), Oper), and, then, using the inversion relation to obtain the intertwiner corresponding to Homomorphisms(Oper, adjoint(Oper)), were two crucial steps to get these results for such very large operators. Even so, the calculations still remain quite "massive". For instance, among the last order-fourteen operators, for which we have been able to perform these calculations, for the order-fourteen (degree 185) operator, denoted v. 23 .592 in the list [37] , the first theta system step required 381 CPU hours, when the inversion relation step, which is essentially a linear calculation, took only 3 CPU hours. In constrast the last euclidean right-division step takes less than two minutes. The only ‡ order sixteen operator, for which we have been able to perform these calculations, is denoted v.23.696 in the list [37] . This operator is the same as operator v22.1476 in the list [37] , associated with topology 13 (see [36] ). It is of degree 190. This operator annihilates a diagonal of rational function having the series expansion:
For this order sixteen operator the first theta system step required 683 CPU hours (i.e. one month) and 39 Gigas of Memory, when the inversion relation step, which is essentially a linear calculation, took only 6 CPU hours. In constrast the last euclidean right-division step takes less than ten minutes. We found that all the thirty-two order-six operators were of the form (50), all the seven order-eight operators were of the form (51), all the sixteen order-ten operators were of the form (52), all the fifteen order-twelve operators were of the form (53), all the order-fourteen operators ¶ were of the form (54), and, finally, that one order-sixteen operator §, was of the form (55). For all these operators all the U n 's are order-two selfadjoint operators, except the rightmost operator U 1 which is an order-four self-adjoint operator.
Conjecture:
We conjecture that all the other † operators of higher orders ( 16, 18, 20, 22, 24) also have decompositions generalizing the form (54), namely the rightmost self-adjoint operator being of order four, all the other self-adjoint operators being of order two.
By-product: As a by-product these decompositions show that the differential Galois groups of all these operators of even order q are included in the symplectic groups Sp(q, C). This is coherent with previous results of Bogner [20] (44)), and a set of self-adjoint operators U N . One finds that the Wronskians of all these operators are rational functions. Furthermore, the critical exponents of all the singularities of these operators (the L [n] 's in the tower of intertwiners (44) and the U n 's) are rational numbers which are half integers, and, in fact, most of the time integers. However, one actually finds that these underlying operators are not globally nilpotent §. These results are in agreement with the results in [12, 13] where the decompositions of an order-six and an order-eight operator yield self-adjoint operators that are, also, not globally nilpotent (see sections (3.6) and (3.7) in [12] ). Along a similar line, note that the series-solutions, analytic at x = 0, of these "underlying" operators are, also, not globally bounded [1, 3, 4] in contrast with the 210 operators [37] (which correspond to diagonal of rational functions). This excludes the possibility that these underlying operators could annihilate diagonals of rational functions. One finds, however, that the rightmost self-adjoint order-four operator U 1 corresponds to a Maximal Unipotent Monodromy (MUM) structure ¶ (see section (6.2) in [6] ).
In the decomposition of these operators [37] , corresponding to Calabi-Yau manifolds, the rightmost self-adjoint operators U 1 satisfy a large number of the properties defining the "standard" Calabi-Yau order-four ODEs [12, 19] : they are self-adjoint, they satisfy the "Calabi-Yau condition", see section (4) in [12] , they have rational Wronskians, the critical exponents of all their singularities are rational numbers, however they are not globally nilpotent, and the series-solutions, analytic at x = 0, of these operators are not globally bounded ‡, and, probably, these seriessolutions cannot be represented as n-fold integrals. Therefore, these order-four selfadjoint operators U 1 are not "standard" Calabi-Yau order-four ODEs [12, 19] : they correspond to some interesting generalization of Calabi-Yau order-four ODEs.
Remark 4: For all the operators for which we have been able to get the intertwiner Homomorphisms(adjoint(Oper), Oper) necessary to get the decompositions, we have remarked, with some surprise, that this intertwiner is an operator with polynomial coefficients. If one looks at the intertwining relation (84), it is easy to see that a different normalisation of the operator, L 12 → F (x) · L 12 , yields an intertwinerL 8 →L 8 · F (x) that does not have this polynomial property anymore. This polynomial property corresponds to a particular normalization of the 210 operators in [37] : actually, the operators in [37] are all normalized so that they are operators with polynomial coefficients. One can imagine to get, in an easier way, all these results, using the assumption that the intertwiners corresponding to Homomorphisms(adjoint(Oper), Oper) are operators with polynomial coefficients.
Revisiting the L (lef t) 12
and L 21 operators of the Ising model.
In a recent paper [8] , we have shown that two quite large linear differential operators of order 12 and 21, L
and L 21 , which correspond to factors in the minimal order operators annihilating respectively theχ (5) andχ (6) components of the magnetic § We thank A. Bostan for providing, here, several p-curvature calculations, which confirmed our more limited p-curvature calculations.
¶ All the other L [n] 's in the "tower of intertwiner", of order higher than four, are not MUM. ‡ And this is also the case for the corresponding nome or Yukawa couplings [12, 13] .
susceptibility of the Ising model, were actually such that the exterior square of L (lef t) 12
, and the symmetric square of L 21 , have, both, a rational function solution. The differential Galois group of L (lef t) 12 is in Sp(12, C) , and the differential Galois group of L 21 is in SO (21, C) . In order to get the decomposition of these operators, one just needs to get the first intertwiner (see (36) in section (3.1) ), the other intertwiners being obtained, almost instantaneously, from euclidean right divisions. Unfortunately, that first step cannot be performed: finding the intertwiners corresponding to homomorphisms of these very large linear differential operators with their adjoints, is beyond our computer resources. Let us, however, sketch the various scenarii for the decompositions of these operators using the new results of this paper.
Since the exterior square of L (lef t) 12
, and the symmetric square of L 21 , have, both, a rational function solution [8] , we know that the "rightmost" self-adjoint operator U 1 , in the corresponding decompositions, will be an operator of order two for L (lef t) 12
, and an operator of order one for L 21 . However, since finding the rational solutions of the exterior square of the adjoint of L (lef t) 12
, or of the symmetric square of the adjoint of L 21 , is also beyond our computer resources at the present moment, we cannot find ¶ the order of the left-most self-adjoint operator U N in the decompositions of L
or L 21 (see (44) , see also section (3.2)), and, consequently, one cannot discard the "generic" scenario.
If operator L
has a decomposition corresponding to the "generic" scenario, it would have a decomposition like L [6] in (54), the six self-adjoint operators being of order two. Similarly, if operator L 21 has a decomposition corresponding to the "generic" scenario for SO(21, C), it would have a decomposition with 21 self-adjoint operators of order one. However, it has been remarked, several times in this paper, that the operators emerging in physics, are, often, not of the generic type.
Even if the decomposition of L (lef t) 12
does not correspond to the "generic" scenario, for instance,
we are, however, sure that an equivalent operator will be of the generic form (54), namely a decomposition in terms of six self-adjoint operators. Similarly, even if the decomposition of L 21 does not correspond to the "generic" scenario (54), a general enough equivalent operator will be of that generic form (54).
Speculations on diagonals of rational functions and selected differential Galois groups
For the χ (n) 's components of the magnetic susceptibility of the Ising model [41, 42] , for n ≥ 7, even obtaining just the next operator annihilating χ (7) is, and will certainly remain, out of reach for many years, possibly decades ‡.
All the small factors of the minimal order operators annihilating the χ (n) 's we have obtained and studied [8] , correspond to globally bounded [1, 3, 4] series solutions, in fact hypergeometric series with integer coefficients, having an elliptic function, or ¶ Knowing the leftmost self-adjoint operator U N in the decompositions, one can get the adjoint of
, from a simple euclidean right division of the adjoint of L [N] by U N (see below (B.1)). ‡ We have, however, been able to describe the singularities of all the χ (n) 's from a Landau singularity approach [41, 42] . modular function, interpretation. These solutions are diagonals of rational functions. It was shown in [3, 4] that the χ (n) 's are actually diagonals of rational functions, but we have seen that all the factors of the operators annihilating the χ (n) 's, themselves, seem to have solutions that are diagonals of rational functions. Is this property always verified for any diagonal of rational function, or is it a consequence of our "physical framework" ?
Furthermore, we have seen [3, 4] that all these factors correspond to selected differential Galois groups, these operators being homomorphic to their adjoints. This raises the question to see whether the factors of the (minimal order) operators, annihilating diagonals of rational functions, are, quite systematically, homomorphic to their adjoint, thus corresponding to selected differential Galois groups, or, if this "duality property" is, on the contrary, a consequence of our "physical framework". A first experimental examination of hundreds of (simple enough) diagonals of three variables seem to systematically yield such a duality (homomorphism of the factor to its adjoint), but one must be careful before generalizing too quickly these results. In fact, the (minimal order) operators, annihilating diagonals of a rational functions, are not systematically homomorphic to their adjoint. Let us consider the series expansion of the simple hypergeometric function † † 3
It is a series with integer ¶ coefficients. One verifies easily that this hypergeometric series is the Hadamard cube of the series (with integer coefficients) of the algebraic function (1 − 9 x) −1/3 , and is, thus, the diagonal of a rational function [3, 4] . On the other side, one can show that the order-three operator annihilating this hypergeometric series has a differential Galois group which is SL(3, C), and thus it cannot † be homomorphic to its adjoint (even in some involved algebraic extension).
Accumulating more examples of operators annihilating diagonals of rational functions, in order to find if they are homomorphic to their adjoints or not, should help to clarify the relation between diagonals of rational functions and selected differential Galois groups (and associated decompositions), in order to understand why the diagonals of rational functions emerging in physics seem to have, systematically, this "duality property".
Conclusion
Trying to understand why an order-six operator L 6 was homomorphic to its adjoint, thus having a selected differential Galois group, we have discovered that this was, in fact, a consequence of a decomposition (12) of this order-six operator into three ordertwo self-adjoint operators. This provides a first example of a selected differential Galois group that does not emerge from a decomposition like (1) or (2), but actually emerges from a more general new type of decomposition namely (12) . A first set of selected differential Galois groups actually emerges from a decomposition (12) , where one just needs to impose that the orders of the three self-adjoint operators have the same parity (not necessarily even). We, then, discovered in section (3), a recursion, based on euclidean right-division of operators, on a sequence of linear differential operators where the intertwiner in the homomorphism with the adjoint of † † We thank A. Bostan for providing this simple hypergeometric example. ¶ Even 3 F 2 ([1/3, 1/3, 1/3], [1, 1] , 3 5 x) has a series with integer coefficients. † Using the fact that the symmetric square of that irreducible order-three operator has no rational solution and has logarithms in its series-solutions [43] , or using the algorithm in [44] and showing that there is no invariant of degree 2,3,4,6,8,9,12. an operator L [N ] is actually the next operator L [N −1] in the sequence: we do have a "tower of intertwiners". These canonical decompositions in an arbitrary number of self-adjoint operators, provide an infinite number of linear differential operators which have, automatically, selected differential Galois groups. We defined the "generic" decompositions as the one where the self-adjoint operators U n , in the decompositions, are all of order one, or all of order two. It was found ‡ "experimentally" that the most general operators with selected differential Galois groups do correspond to what we have called the "generic decompositions". To some extent, this provides an algebraic approach of differential Galois groups: the existence of such simple algebraic decompositions of the operators is the "deus ex machina" for selected differential Galois groups.
According to the parity order of the underlying self-adjoint operators required to build them, the exterior, or symmetric, squares of the selected differential operators, or equivalent operators, described in this paper, have rational solutions. We have seen that the "generic" character of the decomposition is (generically) preserved by the operator equivalence. In contrast, operators equivalent to operators with "non-generic" decomposition eventually have a "generic" decomposition for involved enough operator equivalence. Non-genericity ¶ is, thus, not preserved by the operator equivalence. We have also found the remarkable result that the rational solutions (or drop of order) of the symmetric, or exterior, squares of the operators with these decompositions, depend only on U 1 · r(x), where U 1 is the rightmost self-adjoint operator. Rational solutions always emerge for equivalent operators, for an involved enough equivalence.
Since we have a well-defined algorithm to get these canonical decompositions of operators with selected differential Galois groups, we used it to obtain the decompositions of various remarkable (and quite massive) operators. For instance, in a quite systematic analysis of a set, obtained recently by P. Lairez [37, 36] , of 210 explicit linear differential operators associated with reflexive 4-polytopes defining 68 topologically different Calabi-Yau 3-folds, we found, with quite large calculations, that all the order-six, order-eight, order-ten, order-twelve, order-fourteen operators, and a first order-sixteen operator, had the decompositions detailed in this paper, all the U n 's being order-two self-adjoint operators except the rightmost operator U 1 which is an order-four self-adjoint operator. We conjecture that all these operators of higher order (14, 16, 18, 20, 22, 24) also have this kind of particular decomposition ( U N of order-two and the rightmost operator U 1 of order-four).
All the structures, decompositions, discovered in this paper, can be seen as a simple algebraic description of the linear differential operators with selected differential Galois groups. We have seen that the various linear differential operators emerging in the Ising model, in a large number of integrable models of lattice statistical mechanics, or enumerative combinatorics (lattice Green functions [3, 4, 12, 13, 17, 47, 48] ), correspond to selected linear differential operators. They are globally nilpotent [2] operators, or operators associated with reflexive polytopes (and Calabi-Yau 3-folds), all associated with diagonals of rational functions [3, 4] ), which also correspond to selected differential Galois groups. This paper provides simple, and computationally efficient, algebraic tools to study, and describe, these selected operators and their ‡ Using Kolchin's result [45, 46] that the most general operators with selected differential Galois groups can be reduced, up to operator equivalence, to operators associated with some simple "reduced form" [38, 39] for the associated linear differential systems. ¶ An apparently quite frequent situation in physics, or enumerative combinatorics [12, 13] . selected differential Galois groups.
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Appendix A. Analysis of the order-six operator L 6
This order-six linear differential operator L 6 in [12, 13] , analyzed in section (2) annihilates the diagonal of the (three variables) rational function
The expansion (5) of the rational function (A.1) can also be obtained from an expansion using multinomial coefficients:
where:
Then the expansion (5) of the diagonal of this rational function (A.1) reads
where the summation in (A.2) is taken over all the integers m 1 , m 5 and N , provided the p i 's in (A.3) are not negative.
operator r(x) · P · r(x) (see (A.9)), read: Switching to the adjoint of the operator one can get the decomposition of this adjoint in two ways. One amounts to performing euclidean left division on the adjoints of the tower of intertwiners described in (3.1). The other one corresponds to performing the euclidean right division described in (3.1) but, this time, on the adjoint of the operator.
If one compares this decomposition for M [4] = adjoint(L [4] ) with the one in Appendix B.1, which is nothing but the adjoint of the decomposition in section (3.1), one finds that they are, actually, the same decompositions provided ρ(x) = r(x) for N even, and ρ(x) = 1/r(x) for N odd, with the following change of operators: by adjoint(L [N ] ) is a constant (see section 2.1 of [12] ). This yields:
where Ω ML and Ω LM are two operators of appropriate orders, and where the constants C ML and C LM can be shown to be equal: C ML = C LM . As L [N ] is defined modulo a constant, we may choose C ML = 1.
Using adjoint(A + B) = adjoint(A) + adjoint(B), when A and B are of the same parity order, and the fact that Ω LM · adjoint(L [N ] ) is of the same order as
, and is thus of even parity, one finds, reinjecting (C.6) and (C.7) 9) and thus:
Ω LM = adjoint(Ω ML ). (C.10)
In fact the operator Ω ML in these inversion relations modulo L [N ] , is exactly M (N −1)
[N −2] of (B.7). For instance for L [6] , using the notation of (B.7), one gets the following inversion relations, modulo L [6] , on M (6) [5] and L [5] :
[5] · L [5] = Ω ML · L [6] + 1 = adjoint(Ω LM ) · L 6 + 1, (C.11) [5] = Ω LM · adjoint(L [6] ) + 1, (C.12)
where the operator Ω ML reads
which is nothing but the adjoint of M = adjoint(M
[4] ) · adjoint(L [6] ) − 1, (C.15)
The same calculations for L [7] give an operator Ω ML which reads 16) which is nothing but M
[5] , the two inversion relations reading: M
[6] · L [6] = M
[5] · L [7] + 1 = M
[5] · L [7] + 1, (C.17) [6] = adjoint(M
[5] ) · adjoint(L [7] ) + 1. Seeing (C. 19 ) and (C.20) as identities on the (self-adjoint same parity-order) U n 's, identity (C.20) is nothing but identity (C.19), if the U n 's are changed according to the involution U n ↔ U N +1−n .
the algorithm described in section (3.1), to get the decomposition of this order-seven operatorL (2) 7 . Performing the DEtools Maple command "Homomorphisms(L
7 , adjoint(L (2) 7 ))", we obtained an order-six operator that we will denoteL Performing the successive euclidean right-divisions described in section (3.1), we obtain the following decomposition, corresponding to decomposition (53), but in the nongeneric casẽ
where r(x) is a rational function, where U 5 , U 4 , U 3 , U 2 are four order-one self-adjoint operators, but U 1 is an order-three self-adjoint operator. From this non-generic decomposition (D.7), it is clear, from the results of the section (5) , that the symmetric square ofL (2) 6 has a drop of order (as a consequence of the order-three self-adjoint operator U 1 ), but that the symmetric square of the adjoint ofL (2) 6 has a rational solution, associated with the order-one self-adjoint operator U 5 . One notes that the rational solution of the exterior cube ofL (2) 7 , namely 1/ (1 − 4096 x) 3 /x 9 , is the same as the rational solution of the exterior cube of the order-three operator U 1 · r(x), or of the self-adjoint operator r(x) · U 1 · r(x) (see (D.4)).
Appendix E. Towards the generic situation for selected differential Galois groups: reduced form for differential systems Let us show (experimentally) in an alternative way, that a linear differential operator with a selected differential Galois group necessarily has a decomposition as described in section (3.2) . In order to get some hint on this very general question we need to recall the concept of reduced form [38, 39] for linear differential systems. Appendix E.1. Reduced form of differential systems for orthogonal groups If one considers a linear differential system corresponding to an antisymmetric q × q matrix A(x), whose entries are rational functions of x
one is sure that the differential Galois group of this system will correspond to the orthogonal group (this is a result by E. R. Kolchin [45, 46, 49, 39] ). Less obvious is the result by Kovacic and Kolchin [38, 50] that any linear differential system with an orthogonal group for its differential Galois group, can be reduced to this canonical form (E.1). Studying linear differential systems like (E.1) is, thus a way, to get some hint of "generic" differential operators with differential Galois groups which correspond to orthogonal groups. Following our experimental mathematics approach, we have built a large number of examples of order-q (mostly q = 4, but also q = 5, 6, 7, 8) linear differential operatorsL N associated with such a linear differential system (E.1). Using the algorithm described in section (3.1), we obtained the decomposition ofL N . We found
