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B. Document	Scope		
This	document	summarizes	the	responses	to	the	2017	XSEDE	Annual	Satisfaction	Survey	planned	in	late	2016/early	2017	and	conducted	with	XSEDE	users	in	February-April,	2017.	This	was	the	sixth	annual	survey	of	XSEDE	users.	It	was	designed	as	a	tool	to	gauge	broad,	overall	satisfaction	with	XSEDE	activities	and	services	—	a	basic	“report	card.”	Other	surveys	and	feedback	mechanisms	are	deployed	throughout	to	gather	more	granular,	point-of-service,	and	resource-	and	service-specific	data.	As	with	any	survey	instrument	or	resulting	report,	one	should	exercise	caution	in	inferring	too	much	with	regard	to	specific	results,	either	positive	or	negative.	The	authors	made	every	effort	to	accurately	summarize	and	convey	the	survey	results	received	so	as	to	not	introduce	any	bias.	Readers	should	pay	specific	attention	to	the	survey	methodology	detailed	in	Section	C.2,	especially	sources	of	survey	error	described	in	Section	C.2.6.	Moreover,	readers	should	frame	their	interpretation	of	responses	in	the	context	of	the	respondent	demographics	detailed	in	Section	C.4.	Please	direct	any	questions	regarding	the	methods	used	in	the	administration	of	this	survey	or	the	summarization	of	responses	provided	in	this	report	to	Julie	Wernert	at	Indiana	University,	jwernert@iu.edu,	or	Lizanne	DeStefano	at	the	Georgia	Institute	of	Technology,	ldestefano6@gatech.edu.		 	
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C. 2017	XSEDE	Annual	User	Satisfaction	Survey	Results	
C.1	 Executive	Summary	This	report	provides	an	analysis	and	evaluation	of	the	2017	eXtreme	Science	and	Engineering	Discovery	Environment	(XSEDE)	Annual	User	Satisfaction	Survey.	Section	C.2,	describes	the	data	collection	methodology	of	the	survey.	The	sample	included	13	types	of	users	with	a	sample	size	of	5000	out	of	13493	users	with	992	respondents.	The	survey	consisted	of	quantitative	and	qualitative	questions	designed	to	determine	user	satisfaction	of	XSEDE	services	and	resources.		
• The	survey	was	available	from	March	1,	2017,	through	April	10,	2017.	The	overall	response	rate	was	just	under	20%,	down	slightly	from	the	2016	rate	of	response	of	22.2%.			
• Data	indicates	that	users	are	largely	aware	of	the	various	services	and	resources	with	mean	scores	generally	greater	than	3.0,	on	a	5-point	scale.	
• Awareness	was	up	in	every	single	area	that	had	been	previously	evaluated,	and	all	but	one	of	the	previously-evaluated	areas	were	above	3.0	(on	a	5-point	scale)	for	the	first	time	since	the	beginning	of	XSEDE1.	
• Only	one	new,	previously-unevaluated	service	–	iOS/Android	app	–	was	below	3.0.	
• Data	suggests	that	users	are	very	satisfied	with	XSEDE	resources	and	services,	with	mean	satisfaction	values	significantly	greater	than	3.0	on	all	surveyed	areas	and	greater	than	4.0	in	most	areas.			
• Demographic	analysis	shows	that	a	majority	of	users	are	male,	white,	and	faculty	at	large,	doctoral-granting	universities.	Chemistry,	physics,	and	engineering	were	the	primary	fields	of	study	represented.			
• Users	were	also	mostly	positive	about	XSEDE	training	activities.		Section	D	of	this	report	includes	all	open-ended	question	responses.	Responses	are	categorized	into	themed	categories	and	some	comments	may	appear	in	multiple	categories.	
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C.2	 Data	Collection	Methodology	
C.2.1.	 Sample	Design		The	target	population	for	the	2017	XSEDE	Annual	Satisfaction	Survey	is	active	XSEDE	users	with	an	XSEDE	portal	account	or	an	allocation;	for	purposes	of	this	survey,	“current”	is	defined	has	having	accessed	resources	within	the	24	months	prior	to	survey	deployment.	(In	previous	years,	the	sample	was	derived	from	the	entire	database	of	active	portal	IDs,	regardless	of	when	resources	were	last	accessed.)	The	population	includes	13	different	types	of	users	from	across	the	United	States	conducting	research	at	institutions	in	the	academic,	government,	non-profit,	and	for-profit	sectors.	The	aim	is	to	produce	a	sample	distribution	that	represents	all	thirteen	groups	of	users	in	proportion	to	their	distribution	in	the	full	user	population.		XSEDE	provides	a	list	of	the	target	population,	which	included	a	total	of	13,493	XSEDE	users	who	had	accessed	XSEDE-managed	or	–operated	resources	in	the	24	months	prior	to	survey	deployment.	The	list	included	name,	email	address,	institution,	and	sample	type.	Upon	receipt	of	the	population	list,	in	accordance	with	Indiana	University	Institutional	Review	Board	(IRB)	standards,	it	was	stored	in	a	secure	database	created	and	maintained	by	the	Indiana	University	Center	for	Survey	Research	(CSR).	The	list	was	reviewed	and	corrected	for	any	clerical	errors	and	expunged	of	duplicate	cases.		Prior	to	selecting	the	random	sample	or	5000,	a	full	census	was	pulled	for	the	following	groups:	high	school	student/faculty,	industrial	researchers,	non-profit	researchers,	users	marked	as	gender/female,	and	users	marked	as	American	Indian/Alaska	Native,	Black/African-American,	Native	Hawaiian	or	Other	Pacific	Islander,	Hispanic/Latino,	or	of	a	mixed	race/ethnicity	that	includes	one	of	the	aforementioned	race	categories.	The	remaining	3,501	sample	members	were	selected	using	proportionate	stratified	sampling	by	sample	type.		For	XSEDE17,	a	panel	of	prior	year	participants	was	not	included	in	the	sample	for	the	first	time	in	four	years.	However,	prior	to	the	close	of	the	survey	administration	period,	192	returned	cases	were	determined	to	be	ineligible	users	and	were	replaced	with	192	panel	members	(2013-2016	survey	participants).	
	Sample	distributions	are	illustrated	in	Table	1.			 	
2017	XSEDE	Annual	User	Satisfaction	Survey			 3	
Table	1.		 Distribution	of	population	and	sample	counts	by	sample	type	for	the	2017	XSEDE	Annual	Satisfaction	Survey	
 
*Targeted	sample	numbers	include	the	groups	described	in	the	Sample	Design	description	above,	as	well	as	the	192	added	
panel	members.	
 
C.2.2	 	Questionnaire	and	Email	Message	Development		The	29-item	questionnaire	was	developed	by	the	XSEDE	project	manager,	Julie	Wernert,	in	concert	with	XSEDE	Evaluation	Team	members	Lorna	Rivera	and	Lizanne	DeStafano.	In	preparation	for	the	2017	cycle,	throughout	the	fall	of	2016,	the	XSEDE	Evaluation	Team	extensively	reviewed	the	survey	instrument	with	each	project	area,	as	well	as	senior	project	leadership,	the	Program	Officer,	the	XSEDE	Advisory	Board,	and	the	XSEDE	User	Advisory	Board.	Through	this	process,	several	items	were	added	for	evaluation,	others	were	retired,	and	a	number	of	refinements	were	made	to	more	closely	align	the	services	and	resources	being	evaluated	with	key	performance	indicators	and	reporting	metrics	used	to	evaluate	the	project.			After	providing	respondents	with	a	detailed	description	of	the	purpose	of	the	XSEDE	survey	and	specific	types	of	activities	related	to	the	survey	administration,	the	first	several	survey	questions	ask	about	the	amount	of	time	the	respondent	has	been	using	XSEDE	resources	and	services,	the	frequency	of	use	in	the	past	year,	and	how	important	XSEDE	resources	are	to	their	research	program.	The	next	set	of	items	addresses	awareness	of,	and	satisfaction	with,	resources	and	services,	as	well	as	training	format	preferences.	Respondents	were	also	asked	to	provide	open-ended	feedback	on	a	number	of	topics.	The	final	section	of	the	survey	consists	of	questions	about	the	respondent’s	role	and	primary	research	field,	institutional	characteristics,	and	individual	demographic	characteristics,	including	gender	and	race.	In	accordance	with	IU	IRB	guidance,	all	questions	are	optional	and	all	responses	remain	confidential.	Further,	should	a	respondent	choose	to	provide,	or	inadvertently	disclose,	personal	contact	information	for	additional	follow	up,	this	information	is	not	associated	with	any	survey	responses.		An	email	invitation	and	reminder	messages,	based	on	those	used	since	the	2013	survey	cycle,	were	developed	and	deployed	for	the	2017	administration,	with	minimal	changes.	The	invitation	message	includes	a	brief	description	of	XSEDE	and	the	survey’s	purpose,	as	well	as	information	about	data	confidentiality	and	contact	information	for	the	XSEDE	project	manager,	should	the	respondent	have	any	questions	or	need	further	information.	Following	the	survey	invitation,	six	reminder	messages	were	composed	with	special	emphasis	on	the	importance	of	participation	and	that	response	data	would	be	used	to	inform	improvements	to	the	services	provided	by	XSEDE.	Later	reminders	specifically	highlighted	the	brief	amount	of	time	required	to	complete	the	survey.	All	messages	contained	a	unique	hyperlink	to	the	web	instrument,	allowing	each	case	to	be	tracked	in	the	survey	management	database.	The	messages	were	formatted	for	HTML	and	plain	text	per	recipients’	email	client	using	Arial	Campaign	software.	
Sample	Type Population
Percentage	
of	
Targeted	
Sample*
Random	
Sample
Total	
Sample
Percentage	
of	Sample
Center,	non-research	staff 107 0.79% 6 35 41 0.82%
Center,	research	staff 381 2.82% 21 128 149 2.98%
Faculty 2079 15.41% 144 650 794 15.88%
Government	researcher 84 0.62% 2 28 30 0.60%
Graduate	Student 6231 46.18% 153 2070 2223 44.46%
High	school	student/faculty 112 0.83% 111 0 111 2.22%
Industrial	researcher 51 0.38% 50 0 50 1.00%
Non-Profit	researcher 56 0.42% 55 0 55 1.10%
Other/unknown/unaffiliated 200 1.48% 1 67 68 1.36%
Post-Doctoral	fellow 1530 11.34% 105 452 557 11.14%
Undergraduate	student 1686 12.50% 25 545 570 11.40%
University,	non-research	staff 239 1.77% 13 72 85 1.70%
University,	research	staff 737 5.46% 27 240 267 5.34%
Total 13493 100.00% 713 4287 5000 100.00%
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	New	for	XSEDE	2017,	the	questionnaire	was	programmed	in	a	responsive	survey	format,	optimized	for	mobile	devices.	The	questionnaire	was	programmed	using	the	CSR’s	ColdFusion-based	web	survey	tool	and	rigorously	tested	for	web	administration	using	standard	best	practices	in	survey	research.			Section	D	contains	the	final	questionnaire	and	the	text	of	the	email	invitation	and	reminder	messages.		
C.2.3	 Data	Collection		The	field	period	for	the	2017	XSEDE	Annual	Satisfaction	Survey	was	March	1,	2017	through	April	10,	2017.	An	email	invitation	and	six	reminders	were	sent	to	maximize	participation.		The	survey	invitation	was	sent	to	all	sample	records	with	a	valid	email	address.	Reminder	messages	were	sent	to	non-respondents	and	partials	(those	who	had	started,	but	not	yet	completed,	the	survey.)	The	dates	and	total	numbers	sent	for	the	email	messages	are	detailed	below	in	Table	2.		
	
Table	2.	Email	Message	Schedule	and	Number	of	Messages	Sent	for	the	2017	XSEDE	Annual	Satisfaction	Survey	
	
*The	Reminder	3	number	sent	includes	a	final	attempt	to	send	a	message	to	the	to-date	177	mailing	returned	cases.	
**The	Invitation	was	sent	to	the	192	panel	members	selected	to	replace	the	mailing	returned/ineligible	cases.	
	The	dates	on	which	the	surveys	were	completed	closely	followed	the	schedule	of	emails	sent,	which	is	typical	for	web	surveys.	Survey	responses	were	submitted	steadily	over	the	course	of	the	administration	period.	The	largest	one-day	increase	was	the	day	of	the	first	reminder	message	when	14%	of	all	survey	responses	were	submitted.	However,	day-of	responses	to	the	next	three	reminders	remained	consistent	and	accounted	for	13%,	12%,	and	12%,	respectively,	of	all	survey	responses.	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
Message Date	sent Number	sent
Invitation 3/1/17 5000
Reminder	1 3/8/17 4745
Reminder	2 3/15/17 4560
Reminder	3* 3/22/17 4564
Reminder	4 3/27/17 4242
Reminder	5 3/30/17 4100
Invitation** 4/3/17 192
Reminder	6	(final) 4/5/17-4/6/17 3929
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Figure	1.	Survey	Completions	by	Date	for	the	2017	XSEDE	Annual	Satisfaction	Survey	
	
	
	
C.2.4.	 Final	Dispositions	and	Response	Rates		Final	dispositions	for	all	cases	were	classified	according	to	The	American	Association	for	Public	Opinion	Research.	2015.	Standard	Definitions:	Final	Dispositions	of	Case	Codes	and	Outcome	Rates	for	Surveys.	8th	
edition.	AAPOR.	The	codes	and	definitions	that	were	used	for	the	2017	XSEDE	Annual	Satisfaction	Survey	are	listed	in	Table	3.	
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Table	3.	AAPOR	Codes	and	Disposition	Definitions	for	the	2017	XSEDE	Annual	Satisfaction	Survey	
			The	AAPOR	Response	Rate	2	is	calculated	as	follows:		
	 	 	RR2=	 (I+P)I+P + R+NC+O +(UH+UO)	
	 	 	
	
C.2.5	 Post-Survey	Data	Processing	and	Analysis				Final	data	preparation	involved	exporting	the	survey	data	from	the	SQL	server	and	running	specialized	queries	for	data	cleaning.	Numeric	data	were	checked	for	inconsistencies,	such	as	illogical	values	or	inappropriate	missing	data	and	then	edited	for	variable	labels	and	values.	Missing	values	were	coded	as	follows:	1)	items	respondents	did	not	answer	=	9999;	2)	items	not	included	in	a	respondent’s	survey	path	due	to	skip	logic/branching	=	9997;	and	3)	items	respondents	did	not	see	due	to	dropping	out	of	the	survey	=	9997.	Cleaning	of	open-ended	items	involved	the	removal	of	words	or	phrases	that	could	identify	individuals,	as	well	as	minor	editing	for	spelling	and	punctuation.		In	addition	to	48	cases	in	which	the	respondent	consented	to	proceed	in	the	survey	but	did	not	respond	to	any	survey	items,	15	cases	were	identified	during	post-survey	data	processing	as	potential	implicit	refusals.	These	cases	included	either	no	data	or	data	only	for	up	to	three	of	the	first	four	survey	items,	but	no	subsequent	data.	Since	these	cases	did	not	provide	data	considered	substantive,	they	were	recoded	from	partial	completions	to	implicit	refusals,	lowering	the	final	response	rate	from	20.2	percent	(before	the	recodes)	to	19.9	percent	(after	the	recodes).		While	we	believe	that	our	sample	and	representation	is	robust,	the	rate	of	response	for	2017	was	down	from	2016,	when	the	response	rate	was	22.2	percent.	A	number	of	factors	may	be	influencing	this	trend,	including:		
AAPOR	Code Disposition	Definition
Interview	(I)
Complete :	Respondent	completed	the	survey.	Coded	as	1.1	in	data	
file.
Partial	(P)
Partial :	Partial	or	break-off	with	sufficient	information	(answered	at	
least	four	survey	items).	Coded	as	1.2	in	data	file.
Refusal	(R)
Refusal :	Sample	member	selected	opt-out	button	on	the	survey	or	
replied	to	the	e-mail	Invitation	or	reminder	stating	that	he	or	she	did	
not	want	to	participate.
Implicit	refusal	(R)
Implicit	Refusal :	Respondent	consented	to	the	survey	but	did	not	
answer	enough	items	to	be	considered	a	partial	for	this	survey.	
Unknown	Eligibility,	Non-
Interview	(UH)
Nothing	Returned :	Respondent	did	not	respond	to	the	survey;	
unknown	if	any	email	messages	were	read.
Mailing	
returned/undeliverable	
(UO)
Mailing	Returned :	Recruitment	message	was	not	received	by	
intended	recipient	due	to	email	and/or	mailing	returns.
Not	eligible
Not	eligible :	Sample	member	responded	to	recruitment	with	
information	indicating	they	were	no	longer	eligible	to	participate	(no	
longer	at	the	current	institution).
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• survey	fatigue	–	XSEDE	users	anecdotally	report	being	over-survey;	
• a	change	in	the	sampling	methodology	as	detailed	in	C.2.1;	
• a	change	in	deployment	to	later	in	the	spring	academic	calendar	than	had	been	typical;	and		
• a	general	downward	trend	nationally	for	web-based	surveys	without	incentives.		Qualitative	analysis	was	conducted	using	Excel	to	categorize	and	code	responses	to	three	of	the	open-text	questions:		
• What	unique	value	did	the	XSEDE	environment	provide	to	you	beyond	enabling	access	to	a	computing	resource?	Responses	were	coded	using	the	following	seven	themes:	1)	Training/Education	(including	students),	2)	Community,	Collaboration,	Support,	3)	Program	Capabilities,	Facilitating	Research,	4)	Access	to	Knowledge	Base	and	Resources,	5)	General,	and	6)	Not	applicable.		
• How	could	XSEDE	be	more	useful	to	your	research	or	educational	program?	(For	example,	are	there	new	resources	or	services	that	would	be	useful?	Are	there	new	features	or	improvements	to	existing	services	that	would	be	useful?)	Responses	were	coded	using	the	following	seven	themes:	1)	Access	to	Resources,	2)	Expanded/new	resources,	3)	Improved	Functionality,	4)	Allocation,	5)	Training/Support,	6)	General,	and	7)	Not	applicable.		
• Do	you	have	any	other	suggestions	or	comments	regarding	XSEDE	or	the	value	derived	from	the	National	Science	Foundation’s	investment	in	XSEDE?	Responses	were	coded	using	the	following	eight	themes:	1)	Resources,	Access,	2)	Allocation,	3)	NSF	Funding,	4)	Support	and	Services,	5)	Contribution	to	Science/Research,	6)	Abilities	and	Functionality,	7)	General,	and	8)	Not	applicable.		Open-ended,	coded	responses	are	provided	in	Section	D.			All	tables	and	graphs	were	produced	using	SPSS	and	Excel.		
	
	
C.2.6	 Information	Regarding	Sources	of	Survey	Error	
	Surveys	of	this	kind	are	sometimes	subject	to	types	of	inaccuracies	for	which	precise	estimates	cannot	be	calculated.	For	example,	findings	may	be	influenced	by	events	that	take	place	while	the	survey	is	in	the	field.	Events	occurring	since	the	time	the	surveys	were	completed	could	have	changed	the	opinions	reported	here.	Sometimes	questions	are	inadvertently	biased	or	misleading.	The	views	of	people	who	responded	to	the	survey	may	not	necessarily	replicate	the	views	of	those	who	refused	to	respond	to	the	survey.			 	
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C.3.	 Results	The	following	analysis	is	based	on	data	collected	from	992	active	XSEDE	users	who	completed,	at	minimum,	the	first	three	items	of	the	survey.	A	summary	of	survey	findings	is	presented	in	this	report.			
C.3.1.	 	 Overall	Use	and	Respondent	Profiles		
Of	the	992	respondents,	587,	nearly	60	percent,	are	represented	in	two	of	the	thirteen	sample	groups:	faculty	users	and	graduate	students.	Where	appropriate,	this	report	highlights	differences	between	these	two	groups	and	the	broader	population.		Holding	steady	with	2016	results,	some	85%	those	responding	report	that	XSEDE	resources	are	”somewhat	important”	to	“essential”	in	conducting	their	work,	and	fewer	than	10%	(remaining	considerably	lower	than	the	16%	reported	when	this	question	was	first	asked	in	2013)	indicate	XSEDE	resources	have	a	“neutral”	effect	on	their	outcomes.	A	small	number	of	respondents,	or	3.8%	(on	par	with	the	3.5%	reporting	in	2013),	report	that	using	XSEDE	resources	is	either	“somewhat	unimportant”	to	“not	important	at	all”	in	carrying	out	their	work.		Trending	above	the	overall	population,	when	considering	just	faculty	and	graduate	students	(the	two	sample	types	with	the	highest	percentage	of	responses),	some	64%	reported	that	XSEDE	resources	were	“essential”	in	conducting	their	work.	An	additional	one-quarter	of	faculty	and	graduate	student	respondents	reported	that	the	resources	were	“somewhat	important”	in	conducting	their	work.	Ninety-six	percent	of	all	respondents	provided	a	response	to	this	item.		Respondents	remain	broadly	unaware	of	resource	personnel	at	their	institutions	able	to	assist	with	their	use	of	XSEDE	resources.	While	users	again	report	an	increase	in	their	awareness	of	an	XSEDE	Campus	Champion,	with	25.3%	reporting	they	are	aware	of	an	XSEDE	Campus	Champion	(up	from	22.4%	in	2016),	only	12.6%	(down	from	13.8%	in	2016)	report	being	aware	of	an	XSEDE	staff	member.	Awareness	of	local	IT	support	staff	available	to	assist	with	the	use	of	XSEDE	resources	fell	slightly	to	16.7%	(from	17.4%	in	2016.)			Continuing	the	trend	established	in	2013,	respondents	are	far	more	likely	to	be	aware	of	a	colleague	at	their	institution	who	is	able	to	assist	in	their	use	of	XSEDE	resources	than	of	specific,	dedicated	support	resources.	Nearly	44%	of	those	responding	report	being	aware	of	colleague	who	can	assist	in	their	use	of	XSEDE	resources,	up	from	39%	in	2016.	Similar	to	responses	in	2016,	but	trending	in	a	positive	direction,	32%	of	respondents	(down	from	nearly	36%	in	2016)	indicate	they	are	unaware	of	personnel	at	their	institution	who	are	able	to	assist	with	their	use	of	XSEDE.		
C.3.2	 Experience	Level		Over	38%	of	all	respondents	report	having	used	XSEDE	resources	for	more	than	three	years,	with	an	additional	25%	reporting	one	to	two	years	of	experience.	Over	32%	indicate	less	than	one	year	of	experience	
General	Profile	of	Respondents	for	the	2017	XSEDE	Annual	User	Satisfaction	Survey	
	
• Closely	resembling	the	profile	of	respondents	in	project	years	1-5,	33%	of	respondents	are	faculty,	
28%	are	graduate	students,	18%	are	postdocs,	and	11%	are	university	research	staff	members.		
• Of	those	respondents	indicating	they	had	used	XSEDE	resources,	nearly	32%	had	been	using	XSEDE	
resources	for	less	than	one	year.	Just	over	25%	had	been	using	XSEDE	resources	for	one	to	two	years,	
and	39%	had	been	using	XSEDE	resources	for	three	or	more	years.		
• 81%	of	respondents	consider	themselves	at	least	somewhat	experienced	users	of	XSEDE	resources.		
• Over	60%	of	respondents	consider	XSEDE	resources	essential	for	conducting	their	work,	up	from	51%	
in	2016.	
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using	XSEDE	resources,	and	less	than	5%	percent	of	respondents	report	that	they	have	yet	to	use	XSEDE	resources.	In	looking	at	all	respondents,	less	than	19%	(compared	to	nearly	24%	in	2016)	self-describe	their	level	of	experience	in	using	XSEDE	resources		as	“not	experienced	at	all”	to	”slightly	inexperienced,”	with	81%	(compared	with	76%	in	2016)	describing	their	experience	level	as	“somewhat	experienced”	or	higher	(3	or	higher	on	a	five-point	scale),	indicating	that	as	a	group	users	are	increasingly	experienced.	As	noted,	respondents	self-describe	their	level	of	experience	based	on	a	subjective,	self-interpreted	scale;	in	the	future	we	may	want	to	define	these	experience	levels	to	more	consistently	and	objectively	gauge	where	users	are	in	terms	of	experience.	Of	the	587	faculty	and	graduate	student	respondents,	83%	rated	their	level	of	experience	using	XSEDE	resources	as	“somewhat	experienced”	or	higher.			In	the	past	calendar	year,	respondents,	on	average,	report	using	XSEDE	computational	systems:	
o 0	times:	73,	7.6%	
o 1-2	per	year:	154,	16%	
o Monthly:	234,	23.6%	
o Weekly:	284,	28.6%	
o Daily:	219,	22.1%	In	the	past	calendar	year,	respondents,	on	average,	report	using	XSEDE	visualization	resources:	
o 0	times:	733,	76.7%	
o 1-2	per	year:	128,	13.4%	
o Monthly:	55,	5.8%	
o Weekly:	26,	2.6%	
o Daily:	15,	1.6%	In	the	past	calendar	year,	respondents,	on	average,	report	using	XSEDE	data	resources:	
o 0	times:	429,	45.2%	
o 1-2	per	year:	164,	17.3%	
o Monthly:	161,	16.9%	
o Weekly:	128,	13.5%	
o Daily:	66,	7.2%	In	the	past	calendar	year,	respondents,	on	average,	report	using	XSEDE	training	resources:	
o 0	times:	429,	44.9%	
o 1-2	per	year:	345,	36.1%	
o Monthly:	141,	14.7%	
o Weekly:	31,	3.2%	
o Daily:	10,	1%	In	the	past	calendar	year,	respondents,	on	average,	report	using	XSEDE	User	Portal:	
o 0	times:	79,	8.3%	
o 1-2	per	year:	197,	20.6%	
o Monthly:	337,	35.2%	
o Weekly:	273,	28.5%	
o Daily:	71,	7.4%		 	
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In	the	past	calendar	year,	respondents,	on	average,	report	using	XSEDE	Website:	
o 0	times:	53,	5.6%	
o 1-2	per	year:	192,	20.4%	
o Monthly:	382,	40.6%	
o Weekly:	261,	27.7%	
o Daily:	54,	5.7%		 		 	
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C.3.3	 Awareness	of	XSEDE	Resources		Respondents	were	asked	to	rate	their	awareness	of	15	XSEDE	resource	and	service	areas	on	a	five-point	scale,	with	1	being	“not	aware	at	all”	and	5	being	“extremely	aware.”	In	2017,	awareness	was	up	in	every	single	area	
previously	evaluated.	Further,	all	but	one	previously	evaluated	area	–	XSEDE	Mobile	Portal	–	was	above	3.0	for	the	first	time	since	the	beginning	of	XSEDE	1.	Only	one	new	service	–	iOS/Android	application	–	was	below	3.0.	Consistent	with	previous	years’	findings,	the	XSEDE	website	(4.49),	the	XSEDE	User	Portal	(4.46),	Computational	Resources	(4.32),	and	Help	Desk	Services	(4.10)	have	the	highest	levels	of	awareness	among	users.	As	might	be	expected,	newer	and	evolving	services	(e.g.,	Technology	Insertion	Services	and	XSEDE	Mobile	Portal)	have	lower	level	levels	of	awareness,	as	do	specialized	services	used	by	smaller	subsets	of	the	XSEDE	population	(e.g.,	Visualization	Services,	Science	Gateways,	and	Extended	Collaborative	Support	Services.)	The	factors	informing	lower-than-expected	awareness	might	be	explored	through	the	use	of	targeted	surveys	or	micro-surveys.	
Table	4.	Respondents’	awareness	of	XSEDE	resources	and	services	
	Among	faculty	and	graduate	students	who	responded	to	each	item,	the	three	areas	with	the	highest	levels	of	awareness	were	Computational	Resources,	the	XSEDE	User	Portal	(portal.xsede.org),	and	the	XSEDE	Website	(xsede.org),	each	achieving	99%	awareness.	Among	this	segment	of	the	population,	similar	awareness	figures	were	reported	for	Mission	(97%),	Data	Storage	Services	(98%),	Online	Technical	Documentation	(98%),	Training	Opportunities	(96%),	and	Help	Desk	Services	(97%).	Consistent	with	previous	years,	awareness	was	lowest	for	the	XSEDE	Mobile	Portal	(74%)	and	the	User	Portal	iOS/Android	App	(61%).		
1 2 3 4 5
Mission 3.84 986 2.9% 7.6% 20.5% 40.3% 28.70% 6
Computational	resources 4.32 985 0.3% 2.2% 8.6% 42.3% 46.50% 7
Data	storage	services 3.79 985 2.0% 8.3% 20.5% 46.4% 22.74% 7
Visualization	services 3.05 983 10.7% 20.4% 31.1% 28.4% 9.36% 9
Science	gateways 3.09 982 14.0% 19.0% 24.7% 28.6% 13.65% 10
XSEDE	user	portal	
(portal.xsede.org) 4.46 985 0.5% 2.5% 7.5% 29.1% 60.30% 7
XSEDE	mobile	portal	
(mobile.xsede.org) 2.69 986 27.2% 20.5% 20.0% 21.3% 11.05% 6
Data	transfer	services	
(e.g.,	Globus	Online,	 3.36 982 12.9% 13.6% 21.8% 27.4% 24.24% 10
XSEDE	website	
(xsede.org) 4.49 987 0.4% 2.8% 6.2% 28.8% 61.80% 5
XSEDE	user	portal	
iOS/Android	app 2.35 986 38.6% 19.3% 19.6% 13.9% 8.62% 6
Training	opportunities	 3.82 983 3.6% 9.2% 20.9% 34.5% 31.94% 9
Online	technical	
documentation 4.06 989 1.8% 6.1% 17.3% 33.8% 41.05% 3
Education	and	outreach	
opportunities 3.45 988 6.8% 15.1% 26.7% 29.5% 21.96% 4
Help	desk	services	
(help@xsede.org)
4.10 980 3.8% 5.9% 14.2% 29.1% 47.04% 12
Extended	collaborative	
support	services	 3.01 980 19.6% 17.4% 22.1% 24.4% 16.43% 12
Please	rate	your	awareness	of	XSEDE	resources	and	services	on	a	scale	of	1	to	5,	with	1	being	"not	at	all	aware/never	heard	of	it"	and	5	being	
"extremely	aware"	(992	Total	Cases)
Mean
Number of 
Applicable 
Responses
Distribution (1 = completely unaware, 5 = completely aware) Number 
providing 
no response
Histogram
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While	it	should	be	expected	that	respondents	at	research	and/or	doctoral-granting	institutions	or	those	at	institutions	providing	HPC	resources	to	the	research	community	would	be	highly	aware	of	XSEDE	resources,	it	is	notable	that,	when	disaggregating	by	institution	type,	awareness	among	users	from	EPSCoR	states	and	minority-serving	institutions,	as	well	as	those	affiliated	with	teaching-focused	institutions,	was	generally	higher	than	respondents	representing	other	institution	types	when	compared	to	the	mean	awareness	for	the	full	population	(Table	5).		
Table	5.	Awareness	of	XSEDE	resources	and	services	by	institution	type	
	
Areas	highlighted	in	yellow	are	above	the	aggregate	mean			
C.3.4	 Satisfaction	with	XSEDE	Services	and	Resources		The	survey	inquired	about	satisfaction	with	XSEDE	services	in	30	areas,	as	well	as	overall	satisfaction	with	XSEDE.	Similar	to	previous	years,	mean	satisfaction	outpaces	awareness	in	most	service	areas,	indicating	those	who	use	a	particular	service	are	in	most	cases	“satisfied”	to	“very	satisfied”	with	their	experience.	Satisfaction	levels	were	modestly	lower	when	compared	to	2016	data,	but	mean	satisfaction	with	all	services	is	well	above	3.0	on	a	five-point	scale.		 	
Service
Aggregated	
Mean
EPSCoR	
state	
(n=49)
Minority-
Serving	
Institution					
(n=45)
Associate
's	(n=11)
Baccalaureate	
College/Univer
sity	(n=185)
Master's	
College/Univer
sity	(n=207)
Doctorate-
Granting	
University	
(n=595)
Teaching-
focused	
institution	
(n=143)
Research-
focused	
institution	
(n=374)
Governme
nt	Lab	or	
Center	
(n=40)
HPC	
resource	
provider	
(n=78)
Non-
Profit	
Org	
(n=22)
Corporat
e	Org	
(n=10)
Mission 3.84 4.17 4.00 3.91 3.77 3.82 3.91 3.89 3.88 3.78 3.99 4.00 4.10
Computational	
Resources
4.32 4.41 4.43 4.36 4.32 4.30 4.39 4.32 4.36 4.28 4.29 4.27 4.50
Data	Storage	Services 3.79 4.06 3.95 4.00 3.81 3.82 3.86 3.83 3.84 3.60 3.82 3.86 4.30
Visualization	Services 3.05 3.37 3.31 3.27 2.98 3.10 3.10 3.12 3.12 3.05 3.06 2.82 3.20
Science	Gateways 3.09 3.55 3.58 3.82 3.06 3.13 3.08 3.21 3.13 2.98 3.29 3.64 3.10
XSEDE	Website	
(xsede.org)
4.49 4.51 4.60 4.27 4.59 4.53 4.54 4.59 4.53 4.28 4.53 4.45 4.30
XSEDE	User	Portal 4.46 4.47 4.58 4.18 4.57 4.51 4.54 4.59 4.52 4.25 4.53 4.45 4.40
XSEDE	Mobile	Portal	
(mobile.xsede.org)
2.69 2.98 2.96 3.00 2.66 2.68 2.70 2.85 2.68 2.58 2.92 2.86 3.00
XSEDE	User	Portal	
iOS/Android	App
2.35 2.65 2.61 2.73 2.30 2.32 2.35 2.53 2.36 2.28 2.55 2.64 2.80
Online	Technical	
Documentation
4.06 4.12 4.11 4.27 4.15 4.14 4.14 4.15 4.14 4.08 4.35 4.27 4.00
Training	Opportunities 3.82 4.37 4.13 3.91 3.87 3.87 3.85 3.97 3.84 3.55 3.88 3.55 4.00
Education	&	Outreach	
Opportunities
3.45 3.82 3.63 3.36 3.37 3.36 3.44 3.69 3.43 3.10 3.54 3.05 3.50
Help	Desk	Services	
(help@xsede.org)
4.1 4.04 4.02 4.18 4.16 4.10 4.18 4.12 4.12 3.85 4.23 3.86 4.10
Extended	Collaborative	
Support	Services
3.01 3.50 3.15 3.09 2.92 3.01 3.00 3.15 2.99 2.95 3.25 3.19 2.80
Data	Storage	Transfer	
Services	(e.g.,	Globus	
Online,	GridFTP)
3.36 3.57 3.35 3.09 3.31 3.44 3.43 3.31 3.49 3.44 3.81 3.86 3.50
Awareness	by	by	Instituton	Type
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Table	6.	Respondents’	satisfaction	with	XSEDE	resources	and	services	
					
1 2 3 4 5
N/A	or	No	
response	
provided
Capability	(scalability)	of	XSEDE	computational	
resources	for	simulation
4.33 828 0.4% 1.2% 8.1% 46.1% 44.2% 164
Capability	(scalability)	of	XSEDE	computational	
resources	for	data	analysis
4.17 702 0.3% 1.0% 14.5% 49.7% 34.5% 290
Capacity	(in	terms	of	high	throughput	computing)	
of	computational	resources	for	simulation
4.17 788 0.4% 3.8% 11.2% 47.8% 36.8% 204
Capacity	(in	terms	of	high	throughput	computing)	
of	computational	resources	for	data	analysis
4.04 667 0.3% 3.6% 18.1% 47.8% 30.1% 325
Visualization	facilities	and	rendering	capabilities	
of	XSEDE	resources
3.75 374 0.5% 2.9% 37.2% 40.1% 19.3% 618
Capability	of	batch	computational	resources	(e.g.,	
Stampede,	Comet,	Bridges)
4.19 822 0.5% 2.9% 10.7% 49.0% 36.9% 170
Capacity	of	interactive	(cloud)	computatin	&	data	
analysis	resources	(e.g.,	Jetstream,	Comet,	
3.94 469 0.4% 2.6% 24.9% 46.7% 25.4% 523
Capacity	of	data	storage	resources	(e.g.,	
Wrangler,	data	storage)
3.95 542 0.4% 2.0% 24.4% 48.7% 24.5% 450
Capability	of	data	analytics	resources	(e.g.,	
Wrangler	Data	Analytics	Cluster)
3.82 360 0.3% 2.8% 32.8% 42.8% 21.4% 632
Availability	of	tools,	libraries,	and	software	
environments
4.12 834 1.1% 2.8% 10.1% 54.9% 31.2% 158
Data	archiving	capabilities	of	XSEDE	resources 3.97 612 0.3% 3.1% 19.0% 54.2% 23.4% 380
Availability	of	support/consulting	services	 4.21 754 0.5% 1.6% 12.7% 46.7% 38.5% 238
Response	time	of	support/consulting	services 4.28 756 0.5% 1.3% 11.2% 43.8% 43.1% 236
Effectiveness	of	support/consulting	services 4.26 751 0.5% 1.9% 10.4% 45.3% 41.9% 241
Availability	of	extended	collaborative	support 4.03 428 0.7% 0.7% 24.5% 43.5% 30.6% 564
Effectiveness	of	extended	collaborative	support 4.02 409 0.7% 1.0% 24.2% 43.5% 30.6% 583
XSEDE	website	(xsede.org) 4.17 854 0.1% 2.8% 8.8% 56.8% 31.5% 138
XSEDE	User	Portal	(portal.xsede.org) 4.18 849 0.1% 2.1% 10.1% 54.8% 32.9% 143
XSEDE	mobile	portal	(mobile.xsede.org) 3.85 316 0.0% 2.2% 32.6% 43.4% 21.8% 676
XSEDE	User	Portal	iOS/Android	app 3.81 284 0.4% 2.8% 34.9% 39.4% 22.5% 708
Online	technical	documentation 4.07 815 0.4% 3.1% 13.0% 56.1% 27.5% 177
Range	of	training	topics 3.91 618 0.2% 3.1% 24.6% 50.0% 22.2% 374
Range	of	training	delivery	formats 3.83 593 0.5% 3.2% 28.2% 48.6% 19.6% 399
Availability	of	training	opportunities 3.90 624 0.6% 3.2% 24.2% 49.8% 22.1% 368
Effectiveness	of	training 3.89 551 0.5% 2.0% 27.0% 48.8% 21.6% 441
Help	desk	services	(help@xsede.org) 4.26 740 0.3% 0.7% 13.1% 44.6% 41.4% 252
XSEDE	allocation	process 3.95 777 1.9% 5.0% 15.8% 50.2% 27.0% 215
XSEDE	allocation	awards 3.89 728 2.2% 6.5% 18.3% 46.0% 27.1% 264
Data	transfer	services	(e.g.,	Globus	Online,	
GridFTP)
3.98 533 0.6% 3.6% 18.8% 51.8% 25.3% 459
Functionality	of	toolkits	for	campus	
cyberinfrastructure	(e.g.,	XCBC,	XNIT)
3.92 288 0.0% 1.0% 30.6% 44.1% 24.3% 704
Overall	Satisfaction	with	XSEDE 4.28 852 0.2% 1.9% 10.1% 45.2% 42.6% 140
Please	rate	your	satisfaction	with	XSEDE	services	and	activities.	If	you	have	no	basis	for	rating	your	satisfaction,	please	select	"Not	Applicable."	(992	Total	Cases)
Mean
Number	of	
Applicable	
Responses
Distribution	(1	=	very	unsatisfied,	5	=	very	satisfied)
Histogram
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Users	note	the	highest	levels	of	satisfaction	with	the	capability	of	XSEDE	computational	resources	for	simulation	(4.33),	followed	by	the	response	time	(4.28),	effectiveness	(4.26)	and	availability	(4.21)	of	support	and	consulting	services;	and	help	desk	services/help@xsede.org	(4.26).	And,	while	users	report	high	levels	of	satisfaction	with	all	services,	those	with	slightly	lower	levels	of	satisfaction	(i.e.,	XSEDE	mobile	portal,	user	portal	iOS	app,	capability	of	data	analytics	resources,	visualization	capabilities,	and	training	delivery	formats)	were	areas	in	which	at	least	40%	(and	up	to	71%)	of	the	total	respondents	indicated	the	item	as	“not	applicable”	for	evaluation	or	did	not	provide	an	answer.	Given	the	smaller	sample	size	and	the	likelihood	that	some	respondents	may	have	selected	“neither	satisfied	nor	dissatisfied”	to	indicate	that	they	have	not	used	the	service,	caution	should	be	taken	in	interpreting	these	findings.		As	was	the	case	with	awareness	of	XSEDE	services	and	resources,	when	disaggregating	by	institution	type,	satisfaction	among	users	from	EPSCoR	states	and	minority-serving	institutions,	as	well	as	those	affiliated	with	teaching-focused	institutions,	was	generally	higher	than	respondents	at	other	institution	types	when	compared	to	the	mean	awareness	for	the	full	population.	The	average	satisfaction	ratings	of	the	combined	faculty	and	graduate	students	populations	in	comparison	to	all	other	sample	types	did	not	differ	more	than	.07,	with	the	exception	of	the	following:	Capacity	of	data	storage	resources	(.09),	Capability	of	data	analytics	resources	(.12),	Effectiveness	of	extended	collaborative	support	(.10),	Range	of	training	delivery	formats	(.12),	and	Availability	of	training	opportunities	(.13).	The	average	satisfaction	ratings	of	the	combined	faculty	and	graduate	students	populations,	in	comparison	to	all	other	sample	types,	are	in	Figure	3	below.		
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Figure	3.	Average	satisfaction	ratings	of	combined	faculty	and	graduate	student	populations	compared	to	all	other	sample	types	
		In	support	of	quantifiable	satisfaction	data,	survey	respondents	offered	valuable	qualitative	data	in	the	form	of	hundreds	of	largely	positive,	constructive,	and,	in	many	cases,	specific	text	comments	to	open-ended	questions.	XSEDE	was	praised	for	its	level	of	service	in	many	of	the	these	comments,	notably:			
• Extremely	useful	in	teaching,	which	we	would	not	otherwise	be	able	to	teach	a	computational	class.	
• XSEDE	provides	a	common	language,	so	to	speak,	for	the	community.		There	are	experts	in	languages,	performance	tuning,	batch	processing	and	training	that	speak	the	same	language,	because	they	execute	applications	on	the	same	machines.		Being	a	part	of	that	community	is	valuable,	both	for	giving	and	receiving	advice.	
• XSEDE	is	my	biggest	collaboration,	though	not	visible	or	in	human	form.	It	enables	me	to	undertake	research	on	challenging	science	and	materials	science	topics.	
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• XSEDE	is	the	most	powerful,	easy-to-use,	transparent	and	professionally	supported	computing	resource	I	have	ever	worked	with.	In	my	opinion,	XSEDE	environment	is	the	best	and	most	usable	computing	ecosystem	in	the	world.	XSEDE’s	helpdesk	and	tech	support	is	absolutely	excellent,	well	beyond	any	expectations.	
• XSEDE	evens	the	playing	field	between	a	diverse	set	of	resources,	which	is	huge	in	contrast	to	the	incredibly	painful/difficult	process	for	other	resources	such	as	Blue	Waters,	which	suffer	from	not	being	accessible	through	XSEDE-provided	mechanisms.	
• We	have	recently	been	working	with	XSEDE	staff	through	an	ECSS,	and	have	had	a	great	experience.	They	have	helped	improve	the	efficiency	of	our	codes	and	helped	to	improve	run	times	and	package	processing	steps.		Respondents	also	provided	comments	on	areas	where	improvement	may	be	needed,	including:		
• Better	training	of	the	campus	champion.	I've	yet	to	get	my	projects	working	properly	even	though	I've	spent	a	lot	of	time	with	him.	Very	frustrating.	
• GPU	resources	for	high	throughput	calculations	have	been	somewhat	limited.	The	addition	of	XSTREAM	and	BRIDGES	helps	somewhat,	but	more	such	resources	are	needed	in	the	life	science/Biophysics	community.	
• I	do	find	the	application	process	to	be	a	pain	for	a	small	user	like	me.	
• I	think	the	biggest	problem	is	the	size	of	allocations.	The	allocation	size	must	be	increased.	Every	time	I	submit	a	proposal,	the	award	is	always	less	than	50%	of	my	carefully	calculated	SUs	that	are	necessary	to	achieve	the	research	I	propose.	This	results	in	a	serious	blow	in	productivity	and	publication	output.	This	in	turn	calls	for	new	supercomputer	clusters	to	be	built.	Building	clusters	like	the	SDSC	comet	and	TACC	stampede	is	crucial!	
• XSEDE	needs	to	hire	professional	educators,	the	current	training	options	are	very	poorly	executed	and	rely	on	a	lot	of	assumed	knowledge	on	the	part	of	the	participants.			More	training	in	Data	Science	topics	from	ACTUAL	data	scientists,	not	HPC	engineers.	
• Take	away	the	two	factors	of	verification.	username	and	password	is	good	enough!		Further,	some	respondents	took	the	time	to	provide	specific,	constructive	feedback,	including:		
• Provide	micro	awards	where	resources	can	be	provided	on	a	shorter	timeline.			
• A	list	of	people	working	on	similar	projects	who	are	using	XSEDE	resources	would	probably	be	useful	to	increase	collaborative	efforts.	
• A	stronger	homogeneity	in	terms	of	user	interfaces,	queues,	operating	systems,	software	across	the	various	service	providers	(TACC,	LONI,	SDSC,	etc.)	would	be	beneficial	to	researchers.	
• I	would	like	to	see	increased	emphasis	on	the	software	engineering	of	HPC	system.		There	is	a	lot	of	emphasis	on	the	tools	that	would	be	used	but	not	on	the	software	architecture	and	design	of	a	quality	system.	
• In	my	view,	more	summer	boot	camps	on	parallel	programming	will	be	more	useful.	
• It	would	be	awesome	to	partner	with	XSEDE	to	develop	a	course	using	practice	datasets	for	universities	that	don't	have	significant	computational	resources.	
• Less	complex	allocation	proposals,	especially	for	those	projects	already	funded	by	NSF.	
• More	outreach	to	lesser-served	communities	&	disciplines		Section	D	contains	all	open-ended	text	responses.		 	
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C.3.5	 Training	Respondents	were	again	largely	neutral	to	positive	about	about	the	training	methods	they	were	asked	to	rate,	but	showed	a	clear	preference	for	the	ability	to	self-serve	through	the	use	of	just-in-time,	online	resources.		
Table	7.	Respondents’	preferred	training	methods	
		When	examining	training	preferences	by	population	type	and/or	role,	preferences	map	closely	to	those	of	the	overall	population,	with	Web	documentation	and	self-paced	online	tutorials	being	the	most	preferred	methods.	Data	does	not	suggest	that	any	particular	field	of	study	or	professional	role	overwhelmingly	affects	one’s	preferred	method	of	training	delivery.		 	
1 2 3 4 5
N/A or No 
response 
provided
Live	in-person	
tutorials/workshops
3.54 573 4.5% 9.1% 33.3% 33.9% 19.2% 419
Live	online	webinars 3.86 617 1.8% 4.7% 24.8% 43.1% 25.6% 375
Recordings	of	live	webinars	
(with	minimal	editing)
3.88 622 0.6% 5.6% 26.5% 39.1% 28.1% 370
High-quality	training	videos 4.06 627 0.5% 3.0% 19.9% 43.2% 33.3% 365
Self-Paced	Online	Tutorials 4.14 655 0.3% 1.7% 18.6% 42.6% 36.8% 337
XSEDE	Web	Documentation 4.32 734 0.5% 1.1% 12.8% 37.3% 48.2% 258
Please	rate	your	training	preferences	on	a	scale	of	1	to	5,	with	1	being	"strongly	do	not	prefer"	and	5	being	"strongly	prefer"	(992	Total	Cases)
Mean
Number	of	
Applicable	
Responses
Distribution	(1	=	Strongly	do	not	prefer,	5	=	strongly	prefer)
Histogram
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C.4	 Respondent	Demographics		In	the	2017	annual	survey,	there	were	992	respondents,	although	not	all	answered	every	question.	In	compliance	with	IRB	protocol,	the	survey	never	contains	any	compulsory	questions,	and	respondents	may	skip	any	item	without	prompt	or	penalty.	While	respondents	have	always	been	free	to	skip	any	question,	at	the	recommendation	of	Indiana	University’s	Human	Subjects	Office,	an	explicit	“Prefer	not	to	disclose”	option	was	added	to	demographic	questions	in	2016.	As	expected,	this	has	resulted	in	more	respondents	opting	not	to	disclose	and,	therefore,	some	of	the	demographic	numbers	have	changed	more	than	what	might	be	expected	over	the	course	of	a	two-year	period,	specifically	with	the	larger	populations	(e.g.,	White	and	Asian).		
• Gender:	Male:	537,	54%	Female:	179,	18%	Non-Cisgender:	3,	<1%	Unidentified	(Prefer	not	to	disclose/Did	not	answer):	273,	27.5%		
• Ethnicity	Non-Hispanic:	684,	69%	Hispanic:	60,	6%	Unidentified	(Prefer	not	to	disclose/Did	not	answer):	248,	25%		
• Race*	White:	389,	39%	Asian:	240,	24%	Black	or	African	American:	34,	3%	American	Indian	(Native	America):	8,	<1%	Native	Hawaiian	or	Pacific	Islander:	2,	<1%	Alaska	Native:	1,	<1%	Other:	20,	2%	Unidentified	(Prefer	not	to	disclose/Did	not	answer):	315,	32%		
• Size	of	respondents’	academic	institutions		Large	(greater	than	10,000	degree-seeking	students):	480,	48%	Medium	(3000-10,000	degree-seeking	students):	174,	18%	Small	(less	than	3000	degree-seeking	students):	77,	8%	Not	applicable:	46,	5%	Did	not	answer:	205,	21%		
• Characteristics	of	respondents’	academic	institutions*	Doctorate-granting	University:	600,	60%	Research	focused	Institution:	376,	40%	Master’s	College/University:	208,	21%	Baccalaureate	College/University:	186,	19%	Teaching	focused	Institution:	144,	15%	EPSCoR	Institution:	49,	5%	Government	Lab	or	Center:	40,	4%	Minority	Serving	Institution:	46,	5%	HPC	Resource	Provider:	78,	8%	Non-Profit	Organization	(non-academic):	22,	2%	Corporate/Industrial	Organization:	10,	1%	Associate’s	College	(all	degrees	are	at	the	associate’s	level):	11,	1%	Not	applicable/Did	not	answer:	222,	22%			
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• Respondents’	roles	within	their	current	organizations		University	faculty	or	equivalent:	291,	30%	Graduate	student:	296,	30%	Postdoctoral	fellow:	178,	18%	University/Center	research	staff	or	equivalent	(non-postdoctoral):	115,	12%	University/Center	non-research	support	staff	(or	equivalent):	31,	3%	Non-Profit	User:	20,	2%	Undergraduate	student:	29,	3%	Industrial	User:	9,	<1%	Other:	8,	<1%	Government	User:	6,	<1%	High	School	User:	5,	<1%	Unidentified/Did	not	answer:	4,	<1%		
• Respondents’	primary	fields	of	study		Engineering:	156,	16%	Physics:	139,	14%	Chemistry:	123,	12%	Computer	and	Information	Science:	89,	9%	Biology:	83.	8%	Other:	45,	5%	Astronomy:	30,	3%	Earth	Science:	23,	2%	Atmospheric	Sciences:	29,	3%	Mathematics/Statistics:	29,	3%	Ocean	Sciences:	16,	2%	Art	and	Humanities:	7,	<1%	Diseases:	6,	<1%	Medicine:	6,	<1%	Social	Sciences:	3,	<1%	Not	applicable/Did	not	answer:	208,	21%		*	Respondents	could	select	”all	that	apply”;	percentages	do	not	equal	100.			 	
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D. Appendices	
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D.1	 Final	Questionnaire	
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XSEDE	(Extreme	Science	and	Engineering	Discovery	Environment)		
Annual	Satisfaction	Survey		
Final	Questionnaire	
 
INFORMED	CONSENT:	You	are	invited	to	participate	in	the	XSEDE	User	Satisfaction	Survey.	We	ask	that	you	read	this	statement	and	ask	any	questions	you	may	have	before	agreeing	to	take	the	survey.	The	National	Science	Foundation	funds	this	survey.	
	
STUDY	PURPOSE:	The	purpose	of	the	XSEDE	User	Satisfaction	Survey	is	aimed	at	assessing	current	levels	of	satisfaction	with	the	XSEDE	cyberinfrastructure	environment	and	its	associated	resources	and	services	(e.g.,	training,	allocations,	support,	etc.).	Survey	information	will	be	used	to	improve	and	expand	the	services	provided	by	XSEDE	and	to	aid	in	the	decision-making	process	related	to	future	resource	allocations.	
	
PROCEDURES	FOR	THE	STUDY:	If	you	agree	to	be	in	the	study,	you	will	complete	an	online	survey	in	which	you	will	not	be	required	to	provide	any	identifying	information.	You	will	have	the	option	of	providing	your	name	and	contact	information	if	future	contact	is	desired.	Future	contact	may	be	in	the	form	of	telephone,	videoconference,	or	in-person	interviews	and/or	focus	groups.	You	will	be	asked	to	disclose	your	gender,	race,	ethnicity	and	other	demographic	information	for	tracking	purposes	only.	The	survey	will	remain	confidential,	and	survey	responses	will	not	be	associated	with	any	identifying	information,	even	if	you	choose	to	disclose	your	name	and	contact	information	for	potential	future	contact.		You	will	receive	via	email	an	initial	letter	of	invitation,	followed	by	up	to	five	reminder	messages.	After	the	initial	letter	of	invitation,	only	those	who	have	not	responded	will	receive	subsequent	messages.	You	will	have	the	opportunity	to	opt	out	of	all	future	communications	upon	receipt	of	the	initial	letter	of	invitation.	The	XSEDE	User	Satisfaction	Survey	should	not	take	more	than	10	minutes	to	complete,	with	an	average	time	for	completion	in	the	six-	to	eight-minute	range.		
	
CONFIDENTIALITY:		Efforts	will	be	made	to	keep	any	personal	information	that	you	might	inadvertently	disclose	confidential.	We	cannot	guarantee	absolute	confidentiality.	Your	personal	information	may	be	disclosed	if	required	by	law.	Your	identity	will	be	held	in	confidence	in	reports	in	which	the	survey	results	may	be	published	and/or	databases	in	which	results	may	be	stored.			Organizations	that	may	inspect	and/or	copy	survey	records	for	quality	assurance	and	data	analysis	include	groups	such	as	the	study	investigator	and	his/her	research	associates,	the	Indiana	University	Institutional	Review	Board	or	its	designees,	the	study	sponsor,	the	National	Science	Foundation,	and	(as	allowed	by	law)	state	or	federal	agencies,	specifically	the	Office	for	Human	Research	Protections	(OHRP).	
	
CONTACTS	FOR	QUESTIONS	OR	PROBLEMS:	For	questions	about	the	study,	contact	Julie	Wernert	at	812.856.5517	or	jwernert@iu.edu.	For	questions	about	your	rights	as	a	participant	or	to	discuss	problems,	complaints	or	concerns	about	a	research	study,	or	to	obtain	information,	or	offer	input,	contact	the	IU	Human	Subjects	Office	at	(812)	856-4242	or	by	email	at	irb@iu.edu.	
	
VOLUNTARY	NATURE	OF	STUDY:	Taking	part	in	this	study	is	voluntary.	You	may	choose	not	to	take	part	or	may	leave	the	survey	at	any	time.	Leaving	the	survey	will	not	result	in	any	penalty.	Your	decision	whether	or	not	to	participate	in	this	survey	will	not	affect	your	current	or	future	relations	with	Indiana	University,	the	XSEDE	program,	or	the	National	Science	Foundation.		This	study	was	approved	by	the	Indiana	University	Institutional	Review	Board	on	February	13,	2017.	Please	reference	Study	#	1301010398A010/exempt	when	inquiring.	
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1. Please	rate	your	awareness	of	XSEDE	resources	and	services	on	a	scale	of	1	to	5,	with	1	being	“Not	at	all	
aware”	and	5	being	“Extremely	aware”:	
	
1	Not	at	all	aware/Never	heard	of	it	
2	Slightly	aware	
3	Somewhat	aware	
4	Moderately	aware	
5	Extremely	aware	
	
Mission	
Computational	Resources	
Data	Storage	Services	
Visualization	Services	
Science	Gateways	
XSEDE	Web	Site	(xsede.org)	
XSEDE	User	Portal	
XSEDE	Mobile	Portal	(mobile.xsede.org)	
XSEDE	User	Portal	iOS/Android	App	
Online	Technical	Documentation	(Getting	Started	Guide,	User	Guides,	etc.)	
Training	Opportunities	
Education	&	Outreach	Opportunities	
Help	Desk	Services	(help@xsede.org)	
Extended	Collaborative	Support	Services	
Data	Storage	Transfer	Services	(e.g.,	Globus	Online,	GridFTP)	
	
2. In	the	past	year,	approximately	how	often	did	you	utilize	the	following	resources?		
	
Do	not	use/Not	applicable	
Once/Twice	per	year	
Monthly	
Weekly	
Daily	
	
XSEDE	Computational	Resources	
XSEDE	Visualization	Systems	
XSEDE	Data	Resources	
XSEDE	Training	Resources	
XSEDE	User	Portal	
XSEDE	Website	
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3. How	long	have	you	used	XSEDE	(or	its	predecessor	program,	TeraGrid)	resources	and/or	overseen	the	use	
of	XSEDE	(or	TeraGrid)	resources	by	others?	(In	this	case,	“resources”	is	broadly	defined	to	include,	but	
not	limited	to,	training,	workshops,	online	help	sources,	and	consulting,	as	well	as	computational,	storage,	
and	visualization	resources.)	
	
Never/Not	yet	used	
Less	than	6	months	
6-11	months	
1-2	years	
3-5	years	
More	than	5	years	
	
4. Please	describe	your	level	of	experience	using	XSEDE	resources.	(In	this	case,	“resources”	is	broadly	
defined	to	include,	but	not	limited	to,	training,	workshops,	online	help	sources,	and	consulting,	as	well	as	
computational,	storage,	and	visualization	resources.)	
	
Not	at	all	experienced	
Slightly	inexperienced	
Somewhat	experienced	
Moderately	experienced	
Extremely	experienced	
	
5. Please	rate	the	importance	of	XSEDE	resources	in	conducting	your	work.	
	
Don’t	know/Not	applicable	
Not	important	at	all	
Somewhat	unimportant	
Neutral		
Somewhat	important	
Essential	
	
6. Are	you	aware	of	individuals	at	your	institution	available	to	assist	with	your	use	of	XSEDE?	Please	select	all	
that	apply.	
	
XSEDE	staff	member	
XSEDE	Campus	Champion	
Local	IT	support	person	(i.e.,	an	individual	not	designated	as	an	XSEDE	Campus	Champion)	
Colleague	(faculty,	post-doc,	graduate	student,	etc.)	at	my	institution	
No,	I	do	not	know	of	a	resource	person	at	my	institution	
	
7. Please	rate	your	satisfaction	with	the	following	XSEDE	activities,	services,	and	resources	on	a	scale	of	1	to	
5,	with	1	being	“Very	dissatisfied”	and	5	being	“Very	satisfied.”	If	you	have	no	basis	for	rating	your	
satisfaction,	please	select	“Not	applicable/Do	not	use.”	
	
1	Very	dissatisfied	
2	Dissatisfied	
3	Neither	satisfied	nor	dissatisfied	
4	Satisfied	
5	Very	satisfied	
9	Not	applicable/Do	not	use	
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Thinking	in	terms	of	types	of	resources:	
	
Capability	(scalability)	of	XSEDE	computational	resources	for	simulation,	particularly	parallel	processing	
applications	
Capability	(scalability)	of	XSEDE	computational	resources	for	data	analysis,	particularly	parallel	processing	
applications	
Capacity	(in	terms	of	high	throughput	computing)	of	computational	resources	for	simulation	
Capacity	(in	terms	of	high	throughput	computing)	of	computational	resources	for	data	analysis	
Visualization	facilities	and	rendering	capabilities	of	XSEDE	resources	
	
Thinking	in	terms	of	mode	of	access	of	resources:	
	
Capability	of	batch	computational	resources	(e.g.	Stampede,	Comet,	Bridges)	
Capacity	of	interactive	(cloud)	computational	and	data	analysis	resources	(e.g.,	Jetstream,	Comet,	Bridges)	
Capacity	of	data	storage	resources	(e.g.,	Wrangler	data	storage)	
Capability	of	data	analytics	resources	(e.g.,	Wrangler	data	analytics	cluster)	
	
8. Please	rate	your	satisfaction	with	the	following	XSEDE	activities,	services,	and	resources	on	a	scale	of	1	to	
5,	with	1	being	“Very	dissatisfied”	and	5	being	“Very	satisfied.”	If	you	have	no	basis	for	rating	your	
satisfaction,	please	select	"Not	applicable/Do	not	use.”	
	
1	Very	dissatisfied	
2	Dissatisfied	
3	Neither	satisfied	nor	dissatisfied	
4	Satisfied	
5	Very	satisfied	
9	Not	applicable/Do	not	use	
	
Availability	of	tools,	libraries,	and	software	environments	needed	for	your	work	
Data	archiving	capabilities	of	XSEDE	resources	
Availability	of	support/consulting	services	from	XSEDE	
Response	time	of	support/consulting	services	
Effectiveness	of	support/consulting	services	
Availability	of	extended	collaborative	support	
Effectiveness	of	extended	collaborative	support	
XSEDE	Web	Site	(xsede.org)	
XSEDE	User	Portal	
XSEDE	Mobile	Portal	(mobile.xsede.org)	
XSEDE	User	Portal	iOS/Android	App	
Online	Technical	Documentation	(Getting	Started	Guide,	User	Guides,	etc.)	
Range	of	training	topics	
Range	of	training	delivery	formats	
Availability	of	training	opportunities	
Effectiveness	of	training	
Help	Desk	Services	(help@xsede.org)	
XSEDE	Allocation	Process	
XSEDE	Allocation	Awards	
Data	Transfer	Services	(e.g.,	Globus	Online,	GridFTP)	
Functionality	of	toolkits	for	campus	cyberinfrastructure	(e.g.,	XSEDE	Compatible	Basic	Cluster	[XCBC],	
XSEDE	National	Integration	Toolkit	[XNIT])	
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9. Please	rate	your	overall	satisfaction	with	XSEDE	on	a	scale	of	1	to	5,	with	1	being	“Very	dissatisfied”	and	5	
being	“Very	satisfied.”	If	you	have	no	basis	for	rating	your	satisfaction,	please	select	"Not	applicable.”	
	
1	Very	dissatisfied	
2	Dissatisfied	
3	Neither	satisfied	nor	dissatisfied	
4	Satisfied	
5	Very	satisfied	
9	Not	applicable/Do	not	use	
	
10. In	which	of	the	following	activities	have	you	engaged?	Please	select	all	that	apply.	
	
Accessed	XSEDE	resources	via	science	gateways	
Logged	in	to	XSEDE	using	an	SSH	command	line	
Accessed	XSEDE	resources	via	campus	InCommon	credentials	
Utilized	data	management	services	provided	by	XSEDE	
Searched	for	software	available	on	XSEDE	resources	
Ran	batch	jobs	on	XSEDE	
Used	cloud	resources	on	XSEDE	
None	of	the	above	
	
[Two	Matrix	tables	with	components	specific	to	the	above	selections	above	are	generated	to	correspond	with	
the	following	questions:	
	
To	what	extent	are	the	following	components,	capabilities,	and/or	resources	important	to	your	work?	
	
1	Not	at	all	important	
2	Slightly	important	
3	Neutral	
4	Very	important	
5	Essential	
	
How	often	does	their	performance	meet	your	expectations?	
	
1	Never	
2	Rarely	
3	Sometimes	
4	Often	
5	Always	
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Science	Gateways	(no	components)	
	
SSH	Command	Line	Components:	
Login	to	SP	resources	thru	the	single	sign-on	hub	(login.xsede.org)	using	XSEDE	credentials		
Direct	login	to	SP	resources	using	SP	specific	credentials	
Direct	login	to	SP	resources	with	XSEDE	credential	using	MyProxy	and	GSI	OpenSSH	
Login	to	XSEDE	using	multiple	factors	(only	rate	this	capability	if	you	know	you	are	using	it)	
XSEDE	allocation	lookup	command	line	tool	(xdusage)	
	
InCommon	Credentials	Components:	
Authenticating	to	the	XSEDE	User	Portal	and	other	web	services	using	campus	InCommon	credentials	
(CILogon)	
	
Data	management	services	components:	
Globus	Transfer	Service	
Globus	Sharing	Service	
Globus	Connect	for	moving	data	between	personal	systems	and	XSEDE	resources	
scp	to	copy	file	to/from	XSEDE	resources	
	
Searched	for	software	components:	
Rate	the	software	search	capability	available	thru	the	XSEDE	User	Portal	(XUP)	
	
Batch	jobs	components:	
The	job	start	prediction	service	(Karnak)	
The	Globus	GRAM5	Service	
	
XSEDE	cloud	resources	components:	
Jetstream	
Bridges	
Comet	
	
11. If	you	have	any	additional	comments	regarding	the	components/capabilities	above,	please	include	them	
here.	
	
12. Please	rate	your	preference	for	the	following	training	delivery	methods	on	a	scale	of	1-5,	with	1	being	
“Strongly	do	not	prefer”	and	5	being	“Strongly	prefer.”	If	you	have	no	basis	for	rating	your	preference,	
please	select	“Not	applicable.”	
	
1	Strongly	do	not	prefer	
2	Do	not	prefer	
3	Neutral	
4	Prefer	
5	Strongly	prefer	
9	Not	applicable	
	
Live,	In-Person	Tutorials/Workshops	
Live,	Online	Webinars	
Recordings	of	live	webinars	(with	minimal	editing)	
High-quality	training	videos	
Self-Paced,	Online	Tutorials	
XSEDE	Web	Documentation	
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13. If	you	have	other	comments	to	make	about	the	training	opportunities	offered	by	XSEDE,	please	share	
them	here.	(E.g.,	Which	training	topics	are	most	important	to	you?	What	training	topics	are	we	missing?)	
	
14. Given	overall	spending	limits,	do	you	have	thoughts	on	whether	or	not	the	NSF’s	Division	of	Advanced	
Cyberinfrastructure	(ACI)	should	be	investing	more	in	hardware	acquisition	at	the	cost	of	reducing	efforts	
in	user	support,	software	development,	training,	community	engagement,	coordination	between	different	
services	providers,	etc.?	
	
15. What	unique	value	did	the	XSEDE	environment	provide	to	you	beyond	enabling	access	to	a	computing	
resource?	
	
16. How	could	XSEDE	be	more	useful	to	your	research	or	educational	program?	(For	example,	are	there	new	
resources	or	services	that	would	be	useful?	Are	there	new	features	or	improvements	to	existing	services	
that	would	be	useful?)	
	
17. Do	you	have	any	other	suggestions	or	comments	regarding	XSEDE	or	the	value	derived	from	the	National	
Science	Foundation’s	investment	in	XSEDE?	
	
18. Please	select	your	primary	role	–	the	one	that	best	describes	your	work	relative	to	XSEDE.	
	
Executive	leadership	(e.g.,	director,	CIO,	etc.)	
University	faculty	or	equivalent	
University/Center	research	staff	or	equivalent	(non-postdoctoral)	
University/Center	non-research	support	staff	(or	equivalent)	
Postdoctoral	fellow	
Graduate	student	
Undergraduate	student	
XSEDE	staff	member	
NSF	staff	member	
Other,	please	specify:	_________________________________________	
	
19. Are	you	an	XSEDE	Campus	Champion?	
	
Yes	
No	
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20. What	is	your	primary	research	field	or	field	of	study?	
	
Arts	and	Humanities	
Astronomy	
Atmospheric	Sciences	
Biology	
Business	(Finance/Accounting,	Marketing,	etc.)	
Chemistry	
Diseases	
Computer	and	Information	Science	
Earth	Sciences	(includes	Geology)	
Economics	
Engineering	
Health	and	Wellness	
Higher	Education	(Administration)	
Mathematics	
Medicine	
Ocean	Sciences	
Physics	
Political	Science	
Psychology	
Sociology	
Other,	please	specify:	__________________________________	
Not	applicable	
	
21. Please	describe	the	size	of	your	academic	institution:	
	
Small	(less	than	3,000	degree	seeking	students)	
Medium	(3,000	–	10,000	degree	seeking	students)	
Large	(greater	than	10,000	degree	seeking	students)	
Not	applicable	
	
22. Please	describe	your	institution/organization:	Please	select	all	that	apply.	
[Definitions	for	EPSCoR	and	MSI]	
Institution	located	in	an	EPSCoR	state	
Minority-Serving	Institution	(MSI)	
Associate’s	College	(all	degrees	are	at	the	associate’s	level)	
Baccalaureate	College/University	
Master’s	College/University	
Doctorate-Granting	University	
Teaching-Focused	Institution	
Research-Focused	Institution	
Government	Lab	or	Center	
High	performance	computing	resource	provider	(e.g.	NCSA,	TACC,	etc.)	
Non-Profit	Organization	(non-academic)	
Corporate/Industrial	Organization	
	
23. What	is	your	gender?	
	
Male	
Female	
Non-Cisgender	
Prefer	not	to	disclose	
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24. What	is	your	ethnicity?	
	
Hispanic	or	Latino	
Not	Hispanic	or	Latino	
	
25. What	is	your	race?	Please	select	all	that	apply.	
	
American	Indian	
Alaska	Native	
Asian	
Black	or	African-American	
Native	Hawaiian	or	Other	Pacific	Islander	
White	
Other:	__________________________	
Prefer	not	to	disclose	
	
26. Are	you	willing	to	be	contacted	for	a	follow-up	interview	(or	focus	group	participation)	to	provide	XSEDE	
with	additional	feedback	on	your	user	experience?	(PROGRAMMING	SKIP:	IF	‘NO’	END	SURVEY)	
	
Yes	
No	
	
27. Please	indicate	the	areas	on	which	you	might	like	to	provide	feedback.	Select	all	that	apply.	
	
Computational	resources	
Visualization	resources	
User	support	
Online,	support	resources	
Broadening	Participation	
Campus	Champions	
Training	Resources	
Educational	Resources	
Software	Resources	and	Services	
File	Transfer,	Data	Movement	
Allocations	
General	feedback	on	XSEDE	
Other:	_____________________________	
	
28. Please	provide	the	following	information	for	a	follow-up	interview	to	discuss	your	feedback	with	XSEDE.	
All	survey	questions	are	optional	and	your	answers	are	confidential.	If	you	choose	to	provide	your	name	
and	contact	information,	it	will	be	used	solely	for	the	purpose	of	contacting	you	for	additional	feedback	
and	will	not	associated	with	your	survey	responses.	
	
Name:	
Institution:	
Phone	number:	
Preferred	email	address:	
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29. May	we	share	your	responses	and	comments	with	XSEDE	staff	members	conducting	follow-up	interviews	
and/or	focus	groups?		
	
Yes	
No	
	
	
Thank	you	for	your	input	in	the	XSEDE	User	Survey.	Your	responses	have	been	recorded.		
	
As	we	noted	in	the	recruitment	message,	this	year's	survey	also	includes	an	assessment	of	what	we	call	
"stakeholder	alignment"	on	matters	of	XSEDE	operations	and	impact.	Please	click	below	to	connect	to	this	
survey,	which	will	provide	additional	input	that	will	be	helpful	for	the	XSEDE	community.	
	
¡	 Submit	responses	and	end	the	XSEDE	User	Survey		
¡	 Submit	responses	to	the	XSEDE	User	Survey	and	continue	to	the	XSEDE	Stakeholder	Alignment	
Survey	[http://www.surveygizmo.com/s3/3339379/XSEDE-2017-consent	]	
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D.2 Email	Invitation	and	Reminder	Messages	
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SURVEY	INVITATION	
	
From	Name:	John	Towns	
From	Email:	Center	for	Survey	Research	
Subject	Line:	2017	XSEDE	Annual	Satisfaction	Survey		
	
Dear	{firstname}	{lastname}:	
	
XSEDE	(Extreme	Science	and	Engineering	Discovery	Environment)	is	the	most	advanced,	powerful,	and	robust	
collection	of	integrated,	advanced	digital	resources	and	services	in	the	world	—	a	single	virtual	system	used	
by	researchers,	technologists,	and	scientists,	such	as	yourself,	to	interactively	share	computing	resources,	
data,	and	expertise.		
	
Your	feedback	is	vital	to	the	evolution	of	this	important	resource,	and	I	am	writing	to	ask	for	your	
participation	in	the	2017	XSEDE	Satisfaction	Survey	conducted	on	behalf	of	XSEDE	by	Indiana	University.		
	
The	annual	survey	aims	to	assess	users’	current	levels	of	satisfaction	with	the	XSEDE	computational	
environment	and	its	associated	services	and	activities	(e.g.,	training,	allocations,	conferences,	user	support,	
etc.).	Your	feedback	is	used	to	improve	and	expand	services	to	the	XSEDE	user	community	and	to	aid	the	
project’s	leadership	team	in	its	decision-making	processes.	
The	survey	can	be	accessed	here:	
https://survey.indiana.edu/xsede17/{loginID}/{contact}	
As	you	conclude	the	XSEDE	User	Survey,	you	will	have	the	opportunity	to	participate	in	a	second	survey	being	
conducted	by	researchers	at	Brandeis	University	and	Georgia	State	University.	This	survey	is	focused	on	what	
is	termed	"stakeholder	alignment,"	including	what	is	at	stake	for	users	with	respect	to	XSEDE	operations	and	
its	future	impact.		I	encourage	you	to	participate	in	this	survey	as	well.		
	
The	Indiana	University	Center	for	Survey	Research	administers	the	survey	and	assures	that	your	responses	
will	remain	completely	confidential.	Neither	your	name	nor	your	organization	will	be	associated	with	any	
data	you	provide	or	will	be	included	in	any	reports.	Please	be	assured	that	should	you	voluntarily	provide	
your	name	and	contact	information	for	further	follow	up,	your	contact	information	will	not	be	associated	
with	your	survey	responses.	
		
If	you	have	any	questions	about	this	survey	or	how	the	results	will	be	used,	please	feel	free	to	contact	Julie	
Wernert,	Information	Manager,	Indiana	University,	at	jwernert@iu.edu,	or	(812)	856-5517.	
Sincerely,	
-	John	
John	Towns	
Principal	Investigator	and	Project	Director,	XSEDE	
Director,	Collaborative	Cyberinfrastructure	Programs	
National	Center	for	Supercomputing	Applications	
University	of	Illinois	
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REMINDER	#1	
	
From	Name:	John	Towns	
From	email:	Center	for	Survey	Research	
Subject	Line:	REMINDER:	2017	XSEDE	Annual	Satisfaction	Survey	
	
Dear	{firstname}	{lastname}:	
	
Last	week,	I	wrote	asking	for	your	feedback	on	the	XSEDE	computational	environment	and	its	associated	
services	and	activities.	Your	feedback	is	vital	to	the	evolution	of	this	important	resource,	and	I	am	writing	
again	in	the	hope	that	you	will	take	a	few	moments	yet	today	to	complete	the	survey.	
The	survey	can	be	accessed	here:	
https://survey.indiana.edu/xsede17/{loginID}/{contact}	
Please	also	consider	taking	part	in	the	Stakeholder	Alignment	survey,	which	is	linked	at	the	end	of	the	XSEDE	
User	Survey.	
	
The	Indiana	University	Center	for	Survey	Research	administers	the	survey	and	assures	that	your	responses	
will	remain	completely	confidential.	Neither	your	name	nor	your	organization	will	be	associated	with	any	
data	you	provide	or	will	be	included	in	any	reports.	Please	be	assured	that	should	you	voluntarily	provide	
your	name	and	contact	information	for	further	follow	up,	your	contact	information	will	not	be	associated	
with	your	survey	responses.	
	
If	you	have	any	questions	about	this	survey	or	how	the	results	will	be	used,	please	feel	free	to	contact	Julie	
Wernert,	Information	Manager,	Indiana	University,	at	jwernert@iu.edu,	or		
(812)	856-5517.	
Thank	you	for	your	support	and	consideration.	
	
Sincerely,	
	
-John	
	
John	Towns	
Principal	Investigator	and	Project	Director,	XSEDE	
Director,	Collaborative	Cyberinfrastructure	Programs	
National	Center	for	Supercomputing	Applications	
University	of	Illinois	
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REMINDER	#2	
	
From	Name:	John	Towns	
From	email:	Center	for	Survey	Research	
Subject	Line:	REMINDER:	2017	XSEDE	Annual	Satisfaction	Survey	
	
Dear	{firstname}	{lastname}:	
	
Earlier	this	month,	I	wrote	asking	for	your	feedback	on	the	XSEDE	computational	environment	and	its	
associated	services	and	activities.	Your	feedback	helps	us	to	improve	and	expand	services	to	the	XSEDE	user	
community	and	guides	us	in	our	decision-making	processes.	
	
I	am	writing	again	to	ask	that	you	take	ten	minutes	out	of	what	I	know	is	already	a	very	busy	day	to	give	us	
your	feedback.	Your	time	is	greatly	valued,	and	your	insights	are	of	great	interest	to	XSEDE	leadership.	
The	survey	can	be	accessed	here:	
	
https://survey.indiana.edu/xsede17/{loginID}/{contact}	
	
And,	as	a	reminder,	at	the	end	of	the	XSEDE	User	Survey	you	will	have	the	option	of	participating	in	the	
XSEDE	Stakeholder	Alignment	Survey,	and	I	hope	you	will	do	so.	
	
The	Indiana	University	Center	for	Survey	Research	administers	the	survey	and	assures	that	your	responses	
will	remain	completely	confidential.	Neither	your	name	nor	your	organization	will	be	associated	with	any	
data	you	provide	or	will	be	included	in	any	reports.	Please	be	assured	that	should	you	voluntarily	provide	
your	name	and	contact	information	for	further	follow	up,	your	contact	information	will	not	be	associated	
with	your	survey	responses.	
	
If	you	have	any	questions	about	this	survey	or	how	the	results	will	be	used,	please	feel	free	to	contact	Julie	
Wernert,	Information	Manager,	Indiana	University,	at	jwernert@iu.edu,	or	(812)	856-5517.	
Again,	thank	you	for	your	support	and	consideration.	
	
Sincerely,	
	
-John	
	
John	Towns	
Principal	Investigator	and	Project	Director,	XSEDE	
Director,	Collaborative	Cyberinfrastructure	Programs	
National	Center	for	Supercomputing	Applications	
University	of	Illinois	
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REMINDER	#3	
	
From	Name:	John	Towns	
From	email:	Center	for	Survey	Research	
Subject	Line:	XSEDE	Needs	Your	Feedback	
	
Dear	{firstname}	{lastname}:	
	
As	the	2017	XSEDE	Annual	Satisfaction	Survey	is	set	to	conclude	in	a	couple	of	weeks,	I	want	to	ask	again	for	
your	participation.	If	at	all	possible,	please	take	just	a	few	minutes	to	provide	your	feedback.	Your	insights	are	
of	great	interest	and	value	to	XSEDE	leadership.	
	
The	survey	can	be	accessed	here:	
	
https://survey.indiana.edu/xsede17/{loginID}/{contact}	
	
The	Indiana	University	Center	for	Survey	Research	administers	the	survey	and	assures	that	your	responses	
will	remain	completely	confidential.	Neither	your	name	nor	your	organization	will	be	associated	with	any	
data	you	provide	or	will	be	included	in	any	reports.	Please	be	assured	that	should	you	voluntarily	provide	
your	name	and	contact	information	for	further	follow	up,	your	contact	information	will	not	be	associated	
with	your	survey	responses.	
	
If	you	have	any	questions	about	this	survey	or	how	the	results	will	be	used,	please	feel	free	to	contact	Julie	
Wernert,	Information	Manager,	Indiana	University,	at	jwernert@iu.edu,	or	(812)	856-5517.	
Your	time	and	insights	are	very	much	appreciated.	
	
	
Sincerely,	
	
-John	
	
John	Towns	
Principal	Investigator	and	Project	Director,	XSEDE	
Director,	Collaborative	Cyberinfrastructure	Programs	
National	Center	for	Supercomputing	Applications	
University	of	Illinois	
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REMINDER	#4	
	
From	Name:	John	Towns	
From	email:	Center	for	Survey	Research	
Subject	Line:	XSEDE	Survey	Closing	Soon!	
	
Dear	{firstname}	{lastname}:	
	
I	am	writing	again	to	ask	for	your	participation	in	the	2017	XSEDE	Satisfaction	Survey.	I	cannot	emphasize	
enough	how	important	your	voice	is	in	helping	us	to	improve	and	expand	services	to	the	XSEDE	user	
community.		
Please	take	this	opportunity	to	contribute	to	the	future	evolution	of	this	important	scientific	resource	and	
complete	your	survey	today.	I	assure	you	that	the	survey	is	very	brief	and	will	take	less	than	ten	minutes	of	
your	time.	
The	survey	can	be	accessed	here:	
https://survey.indiana.edu/xsede17/{loginID}/{contact}	
Please	also	consider	taking	part	in	the	Stakeholder	Alignment	survey,	which	is	linked	at	the	end	of	the	XSEDE	
User	Survey.	
The	Indiana	University	Center	for	Survey	Research	administers	the	survey	and	assures	that	your	responses	
will	remain	completely	confidential.	Neither	your	name	nor	your	organization	will	be	associated	with	any	
data	you	provide	or	will	be	included	in	any	reports.	Please	be	assured	that	should	you	voluntarily	provide	
your	name	and	contact	information	for	further	follow	up,	your	contact	information	will	not	be	associated	
with	your	survey	responses.	
If	you	have	any	questions	about	this	survey	or	how	the	results	will	be	used,	please	feel	free	to	contact	Julie	
Wernert,	Information	Manager,	Indiana	University,	at	jwernert@iu.edu,	or	(812)	856-5517.	
Your	time	and	insights	are	very	much	appreciated.	
Sincerely,	
	
-John	
	
John	Towns	
Principal	Investigator	and	Project	Director,	XSEDE	
Director,	Collaborative	Cyberinfrastructure	Programs	
National	Center	for	Supercomputing	Applications	
University	of	Illinois	
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REMINDER	5	
	
From	Name:	John	Towns	
From	email:	Center	for	Survey	Research	
Subject	Line:	FINAL	REMINDER:	2017	XSEDE	Annual	Satisfaction	and	Stakeholder	Alignment	Surveys	
	
Dear	{firstname}	{lastname}:	
Before	our	survey	concludes	on	March	31st,	I	want	to	write	one	last	time	to	ask	for	your	participation.	I	
cannot	emphasize	enough	how	important	your	voice	is	in	helping	us	to	improve	and	expand	services	to	the	
XSEDE	user	community.		
Please	take	this	opportunity	to	contribute	to	the	future	evolution	of	this	important	scientific	resource	and	
complete	your	survey	today.	I	assure	you	that	the	survey	is	very	brief	and	will	take	less	than	ten	minutes	of	
your	time.	
The	survey	can	be	accessed	here:	
https://survey.indiana.edu/xsede17/{loginID}/{contact}	
The	Indiana	University	Center	for	Survey	Research	administers	the	survey	and	assures	that	your	responses	
will	remain	completely	confidential.	Neither	your	name	nor	your	organization	will	be	associated	with	any	
data	you	provide	or	will	be	included	in	any	reports.	Please	be	assured	that	should	you	voluntarily	provide	
your	name	and	contact	information	for	further	follow	up,	your	contact	information	will	not	be	associated	
with	your	survey	responses.	
If	you	have	any	questions	about	this	survey	or	how	the	results	will	be	used,	please	feel	free	to	contact	Julie	
Wernert,	Information	Manager,	Indiana	University,	at	jwernert@iu.edu,	or	812-856-5517.	
Your	time	and	insights	are	very	much	appreciated.	
	
Sincerely,	
	
-John	
	
John	Towns	
Principal	Investigator	and	Project	Director,	XSEDE	
Director,	Collaborative	Cyberinfrastructure	Programs	
National	Center	for	Supercomputing	Applications	
University	of	Illinois	
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REMINDER	6	(FINAL)		
 
From	Name:	John	Towns	
From	email:	csr@indiana.edu	
Reply	to	email:	csr@indiana.edu	
Subject	Line:	CLOSING	TODAY:	Final	Chance	-	2017	XSEDE	Annual	Satisfaction	Survey	
	
Dear	{firstname}	{lastname}:	
Today	is	the	final	day	to	complete	the	XSEDE	Annual	Satisfaction	Survey	and	I	want	to	write	one	last	time	to	
ask	for	your	participation.	
Please	take	this	opportunity	to	contribute	to	the	future	evolution	of	this	important	scientific	resource	and	
complete	your	survey	by	the	end	of	the	day.	I	assure	you	that	the	survey	is	very	brief	and	will	take	less	than	
ten	minutes	of	your	time.	
The	survey	can	be	accessed	here:	
https://survey.indiana.edu/xsede17/{loginID}/{contact}	
The	Indiana	University	Center	for	Survey	Research	administers	the	survey	and	assures	that	your	responses	
will	remain	completely	confidential.	Neither	your	name	nor	your	organization	will	be	associated	with	any	
data	you	provide	or	will	be	included	in	any	reports.	Please	be	assured	that	should	you	voluntarily	provide	
your	name	and	contact	information	for	further	follow	up,	your	contact	information	will	not	be	associated	
with	your	survey	responses.	
If	you	have	any	questions	about	this	survey	or	how	the	results	will	be	used,	please	feel	free	to	contact	Julie	
Wernert,	Information	Manager,	Indiana	University,	at	jwernert@iu.edu,	or	812-856-5517.	
Your	time	and	insights	are	very	much	appreciated.	
Sincerely,	
-John	
John	Towns	
Principal	Investigator	and	Project	Director,	XSEDE	
Director,	Collaborative	Cyberinfrastructure	Programs	
National	Center	for	Supercomputing	Applications	
University	of	Illinois	
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D.3 Open-Ended	Survey	Responses	–	Additional	Comments	Categorized	by	Theme	
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Question	15:	What	unique	value	did	the	XSEDE	environment	provide	to	you	beyond	enabling	access	to	a	
computing	resource?	
Theme	1:	Training/Education	(including	students)	
• Coming	from	a	small	liberal-arts	school	without	a	local	cluster,	these	resources	are	vital	to	my	ability	to	both	teach	HPC	to	undergrads	and	my	ability	to	conduct	research	in	HPC.	
• Easy	to	add	users,	which	is	very	helpful	because	I	work	with	many	students.	
• Education	on	HPC	topics.	
• Enabling	me	to	best	learn	how	to	efficiently	and	effectively	utilize	that	access.	
• Engaging	my	students	in	high	performance	computing	projects	through	the	ability	to	share	XSEDE	allocation	and	allow	them	access	to	it.	
• Experience	in	proposal	writing	
• Exposure	to	training	seminars	although	having	to	drive	7hrs	to	the	closest	location	can	be	limiting.	
• I	am	a	vendor.		I	only	used	XSEDE	for	Hadoop/Spark	training	at	an	XSEDE	site	that	I	live	near.	
• I	do	not	have	access	to	computation	resources,	so	all	value	I	have	received	from	XSEDE	is	in	the	form	of	training.	
• I	do	training,	and	I	can	show	a	roomful	of	biologists	how	easy	it	is	for	them	setup	their	own	powerful	server	on	Jetstream.		It's	a	very	empowering	experience	for	them.	
• I	used	the	connection	with	people	to	figure	out	what	to	teach	my	computer	science	students.	Now	I	have	been	given	over	$50,000	of	equipment	and	have	more	opportunities	to	use	computing	resources	than	I	have	students	to	use	them.	
• Inspire	students.	
• It	has	elevated	the	level	of	research	and	education	of	graduate	students	and	post	docs	in	ways	not	otherwise	possible.	Without	exaggeration;	this	resource	is	making	a	significant	impact	at	the	foundation	level	on	economy	of	US.	
• It	made	available	education,	training	and	research	opportunities	that	my	University	could	not	afford	or	was	not	willing	to	provide.	
• It	provided	with	a	nice	architecture	that	helped	understand	what	I	needed	to	do	most	of	the	time.	Documentation	was	always	up-to-date	and	should	continue	to	do	so	in	the	future.	
• Kept	me	busy	learning	news	in	HPC	and	developed	contacts	
• Learned	how	to	use	new	computational	tools	and	techniques	that	have	impacted	my	own	scientific	work.	
• Many	educational	tutorials.	Easy	to	share	with	colleagues.	
• My	students	participated	in	BWSIP	and	have	utilized	XSEDE	training	resources	including	online	documents	and	videos/tutorials.	
• Online	training	and	tutorials.	
• Personal	support	services	have	been	very	useful.	
• Technical	support.	
• The	ability	to	learn	about	various	systems,	and	access	to	training	for	running	and	creating	HPC	programs	
• The	ability	to	manage	student	user	accounts	for	various	projects.		Also,	for	my	work,	the	local	SSD	scratch	storage	space	on	the	SDSC	nodes	has	been	very	useful	and	
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unique.	
• The	community	of	XSEDE	users.	champions,	etc.	It	is	helpful	to	facilitate	more	interaction	among	these	people.	
• The	extremely	responsive	help	desk	team	has	kept	the	wheels	of	science	well-greased.	
• The	individualized	training	and	support	available.	XSEDE	is	made	up	of	some	of	the	most	helpful	people	in	the	world	of	HPC.	They	should	get	more	credit	for	what	they	do.	Maybe	an	"XSEDE	User	Services	Person	of	the	Month"	or	something	like	that	would	be	nice.	Amazon	and	Google	are	"Borg-like"	compared	to	XSEDE.	
• The	online	documentation	is	extremely	useful	and	easy	to	understand.	
• The	opportunity	to	know	the	differences	among	the	super	computers	
• The	training	component	and	community	is	extremely	valuable.	
• The	training	resources	have	been	exceptionally	useful	as	I	transitions	to	a	lower	resource	academic	environment	(HBCU).	They	have	been	critical	in	continuing	my	research	growth	and	helping	other	trainees	gain	competence.	Please	keep	up	the	great	work.	
• Through	the	online	course	run	by	Berkeley,	it	has	made	a	Parallel	Computing	course	available	to	our	students.	
• Training	
• Training	
• Training	for	students	and	students	(undergrads)	getting	tangible	experience	with	big	machines	
• Training	on	the	KNL/Xeon	Phis,	plus	other	training	opportunities	
• Training	resources	are	great.	
• Usually,	students	have	difficulty	translating	class	experience	into	real	world	experience.	Working	with	the	XSEDE	clusters	meant	that	whatever	students	do	is	actual	real-world	experience.	They	can	apply	what	they	learned	using	XSEDE	servers	wherever	they	may	end	up.	
• We	have	been	using	XSEDE	resources	to	test	new	code	and	getting	initial	results	and	used	by	my	students.	I	wish	the	machines	are	more	powerful	for	large	simulations.	
• XSEDE	enables	me	to	introduce	undergraduates	to	computational	chemistry.		Multiple	students	can	use	the	account	at	once.		XSEDE	also	allows	me	to	conduct	computational	research	without	the	burden	of	maintaining	local	hardware,	which	would	be	challenging	at	my	institution.	
• XSEDE	expanded	my	knowledge	of	super	computer	processing	and	infrastructure.	I	also	learned	how	to	code	with	python	from	an	XSEDE	tutorial.	XSEDE	also	allows	me	to	grow	as	a	computational	chemist	by	providing	tools	and	lessons	for	beginner,	intermediate	and	advanced	users.	
• 1)	Accessing	to	HPC	expertise	2)	Training	and	Education	programs	
• Being	a	materials	modeling	group,	XSEDE	resources	are	crucial	for	us.	I	also	use	it	for	my	Atomistic	Modeling	of	Materials	course	to	allow	HPC	access	to	students	registered	in	the	course.	
• consultant,	training,	storage,	in-person	discussions	
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• Encouragement	through	personal	contact	with	XSEDE	by	some	staff	members/Campus	champions/PIs	to	use	XSEDE	resources	despite	very	limited	knowledge/training	in	HPC.		It	also	provides	tremendous	training	opportunities	for	graduate	students	in	applied/empirical	fields			It	also	offers	training,	education	and	research	options	for	faculty	at	various	career	stages	and	from	a	large	variety	of	universities/institutions	
• Exposed	my	undergraduate	students	to	high	performance	computing.	
• The	XSEDE	user	portal	and	online	documentation	enabled	us	to	gather	the	information	and	resources	needed	to	understand	the	next	big	steps	in	computing.	We	have	found	that	the	online	tools	and	resources	have	informed	our	students	beyond	what	we	thought	even	they	were	capable	or	interested.	If	it	were	not	for	XSEDE,	our	graduate	students	would	not	have	access	to	learn	about	the	different	computer	architectures	and	environments	employed	by	XSEDE.	
	
	 	
2017	XSEDE	Annual	User	Satisfaction	Survey			 44	
Theme	2:	Community,	Collaboration,	Support		
• 1)	Accessing	to	HPC	expertise	2)	Training	and	Education	programs	
• a	sense	of	being	involved	in	research	with	a	larger	group	of	people	working	under	a	same	platform.	
• a	supporting	community.	
• A	very	active	community	of	practice.	
• Ability	to	make	my	open	source	solver	available	to	others	via	a	science	GATEWAY.				Access	to	ECSS	support	to	develop	parallel	optimization	strategies.	
• Access	to	the	help	desk	is	critical.	Knowing	other	users	is	also	a	help	(networking,	no	pun	intended).	
• Beyond	access	to	computing	resources,	I	also	get	to	know	the	science	people	do	through	XSEDE.	
• Collaboration	among	institutions	and	broader	scientific	communities	
• Collaboration	between	users	at	different	institutions,	which	is	where	campus	based	resources	fall	short.	
• Collaboration.	
• Collaborative	environment,	very	supportive,	great	resources	for	younger	grad	students	to	learn	HPC	on	
• community	of	users	and	developers	are	extremely	important	to	supporting	local	HPC	efforts	
• Community	with	highly	talented	people	and	platform	to	interact	with	them	
• consultant,	training,	storage,	in-person	discussions	
• Convenience,	no	charge,	and	readily	access	to	computational	experts.	
• Easier	collaboration.	
• Enabled	us	to	collaborate	with	National	Lab	on	a	project.	
• Encouragement	through	personal	contact	with	XSEDE	by	some	staff	members/Campus	champions/PIs	to	use	XSEDE	resources	despite	very	limited	knowledge/training	in	HPC.		It	also	provides	tremendous	training	opportunities	for	graduate	students	in	applied/empirical	fields			It	also	offers	training,	education	and	research	options	for	faculty	at	various	career	stages	and	from	a	large	variety	of	universities/institutions	
• Experience	of	working	on	a	large	system	is	something	unique.	It	specially	adds	value	to	students.	
• Extended	Collaboration	and	Developer	Support	Services.	
• Facilitating	collaboration.	
• Friendly	support	service	
• great	user	support	
• Great	user	support.	
• Having	technical	support.	I	do	not	have	a	support	staff	here	to	maintain	resources	we	do	have,	and	no	one	to	troubleshoot	when	there	are	issues.	The	Helpdesk	at	XSEDE	and	TACC	have	been	great!	Not	to	mention	having	computers	that	actually	work.	
• help	desk	
• I	enjoy	the	"collaborativeness"	of	the	ECSS	program	
• In	addition	to	world	class	hardware	resources,	XSEDE	fosters	communication	and	collaboration	among	providers	and	users	of	computational	science	resources	and	skills...arguably	even	more	
2017	XSEDE	Annual	User	Satisfaction	Survey			 45	
important	than	the	"big	iron"	itself.	
• Interaction	with	a	group	environment	of	people	concerned	with	similar	computational	needs,	even	across	different	disciplines.	
• It	allowed	for	long	distance	collaboration	and	coordination.	It	also	gave	considerable	peace	of	mind	to	have	data	on	a	larger,	more	stable	resource	than	local	machines.	
• It	enhances	opportunities	for	discovery	of	and	support	for	collaborative	projects.	
• It	is	a	supportive	entrance	to	HPC,	which	I	appreciated.	
• It	offers	community	potential	for	the	work	we	are	doing	with	areas	of	biological	science.	
• Knowledge	sharing	
• learning	opportunities	for	group	members	
• Providing	a	unique	environment	to	interact	with	users	of	different	backgrounds	and	fields	to	provide	their	insight.	
• Similar	environment	as	my	colleagues	Quickstart	
• Support	and	some	insight	into	related	projects	
• Support	for	using	computing	resources.	
• Support	from	XSEDE	was	essential	for	understanding	and	taking	advantage	of	the	services	available	to	us.			Although	we	didn't	optimize	our	use	of	XSEDE,	it	is	good	to	know	that	when	our	project	is	more	mature,	XSEDE	is	available	(hopefully)	to	support	us.	
• Support	when	available	was	excellent	but	responses	were	not	always	in	a	timely	manner	that	I	assume	was	due	to	staffing	limitations.	
• tap	into	the	network	of	national	resources	&	knowledge	
• The	ability	to	begin	to	build	a	national	resource	for	underserved	communities	for	HPC	work	in	the	digital	humanities.	
• The	association	with	NSF	through	XSEDE	-		good	reputation/institution	held	in	high	regard	
• The	rapid	award	of	allocation	requests	and	critical	comments	from	reviewers	were	helpful.	
• the	support	provided	for	adding	libraries	needed	for	my	applications	was	very	valuable.	
• The	support	staff	at	bridges	have	been	very	helpful	in	troubleshooting	code	issues.	
• The	XSEDE	community	is	very	active	and	responsive	to	questions	and	concerns	that	I	have	as	a	user.	
• The	XSEDE	environment	enables	broader	participation	and	inclusion	in	the	use	and	access	to	HPC	resources	
• The	XSEDE	environment	provides	a	reliable	and	robust	infrastructure	to	advance	science	and	discovery	through	enabling	computation.	The	prompt	help	responses,	web	resources,	training,	and	knowledgeable	staff	are	essential	and	are	what	make	XSEDE	more	than	just	a	series	of	connected	machines.	
• Think	in	a	different	scale	of	performing	data	analysis.	
• User	support	has	been	quite	helpful.	
• User	support	has	been	very	beneficial	in	the	process	of	validation	of	an	innovative	computational	technology.	
• Very	good	help	desk	and	support.	
• We	have	recently	been	working	with	XSEDE	staff	through	an	ECSS,	and	have	had	a	great	experience.	They	have	helped	improve	the	efficiency	of	our	codes	and	helped	to	improve	run	times	and	package	processing	steps.	
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• XSEDE	environment	is	an	open	platform	and	easy	to	use.	
• XSEDE	is	my	biggest	collaboration,	though	not	visible	or	in	human	form.	It	enables	me	to	undertake	research	on	challenging	science	and	materials	science	topics.	
• XSEDE	provides	a	common	language,	so	to	speak,	for	the	community.		There	are	experts	in	languages,	performance	tuning,	batch	processing	and	training	that	speak	the	same	language,	because	they	execute	applications	on	the	same	machines.		Being	a	part	of	that	community	is	valuable,	both	for	giving	and	receiving	advice.	
• Computational	resources	and	support.	
• Easy	access	to	amazing	computational	resources	in	hardware,	software	and	personnel	that	I	would	never	have	otherwise.	
• It	allowed	me	to	start	my	research	group.		For	the	first	~18	months,	I	had	no	computing	resources	at	my	university.		Now	I	do,	but	XSEDE	resources	were	critical	for	the	beginning	of	my	research	program.	
• Many	educational	tutorials.	Easy	to	share	with	colleagues.	
• One	step	towards	different	clusters	enabled	us	to	manage	data/analysis	more	neatly.	User	support	with	well-documented	user	guide	was	very	helpful	during	the	learning	phase.	
• one	stop	shop	for	information	and	support	
• Personal	support	services	have	been	very	useful.	
• stability,	reliability,	and	support	
• Support	and	some	insight	into	related	projects	
• Technical	support.	
• The	community	of	XSEDE	users.	champions,	etc.	It	is	helpful	to	facilitate	more	interaction	among	these	people.	
• The	extremely	responsive	help	desk	team	has	kept	the	wheels	of	science	well-greased.	
• The	individualized	training	and	support	available.	XSEDE	is	made	up	of	some	of	the	most	helpful	people	in	the	world	of	HPC.	They	should	get	more	credit	for	what	they	do.	Maybe	an	"XSEDE	User	Services	Person	of	the	Month"	or	something	like	that	would	be	nice.	Amazon	and	Google	are	"Borg-like"	compared	to	XSEDE.	
• The	training	component	and	community	is	extremely	valuable.	
• XSED	is	unique	and	highly	valuable	because	it	is	the	one	and	only	nationally	integrated	advanced	cyberinfrastructure	resource	and	support	organization.	It	aligns	and	coordinates	resources	far	beyond	what	it	pays	for	-	campus	champions	as	just	one	wonderful	example.	It	also	influences	what	happens	on	campuses	a	LOT	through	the	campus	bridging	program	and	XNIT.	
• XSEDE	is	the	most	powerful,	easy-to-use,	transparent	and	professionally	supported	computing	resource	I	have	ever	worked	with.	In	my	opinion,	XSEDE	environment	is	the	best	and	most	usable	computing	ecosystem	in	the	world.	XSEDE´s	helpdesk	and	tech	support	is	absolutely	excellent,	well	beyond	any	expectations.	
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Theme	3:	Program	Capabilities,	Facilitating	Research	
• A	multi	GPU	resource	that	I	can	use	in	my	class.	
• All	discovery	in	science	is	made	possible	when	an	inspiration	of	a	given	individual	meets	the	right	resources	at	the	right	time,	and	I	have	had	the	pleasure	of	mounting	such	a	campaign	on	my	five-year	project.	Much	can	still	be	done	on	the	subject,	and	those	details	need	to	come	out	through	publication.	
• Availability	of	programs	that	take	up	too	much	space	on	my	own	computer	and	the	knowledge	that	these	programs	have	been	configured	and	installed	properly.	
• Being	able	to	run	extensive	Monte	Carlo	simulations,	which	is	not	typically	available	within	university	environment.	
• Compared	to	other	supercomputing	resources,	XSEDE's	online	documentation	and	support	is	much	better.	Ease	and	simplicity	of	access	was	also	better	until	multi-factor	authentication	started	being	required.	XSEDE	has	some	unique	hardware	that	cannot	be	found	elsewhere	(e.g.,	Bridges'	large	memory	nodes).	
• Completion	of	my	dissertation.	
• computational	work	for	research	
• Faster	computing.	
• For	some	types	of	jobs	where	I	needed	many	processors	and	CPU	hours,	it	enabled	larger	scale	computations	than	I	would	have	been	able	to	access	at	my	university.	
• Having	this	resource	in	the	absence	of	string	institutional	support	was	critical	at	various	point	of	our	work.	
• help	by	parallelizing	my	code	
• Honestly	just	more	CPUs	to	use	beyond	our	local	cluster.	But	it	was	more	of	a	hassle	to	run	jobs	on	XSEDE	machines	so	I	usually	defaulted	to	our	university	machines	
• I	do	not	have	access	to	a	parallel	processor	where	I	work	and	do	not	have	access	to	the	software	I	need,	so	I	am	rather	dependent	on	using	Comet	to	do	my	research.	
• I	have	a	chance	to	enrich	my	knowledge	of	modern	hardware	and	explore	strategies	of	software	development	on	today's	high-end	HPC	systems.	
• I	mostly	use	the	computing	resources	
• I	often	need	to	simultaneously	use	many	nodes	(e.g.,	hundreds	-	thousands)	with	high	speed.	Stampede	is	appropriate	for	this	purpose.	
• I'm	having	access	to	computational	resources	that	are	unreachable	for	my	university	to	afford.	
• Integrated	large	volume	storage,	high	bandwidth	connection	to	powerful	computing	resources,	required	for	big	data	applications.	
• It	allowed	me	to	start	my	research	group.		For	the	first	~18	months,	I	had	no	computing	resources	at	my	university.		Now	I	do,	but	XSEDE	resources	were	critical	for	the	beginning	of	my	research	program.	
• It	also	helps	me	to	design	my	research	projects.	
• It	is	because	of	XSEDE	resources	that	my	research	is	thriving.	XSEDE	provides	the	means	and	tools	to	progress	and	revolutionize	the	field	I	am	working	in,	and	has	already	helped	to	make	unique	scientific	discoveries!	XSEDE	is	crucial	for	the	longevity	of	my	research!	
• It	provides	another	way	for	data	analysis	and	computing	
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• It	was	a	specific	computing	resource	(GPU)	that	I	did	not	have	access	to	at	my	institute,	with	technical	support	that	is	also	not	available	at	my	institute	(in	terms	of	knowledge	of	specific	software,	ticketing	system	and	quick	response	time,	etc.).	
• Large	jobs	and	code	scaling	experiments	
• Large	scale	Matlab.	
• My	primarily	experimental	research	group	did	not	have	our	own	computing	cluster	or	designated	time	on	one	of	the	campus	clusters,	and	the	open	access	computing	clusters	on	campus	were	very	busy	and	fairly	slow.		XSEDE	provided	a	unique	opportunity	for	me	to	continue	my	computational	research	in	parallel	with	my	experimental	work.	
• NSF	XSEDE	allows	us	to	get	work	done	that	is	hard	to	get	done	on	our	local	computing	clusters.		Our	local	clusters	are	modest	sized,	super	busy,	and	slow.		XSEDE	computers	are	fast	and	have	excellent	turnaround	for	getting	research	done.	
• Odd	question.	Do	you	want	me	to	say	it	inspires	me	to	the	heights	of	research	ecstasy?	That	the	training	modules	are	so	inspirational?	No	XSEDE	provides	RAM	and	cores.	
• One	step	towards	different	clusters	enabled	us	to	manage	data/analysis	more	neatly.	User	support	with	well-documented	user	guide	was	very	helpful	during	the	learning	phase.	
• Open	and	highly	efficiency	
• Provided	access	to	current	and	future	generation	of	INTEL	co-processors.	
• ran	lots	of	jobs	much	faster	than	I	could	on	local	computing	environments	
• Really	don't	need	a	very	software	stack,	so	mostly	just	the	ability	to	run	mpi	jobs	on	a	very	beefy	cluster	system.		Need	good	high	speed	disk	performance	to	accompany	the	jobs	and	high	speed	networking	to	the	data	transfer	nodes.	
• Reliability,	standardization,	and	scale.	Setting	up	new	simulations	on	different	XSEDE	resources	is	predictable	and	predictably	easy.	XSEDE	has	done	an	excellent	job	of	turning	a	highly	technical	resource	into	what	is	effectively	a	commodity.	Most	XSEDE	machines	are	useful	for	my	simulations,	and	having	a	standard	set	of	tools	to	manage	my	simulations	saves	a	lot	of	labor.	Because	of	the	scale	and	ease-of-use,	I	don't	just	run	bigger	simulations	for	longer	--	I	ask	qualitatively	better	questions	because	I	have	access	to	these	resources.	
• stability,	reliability,	and	support	
• Streamlined,	robust	and	hands	off	on	the	technical	side	of	maintaining/installing	libraries/environments.	
• The	ability	to	log	into	a	single	service	to	access	multiple	compute	environment	is	very	nice,	but	it	is	primarily	a	compute	resource.	Albeit	a	very	valuable	one.	
• The	ability	to	track	allocation	usage.	
• The	infrastructure	makes	the	system	much	easier	to	use,	like	the	Globus	file	transfer	system,	and	the	web	portal.	
• The	programming	environments	and	modules	on	XSEDE	resources	make	them	more	valuable	as	computing	resources.	
• The	XSEDE	user	portal	and	online	documentation	enabled	us	to	gather	the	information	and	resources	needed	to	understand	the	next	big	steps	in	computing.	We	have	found	that	the	online	tools	and	resources	have	informed	our	students	beyond	what	we	thought	even	they	were	capable	or	interested.	If	it	were	not	for	XSEDE,	our	graduate	students	would	not	have	access	to	learn	about	the	different	computer	architectures	and	environments	employed	by	XSEDE.	
• Transformative	impact;	I	would	not	be	able	to	do	the	same	research	using	the	resources	of	my	home	
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institution	
• Unfortunately,	the	problem	I	was	studying	proved	to	be	more	complex	than	anticipated	and	so	I	was	unable	to	obtain	results	in	the	time	allotted	for	the	grant.	
• Very	large	memory	for	use	in	electronic	structure	calculations	
• Ways	to	monitor	my	jobs	(portal),	and	user	support	(ECSS)	which	greatly	improved	my	experience	with	the	systems.	
• Window	on	a	wide	range	of	CI	developments	
• Without	it	I	am	sure	I	would	have	needed	an	extra	year	if	not	more	to	complete	my	dissertation.	
• Xeon	Phi	co-processors	(for	fast	GROMACS	simulations)	and	the	ability	to	spawn	large	jobs	on	short	notice	for	time-crucial	results.	
• XSED	is	unique	and	highly	valuable	because	it	is	the	one	and	only	nationally	integrated	advanced	cyberinfrastructure	resource	and	support	organization.	It	aligns	and	coordinates	resources	far	beyond	what	it	pays	for	-	campus	champions	as	just	one	wonderful	example.	It	also	influences	what	happens	on	campuses	a	LOT	through	the	campus	bridging	program	and	XNIT.	
• XSEDE	enlightened	me!			I	could	not	have	dreamed	of	doing	computation	at	this	scale!		XSEDE	program	will	prove	a	major	catalyst	in	research.	
• XSEDE	is	the	most	powerful,	easy-to-use,	transparent	and	professionally	supported	computing	resource	I	have	ever	worked	with.	In	my	opinion,	XSEDE	environment	is	the	best	and	most	usable	computing	ecosystem	in	the	world.	XSEDE´s	helpdesk	and	tech	support	is	absolutely	excellent,	well	beyond	any	expectations.	
• XSEDE	provides	integrated	high	end	resources	not	otherwise	available	for	small	campuses.	
• XSEDE	provides	software,	useful	tutorials,	applications	and	examples	and	importantly	the	capability	to	conduct	research	at	a	fast	pace.	
• XSEDE	provides	us	access	to	large-scale	parallel	computing	facilities	and	data	storage	facilities	essential	for	our	computational	research	that	would	be	impossible	to	independently	support	on	our	campus.	A	high-performing	XSEDE	is	critical	for	us.	
• XSEDE	resources	are	the	single	most	important	investment	of	NSF.	I	would	not	be	able	to	conduct	the	research	that	I	do	without	XSEDE	resources.	More	of	NSF	budget	should	be	diverted	to	XSEDE.	
• XSEDE	was	the	only	way	that	I	could	access	the	computing	power	that	I	needed.	
• Zero	Cost	compared	with	commercial	cloud	providers.	
• "Beyond	access	to	a	computing	resource"	is	a	bit	disingenuous:	XSEDE	provides	support	staff	for	keeping	those	resources	alive,	managing	their	use,	and	managing	the	software	on	them.	That	is	a	LOT,	and	is	a	set	of	crucial	support	activities	that	make	the	resource	useable.	
• coming	from	a	small	liberal-arts	school	without	a	local	cluster,	these	resources	are	vital	to	my	ability	to	both	teach	HPC	to	undergrads	and	my	ability	to	conduct	research	in	HPC.	
• I	believe	that	the	central	mission	of	XSEDE,	which	is	to	provide	access	to	high-quality	computational	resources	(in	the	broad	sense	of	hardware,	software,	and	professional	expertise)	constitutes	in	itself	a	unique	and	invaluable	service	to	society.	By	doing	so,	XSEDE	fosters	new	science	and	helps	develop	the	next	generation	of	scientists.	
• It	allowed	for	long	distance	collaboration	and	coordination.	It	also	gave	considerable	peace	of	mind	to	have	data	on	a	larger,	more	stable	resource	than	local	machines.	
2017	XSEDE	Annual	User	Satisfaction	Survey			 50	
• It	was	easy	to	go	back	and	forth	between	other	computing	resources	like	Blue	Waters.	
• The	software	that	has	been	added	to	XSEDE	PSC	Bridges	for	me	has	been	incredibly	helpful.	
• The	XSEDE	environment	provides	a	reliable	and	robust	infrastructure	to	advance	science	and	discovery	through	enabling	computation.	The	prompt	help	responses,	web	resources,	training,	and	knowledgeable	staff	are	essential	and	are	what	make	XSEDE	more	than	just	a	series	of	connected	machines.	
• Through	my	interactions	with	the	stampede,	comet,	and	superMIC	and	their	different	software	environments	and	job	management	systems,	I	gained	the	breadth	of	experience	in	HPC	that	allowed	me	to	get	a	job	in	the	field.	Thanks,	XSEDE!	
• We	have	been	using	XSEDE	resources	to	test	new	code	and	getting	initial	results	and	used	by	my	students.	I	wish	the	machines	are	more	powerful	for	large	simulations.	
• XSEDE	enables	me	to	introduce	undergraduates	to	computational	chemistry.		Multiple	students	can	use	the	account	at	once.		XSEDE	also	allows	me	to	conduct	computational	research	without	the	burden	of	maintaining	local	hardware,	which	would	be	challenging	at	my	institution.	
• XSEDE	has	provided	access	to	a	host	of	resources	that	have	helped	generate	new	ideas	about	utilization	of	computational	resources	for	our	research.	
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Theme	4:	Access	to	Knowledge	Base	and	Resources	
• "Beyond	access	to	a	computing	resource"	is	a	bit	disingenuous:	XSEDE	provides	support	staff	for	keeping	those	resources	alive,	managing	their	use,	and	managing	the	software	on	them.	That	is	a	LOT,	and	is	a	set	of	crucial	support	activities	that	make	the	resource	useable.	
• A	stable	place	in	the	cloud-computing	arena	(as	opposed	to	equipment	grants	from	private	vendors	that	come	and	go).	
• Access	to	computing	resources	not	available	elsewhere,	e.g.,	high-performance	CPU	and	GPU	clusters.	
• Access	to	ECSS	service	
• Being	a	materials	modeling	group,	XSEDE	resources	are	crucial	for	us.	I	also	use	it	for	my	Atomistic	Modeling	of	Materials	course	to	allow	HPC	access	to	students	registered	in	the	course.	
• Comet	provides	a	good	environment	to	GPU	resources.	
• Computational	resources	and	support.	
• Connection	to	computing	support	when	local	resources	are	scarce.	
• Data	management	for	efficient	use	of	the	resources	
• Early	access	to	KNL	via	Stampede	was	very	helpful	indeed.	
• Easy	access	to	amazing	computational	resources	in	hardware,	software	and	personnel	that	I	would	never	have	otherwise.	
• ECCS	
• Exposed	my	undergraduate	students	to	high	performance	computing.	
• Greater	learning	experience	
• I	believe	that	the	central	mission	of	XSEDE,	which	is	to	provide	access	to	high-quality	computational	resources	(in	the	broad	sense	of	hardware,	software,	and	professional	expertise)	constitutes	in	itself	a	unique	and	invaluable	service	to	society.	By	doing	so,	XSEDE	fosters	new	science	and	helps	develop	the	next	generation	of	scientists.	
• In	many	cases,	XSEDE	is	the	only	HPC	resources	available	reachable	for	small	liberal	arts	colleges.	
• It	is	exciting	to	see	new	technology	(e.g.	recently	KNL	at	TACC),	and	to	access	it	before	it	goes	mainstream,	combined	with	documentation	and	brief	online	instructions	that	encourages	experimentation.	
• It	was	easy	to	go	back	and	forth	between	other	computing	resources	like	Blue	Waters.	
• Make	statistically	meaningful	simulation	analysis	due	to	available	HPC	resources	
• one	stop	shop	for	information	and	support	
• Software	I	could	find	nowhere	else!	
• The	software	that	has	been	added	to	XSEDE	PSC	Bridges	for	me	has	been	incredibly	helpful.	
• There	should	be	more	access	methods	like	TACC's	Visualization	Portal,	i.e.,	access	to	HPC	resources	that	is	both	user-friendly	and	scheduled.	
• Through	my	interactions	with	the	stampede,	comet,	and	superMIC	and	their	different	software	environments	and	job	management	systems,	I	gained	the	breadth	of	experience	in	HPC	that	allowed	me	to	get	a	job	in	the	field.	Thanks,	XSEDE!	
• Unfortunately,	due	to	the	nature	of	my	research	work,	it	is	difficult	to	quantify	this	aspect.	However,	I	believe	that	it’s	a	great	resource	to	have	which	can	be	improved	significantly.	To	be	honest,	partly	it	could	also	have	been	that	I	may	have	overlooked	the	training	sessions	offered	by	XSEDE	and	that	is	something	I	also	considered	while	providing	feedback.	
2017	XSEDE	Annual	User	Satisfaction	Survey			 52	
• Updated	software.	Speed	of	computing.	
• Very	good	documentation	and	examples	of	slurms	
• Very	informative	online	information	that	made	XSEDE	easy	to	use.	
• XSEDE	environment	is	straightforward	and	offers	a	variety	of	educational	resources.	
• XSEDE	evens	the	playing	field	between	a	diverse	set	of	resources,	which	is	huge	in	contrast	to	the	incredibly	painful/difficult	process	for	other	resources	such	as	Blue	Waters,	which	suffer	from	not	being	accessible	through	XSEDE-provided	mechanisms.	
• XSEDE	has	provided	access	to	a	host	of	resources	that	have	helped	generate	new	ideas	about	utilization	of	computational	resources	for	our	research.	
• a	sense	of	being	involved	in	research	with	a	larger	group	of	people	working	under	a	same	platform.		
• Ability	to	make	my	open	source	solver	available	to	others	via	a	science	GATEWAY.				Access	to	ECSS	support	to	develop	parallel	optimization	strategies.		
• Compared	to	other	supercomputing	resources,	XSEDE's	online	documentation	and	support	is	much	better.	Ease	and	simplicity	of	access	was	also	better	until	multi-factor	authentication	started	being	required.	XSEDE	has	some	unique	hardware	that	cannot	be	found	elsewhere	(e.g.,	Bridges'	large	memory	nodes).	
• computational	work	for	research	
• Engaging	my	students	in	high	performance	computing	projects	through	the	ability	to	share	XSEDE	allocation	and	allow	them	access	to	it.	
• I'm	having	access	to	computational	resources	that	are	unreachable	for	my	university	to	afford.	
• It	enhances	opportunities	for	discovery	of	and	support	for	collaborative	projects.	
• It	has	elevated	the	level	of	research	and	education	of	graduate	students	and	post	docs	in	ways	not	otherwise	possible.	Without	exaggeration;	this	resource	is	making	a	significant	impact	at	the	foundation	level	on	economy	of	US.	
• It	made	available	education,	training	and	research	opportunities	that	my	University	could	not	afford	or	was	not	willing	to	provide.	
• My	primarily	experimental	research	group	did	not	have	our	own	computing	cluster	or	designated	time	on	one	of	the	campus	clusters,	and	the	open	access	computing	clusters	on	campus	were	very	busy	and	fairly	slow.		XSEDE	provided	a	unique	opportunity	for	me	to	continue	my	computational	research	in	parallel	with	my	experimental	work.	
• tap	into	the	network	of	national	resources	&	knowledge	
• The	ability	to	begin	to	build	a	national	resource	for	underserved	communities	for	HPC	work	in	the	digital	humanities.	
• the	support	provided	for	adding	libraries	needed	for	my	applications	was	very	valuable.	
• The	XSEDE	environment	enables	broader	participation	and	inclusion	in	the	use	and	access	to	HPC	resources	
• XSEDE	expanded	my	knowledge	of	super	computer	processing	and	infrastructure.	I	also	learned	how	to	code	with	python	from	an	XSEDE	tutorial.	XSEDE	also	allows	me	to	grow	as	a	computational	chemist	by	providing	tools	and	lessons	for	beginner,	intermediate	and	advanced	users.	
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• XSEDE	provides	software,	useful	tutorials,	applications	and	examples	and	importantly	the	capability	to	conduct	research	at	a	fast	pace.	
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Theme	5:	General	
• Even	in	academia,	time	is	money,	so	speed	and	capacity	are	important.	
• I	learned	so	much	
• In	is	unique.	What	else	can	be	said?	
• It	seems	a	little	over-engineered	to	be	honest.		I	just	want	to	see	my	allocations,	burn	rate,	documentation,	and	user	help	tickets.	
• many	values	
• Understanding	it	is	the	state-of-the-art	in	computing	and	NSF	grants	access.		Also,	understanding	that	"parallel	programming	is	not	going	away."	
• Unfortunately,	I	could	not	test	the	resources	properly,	because	some	libraries	required	for	my	research	were	not	installed,	during	the	testing	campaign.	
Theme	6:	Invalid	
• None	(but	we	are	experienced	computer	users)	
• None	come	to	mind.	
• None	that	I	can	think	of.		I'm	solely	interested	in	the	ability	to	scale	for	strong/weak	scaling	studies.	
• None,	because	my	workplace	already	provides	the	community	and	training	resources.	If	my	workplace	did	not	provide	them,	they	would	be	extremely	valuable.	
• I	don't	understand	the	question	
• N/A.	I	had	a	modest	starting	allocation	and	my	jobs	were	in	the	queue	for	so	long	that	it	was	not	useful.	
• None.	Our	group	does	HTC	of	serial	jobs.	We	mostly	need	access	to	cores.	
• There	were	11	responses	in	this	category	that	provided	comments	such	as	“N/A”,	“No”,	or	“No	comment”	without	any	specific	comments	or	suggestions.		
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Question	#16:	How	could	XSEDE	be	more	useful	to	your	research	or	educational	program?	(For	example,	are	
there	new	resources	or	services	that	would	be	useful?		Are	there	new	features	or	improvements	to	existing	
services	that	would	be	useful?)	
Theme	1:	Access	to	Resources	
• Easier	access.	
• I	wish	there	could	be	a	possibility	of	non-US	based	researchers	to	also	access	XSEDE	resources	as	PI's.	
• Make	research	as	open	as	possible,	possibly	allowing	allocations	to	independent	individuals	that	are	not	currently	working	in	an	institution.	
• more	outreach	to	lesser-served	communities	&	disciplines	
• My	target	is	the	student	coming	out	of	High	School.	I	only	have	undergraduate	Computer	Science	students,	and	I	am	trying	to	help	them	get	up	to	speed	in	their	first	two	years	so	they	can	be	useful	to	other	researchers	their	last	two	years.	I	am	trying	to	support	HPC	research	in	Chemistry	without	an	HPC	center.	
• Provide	more	tools	and	services	for	a	broader	community;	e.g.,	JupyterHub,	Docker	
• See	comment	above	about	expanding	resources.	Making	the	systems	friendlier	to	the	"little	guy"	would	be	helpful.	Also,	for	real-time	data	analysis	one	often	doesn't	need	huge	allocations	but	does	need	access	to	the	system.	Having	a	"small	allocation"	category	might	be	nice	with	less	stringent	requirements	for	system	efficiency	(why	bother	optimizing	your	code	if	your	allocation	is	small?).	
• We	are	excited	to	try	out	the	GATEWAY	to	make	our	solver	available	to	others.				It	would	be	useful	to	have	training	that	my	postdocs	or	grad	students	could	take	to	keep	current	with	new	computing	platforms.	
• XSEDE	provides	software	that	would	otherwise	be	expensive	to	acquire	on	an	individual	basis.	Additionally,	XSEDE	provides	data	storage	resources	and	supports	opportunities	for	collaborative	and	training	efforts.	
• After	a	few	years,	I	recently	became	of	some	useful	resources	(e.g.	learning	Python)	-	the	main	reason	to	not	use	such	resources	(if	relevant	and	desirable)	is	not	being	aware	of	it.		However,	generally	being	busy	I	tend	to	ignore	XSEDE	emails	so	I'm	not	sure	how	else	awareness	of	the	resources	could	be	made.	
• Give	me	more	computing	time.	
• In	the	social	sciences	students	have	not	been	exposed	to	remote	servers,	or	command	line	environments.	There	needs	to	be	a	better	way	to	onboard	social	science	students/faculty.	
• Map	of	resources	and	how	to	connect	to	the	via	the	agave	API	where	applicable	
• XSEDE	is	a	great	resource	for	our	computational	research.	However,	for	small	groups	which	are	not	dedicated	to	computational	research,	the	current	XSEDE	allocation	procedure	is	somewhat	a	burden,	compared	to	the	amount	of	computational	resource	they	need.	Adding	some	lower	tiers	of	XSEDE	allocation,	for	example,	5-page	proposals	for	resources	on	the	order	of	1e5	SUs,	may	make	the	resources	more	accessible	to	non-computationally	dedicated	groups,	and	facilitate	more	effective	use.	
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Theme	2:	Expanded/New	resources	
• 1.	Provide	micro	awards	where	resources	can	be	provided	on	a	shorter	timeline.	2.	Improve	documentation	for	using	the	queues	and	common	data-scientific	tasks.	
• A	continued	availability	of	more	traditional	HPC	resources	(e.g.,	do	not	switch	all	systems	to	KNL	or	GPU)	
• Additional	high-speed	storage	and	access	to	GPU	specific	computing	environments	outside	of	only	Xstream	would	be	very	helpful.	
• Additional	resource	would	be	very	helpful.	Thanks.	
• As	a	general	comment,	I	believe	the	lack	of	a	significant	"capability	machine"	has	been	detrimental.	Kraken	at	NICS	was	the	last	such	TRUE	resource.	Blue	Waters	is	allocated	more	like	a	DOE	INCITE	type	resource,	so	it	doesn't	really	count	in	this	area...though	I	am	STRONGLY	in	favor	of	maintaining	the	BW	program	as	well.	
• Containers	like	Docker	
• Customizable	virtual	machine	(in	term	of	memory,	CPUs	et.	
• Funded	Internship	opportunities	for	graduate	students	to	spend	one	or	two	weeks	on	location	and	work	with	system	experts	on	code	optimization.	
• Give	me	more	computing	time.	
• GPU	clusters	
• GPU	resources	for	high	throughput	calculations	have	been	somewhat	limited.	The	addition	of	XSTREAM	and	BRIDGES	helps	somewhat,	but	more	such	resources	are	needed	in	the	life	science/Biophysics	community.	
• I	need	to	run	some	bioinformatics	tools.	
• I	think	many	scientists	are	hoping	very	powerful	machine	like	Blue	Waters	but	at	this	time	it	is	very	difficult	to	get	funded	on	it.	Therefore,	TACC	and	SDSC	need	to	make	the	machine	as	close	as	possible	to	Blue	Waters	(even	a	quarter	or	half	of	capacity).	To	me	it	is	unacceptable	that	we	cannot	run	the	code	using	1200	processors.	I	hope	this	problem	will	be	solved	very	soon.	
• I	would	like	to	see	increased	emphasis	on	the	software	engineering	of	HPC	system.		There	is	a	lot	of	emphasis	on	the	tools	that	would	be	used	but	not	on	the	software	architecture	and	design	of	a	quality	system.	
• Increase	the	capacity.	Do	not	screw	up	like	Blue	Waters.	China	will	outcompete	us	if	it	goes	like	this	further.	
• Installing	each	version	of	Julia	(currently	0.5,	soon	0.6	as	well)	on	the	clusters	would	be	amazing.	
• It	would	be	appreciated	if	the	Gaussian	09	could	be	installed	in	all	supercomputers.	
• It	would	be	awesome	to	partner	with	XSEDE	to	develop	a	course	using	practice	datasets	for	universities	that	don't	have	significant	computational	resources.	
• It	would	be	great	to	support	more	advanced	user	interfaces	than	command	lines,	e.g.,	supporting	fully	development	environments	such	as	Eclipse.		The	rest	of	the	world	is	modern,	but	HPC,	sadly,	is	not.		This	needs	to	change!	
• It	would	be	helpful	to	have	more	systems	with	large,	co-located	storage	systems	for	intermediate-term	usage	like	Data	Oasis	at	SDSC.	I	often	find	myself	shuffling	simulation	data	between	different	accounts	at	different	XSEDE	sites	to	keep	everything	within	my	allocated	storage	quotas.	
• Machine	with	burst	buffer	capabilities	
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• Many	of	the	resources	available	through	XSEDE	focus	on	high	parallelization	of	computations,	sometimes	at	the	detriment	of	the	amount	of	available	memory.	Many	of	the	calculations	I	perform	require	large	amounts	of	available	memory	for	each	processor	and	this	can	sometimes	be	an	issue	on	certain	architectures	provided-	i.e.	I	can	only	utilize	a	fraction	of	the	available	processors	in	order	to	have	enough	memory/proc	available	on	a	given	node,	but	this	is	wasteful	in	terms	of	allocation	SUs.	
• More	(and	more	flexible)	HTC	computing	resources.		Like	COMET	but	at	larger	scale.	
• More	(new)	GPUs	would	be	about	the	only	advancement	for	my	research.	
• More	allocated	SUs	and	greater	(>48	hours)	time	to	run	a	job.	I	have	some	incomplete	runs	that	I	have	to	resubmit	due	to	the	time	limit.	
• More	computer	hardware	so	we	can	get	more	hours.		That	is	the	single	biggest	thing	that	would	help	my	research:	more	precisely,	the	research	promised	to	NSF.	
• More	compute	resources	available.	
• More	compute	time.	
• More	developments	in	unified	information	portal	on	available	resources	and	software	
• More	flexible	time	limit	on	facilities.	For	example,	stampede	has	48-hour	limit,	which	is	sometimes	too	short	and	frequent	re-submitting	jobs	causes	inconvenience.	
• More	GPU	computer	resource.	
• More	GPU	support	
• More	GPUs.		Also,	easier	access	to	personalized	help	would	be	very	helpful.	
• More	hardware,	more	SUs.	
• more	of	everything	:-)	
• More	online	training	and	seminars	
• More	resources	like	XStream	(GPU/CPU	>=	1).	
• my	work	is	mostly	in	molecular	simulations	and	I	believe	the	use	of	GPU-s	has	not	yet	reached	the	full	potential	
• new	resource	
• New	resources	(for	example	Knights	Landing)	and	larger	allocation	would	be	very	helpful	to	my	research	
• Provide	more	self-service	cloud	computing	options	(like	Jetstream).	Improve	documentation	and	user	experience	for	existing	cloud	services.		Provide	more	user-centric	friendly	tools	like	JupyterHub	and	Docker/Singularity	containers.		Improve	support	response	time	and	invest	in	facilitator	roles	like	the	ACI-REF	program	https://aci-ref.org	
• Some	computers	have	installed	and	optimized	advanced	software	such	as	abinit	or	Vasp.	Those	are	extremely	useful	to	me.	If	more	computers	did	this	it	would	be	great.	
• Some	sort	of	way	to	visualize	the	simulations	I'm	running	without	having	to	constantly	scp	back	and	forth	between	my	workstation	and	the	supercomputer.	I	realize	this	would	slow	things	down	a	bit	but	maybe	it	can	be	some	kind	of	queue	you	can	enter	like	when	you	run	on	an	interactive	node.	Instead	this	would	be	like	a	visualization	node	or	something.	
• The	archival	data	storage	facilities	at	XSEDE	are	old	and	limited	in	capacity.	A	major	investment	in	upgrading	and	updating	the	archival	data	storage	facilities	of	XSEDE	is	badly	needed.		 	
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• There	are	not	enough	SUs	available.	
• Two	things:	*More	of	everything	*Force	integration	of	Blue	Waters,	and	if	the	NSF	is	not	willing	to	do	that,	they	should	abandon	any	follow	on	to	Blue	Waters	
• We	are,	among	other	things,	interested	in	more	high-level	approaches	to	HPC,	e.g.	via	Jupyterhub	notebooks	running	Julia	(or	Python)	code.	Make	this	available	at	scale	on	XSEDE	systems	would	be	highly	interesting.	I	expect	that	the	major	difficulty	would	lie	in	vetting	Julia	and	its	libraries,	and	finding	and	documenting	best	practices	that	avoid	beginner	mistakes	that	"kill	performance".	Taking	current	workstation	environments	(such	as	Julia	or	Python)	and	porting	them	to	HPC	would	help	to	attract	a	large	class	of	new	users.	Even	if	this	only	leads	to	people	using	tens	of	nodes	(instead	of	running	at	scale),	this	would	still	be	a	large	leap	forward	regarding	HPC	usability.	
• We	need	more	compute	and	data	resources	of	all	kinds.	
• XSEDE	could	provide	more	access	to	quantum	chemistry	software	with	implementations	of	advanced	multi-reference	methods.	Programs	like	Molcas	and	Molpro	are	expensive	for	individual	groups,	but	have	features	that	are	not	otherwise	available.	Orca	should	also	be	provided.	
• XSEDE	does	not	have	enough	core	hours	available.	We	need	more	resource	for	all	the	research!	
• Yes	-	Have	access	to	an	HPC	system	with	NVIDIA	GPUs	(pascals).	The	only	cluster	with	GPUs	now	is	comet	with	a	limit	of	4	nodes	(2	GPUS	each)	and	they	are	old	K80s.		I	like	the	diversity	of	HPC	clusters	but	there	is	not	ONE	that	is	a	modern	multi-GPU	cluster	with	P100	NVIDIA	GPUs.		Not	only	that,	but	TACC	refuses	to	even	install	the	PGI	compiler	for	using	with	OpenACC	on	the	KNL	nodes	of	Staqmpede2.		This	is	ridiculous	as	OpenACC	has	a	growing	user	base	for	making	portable	accelerated	codes.		Also,	COMET	at	SDSC	has	no	phone	support	-	only	online	tickets.		This	would	be	much	better	if	there	was	a	number	to	call	instead.	
• Yes,	with	specific	hardware	acquisitions	it	could	be	substantially	more	useful.	
• Improved	access	to	large	memory	nodes	would	be	useful.	Larger	supercomputers	(e.g.,	on	the	scale	of	Titan	or	Blue	Waters)	would	be	useful.	The	ability	to	submit	jobs	for	longer	periods	of	time	(e.g.,	a	week,	rather	than	24	hours)	would	be	useful.	
• Increased	archival	data	storage	systems,	local	to	the	computer	hardware,	would	be	very	helpful	
• Massive	GPU-based	computing	resources	would	be	extremely	useful	for	my	research.	
• Shorter	queues	yet	longer	compute	time.	
• very	satisfied	with	Xsede.		Sometimes	batch	jobs	wait	a	bit	long	in	the	queue,	more	computing	nodes	would	be	helpful.	
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Theme	3:	Improved	Functionality	
• A	stronger	homogeneity	in	terms	of	user	interfaces,	queues,	operating	systems,	software	across	the	various	service	providers	(TACC,	LONI,	SDSC,	etc.)	would	be	beneficial	to	researchers.	
• Allow	>48	hour	jobs.	Not	everything	can	be	check	pointed.	Allow	additional	windows	for	grant	submission.	
• Better	work	flow	tools,	specifically	that	support	parameter	sweeps	as	an	inherent	work	flow	facility.	Better	training	material	on	the	array	of	available	work	flow	tools.	
• Decrease	in	queue	wait	times.	
• having	more	computing	nodes	-	often	my	jobs	have	to	wait	for	12	hrs.	before	starting.	
• Having	VASP	on	more	systems	would	be	useful.		In	being	limited	to	only	one	system,	you	are	subject	to	wait	times	with	no	other	options.	
• I	mentioned	this	earlier,	but	to	have	a	queue	dedicated	to	one	job	per	user,	parallel	runs	of	say	100	to	1000	processors,	and	say	a	limit	of	6	hours	to	allow	debugging	of	science	issues	while	not	having	to	have	huge	queue	waits	to	run.			Then	allow	preference	to	single	job	per	user	and	more	backfill	with	other	jobs	as	possible.		Better	faster	more	reliable	disk	space	to	accompany	jobs	and	more	login	node	capacity	to	be	able	to	edit	set	up	runs	better.		The	login	nodes	are	bogged	down.	
• I	use/modify	Portals4	for	my	research.	My	experimental	numbers	bounce	around	on	both	Comet	and	Stampede.	(I	know,	this	is	a	pretty	niche	problem)	
• Improved	access	to	large	memory	nodes	would	be	useful.	Larger	supercomputers	(e.g.,	on	the	scale	of	Titan	or	Blue	Waters)	would	be	useful.	The	ability	to	submit	jobs	for	longer	periods	of	time	(e.g.,	a	week,	rather	than	24	hours)	would	be	useful.	
• Increase	max	jobs	on	stampede/comet/bridges	while	maintain	a	max	cpu	limit.	
• Increased	archival	data	storage	systems,	local	to	the	compute	hardware,	would	be	very	helpful	
• Jetstream	is	great,	but	could	really	use	a	way	to	get	a	bigger	storage	footprint	for	an	image.	Triggers	on	allocation	usage	to	alert	PI	when	large	amounts	of	resources	are	being	used	and	at	key	points	(50%	usage,	75%	usage,	90%	usage).	I	don't	log	in	everyday	and	it’s	difficult	to	convince	students	to	keep	track	of	this.	
• larger	more	powerful	systems	easier	to	use	interfaces	easier	to	search	web	site	and	portal	
• Make	it	easy	to	spin	up	a	bunch	of	Jetstream	instances	with	a	particular	image	for	teaching	a	bioinformatics	class.	
• Make	the	help	desk	of	bridges	in	PSC	more	accessible.	
• One	thing	I	value	is	stability,	that	is,	not	having	to	re-invent	things	because	of	computing	environment	changes	too	much.	
• Permit	larger	core	count	jobs,	especially	for	co-processors.	
• research	need	more	time	windows	per	simulation.		48	hours	is	too	short.		Maybe	GUI	based	access	to	class	room	students	will	help	engage	chemistry	students.		I	teach	computer	in	chemistry	class	and	they	have	no	programming	background.		Running	simulation	via	command	line	is	hard	for	them.	
• See	comments	above.	Faster	turnaround	on	the	high	memory	nodes	which	I	need	for	some	projects	would	be	desirable.	
• See	my	comments	about	improvements	I	would	like	seen	on	Jetstream.	
• Shorter	queues	yet	longer	compute	time.	
• Speed	up	GUI	access	to	images	on	Jetstream,	through	VNC/X-tunneling.		There's	got	to	be	a	more	responsive	way	to	do	it.	
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• The	MATLAB	license	on	Bridges	is	lacking	the	econometrics	toolbox,	to	my	dismay...	perhaps	that's	too	nitpicky?	
• very	satisfied	with	Xsede.		Sometimes	batch	jobs	wait	a	bit	long	in	the	queue,	more	computing	nodes	would	be	helpful.	
• would	like	queue	time	to	be	shorter	(e.g.	<1	day)	
• Better	training	of	the	campus	champion.	I've	yet	to	get	my	projects	working	properly	even	though	I've	spent	a	lot	of	time	with	him.	Very	frustrating.	
• Increase	the	capacity.	Do	not	screw	up	like	Blue	Waters.	China	will	outcompete	us	if	it	goes	like	this	further.	
• It	would	be	good	if	there	was	a	system	friendlier	to	science	gateways.		The	current	Jetstream	with	its	cloud	setup	process	is	rather	new	to	many	and	adds	to	the	challenges	of	building	a	science	gateway.		Additionally,	container	systems	that	can	support	longer	container	life-time	use	cases	(several	months)	without	charging	full	SU	for	them	while	not	being	used	would	be	helpful.		Bridges	does	not	seem	to	be	able	to	handle	this	use	case...yet	
• Many	of	the	resources	available	through	XSEDE	focus	on	high	parallelization	of	computations,	sometimes	at	the	detriment	of	the	amount	of	available	memory.	Many	of	the	calculations	I	perform	require	large	amounts	of	available	memory	for	each	processor	and	this	can	sometimes	be	an	issue	on	certain	architectures	provided-	i.e.	I	can	only	utilize	a	fraction	of	the	available	processors	in	order	to	have	enough	memory/proc	available	on	a	given	node,	but	this	is	wasteful	in	terms	of	allocation	SUs.	
• More	computer	hardware	so	we	can	get	more	hours.		That	is	the	single	biggest	thing	that	would	help	my	research:	more	precisely,	the	research	promised	to	NSF.	
• More	visualization	support	Dedicated	machine	for	interactive	queue	runs.	(I	run	locally,	sometimes	queue	is	stuffed	up)	
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Theme	4:	Allocation	
• As	I've	suggested	before,	having	a	somewhat	different	application	type	for	PUI's	like	mine	would	be	good--more	flexible,	with	shorter	turnaround	times.	The	allocation	process	(applying	three	months	before	and	not	hearing	until	just	before	the	deadline,	as	well	as	having	to	anticipate	needs	a	year	in	advance)	is	cumbersome	and	less	appropriate	for	institutions	like	ours	with	a	single	allocation,	and	often	brief	spurts	of	time	during	breaks	in	which	to	make	progress.	Perhaps	something	like	a	"campus	champion"	program	umbrella	for	groups	of	institutions/investigators	at	PUIs.	
• Award	small	allocations	instantly	(within	24	hours)	on	request	for	education	&	exploration.		XSEDE	(in	year	1)	and	Teragrid	used	to	do	this.		Some	NSF-funded	centers	(NCSA,	early	1990s)	even	handed	out	small	allocations	unsolicited	to	see	what	might	happen.		These	are	low	overhead	strategies	to	expand	usage	by	a	broader	community	and	barely	make	a	dent	in	overall	resources.		Excess	paperwork,	delay,	and	hand-holding--however	sincerely	applied--	is	irritating.	
• Easier	access	to	smaller	allocations.	
• Easier	and	more	flexible	ways	to	apply	for	XSEDE	allocations.			I'm	using	DICE	for	my	new	Scientific	Computing	course.		Wonder	if	it	makes	sense	for	XSEDE	to	offer	DICE	as	well.	
• I	do	find	the	application	process	to	be	a	pain	for	a	small	user	like	me.	
• I	think	the	biggest	problem	is	the	size	of	allocations.	The	allocation	size	must	be	increased.	Every	time	I	submit	a	proposal,	the	award	is	always	less	than	50%	of	my	carefully	calculated	SUs	that	are	necessary	to	achieve	the	research	I	propose.	This	results	in	a	serious	blow	in	productivity	and	publication	output.	This	in	turn	calls	for	new	supercomputer	clusters	to	be	built.	Building	clusters	like	the	SDSC	comet	and	TACC	stampede	is	crucial!	
• I	understand	that	the	allocation	process	works	for	people	who	require	many	SUs	for	their	research.		For	someone	like	me	who	develops	algorithms	and	only	uses	a	small	number	of	SUs,	it	would	be	beneficial	to	not	have	to	write	yearly	proposals.	
• I	would	like	to	see	XSEDE	allow	an	allocation	that	is	closer	to	the	requested	amount.	My	awarded	allocation	always	ran	out	before	the	expiration	date.	
• I'm	very	happy	with	the	current	resources.	I	only	wish	XSEDE	could	allocate	twice	as	many	hours!	
• increase	support	for	small	colleges	by	providing	a	straight-forward	allocation	application	process.	
• It	would	be	very	helpful	if	there	was	the	ability	to	apply	for	an	extension	of	the	Startup	Allocation	to	give	more	time	and	resources	to	prepare	for	a	larger	Research	Allocation.	
• Less	complex	allocation	proposals,	especially	for	those	projects	already	funded	by	NSF.	
• Longer	time	for	research	allocation	period	particularly	for	teaching	universities	where	faculties	have	teaching	loads.	
• More	allocations	please!	
• Please	increase	our	allocation.	
• XSEDE	is	a	great	resource	for	our	computational	research.	However,	for	small	groups	which	are	not	dedicated	to	computational	research,	the	current	XSEDE	allocation	procedure	is	somewhat	a	burden,	compared	to	the	amount	of	computational	resource	they	need.	Adding	some	lower	tiers	of	XSEDE	allocation,	for	example,	5-page	proposals	for	resources	on	the	order	of	1e5	SUs,	may	make	the	resources	more	accessible	to	non-computationally	dedicated	groups,	and	facilitate	more	effective	use.	
• 1)	better	support	for	GPU-accelerated	applications	2)	when	first	applying	for	an	allocation,	better	description/tutorial	of	computing	clusters	available	
• Make	research	as	open	as	possible,	possibly	allowing	allocations	to	independent	individuals	that	are	not	currently	working	in	an	institution.
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• See	comment	above	about	expanding	resources.	Making	the	systems	friendlier	to	the	"little	guy"	would	be	helpful.	Also,	for	real-time	data	analysis	one	often	doesn't	need	huge	allocations	but	does	need	access	to	the	system.	Having	a	"small	allocation"	category	might	be	nice	with	less	stringent	requirements	for	system	efficiency	(why	bother	optimizing	your	code	if	your	allocation	is	small?).	
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Theme	5:	Training/Support	
• 1)	better	support	for	GPU-accelerated	applications	2)	when	first	applying	for	an	allocation,	better	description/tutorial	of	computing	clusters	available	
• A	list	of	people	working	on	similar	projects	who	are	using	XSEDE	resources	would	probably	be	useful	to	increase	collaborative	efforts.	
• A	little	more	outreach	because	I	did	not	know	a	significant	amount	about	the	environment	at	the	graduate	level.	
• A	local	campus	champion	would	be	nice	
• After	a	few	years,	I	recently	became	of	some	useful	resources	(e.g.	learning	Python)	-	the	main	reason	to	not	use	such	resources	(if	relevant	and	desirable)	is	not	being	aware	of	it.		However,	generally	being	busy	I	tend	to	ignore	XSEDE	emails	so	I'm	not	sure	how	else	awareness	of	the	resources	could	be	made.	
• Allow	more	training	to	be	available	online	
• As	a	user,	I	would	like	to	be	more	engaged	in	the	education	program.	
• At	this	time,	I	would	like	to	find	an	introductory	video	about	how	to	get	the	best	of	Xsede	platform,	or	something	like	a	workshop	to	learn	manage	the	platform	correctly.	
• Better	training	of	the	campus	champion.	I've	yet	to	get	my	projects	working	properly	even	though	I've	spent	a	lot	of	time	with	him.	Very	frustrating.	
• Compatibility	of	machine	images	with	commercial	or	other	services	for	interoperability	would	be	helpful.	
• dedicating	some	of	the	resources	for	training	without	the	need	of	a	funded	project	for	using	the	facility.	
• Documentation	on	GPU	versions	of	codes	that	are	also	supported	on	CPU.	
• Extremely	useful	in	teaching,	which	we	would	not	otherwise	be	able	to	teach	a	computational	class.	
• Having	very	clear	and	simple	user	guides	
• Helpdesk	respondents	directing	users	to	appropriate	documentation,	consulting,	or	training	resources	should	their	issue	not	be	one	they	can	help	with.	And	be	nice	while	they	do	it	
• I	haven't	used	Stampede	for	about	18	months,	because	I	was	writing	all	the	papers	from	my	former	runs.	I	am	somewhat	out	of	practice,	and	haven't	followed	all	the	changes	(hardware,	software)	that	happened	recently.	A	factsheet	of	"things	that	changed"	with	their	dates	would	be	useful	to	me.	
• I	wish	I	would	have	known	about	CIPRES	before	applying	to	an	XSEDE	allocation,	that	should	be	emphasized	and	pushed	as	a	starting	point	for	all	users	that	are	not	completely	comfortable	with	the	command	line	interface.	
• In	my	view,	more	summer	boot	camps	on	parallel	programming	will	be	more	useful.	
• In	the	social	sciences	students	have	not	been	exposed	to	remote	servers,	or	command	line	environments.	There	needs	to	be	a	better	way	to	onboard	social	science	students/faculty.	
• It	would	be	good	if	there	was	a	system	friendlier	to	science	gateways.		The	current	Jetstream	with	its	cloud	setup	process	is	rather	new	to	many	and	adds	to	the	challenges	of	building	a	science	gateway.		Additionally,	container	systems	that	can	support	longer	container	life-time	use	cases	(several	months)	without	charging	full	SU	for	them	while	not	being	used	would	be	helpful.		Bridges	does	not	seem	to	be	able	to	handle	this	use	case...yet	
• It	would	be	nice	to	have	detailed	tutorials	how	to	use	software,	with	examples.	
• It	would	help	to	have	materials	available	that	we	can	distribute	to	campus	researchers	about	XSEDE	and	resources	available.		Template	PowerPoint	presentations,	for	example.
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• Map	of	resources	and	how	to	connect	to	the	via	the	agave	API	where	applicable	
• Maybe	have	a	"new	user"	learning	checklist:	what	each	new	user	should	understand	before	starting	jobs.	I	am	not	sure,	I	am	aware	of	all	important	capabilities	that	XSEDE	has	to	offer.	
• More	papers	and	training	on	the	new	architectures	would	be	important.	
• More	visualization	support	Dedicated	machine	for	interactive	queue	runs.	(I	run	locally,	sometimes	queue	is	stuffed	up)	
• Online	documentation	that	discusses	more	advanced	topics	of	effective	resource	usage	would	be	helpful,	for	example,	usage	of	gather/scatter	instructions	to	boost	performance	of	Phi	coprocessors.	
• Our	collaboration	is	ear-marked	to	increase	usage	of	XSEDE	resources,	although	it	has	not	been	made	clear	how	that	will	be	going	ahead.	
• Perhaps	computational	expert	in	chemistry/biochemistry	(in	my	case)	could	be	available	for	consulting	questions.	
• Provide	more	training	materials	and	examples	
• Provide	responsive	support	services	at	all	resources.		Ignored	tickets	is	not	nice.		I	hesitate	to	point	fingers,	but	there	should	be	some	kind	of	tracking	of	resolved	tickets	on	ALL	resources.	
• Providing	more	online	training	via	webcast	would	be	useful.	
• remind	us	who	our	campus	champions	are	
• Since	there	are	tremendous	resources	in	XSEDE,	is	it	possible	to	get	familiar	with	XSEDE	easier?	
• Specific	training	classes	and	materials	on	topics	based	on	user	request	
• Standardized	self-guided	tutorials	similar	to	the	'Data	Carpentry'	and	'Software	Carpentry'	method	and	webpages.	
• To	give	training	about	programming	tools	to	do	computational	research	
• To	me	(after	about	20	years	of	experience	with	computing	in	both	in-house	cluster	computers	and	NCSA	-	Teragrid	-	XSEDE	environment)	it	is	kind	of	sad	to	observe	"cloudisation"	process.			Simply	put,	in	today	world	people	tend	to	outsource	their	computing	facilities	to	remote	centers,	leaving	only	IMac	on	the	table.			The	consequence	is	that	fewer	and	fewer	people	have	ability	to	write	computational	codes.		In	the	past	NCSA	provided	very	excellent	training	in	how	to	write	efficient	codes	both	from	the	point	of	view	of	in-processor	optimization	(vector-,	cache-,	data	dependency,	loop	scheduling	and	software	pipelining	issues,	their	impact	on	performance,	and	what	it	practically	translates	into	writing	FORTRAN	code)	and	parallel	performance.		Today	it	is	kind	of	became	everyday	reality,	but	as	the	result	the	codes	are	used	almost	exclusively	in	black	box	mode.		This	leads	to	conflicts	almost	escalating	to	something	like	a	cultural	clash.	
• Training	designed	for	undergraduates	who	have	no	experience	that	would	allow	them	to	learn	the	basics	of	how	to	use	XSEDE.	
• Tutorials	are	always	helpful	and	provide	a	good	opportunity	to	teach	students	and	future	users	
• Understanding	how	a	node's	memory	is	distributed	between	different	jobs	on	the	node,	and	how	i/o	of	jobs	running	on	the	same	node	could	limit	performance	would	be	helpful.	These	are	possible	issues	which	I	may	have	run	into	while	running	on	XSEDE,	but	it's	difficult	for	me	to	know	if	my	hypothesis	is	correct	without	a	better	understanding	of	how	the	hardware	accommodates	my	code.	
• Update	videos	used	for	educational	purposes,	provide	professors	with	more	resources	to	consistently	provide	more	answers	then	questions	like	lesson	plans	and	updated	slides	with	a	format	of	highlighting	and	word	defining	in	the	background.	
• XSEDE	team	in	good	at	providing	training.	However,	I	see	merit	in	more	self-paced	videos	or	webinars.	
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• 1.	Provide	micro	awards	where	resources	can	be	provided	on	a	shorter	timeline.	2.	Improve	documentation	for	using	the	queues	and	common	data-scientific	tasks.	
• Better	work	flow	tools,	specifically	that	support	parameter	sweeps	as	an	inherent	work	flow	facility.	Better	training	material	on	the	array	of	available	work	flow	tools.	
• It	would	be	awesome	to	partner	with	XSEDE	to	develop	a	course	using	practice	datasets	for	universities	that	don't	have	significant	computational	resources.	
• Make	the	help	desk	of	bridges	in	PSC	more	accessible.	
• More	online	training	and	seminars	
• more	outreach	to	lesser-served	communities	&	disciplines	
• One	thing	I	value	is	stability,	that	is,	not	having	to	re-invent	things	because	of	computing	environment	changes	too	much.	
• Provide	more	self-service	cloud	computing	options	(like	Jetstream).	Improve	documentation	and	user	experience	for	existing	cloud	services.		Provide	more	user-centric	friendly	tools	like	JupyterHub	and	Docker/Singularity	containers.		Improve	support	response	time	and	invest	in	facilitator	roles	like	the	ACI-REF	program	https://aci-ref.org	
• research	need	more	time	windows	per	simulation.		48	hours	is	too	short.		Maybe	GUI	based	access	to	class	room	students	will	help	engage	chemistry	students.		I	teach	computer	in	chemistry	class	and	they	have	no	programming	background.		Running	simulation	via	command	line	is	hard	for	them.	
• We	are	excited	to	try	out	the	GATEWAY	to	make	our	solver	available	to	others.				It	would	be	useful	to	have	training	that	my	postdocs	or	grad	students	could	take	to	keep	current	with	new	computing	platforms.	
• Yes	-	Have	access	to	an	HPC	system	with	NVIDIA	GPUs	(pascals).	The	only	cluster	with	GPUs	now	is	comet	with	a	limit	of	4	nodes	(2	GPUS	each)	and	they	are	old	K80s.		I	like	the	diversity	of	HPC	clusters	but	there	is	not	ONE	that	is	a	modern	multi-GPU	cluster	with	P100	NVIDIA	GPUs.		Not	only	that,	but	TACC	refuses	to	even	install	the	PGI	compiler	for	using	with	OpenACC	on	the	KNL	nodes	of	Staqmpede2.		This	is	ridiculous	as	OpenACC	has	a	growing	user	base	for	making	portable	accelerated	codes.		Also,	COMET	at	SDSC	has	no	phone	support	-	only	online	tickets.		This	would	be	much	better	if	there	was	a	number	to	call	instead.	
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Theme	6:	General	
• All	things	are	great.	
• Already	very	useful.	
• Everything	I	need	is	already	available.	
• everything	is	alright.	
• For	my	needs	(which	are	not	demanding)	I	don'	think	there's	anything	that	could	be	done.	
• For	the	purposes	of	the	current	classes	I	am	teaching,	the	available	resources	are	more	than	enough.	
• Good	
• good	enough	for	my	current	need.	
• GPU	resources	in	Comet	cluster	are	very	useful	and	technical	support	can	help	me	solve	some	setting	problem.	
• I	am	happy	with	the	available	resources	
• I	am	new	to	the	system	and	willing	to	learn,	develop	and	train	the	faculty	I	server,	who	are	eager	to	use	the	teaching	aspect	of	the	atmosphere.	As	IT/scientist,	I	feel	this	is	a	very	useful	tool	once	faculty	becomes	familiar	with	it.	
• I	am	satisfied	with	available	XSEDE	resources	
• I	anticipate	utilizing	XSEDE	resources	more	in	the	coming	year;	I	do	not	have	any	recommendations	at	this	time.	
• Longer	term	data	management	services.	
• Model	your	mode	of	doing	business	after	companies	like	www.rescale.com	
• please	don't	do	education.	Just	provide	cycles.	
• Take	away	the	two	factors	of	verification.	username	and	password	is	good	enough	
• The	BWSIP	program	has	been	fantastic	
• The	current	resources	are	adequate	but	oversubscribed.	
• useful	as	is.	
• Very	good	so	far.	
• very	useful	
• We	strictly	rely	on	the	Gaussian	software,	and	XSEDE	has	already	acquired	the	latest	version,	and	promises	that	it	will	be	in	users'	hands	before	long.	
• While	moving	to	include	cloud	resources	is	a	good	thing,	I	find	the	XSEDE	cloud	resources	to	be	not	competitive	with	commercial	cloud	services	(apart	from	whether	one	has	to	pay	for	them	directly).		In	particular,	much	of	the	value	of	cloud	comes	from	parallel	API	access	rather	than	VM	access.		I'm	therefore	unconvinced	that	duplicating	a	subset	of	commercial	cloud	services	at	an	overall	lower	functionality	is	a	good	investment	of	resources	vs.	leveraging	commercial	services	and	providing	hardware	resources	for	services	that	can	be	provided	better	than	commercial.	
• XSEDE	is	more	useful	for	research	
• XSEDE	is	not	used	much	by	medium	to	large	particle	physics	collaborations	which	are	accustomed	to	working	in	groups,	whereas	access	to	XSEDE	resources	is	driven	by	individual	PI	allocations	and	evaluated	by	a	process	dominated	by	individual	computational	biologists	who	don't	understand	how	physics	works.	
• XSEDE	provides	more	than	enough	services	and	resources	for	me	to	grow	as	a	computational	chemist.	
• XSEDE	works	so	good	so	far.		 	
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Theme	7:	Invalid	
• No	suggestions	
• Not	the	best	judges	of	this	
• not	aware	of	any	
• Not	currently.	
• Nothing	to	add	here.	
• We	need	to	develop	our	project	further	before	I	can	respond	meaningfully.	
• Cannot	think	of	any	right	now.	
• I	am	not	aware	of	any	areas	that	need	improvement	for	interfacing	with	my	current	program.	
• I	don't	know	
• I'm	relatively	new	and	inexperience.		I	currently	don't	have	any	suggestions	for	improvements.	
• There	were	12	responses	in	this	category	that	provided	comments	such	as	“N/A”,	“No”,	or	“No	comment”	without	any	specific	comments	or	suggestions.		 	
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Question	#17:	Do	you	have	any	other	suggestions	or	comments	regarding	XSEDE	or	the	value	derived	from	
the	National	Science	Foundation’s	investment	in	XSEDE?	
Theme	1:	Resources,	Access	
• Access	to	the	XSEDE	resources	has	transformed	the	way	that	we	are	able	to	perform	research,	and	without	these	capabilities	we	would	not	be	able	to	compute	in	three	years	what	we	have	already	accomplished	in	six	months.	
• Consolidate	resources	to	have	very	large	cluster	instead	of	so	many	smaller	ones.	This	may	help	reduce	the	queue	time?	
• Does	XSEDE	offer	REUs	for	underrepresented	students	to	work	in	labs	using	XSEDE	resources?	
• Extended	educational	resources	for	undergraduate	institutions.	
• I	believe	that	there	are	a	lot	of	people	that	will	benefit	of	using	XSEDE	resources	but	I	have	the	feeling	that	not	everybody	knows	about	them.	I	think	that	it	might	be	useful	if	you	contact	PhD	Students	at	different	schools	at	the	business	school	because	they	would	definitely	benefit	from	using	the	computational	power	of	Bridges	and	other	resources	available	through	XSEDE.	
• I	have	always	appreciated	the	services	provided	by	the	XSEDE	environment,	even	as	our	local	resources	have	expanded.		Access	to	massively	scalable	simulation	environments	with	up-to-date	hardware	is	vital	for	our	research,	and	the	physical	sizes	of	our	simulated	systems	would	simply	be	unmanageable	without	the	HPC	resources	available	through	XSEDE.	
• I	have	been	able	to	avoid	putting	hardware	costs	on	last	few	NSF	proposals	because	XSEDE	resources	are	available.	
• I	really	want	to	see	it	continue.	
• I	think	XSEDE	is	a	valuable	recourse	because	it	provides	users	with	a	variety	of	different	computation	architectures	that	might	not	be	readily	available	otherwise.	
• Increasing	number	of	nodes	available	and	enhancing	computing	speed	are	always	welcome.	
• More	Python	packages	
• Overall	really	grateful	for	the	resources.	Ease	of	use	is	most	important	for	us.	
• Since	I	have	been	performing	particle-in-cell	code,	we	need	to	run	job	using	huge	system	is	essential	to	achieve	macroscopic	processes	including	microscopic	processes	which	are	not	included	in	RMHD	(fluid)	codes.	In	my	opinion	at	least	one	more	center	should	obtain	a	machine	like	Blue	Waters	so	that	more	scientists	can	perform	large	simulations.	
• The	resources	being	less	oversubscribed	would	be	great	for	users.	It's	hard	to	use	it	for	research	with	long	wait	times.	
• The	teaching	startup	grant	is	great	for	those	of	us	at	PUIs.	I	am	at	a	minority	serving	institution,	so	the	allocation	allowed	students	to	gain	access	to	computational	resources	and	learning	opportunities	that	we	otherwise	would	not	have	been	able	to	offer.	One	student	continued	to	write	his	own	startup	grant	for	his	research	project.	
• The	XSEDE	resources	are	always	oversubscribed	-	more	computational	resources	as	well	as	data	storage	are	needed	to	enable	faster	progresses	with	research	in	this	country.	
• There	is	fantastic	value	in	XSEDE	resources.		You	just	need	more	compute	power	to	go	around.	
• This	is	a	really,	really	important	resource,	and	I	hope	it	continues.	I	hope	also	they	reach	out	to	the	disciplines	that	need	computing	resources	but	not	on	a	giant	scale,	such	as	in	the	social	sciences	and	humanities.	
• With	time,	high	performance	computing	resources	are	becoming	
• XSEDE	gives	students	and	faculty	at	my	institution	access	to	HPC	resources	we	would	otherwise	not	
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have.	
• XSEDE	is	a	really	valuable	resource,	as	I	don't	have	access	to	DOE	or	DoD	HPC	and	my	university's	HPC	resources	are	much	more	limited.	
• XSEDE	is	a	vital	resource	for	high	performance	computing.	
• XSEDE	is	an	essential	computing	resources	to	the	scientific	community.	
• XSEDE	is	an	extremely	valuable	program,	and	its	funding	should	be	increased.	
• XSEDE	is	essential	for	my	research.	Please,	keep	it	running	for	as	long	as	possible.	
• XSEDE	is	essential	to	doing	big	computational	science	at	small	schools.	
• XSEDE	is	extremely	valuable	form	company's	and	research	institutions	like	ours	which	do	not	have	access	to	large	HPC	systems	in-house,	nor	have	the	funds	to	"buy	"	time.			Having	access	to	XSEDE	allocations	allows	us	to	progress	rapidly	in	our	research	and	is	very	important.	
• XSEDE	resources	engage	a	broader	research	community	and	enables	inclusion	and	access	to	HPC	resources	that	are	needed	to	make	scholarly	contributions	to	research.	
• Here	is	one	problem	we	have	at	our	university	(University	of	Pennsylvania),	and	which	I	imagine	that	other	universities	have	too.		I	don't	know	if	XSEDE	could	be	helpful	in	reform	that	might	be	useful.		Basically,	there	are	several	faculty	throughout	the	university	with	computing	needs.		The	university	seems	reluctant	to	build	up	computational	resources,	and	instead	encourages	faculty	to	use	grants	to	buy	cluster	machines.		The	systems	are	relatively	small	(2000	cores	for	10	or	15	faculty;	our	group	has	178	cores,	which	for	5~10	students/postdocs	is	quite	small).		But	no	one	PI	has	the	resources	to	buy	more	computing,	and	the	university	can't	justify	or	fund,	I	imagine,	a	bigger-picture	approach,	which	might	cost	them.		I	imagine	that	other	universities	have	similar	issues.		I	don't	know	if	XSEDE	has	thought	about	strategy	in	this	direction.		Would	it	be	cheaper	for	a	PI	to	buy	time	on	XSEDE	with	the	same	grant	money?		I	don't	know	whether	XSEDE	sells	compute	time	for	academic	institutions.		In	my	mind,	it	would	be	more	ideal	for	our	university	to	invest	in	a	big-picture	computer	approach,	which	would	be	great	for	our	computing	needs.		But	there	doesn't	seem	to	be	the	push.		Maybe	XSEDE	has	some	ideas	and	ways	of	helping	that	would	be	good	for	everyone.	
• If	you	were	to	run	XSEDE	like	the	company	Rescale	(	www.rescale.com	)	then	you	could	offer	the	open	source	packages	to	those	who	could	benefit.	Too	much	time	is	wasted	on	non-science	efforts	to	use	the	system.	It	needs	to	be	more	user	friendly	if	the	NSF	wants	to	stay	closer	to	the	science.		Make	it	accessible	and	training	on-demand	(and	in	the	same	format	as	www.solidprofessor.com)	if	you	want	to	do	extreme	engineering	(versus	extreme	computing	with	a	little	engineering).	
• XSEDE	democratizes	access	to	high-throughput	and	high-speed	computing	environments	which	is	impossible	to	duplicate	locally.		This	is	a	vital	infrastructure	for	what	promises	to	be	a	highly	data-	and	computationally-intensive	era	in	science.	
• XSEDE	has	been	tremendously	valuable	for	our	research	and	as	a	resource	for	training	graduate	students	and	postdocs	who	previously	had	little	computational	experience.		The	ease	of	using	pre-installed	software	on	a	very	stable	platform	and	of	data	sharing	among	project	participants	helped	new	users	get	comfortable	with	bioinformatics	applications.		This	has	been	particularly	valuable	as	many	of	our	trainees	have	felt	excluded	from	computer	science	in	the	past.	
• XSEDE	is	incredibly	valuable	to	my	work.		I	see	broader	impacts	on	my	campus,	as	I	use	XSEDE	to	introduce	undergraduates	to	research.		I	have	also	used	XSEDE	with	high	school	students	during	outreach	programs.	
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• XSEDE	is	wonderful!	The	documentation	is	clear,	comprehensible	and	easy	to	navigate.	There	are	numerous	outreach	and	educational	resources	available	to	XSEDE	users	that	allow	scientists	to	improve	and	conduct	their	research.	The	NSF	made	a	wonderful	decision	to	invest	in	XSEDE.	I	don't	know	how	I	would	have	succeeded	as	a	graduate	student	without	XSEDE.	Please	keep	up	the	great	work!		 	 	
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Theme	2:	Allocations	
• Allocations	should	be	easier	to	get.		I	am	aware	of	startup	allocations,	but	research	allocation	requests	seem	to	be	very	challenging	to	obtain.	
• I	hope	we	can	have	longer	allocation	time.	
• I	suspect	that,	due	to	a	significant	lack	of	computing	infrastructure	overall	(look	at	allocations	reductions	for	example),	NSF	and	XSEDE	should	begin	to	evaluate	"partner"	sites	at	Research	Campuses	to	see	if	it	is	possible	to	increase	the	"offload"	depending	on	the	type	of	tasks	being	requested.	XSEDE	would	have	to	be	the	integrator,	while	NSF	would	likely	have	to	offer	up	more	"matching	funds"	as	they	have	done	in	the	past	for	institutions	like	LSU	and	Stanford.	
• Keep	up	the	good	work!	Although	I	have	been	awarded	significant	grants	on	XSEDE,	I	find	the	application	process	and	refereeing	can	be	hit-and-miss.	
• NSF	fellows	should	be	able	to	apply	for	their	own	full	research	allocations.	Start-up	allocations	are	nice,	but	if	an	NSF	fellow	is	doing	work	that	requires	XSEDE	resources,	he	or	she	should	be	able	to	acquire	these	resources.	
• The	allocation	process	is	terrible	-	even	after	getting	an	NSF	grant	I	had	to	write	a	10-page	application,	which	is	RIDICULOUS	and	wait	for	4	months	which	is	FRUSTRATING.	
• The	allocation	process	needs	improvement.	Reviewers	need	to	be	better	supervised	with	better	instructions	to	follow	the	stated	review	criteria.	
• the	allocations	are	quite	heavily	oversubscribed,	and	I	wonder	why	NSF	doesn't	provide	enough	capacity	for	HPC	research	
• The	current	allocation	system	seems	to	be	made	by	and	for	computational	experts.	There	are	many	of	us	who	are	not	trained	in	computation	who	could	make	very	good	use	of	these	resources	with	very	modest	(<500,000	SUs	per	year)	allocations.	The	allocation	system	does	not	appear	to	be	at	all	friendly	to	such	users,	particularly	in	the	requirements	for	code	optimization	(for	example,	there	are	limits	to	how	efficient	a	fitting	algorithm	can	be!).	Systems	like	Bridges	that	are	intended	to	attract	such	users	need	to	be	much	friendlier	to	them.	
• XSEDE	allocations	have	been	absolutely	crucial	to	our	research	aims!	
• better	support	for	established	researchers	with	strong	track	records,	i.e.,	stop	making	unreasonable	demands	during	allocation	proposal	review.		consider	merit	based	renewals.		
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Theme	3:	NSF	Funding	
• extremely	valuable,	needs	to	be	preserved	and	enhanced,	hopefully	increasing	the	share	in	total	NSF	budget	
• Given	the	increase	in	computing	funded	by	the	NIH,	it	seems	it	would	make	sense	to	partner	support	of	XSEDE	with	NIH	and	NSF,	as	well	as	other	agencies.	
• I	can	only	give	my	strongest	support	to	XSEDE,	which	is	an	essential	and	transformative	resource	for	the	scientific	community.	I	strongly	recommend	(and	acknowledge)	NSF	to	keep	funding	XSEDE.	
• It's	possibly	one	of	the	better	investments	that	the	NSF	has	made	in	the	last	decade.	
• maybe	one	of	the	best	investments	from	NSF	
• More	funding	please	
• Please	continue	this	program	as	long	as	possible.	
• XSEDE	is	wonderful!	The	documentation	is	clear,	comprehensible	and	easy	to	navigate.	There	are	numerous	outreach	and	educational	resources	available	to	XSEDE	users	that	allow	scientists	to	improve	and	conduct	their	research.	The	NSF	made	a	wonderful	decision	to	invest	in	XSEDE.	I	don't	know	how	I	would	have	succeeded	as	a	graduate	student	without	XSEDE.	Please	keep	up	the	great	work!	
• I	hope	that	NSF	considers	the	value	of	XSEDE	especially	for	its	value	in	the	development	of	scientific	solutions.	
• I	think	the	NSF	investment	in	XSEDE	and	HPC	is	a	highly	effective	why	of	progressing	research	on	multiple	fronts	with	one	program.	
• It	would	be	much	better	for	the	economy	if	all	of	this	weren't	'publicly'	funded.	We	all	use	gigantic	computers	in	the	way	that	we	do	not	because	that	is	how	science	must	be	done,	but	because	the	government	forced	people	to	hand	over	money	to	a	group	proposing	one	solution,	and	this	solution	is	promulgated	to	the	'HPC'	community.	And	what	do	we	mostly	get?	87	percent	of	the	output	of	XSEDE	is	nothing	but	foreign	nationals	making	extremely	expensive	art	projects,	which	they	then	show	to	other	foreign	nationals	at	'government'	funded	vacations	called	conferences.	This	is	a	racket,	don't	be	mistaken.	
• It's	a	crucially	important	resource.	Considering	how	important	it	is,	there	is	not	enough	investment	into	the	capacity	as	has	been	said	many	times	(think	of	capacity	in	mid-90s	with	four	strong	supercomputing	centers	but	only	a	small	fraction	of	users	when	compared	today).	Also,	adoptions	of	new	hardware/architectures	without	adequately	developed	software	does	little	to	improve	the	situation.	Scientists	do	not	have	any	interest	to	spend	NSF	funds	to	pay	programmers	for	NVIDIA	half-cooked/half-baked	products	and	do	their	job	of	developing	adequate	software	to	do	anything	useful	with	it.	
• My	research	would	not	be	possible	without	XSEDE,	and	while	I	cannot	speculate	about	the	balance	between	XSEDE	and	other	funding	avenues,	I	can	say	that	our	ability	to	answer	biochemistry	and	biophysics	questions	using	models	depends	on	these	kinds	of	software,	hardware,	and	support	investments.	
• This	is	a	great	choice	of	investment	of	NSF,	opening	the	opportunity	for	large-scale	data	analysis	to	researchers	at	institutions	with	limited	resources.	
• XSEDE	is	an	extremely	valuable	program,	and	its	funding	should	be	increased.		 	 	
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Theme	4:	Support	and	Services	
• At	this	time,	I	would	like	to	find	an	introductory	video	about	how	to	get	the	best	of	XSEDE	platform,	or	something	like	a	workshop	to	learn	manage	the	platform	correctly.	
• better	support	for	established	researchers	with	strong	track	records,	i.e.,	stop	making	unreasonable	demands	during	allocation	proposal	review.		consider	merit	based	renewals.	
• documentation	for	proposals	could	be	improved.	For	example,	it's	difficult	to	find	the	proposal	deadlines	(I	usually	end	up	googling	and	hunting	and	pecking	around	the	site).	Hard	to	tell	what	is	required	for	renewals	(page	counts,	etc.)	
• Don't	waste	money	on	providing	support	across	SPs	and	let	SPs	directly	provide	local	support.	
• Good	platform	to	apply	one's	self	to	their	field	of	interest.	Should	allow	a	longer	grace	period	after	the	educational	program	is	over	with	to	allow	students	to	go	outside	of	what	they	learned	and	apply	everything	together.	
• Here	is	one	problem	we	have	at	our	university	(University	of	Pennsylvania),	and	which	I	imagine	that	other	universities	have	too.		I	don't	know	if	XSEDE	could	be	helpful	in	reform	that	might	be	useful.		Basically,	there	are	several	faculty	throughout	the	university	with	computing	needs.		The	university	seems	reluctant	to	build	up	computational	resources,	and	instead	encourages	faculty	to	use	grants	to	buy	cluster	machines.		The	systems	are	relatively	small	(2000	cores	for	10	or	15	faculty;	our	group	has	178	cores,	which	for	5~10	students/postdocs	is	quite	small).		But	no	one	PI	has	the	resources	to	buy	more	computing,	and	the	university	can't	justify	or	fund,	I	imagine,	a	bigger-picture	approach,	which	might	cost	them.		I	imagine	that	other	universities	have	similar	issues.		I	don't	know	if	XSEDE	has	thought	about	strategy	in	this	direction.		Would	it	be	cheaper	for	a	PI	to	buy	time	on	XSEDE	with	the	same	grant	money?		I	don't	know	whether	XSEDE	sells	compute	time	for	academic	institutions.		In	my	mind,	it	would	be	more	ideal	for	our	university	to	invest	in	a	big-picture	computer	approach,	which	would	be	great	for	our	computing	needs.		But	there	doesn't	seem	to	be	the	push.		Maybe	XSEDE	has	some	ideas	and	ways	of	helping	that	would	be	good	for	everyone.	
• I	use	Bridges,	which	seems	to	constantly	be	under	construction,	slow,	or	down.	I	understand	it	is	a	new	resource	that	is	still	growing,	but	if	that's	the	case	I	suggest	only	selecting	a	small	group	of	beta	testers	to	use	it	instead	of	opening	it	up	for	allocations	requests	from	anyone.	Because	of	some	updates	and	maintenance,	Bridges	was	not	usable	for	about	5	weeks	at	the	end	of	2016,	which	cause	significant	problems	in	my	work	and	was	incredibly	disappointing	since	it	had	been	advertised	as	a	high-functioning	cluster.	
• If	you	were	to	run	XSEDE	like	the	company	Rescale	(www.rescale.com)	then	you	could	offer	the	open	source	packages	to	those	who	could	benefit.	Too	much	time	is	wasted	on	non-science	efforts	to	use	the	system.	It	needs	to	be	more	user	friendly	if	the	NSF	wants	to	stay	closer	to	the	science.		Make	it	accessible	and	training	on-demand	(and	in	the	same	format	as	www.solidprofessor.com)	if	you	want	to	do	extreme	engineering	(versus	extreme	computing	with	a	little	engineering).	
• increase	support	for	computational	resources,	and	direct	user	support	
• It	would	be	nice	if	there	was	an	option	to	have	a	user	friendly	graphical	interface,	such	as	that	of	CIPRES.	The	hardest	part	of	my	use	of	XSEDE	was	having	batch	commands	constantly	failing	and	having	to	resort	to	the	help	desk	to	see	what	the	problem	is,	sometimes	even	the	help	desk	wouldn't	figure	it	out.	
• Keep	up	the	great	work.	I've	also	found	ECSS	support	to	be	high	quality,	and	very	responsive.	
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• My	only	complaint	with	the	service	is	with	Globus,	it	is	nowhere	near	as	friendly	of	an	interface	as	something	like	WinSCP,	but	the	big	problem	is	the	need	to	install	software	to	connect	your	computer	to	the	Globus	system.	This	should	be	optional,	not	mandatory.	There	is	no	reason	you	shouldn't	be	able	to	upload	files	straight	from	your	computer	through	browser	use.	
• Please	make	your	two-factor	authorization	login	optional.	They	are	a	nuisance.	Give	the	users	the	option	to	opt	out	of	it,	and	instead	set	up	their	login	using	
• the	homepage/portal/app	is	kinda	confusing	and	seems	disparate	
• Expensive	MPI	cluster	hardware/software	should	be	used	by	decent	sized	jobs	that	fully	utilize	this	hardware.		In	addition,	large	numbers	of	embarrassingly	parallel	jobs	that	are	clustered	should	be	included.		Simple	workstations	will	work	for	some	of	the	jobs	being	run.		Folks	should	also	understand	that	dollar	amount	that	is	being	used/granted	on	these	accounts,	it's	not	FREE,	but	rather	a	grant	just	of	another	form.	
• Extended	educational	resources	for	undergraduate	institutions.	
• XSEDE	systems	are	run	much	more	professionally	than	many	smaller	campus-wide	systems,	and	are	correspondingly	easier	to	use.	I	would	rather	teach	a	student	to	access	one	of	the	XSEDE	systems	than	a	local	cluster,	even	if	that	student	only	uses	a	few	thousand	core	hours	across	a	few	nodes.	If	such	small	projects	are	not	already	part	of	XSEDE's	mission	then	they	should	be.	I	view	XSEDE's	contribution	as	much	in	providing	a	good	user	experience	(software,	documentation,	experience	help	desk,	reliable	hardware	and	storage)	as	in	the	cycles	it	provides.		 	 	
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Theme	5:	Contribution	to	Science/Research	
• An	excellent	investment,	very	important	to	my	group's	work.	
• As	I	mentioned	--	this	is	an	essential	resource	for	my	research.		I	am	at	an	undergraduate-only	college,	and	we	cannot	afford	the	amount	of	supercomputing	time	my	research	requires.	
• Extremely	important	resource.		It	is	essential	to	grow	its	capabilities	even	further.	
• For	my	research	in	computational	materials	science	XSEDE	is	an	extremely	valuable	resource.	I	would	not	be	able	to	do	the	research	projects	that	my	group	is	currently	working	on	without	supercomputing	resources	such	as	XSEDE.	I	believe	that	this	is	the	case	for	many	of	us.	
• I	am	really,	really	appreciative	of	XSEDE.	Without	it,	I	wouldn't	be	able	to	do	my	work	at	all.	
• I	am	very	grateful	that	the	XSEDE	program	exists	because	it	helped	me	continue	my	independent	computational	research	as	a	postdoc	PI	without	the	needing	to	rely	on	my	professor	for	support.	
• I	could	not	get	my	work	done	without	XSEDE.	
• I	hope	that	NSF	considers	the	value	of	XSEDE	especially	for	its	value	in	the	development	of	scientific	solutions.	
• I	think	that	one	of	best	services	that	XSEDE	provides	is	to	serve	as	one	of	the	focal	points	for	the	computational	science	community.	The	ability	to	bring	together	computing	professionals	through	conferences,	online	collaborative	activities	and	engagement	(such	as	Campus	Champions)	promotes	
• I	think	that	XSEDE	is	an	extremely	valuable	resource	to	inform	science,	education,	economics,	and	many	other	fields	of	critical	research.	
• I	think	the	NSF	investment	in	XSEDE	and	HPC	is	a	highly	effective	why	of	progressing	research	on	multiple	fronts	with	one	program.	
• it	has	great	potential,	especially	teaching	the	art	of	command	line	programming.	
• It's	a	crucially	important	resource.	Considering	how	important	it	is,	there	is	not	enough	investment	into	the	capacity	as	has	been	said	many	times	(think	of	capacity	in	mid-90s	with	four	strong	supercomputing	centers	but	only	a	small	fraction	of	users	when	compared	today).	Also,	adoptions	of	new	hardware/architectures	without	adequately	developed	software	does	little	to	improve	the	situation.	Scientists	do	not	have	any	interest	to	spend	NSF	funds	to	pay	programmers	for	NVIDIA	half-cooked/half-baked	products	and	do	their	job	of	developing	adequate	software	to	do	anything	useful	with	it.	
• Long	term	continuous	availability	of	XSEDE	resources	and	expertise	is	very	important.	As	the	supercomputing	technologies	improve	and	change,	XSEDE	should	follow	the	trend.	
• My	research	would	not	be	possible	without	XSEDE,	and	while	I	cannot	speculate	about	the	balance	between	XSEDE	and	other	funding	avenues,	I	can	say	that	our	ability	to	answer	biochemistry	and	biophysics	questions	using	models	depends	on	these	kinds	of	software,	hardware,	and	support	investments.	
• Nothing	other	than	this	investment	is	essential	for	needed	advancement	of	science.	
• NSF	open	computing	via	XSEDE	is	essential	national	cyberinfrastructure	that	should	be	expanded	to	keep	our	national	research	infrastructure	competitive	internationally.	
• One	thing:	Increase	and	improve	XSEDE	more	and	more.	It	is	a	fundamental	part	of	my	research	and	it	truly	catalyzed	our	capabilities.	Congratulations	to	everybody	behind	it.	
• Speaking	on	behalf	of	my	current	appointment	at	a	Minority	serving	institution.		XSEDE	has	been	essential	to	computational	exploits.	
• thank	you	all	for	your	efforts.	this	resource	is	a	major	contribution	to	my	field	and	supports	my	student's	learning	about	HPC.	
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• Thank	you,	NSF.	XSEDE	is	essential	to	my	scientific	research.	
• The	value	XSEDE	provides	me	is	essential	to	my	research.	
• The	XSEDE	is	absolutely	essential	to	my	research.	Without	it,	we	wouldn't	be	able	to	conduct	our	large-scale	simulations.	Thanks	for	providing	this	service!	
• This	is	a	fantastic	program	and	as	a	woman	in	programming	it	was	incredibly	empowering	to	learn	programming	tools	that	made	a	real	difference	in	my	research,	at	a	time	when	my	academic	institution	was	overwhelmingly	staffed	and	filled	with	people	who	were	uncertain	about	what	my	contribution	to	computational	science	could	be.	
• This	is	a	great	choice	of	investment	of	NSF,	opening	the	opportunity	for	large-scale	data	analysis	to	researchers	at	institutions	with	limited	resources.	
• This	is	a	valuable	resource	for	the	scientists	in	this	country.	I	think	it	is	an	honor	to	be	able	to	use	these	powerful	machines	to	derive	new	knowledge.	I	continue	to	be	humbled	by	the	unexpected	findings	in	my	own	research	and	I	would	not	have	had	that	opportunity	without	this	resource.	
• This	is	a	very	useful	program.	
• This	is	an	essential	resource.	
• This	resource	is	essential	for	our	research	and	teaching.	At	a	small	university	with	limited	funding	we	would	not	be	able	to	run	many	of	our	programs	without	XSEDE.	
• very	satisfied	with	Xsede,	extremely	valuable.	
• XSEDE	and	similar	services	play	an	instrumental	part	in	keeping	computational	sciences	in	the	US	competitive	and	innovative.	In	a	world	where	computation	is	playing	an	ever-increasing	role	in	science	and	technology	across	all	fields,	resources	like	XSEDE	are	becoming	increasingly	essential	every	day.	
• XSEDE	democratizes	access	to	high-throughput	and	high-speed	computing	environments	which	is	impossible	to	duplicate	locally.		This	is	a	vital	infrastructure	for	what	promises	to	be	a	highly	data-	and	computationally-intensive	era	in	science.	
• XSEDE	has	been	an	integral	and	critical	pillar	in	our	research	efforts	over	the	last	decade.	TACC	has	all	of	the	unique	computing	resources	(mass	storage,	I/O	and	CPU	power)	to	leverage	the	analysis	capabilities	of	our	medium-sized	university-based	collaboration	and	provides	the	key	enabling	technology	to	be	competitive	in	CPU/data	intensive	experiments.	XSEDE	is	indispensable	for	our	scientific	program	and,	moreover,	provides	invaluable	training	opportunities	for	our	students	and	postdocs	in	big	data	applications.	
• Xsede	has	been	tremendously	valuable	for	our	research	and	as	a	resource	for	training	graduate	students	and	postdocs	who	previously	had	little	computational	experience.		The	ease	of	using	pre-installed	software	on	a	very	stable	platform	and	of	data	sharing	among	project	participants	helped	new	users	get	comfortable	with	bioinformatics	applications.		This	has	been	particularly	valuable	as	many	of	our	trainees	have	felt	excluded	from	computer	science	in	the	past.	
• XSEDE	is	incredibly	valuable	to	my	work.		I	see	broader	impacts	on	my	campus,	as	I	use	XSEDE	to	introduce	undergraduates	to	research.		I	have	also	used	XSEDE	with	high	school	students	during	outreach	programs.	
• XSEDE	resources	are	critical	to	the	fundamental	understanding	of	physical	properties	of	materials,	both	in	development	and	in	advanced	physics	materials.	This	is	one	of	the	most	important	investments	for	the	future	of	physics	in	this	area	and	in	science	in	general.	
• You	are	doing	a	great	job	and	help	bring	a	voice	to	our	community.	
• Access	to	the	XSEDE	resources	has	transformed	the	way	that	we	are	able	to	perform	research,	and	without	these	capabilities	we	would	not	be	able	to	compute	in	three	years	what	we	have	already	
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accomplished	in	six	months.	
• extremely	valuable,	needs	to	be	preserved	and	enhanced,	hopefully	increasing	the	share	in	total	NSF	budget	
• Good	platform	to	apply	one's	self	to	their	field	of	interest.	Should	allow	a	longer	grace	period	after	the	educational	program	is	over	with	to	allow	students	to	go	outside	of	what	they	learned	and	apply	everything	together.	
• I	can	only	give	my	strongest	support	to	XSEDE,	which	is	an	essential	and	transformative	resource	for	the	scientific	community.	I	strongly	recommend	(and	acknowledge)	NSF	to	keep	funding	XSEDE.	
• I	have	always	appreciated	the	services	provided	by	the	XSEDE	environment,	even	as	our	local	resources	have	expanded.		Access	to	massively	scalable	simulation	environments	with	up-to-date	hardware	is	vital	for	our	research,	and	the	physical	sizes	of	our	simulated	systems	would	simply	be	unmanageable	without	the	HPC	resources	available	through	XSEDE.	
• I	think	XSEDE	is	a	valuable	recourse	because	it	provides	users	with	a	variety	of	different	computation	architectures	that	might	not	be	readily	available	otherwise.	
• This	is	a	really,	really	important	resource,	and	I	hope	it	continues.	I	hope	also	they	reach	out	to	the	disciplines	that	need	computing	resources	but	not	on	a	giant	scale,	such	as	in	the	social	sciences	and	humanities.	
• XSEDE	is	essential	for	my	research.	Please,	keep	it	running	for	as	long	as	possible.	
• XSEDE	is	extremely	valuable	form	company's	and	research	institutions	like	ours	which	do	not	have	access	to	large	HPC	systems	in-house,	nor	have	the	funds	to	"buy	"	time.			Having	access	to	XSEDE	allocations	allows	us	to	progress	rapidly	in	our	research	and	is	very	important.	
• XSEDE	resources	engage	a	broader	research	community	and	enables	inclusion	and	access	to	HPC	resources	that	are	needed	to	make	scholarly	contributions	to	research.		
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Theme	6:	Abilities	and	Functionality	
• Diversification	of	hardware	is	critical.	
• Expensive	MPI	cluster	hardware/software	should	be	used	by	decent	sized	jobs	that	fully	utilize	this	hardware.		In	addition,	large	numbers	of	embarrassingly	parallel	jobs	that	are	clustered	should	be	included.		Simple	workstations	will	work	for	some	of	the	jobs	being	run.		Folks	should	also	understand	that	dollar	amount	that	is	being	used/granted	on	these	accounts,	it's	not	FREE,	but	rather	a	grant	just	of	another	form.	
• More	emphasis	on	cloud	computing	and	workbenches	data	analysis	and	visualization	
• Stampede	is	too	busy	
• The	availability	of	the	trial	program	to	get	access	to	resources	quickly	(with	just	a	short	justification)	to	try	out	XSEDE	was	really	valuable.	
• XSEDE	needs	to	do	a	better	job	supporting	computational	research	that	is	not	traditional	HPC.	There	is	a	very	large	constituency	of	users	who	have	more	modest	computational	needs.	Jetstream	does	a	good	job	supporting	this	kind	of	research	as	is	Bridges,	but	Bridges	needs	to	do	a	better	job	with	self-service	and	support.	
• XSEDE	should	provide	cycles	and	nothing	else.	Anything	beyond	infrastructure	is	a	distraction.	
• XSEDE	systems	are	run	much	more	professionally	than	many	smaller	campus-wide	systems,	and	are	correspondingly	easier	to	use.	I	would	rather	teach	a	student	to	access	one	of	the	XSEDE	systems	than	a	local	cluster,	even	if	that	student	only	uses	a	few	thousand	core	hours	across	a	few	nodes.	If	such	small	projects	are	not	already	part	of	XSEDE's	mission	then	they	should	be.	I	view	XSEDE's	contribution	as	much	in	providing	a	good	user	experience	(software,	documentation,	experience	help	desk,	reliable	hardware	and	storage)	as	in	the	cycles	it	provides.	
• At	this	time,	I	would	like	to	find	an	introductory	video	about	how	to	get	the	best	of	Xsede	platform,	or	something	like	a	workshop	to	learn	manage	the	platform	correctly.	
• Consolidate	resources	to	have	very	large	cluster	instead	of	so	many	smaller	ones.	This	may	help	reduce	the	queue	time?	
• I	believe	that	there	are	a	lot	of	people	that	will	benefit	of	using	XSEDE	resources	but	I	have	the	feeling	that	not	everybody	knows	about	them.	I	think	that	it	might	be	useful	if	you	contact	PhD	Students	at	different	schools	at	the	business	school	because	they	would	definitely	benefit	from	using	the	computational	power	of	Bridges	and	other	resources	available	through	XSEDE.	
• I	suspect	that,	due	to	a	significant	lack	of	computing	infrastructure	overall	(look	at	allocations	reductions	for	example),	NSF	and	XSEDE	should	begin	to	evaluate	"partner"	sites	at	Research	Campuses	to	see	if	it	is	possible	to	increase	the	"offload"	depending	on	the	type	of	tasks	being	requested.	XSEDE	would	have	to	be	the	integrator,	while	NSF	would	likely	have	to	offer	up	more	"matching	funds"	as	they	have	done	in	the	past	for	institutions	like	LSU	and	Stanford.	
• I	use	Bridges,	which	seems	to	constantly	be	under	construction,	slow,	or	down.	I	understand	it	is	a	new	resource	that	is	still	growing,	but	if	that's	the	case	I	suggest	only	selecting	a	small	group	of	beta	testers	to	use	it	instead	of	opening	it	up	for	allocations	requests	from	anyone.	Because	of	some	updates	and	maintenance,	Bridges	was	not	usable	for	about	5	weeks	at	the	end	of	2016,	which	cause	significant	problems	in	my	work	and	was	incredibly	disappointing	since	it	had	been	advertised	as	a	high-functioning	cluster.	
• Increasing	number	of	nodes	available	and	enhancing	computing	speed	are	always	welcome.	
• It	would	be	nice	if	there	was	an	option	to	have	a	user	friendly	graphical	interface,	such	as	that	of	CIPRES.	The	hardest	part	of	my	use	of	XSEDE	was	having	batch	commands	constantly	failing	and	having	to	resort	to	the	help	desk	to	see	what	the	problem	is,	sometimes	even	the	help	desk	wouldn't	figure	it	out.	
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• Long	term	continuous	availability	of	XSEDE	resources	and	expertise	is	very	important.	As	the	supercomputing	technologies	improve	and	change,	XSEDE	should	follow	the	trend.	
• My	only	complaint	with	the	service	is	with	Globus,	it	is	nowhere	near	as	friendly	of	an	interface	as	something	like	WinSCP,	but	the	big	problem	is	the	need	to	install	software	to	connect	your	computer	to	the	Globus	system.	This	should	be	optional,	not	mandatory.	There	is	no	reason	you	shouldn't	be	able	to	upload	files	straight	from	your	computer	through	browser	use.	
• Since	I	have	been	performing	particle-in-cell	code,	we	need	to	run	job	using	huge	system	is	essential	to	achieve	macroscopic	processes	including	microscopic	processes	which	are	not	included	in	RMHD	(fluid)	codes.	In	my	opinion	at	least	one	more	center	should	obtain	a	machine	like	Blue	Waters	so	that	more	scientists	can	perform	large	simulations.	
• the	allocations	are	quite	heavily	oversubscribed,	and	I	wonder	why	NSF	doesn't	provide	enough	capacity	for	HPC	research	
• The	XSEDE	resources	are	always	oversubscribed	-	more	computational	resources	as	well	as	data	storage	are	needed	to	enable	faster	progresses	with	research	in	this	country.	
• There	is	fantastic	value	in	XSEDE	resources.		You	just	need	more	compute	power	to	go	around.		 	 	
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Theme	7:	General	
• All	things	are	great.	
• Appreciated	
• Good	
• Good	work	to	those	involved	so	far.	So	glad	we	have	this	resource!	
• I	am	satisfied	with	available	XSEDE	resources	
• Invest	in	the	graduate	education	more	outside	of	the	physics	field.	
• It	is	a	very	good	initiative,	I	hope	it	will	expand	in	the	future.	
• keep	it	up!	
• Keep	up	the	good	work.	
• Perhaps	more	advertising	is	in	order.	The	public	loves	cool	graphics!	And	I	have	no	objection	to	"selling"	the	product	using	cool	graphics,	especially	related	to	popular	topics.	
• The	political	concerns	about	the	size	of	XSEDE	seem	to	drive	a	ton	of	overhead	in	reporting	
• Very	good	service.	
• XSEDE	is	a	gem	of	a	program.	
• XSEDE	is	very	valuable!	
Theme	8:	Invalid	
• There	were	26	responses	in	this	category	that	provided	comments	such	as	“N/A”,	“No”,	or	“No	comment”	without	any	specific	comments.		 	
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D.4 Additional	Open-Ended	Text	Comments		
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Question	11:	If	you	have	any	additional	comments	regarding	the	components/capabilities	above,	
please	include	them	here.	
• (I	did	not	use	Karnak	or	GRAM5,	as	far	as	I'm	aware.)	
• (I	only	rated	the	products	that	I	use	regularly.)	
• 2fx	Authentication	is	too	troublesome	
• As	of	yet,	I	have	only	had	a	chance	to	use	a	limited	number	of	the	features	that	XSEDE	has	made	available.	If	time	permits	and	I	have	the	chance	to	use	some	of	the	vast	resources	provided	by	XSEDE,		I	know	that	knowledgeable	professionals	will	be	available	and	willing	to	help.	
• As	with	all	surveys,	I	can't	answer	a	portion	of	the	questions	because	we	don't	use	those	components,	or	the	question/answer	combinations	don't	quite	make	sense		It	seems	like	we	are	trying	to	use	XSEDE	in	a	slightly	different	way	than	it	is	designed	for,	which	makes	it	a	little	harder	to	use.		XSEDE	seems	to	have	a	great	deal	of	resources,	but	it	is	somewhat	cumbersome	to	work	with.		We	are	still	new	players	here,	so	it	will	likely	get	easier	once	we	figure	out	how	to	work	with	all	the	pieces	we	need	to	use.	
• Don't	know	about	multiple	factors,	xdusage,	Karnak,	GRAMS	
• "Don't	really	use	the	batch	job	components	much,	so	please	ignore	those	ratings.	
• Biggest	concern	is	that	on	Bridges,	the	file	systems	tend	to	be	very	slow,	making	any	work	through	the	terminal	really	painful."	
• Each	reply	of	"never"	indicates	the	service	in	question	was	never	used.	
• Excellent	job	you	XSEDE.	but	we	need	more	campus	visibility	and	ready	assistance	
• Figuring	out	how	to	transfer	files	to	XSEDE	in	the	command	line	is	very	confusing	given	the	available	documentation.	
• "Here	is	what	I	want	to	see	from	Jetstream	- The	ability	to	mount	single	data	volumes	to	multiple	VMs	- The	ability	to	obtain	static/permanent	IP	addresses	via	the	XSEDE	Atmosphere	Web	Interface	- The	ability	to	open	low	number	ports	via	Atmosphere	web	interface	- The	ability	to	get	DNS	names	though	a	Jetstream	interface	
• In	general,	make	the	web	interface	more	full-fledged	so	there	is	less	of	a	need	to	use	OpenStack	CLI.	I	don't	mind	using	the	CLI,	but	a	lot	of	people	do.	
• Keep	up	the	great	work	everybody!"	
• higher	priority	should	be	given	by	the	scheduler	to	jobs	with	short	walltime	in	the	normal	queue.	queue	times	in	the	development	queues	are	also	a	little	long	sometimes.	
• I	am	very	happy	with	the	access	I	have	to	Comet.		So	far	I	have	only	had	a	few	problems,	and	they	have	all	been	solved	by	the	HelpDesk	in	a	timely	fashion.	
• I	do	not	use	the	karnak	or	GRAM5	service.	
• I	don't	use	xsede	computers	enough	to	give	a	valid	response	
• I	found	it	quite	annoying	to	require	two-factor	authentication,	and	to	be	unable	to	use	public/private	RSA	keys	through	ssh.		I	assume	that	this	is	for	some	security	reasons,	but	still	found	it	frustrating.	
• I	hate	multifactor	login.		Half	the	time	it	doesn't	work	because	I	don't	get	the	text	message	for	more	than	15	minutes.	
• I	have	experienced	downtime	on	Bridges	a	number	of	times	
• I	stopped	using	the	XSEDE	SSO	hub	because	it	can't	access	Ranch.	
• I	think	one	important	software	application	that	is	missing	is	a	Fortran	Integrated	Development	Environment	(IDE).		The	large	Fortran	programs,	like	WRF,	need	an	IDE	to	aid	developers	and	performance	engineers	to	understand	and	to	modify	these	applications.		This	is	needed	for	two	major	reasons.		These	applications	evolve,	either	with	the	evolution	of	Fortran	or	because	new	physics	or	I/O	is	added.		An	IDE	allows	new	programmers	to	the	application	to	quickly	learn	the	application	and	modify	the	application.		The	entire	modify/compile/execute/debug/modify	cycle	becomes	easier	and	quicker.		The	second	reason	for	a	Fortran	IDE	is	the	new	architectures.		With	the	Intel	Xeon	Phi	and	Nvidia's	Pascal	processors,	the	applications	need	to	change	to	gain	efficiency	on	these	new	
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architectures.		And	IDE	helps	the	performance	engineers	understand	and	change	the	program,	saving	time.	
• I	wish	I	didn't	need	multiple	accounts.	Federated	login	through	my	campus	+	otp	for	everything	would	be	strongly	preferred	
• I	would	like	to	see	VASP	offered	on	more	XSEDE	machines,	as	it	is	only	available	on	Stampede,	I	feel	like	my	survey	responses	are	not	as	valuable	as	they	could	be.	
• I'm	mainly	a	user	of	large-memory	nodes	these	days	to	solve	large-scale	eigenvalue	problems	in	Matlab	or	using	numerical	libraries.	These	capabilities	(nodes	with	>=1TB	memory)	are	very	important	for	my	work.	I	did	not	see	these	capabilities	mentioned	above,	but	they	are	very	important	to	me.	
• It	would	be	great	to	be	able	to	login	through	mosh.	
• I've	read	through	the	various	Stampede	and	Comet	user	guides	as	well	as	general	XSEDE	documentation	on	the	portal	but	have	never	heard	of	either	Karnak,	GRAM5,	or	xdusage.	
• JetStream	is	the	only	resource	I	am	very	familiar	with	and	yet	I	know	I	am	not	using	JetStream	to	is	full	potential.	One	thing	I	am	very	frustrated	with	is	that	I	am	not	a	computer	scientist	and	it	feels	like	all	the	documentation/resources	are	only	understandable	to	a	computer	scientist.		I	need	this	resource	for	my	research	(plant	genomics/genetics)	and	it	is	a	frustrating	process	every	time	I	use	JetStream.		I	feel	sorry	for	the	help@xsede.org/TACC/CyVerse	because	I	email	them	every	time	I	use	JetStream.	
• Job	queueing	is	very	difficult.	Please	add	priorities	or	limits	on	the	number	of	jobs	each	user	can	run.	
• Left	blank	all	which	I	never	utilize...	
• Many	of	the	components/capabilities	listed	are	unfamiliar	to	me.		I	have	managed	to	get	my	work	done	up	until	now	using	just	SSH.	
• More	remote	training	options	would	be	nice.	
• My	needs	are	so	specific	that	I	think	some	of	these	questions	don't	apply	to	me.	I	hope	I	don't	throw	off	your	metrics	with	my	answers!	I	am	happy	with	what	I	can	do	with	resources	provided	by	XSEDE	and	indeed	could	not	do	my	research	without	them.	
• My	research	group	composed	of	undergraduates,	graduates	and	postdocs	are	using	XSEDE	greatly	and	it	is	very	good	for	them	to	have	access	to	XSEDE	services.	They	run	a	lot	of	jobs	getting	very	good	results.	
• my	students	are	working	with	xsede	resources	
• New	users	often	have	trouble	in	getting	access	to	direct	ssh	to	resources.	
• NSF	must	invest	in	more	computational	resources	
• Often	technical	problems	with	running	very	large	or	intensive	calculations	with	software	packages	(such	as	GAMESS).	Technical	support	staff	generally	very	helpful.	
• Our	group	relies	critically	on	XSEDE	resources,	which	have	served	us	very	well	in	the	past.	Lately,	however,	we	have	been	frustrated	by	long	queue	wait	times	on	Stampede	and	allocations	well	below	our	proposals	(at	the	~25%	level).	
• Overall	the	largest	dissatisfaction	I	have	is	a	lack	of	resources	causing	large	cuts	to	our	award.	
• queue	time	is	still	a	little	too	long	
• Queue	times	are	extremely	slow	on	Stampede.	The	processors	are	also	much	slower	than	the	new	systems.	More	RAM	per	node	than	Stampede	had	is	essential.	Why	not	fatter	nodes?	
• Since	XSEDE	resources	are	enabling	completion	of	federal	grants,	which	are	typically	multiyear,	it	would	seem	rational	to	allow	multiyear	allocation	when	linked	to	multiyear	projects.	It	is	very	artificial	to	apply	multiple	times	for	one	and	the	same	project	just	because...	
• "So	far	I	have	been	having	difficulty	to	run	a	job	using	more	than	1000	processors	on	Stampede2.	
• I	feel	like	Stampede2	is	less	productive	machine	than	old	Stampede.	I	wonder	if	it	is	still	developing	stage	or	less	powerful	computer.	I	was	very	disappointed	with	Stampede2.	I	wonder	if	anyone	else	has	similar	complaints.	By	the	way	the	same	code	can	not	be	run	on	Comet	either.	I	hope	both	Stampede	and	Comet	have	better	capability	as	(half	of)	Blue	Waters.	On	Pleiades	at	NAS	I	could		
• run	the	code	using	10,000	processors.	At	least	I	hope	we	will	be	able	to	run	a	job	using	5,000		
• processors."	
• Thank	You!		Transformative	for	my	career	and	impending	independent	career.	
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• The	confusion	between	XSEDE	credentials	and	TACC	credentials	and	likely	others	is	a	barrier	for	users	not	familiar	with	usage	of	multiple	resources.	
• "The	max	job	limits	(e.g.	Stampede	is	50	I	think)	were	a	severe	limitation.	I	typically	run	many	(100s)	small	serial	jobs	(2gb	ram,	1	proc)	and	I	could	not	use	the	system	for	my	purpose	easily.	(While	others	had	single	jobs	using	1024	cores,	for	example,	I	could	not	run	300	jobs	on	single	cores).	
• Also	had	a	lot	of	trouble	getting	Orca	to	run	on	stampede	(	a	chemistry	QM	software)"	
• The	new	authentication	procedure	is	unacceptably	bad,	in	my	opinion.		A	collaborator	abroad	is	unable	to	use	XSEDE	which	has	totally	blocked	our	collaboration	from	making	progress.		If	you	are	going	to	have	something	that	requires	Android	authentication,	but	it	doesn't	work	on	someone's	older	phone	abroad,	it	is	unacceptable	that	you	then	tell	them	that	it	would	be	too	expensive	to	phone	them	to	authenticate.		This	development	has	been	a	major	disappointment	for	me	with	XSEDE	this	year.	
• "The	resources	are	indispensable	to	start	up	labs	that	do	not	have	their	own	bioinformatics	hubs.	
• Even	to	those	that	have	such	hubs,	the	xsede	servers	make	learning	more	practical	and	real-world.	
• The	manuals	and	training	modules	available	on	the	system	are	highly	instructional."	
• The	software	on	a	number	of	clusters	is	very	outdated.	For	example,	the	python	version	defaults	to	below	2.7,	and	the	CC	versions	are	similarly	old.	While	keeping	backwards	compatibility	is	important,	at	this	point	those	are	things	that	should	be	updated.	
• The	software	search	should	return	more	metadata	and	there	should	be	a	way	to	use	this	programmatically.	Also	the	Karnak	support	is	a	bit	lacking,	for	ex.	some	system's	(bridges)	data		is	not	available.	
• The	survey	should	indicate	where	you	are,	ex.	"page	1	of	N".	This	thing	seemed	interminable.	
• The	tools	etc.	were	primarily	used	by	the	personnel	in	my	laboratory.	They	were	quite	satisfied	and	a	much	better	source	of	satisfaction/dissatisfaction	information	than	I	am.	
• There	are	questions	above	which	did	not	apply	to	me	in	the	sense	that	I	had	not	used	the	resources	that	I	was	being	asked	to	rate.	I	left	some	of	these	unanswered	and	I	suspect	this	made	my	survey	incomplete	probably	leading	to	my	inability	to	submit	my	survey	the	first	time	round.	I	have	gone	back	to	answer	some	of	the	unanswered	questions	(despite	my	reservations	above)	and	I	hope	my	submission	will	go	through	this	time.	May	be	the	survey	questions	could	be	structured	in	such	a	way	that	there	are	more	rating	options??	(--	I	am	having	problems	submitting	the	survey-I	am	using	Google	chrome	and	I	am	answering	the	questions	that	I	had	originally	left	answered)	
• This	survey	is	too	long.	
• "This	thing	of	having	two	factors	of	verification,	the	thing	that	you	have	to	use	your	phone	or	token	on	top	of	your	password	to	log	in	into	the	cluster,	is	a	terrible	thing.	Every	time	I	log	into	the	cluster	I	have	to	pull	out	my	cellphone	and	copy	the	password	or	press	the	""ok""	key.	I	also	have	to	do	that	every	time	I	transfer	files	between	my	local	machine	and	the	clusters.	
• Please,	I	am	begging	you:	remove	the	two	factors	of	authentication.	Maybe	you	guys	are	concerned	about	the	cluster	security.	But	I	can	tell	you	that	from	my	part,	it	does	not	make	me	feel	that	my	data	is	more	secure,	it	only	makes	my	job	very	tedious.	For	me	a	simple	username	and	password	is	more	than	enough	to	make	me	feel	that	my	data	is	safe."	
• very	satisfied	with	Xsede.	Will	try	to	apply	for	more	allocation.	
• We	had	(I'm	since	retired)	a	need	to	assemble	PacBio	sequencing	reads	using	the	SMRT	Portal,	which	had	the	software	files	on	Mason.		It	turns	out	that	this	software	was	never	installed	properly	to	use	it.		We	found	a	PacBio	maintained	version	of	the	SMRT	Portal	on	Amazon	Web	Services	and	wound	up	using	that	instead.	
• We	have	to	do	better	than	the	SSO	hub,	which	is	truly	a	hack.		Being	able	to	directly	log	into	XSEDE	resources	using	XSEDE	credentials,	for	both	command	line	and	advanced	(e.g.,	gateway,	development	environment	(eclipse)	is	very	important	and	would	replace	the	SSO	nicely.	
• We	need	more	online	asynchronous	training	resources	in	a	format	similar	to	Lynda.com,	EdX,	or	Coursera,	i.e.	video	with	synchronized,	searchable	transcripts.	These	should	be	developed	in	tandem	with	XSEDE	monthly	webinars.	
• We	stopped	using	XSEDE	resources	when	they	completely	divested	themselves	of	GPU	resources	and	left	the	user	community	with	no	GPU	compute	capacity.	Any	organization	willing	to	leave	the	user	
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community	without	a	vital	resource	for	so	long	cannot	be	trusted	as	a	dependable	resource	for	enabling	science.	
• While	the	two-factor	authentication	process	may	be	needed	for	security	issues,		it	is	a	big	detriment	to	productivity.	Things	will	be	better	is	something	else	is	used	instead.	
• Why	is	Windows	Remote	Desktop	more	convenient	to	use	than	anything	XSEDE	offers?	
• Would	like	to	see	improved	interactive	computing	services	and	support,	especially	Jupyter	Notebooks	and	JupyterHub	as	a	gateway.	
• "Would	really	like	batch	queues	for	medium	sized	mpi	jobs	(around	100	-	1000)	processors	to	not	have	huge	queue	rates.		Would	like	to	have	priority	if	only	running	one	job	for	say	2	hours	for	about	200	processors	to	be	able	to	debug	science.			Basically	a	longer	time	queue	that	only	allows	one	job	per	user,	allowing	for	faster	debug	of	science	issues	rather	than	full	on	production	mode.	
• The	login	nodes/disk	are	overused	making	for	a	slow	editing/running	experience."	
• XSEDE		personnel	have		been	very	helpful	and	knowledgeable	and	essential	for	my	research.		I	hope	to	continue	on	XSEDE	resources.	
• XSEDE	is	Awesome!	
• Your	two	factor	authorization	login	is	a	nuisance.	You	should	give	users	the	option	to	opt	out	of	two-factor	authorization	login.		 	
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Question	13:	:	If	you	have	other	comments	to	make	about	the	training	opportunities	offered	by	XSEDE,	please	
share	them	here.	(E.g.,	Which	training	topics	are	most	important	to	you?	What	training	topics	are	we	missing?)	
	
• Again	these	may	be	of	value	to	the	people	in	my	lab	using	the	resources	directly.	
• Again,	I	think	my	needs	are	so	specific	that	my	experience	doesn't	apply.	I	have	colleagues	I	can	ask	for	most	of	my	needs,	and	the	help	desk	has	been	terrific	in	getting	most	of	my	questions	answered.	
• All	available	topics	in	XSEDE	have	been	well	appreciated	and	essential	to	getting	the	objectives	accomplished.	One	in	particular	deserves	acknowledgement,	the	ready	technical	help	by	way	of	an	expert	at	the	San	Diego	Supercomputer	Center,	Mahidhar	Tatineni,	who	served	admirably	to	see	to	the	running	of	all	remotely	uploaded	program	codes	throughout	the	study.	
• All	training	methods	can	have	a	positive	impact.	
• Although	I	like	in	person	training,	often	budgets	do	not	allow	travel	to	locations,	so	having	online	training	is	the	next	best	thing.	
• Could	we	host	more	training	that	is	online	
• Do	not	use	
• Documentation	specific	to	application	and	software	being	used.	
• I	don't	have	time	or	money	to	travel	for	hours	and	hours	to	get	training.		On-line	is	essential.	
• I	think	some	quality	control	needs	to	happen	for	the	live,	webcast	ones.	Although	the	content	is	good,	it	would	be	nice	if	more	effort	went	to	train	the	trainers	to	be	more	engaging,	think	comprehensively/more	holistically	about	the	training,	and	to	ensure	that	these	are	done	by	people	enthusiastic	about	the	training.	
• I	usually	can't	make	the	schedule	for	in-person	training	because	of	travel	required,	although	I	made	it	once.		The	live	webinars	are	usually	at	times	when	I	can't	attend.	
• "If	you	wanted	to	make	things	really	easy,	post	distributed	memory	skeleton	codes	for	common	applications:	FEA,	MD,	etc.		
• Training	in	metadata	and	reproducibility.	
• Training	in	I/O	and	database	for	scientific	computing."	
• Information	in	the	form	of	a	manual	or	guide	remains	extremely	valuable!		This	seems	to	be	overlooked	in	favor	of	linear,	time-consuming,	un-indexed	video	feeds.	
• It	would	be	good	if	the	new	Moog	(?)	training	system	can	be	accessible	via	the	xsede	portal	login...	
• My	previous	comments	apply	here,	i.e.	more	online	asynchronous	(short)	video	tutorials	with	transcripts	a	la	Lynda.com.	
• Personally	it	is	rare	for	me	to	watch	a	video	if	I	want	to	learn	something.	(I	state	this	as	a	general	preference	and	not	an	XSEDE-specific	one,	because	I	am	actually	involved	in	creating	some	of	XSEDE's	training	products.)	
• Please	make	all	in-person	trainings	available	via	webinar.	
• "Please	start	recording	as	many	trainings	as	possible	and	post	them	online	(YouTube?).			Slots	for	some	webinar	trainings	fill	up	very	quickly,	so	it	would	be	really	great	to	have	a	way	to	see	the	training	afterwards.			I	don't	think	this	needs	to	be	fancy	or	expensive;		even	very	basic	recordings	would	be	useful.			BlueWaters	is	currently	offering	a	set	of	trainings	that	I	think	is	a	good	model	for	how	to	offer	webinar	training	to	many	people	
• I	am	most	interested	in	training	for	how	to	effectively	use	the	new	KNL	system.			There	was	a	training	about	KNL	earlier	this	year,	but	it	filled	up	before	I	could	register."	
• Recorded	webinars	because	I	can	watch	them	at	my	convenience.	
• "Telephone	consulting	is	very	effective	sometimes.	For	Stampede	(TACC)	no	telephone	consulting	
• and	only	email	sometimes	does	not	work."	
• "The	#1	problem	with	XSEDE	continues	to	be	the	XRAC	process.	
• It	has	an	underlying	assumption	of	how	research	is	done	that	is	flawed.	
• It	assumes	that	research	is	done	by	individual	PIs	with	maybe	some	students	and	a	post-doc.	
• In	reality,	science	is	a	team	sport.	Collaborations	across	multiple	faculty	at	multiple	institution	is	the	norm	rather	than	the	exception.		
• This	then	leads	to	untenable	problems.	For	example,	XSEDE	assumes	that	as	a	faculty	I	can	be	involved	in	one	and	only	one	collaborative	effort.	In	reality,	most	PIs	are	involved	in	multiple	
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collaborations,	and	these	change	over	time.	Ideally,	my	interactions	with	XRAC	should	reflect	this.	However,	in	reality,	it	is	impossible	for	me	to	not	tie	my	future	XRAC	with	my	past	XRAC.	XRAC	thus	ties	allocations	to	individuals	instead	of	projects.	E.g.	Duncan	Brown	has	an	allocation	and	is	reviewed	as	LIGO.	If	Duncan	ever	was	to	join	a	second	experiment,	e.g.	LISA,	and	wanted	an	allocation	for	it,	both	he	and	LIGO	would	be	in	trouble,	as	that	is	not	foreseen.	At	least	the	transition	period	would	be	a	complete	mess.	
• Another	oddity	is	that	XRAC	now	understands	Science	Gateways,	and	I	congratulate	them	for	it.	
• But	despite	all	the	hoopla	of	NSF	supporting	university	research	broadly,	XRAC	has	no	means	to	accept	university	allocations.	It	understands	a	domain	science	aggregator	that	is	non-local.	But	it	does	not	understand	an	interdisciplinary	aggregator	that	is	local."	
• The	biggest	problem	for	me	up	until	now	is	learning	how	to	submit	batch	jobs.		The	assistance	for	this	problem	is	out	there	in	the	XSEDE	resources	but	doesn't	seem	organized	well.	I	find	what	I	need	on	any	of	a	number	of	recent	/	old	XSEDE	resource	websites.		My	biggest	help	has	come	through	folks	at	the	helpdesk	and	sample	scripts	that	they	have	pointed	me	to	in	XSEDE.		They've	saved	me	a	great	amount	of	time.	The	problem	is	I	feel	as	if	I	can't	tell	if	I	am	using	their	services	properly.	Depending	on	the	individual	I	interact	with,	I	can	get	the	sense	that	I	am	bothering	them	with	my	simple	questions.	Still,	they	have	saved	me	a	tremendous	amount	of	time	and	for	that	I	am	grateful.	
• The	current	XSEDE	web	docs	are	hard	to	find	and	once	you	find	the	documentation	-	it	does	not	make	sense.		I	will	say	it	again	-	I	am	not	a	computer	scientist.	I	taught	myself	how	to	use/write	Unix,	R,	perl/python,	AWK	with	online	courses	and	books.		Others	in	my	lab	tell	me	I	am	good	at	all	the	aforementioned	topics	but	when	I	use	JetStream	or	read	documentation	I	am	lost.	It	does	not	make	sense	to	me	-	I	am	not	a	computer	scientist.		Do	not	get	me	wrong	-	I	like	this	resource,	I	need	this	resource	but	I	want	to	understand	this	resource	better.	
• The	web	documentation	and	how-to	guides	could	be	better	streamlined.	It	is	difficult	to	follow	for	new	users	and	also	difficult	for	old	users	to	find	information.	
• The	web	documentation	for	Bridges	does	not	appear	to	be	up	to	date	with	what	the	help	desk	suggests	when	I	encounter	problems.	It	is	confusing	to	read	for	someone	coming	into	cluster	computing	for	the	first	time.	Links	to	basic	resources,	such	as	a	collection	of	definitions	of	common	terms	(i.e.,	batch,	slurm,	etc.)	would	be	helpful.	
• there	is	a	good	diversity	of	formats	and	topics	covered.	
• There	should	be	periodic	"using	XSEDE	resources"	training		for	beginner/intermediate/advanced	users	as	new	resources	and	modalities	are	deployed.	
• Thorough	examples	of	job	submission	would	be	nice	
• Training	should	be	made	online	as	much	as	possible		There	have	been	many	times	where	the	training	was	very	interesting/important	to	my	work,	but	was	not	offered	at	my	location	or	via	the	web.	
• Videos	are	a	slow	way	of	obtaining	information.	Well	written	information,	ideally	with	good	graphics	or	screen	shots,	are	a	much	better	format	and	much	easier	to	update.	
• We	are	missing	a	place	to	find	the	artifacts	from	live	and	web-based	live	training,	these	show	up	in	the	calendar	and	then	vanish	off	the	face	of	the	earth.	
• Website	often	confusing	and	rambling	
• Wish	there	were	more	specific	training	available	with	respect	to	specific	software.	Even	simple	input	files	that	provide	an	example	of	how	to	interface	with	a	new	software	would	go	a	long	way	to	getting	more	people	to	use	existing	resources.	Oftentimes	users	know	how	to	use	software	using	a	single	node	on	a	personal	computer,	but	preparing	to	run	on	multiple	nodes	can	be	a	challenge.	Help	tickets	I	have	put	in	have	asked	very	simple	questions	that	other	users	must	have	figured	out,	i.e.,	how	an	input	file	was	formatted.	
• "XSEDE	needs	to	hire	professional	educators,	the	current	training	options	are	very	poorly	executed	and	rely	on	a	lot	of	assumed	knowledge	on	the	part	of	the	participants.		
• More	training	in	Data	Science	topics	from	ACTUAL	data	scientists,	not	HPC	engineers."		 	
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Question	14:	Given	overall	spending	limits,	do	you	have	thoughts	on	whether	or	not	the	NSF’s	Division	
of	Advanced	Cyberinfrastructure	(ACI)	should	be	investing	more	in	hardware	acquisition	at	the	cost	of	
reducing	efforts	in	user	support,	software	development,	training,	community	engagement,	
coordination	between	different	services	providers,	etc.?	
	
• #1	-	more	hardware	#2	-	more	coordination	#3	-	more	direct	project	support	(ECSS)	#4	-	more	training"	
• (1)	Fix	the	authentication	(2)	Allow	trivial	parallelization,	i.e.	don't	block	users	whose	most	effective	parallelization	is	running	multiple	jobs	on	all	the	cores	of	a	single	node.		Your	blockage	of	this	mode	of	usage	has	significantly	damaged	my	productivity	this	year."	
• Absolutely	investing.	
• ACI	(now	Office	of	Cyberinfrastructure)	should	be	investing	more	in	cloud	infrastructure	and	services	-	on	a	par	with	HPC	investments	
• Acquiring	new	hardware	should	not	come	at	the	cost	of	the	helpful	efforts	provided	by	the	NSF.	
• agree,	hardware	most	important	
• An	increase	in	computational	capability	would	be	very	helpful.	As	I	often	compile/build	my	own	software	and	the	only	preinstalled	software	that	I	take	advantage	of	are	compilers,	it	is	very	rare	for	me	to	need	user	support.	Therefore,	I	would	support	redirecting	funds	to	hardware	acquisition.	
• As	a	beginning	user,	I	appreciate	all	the	help	that	is	available.	
• As	PI	of	a	group	that	does	not	actively	develop	code,	but	uses	available	packages,	we	do	not	require	a	lot	of	training	or	support.	As	long	as	our	packages	can	be	compiled,	we	have	what	we	need.	Therefore,	I	would	have	to	argue	that	more	investments	in	hardware	would	be	beneficial.	
• At	this	time	I	think	that	user	support	and	training	is	essential	to	improving	the	way	that	computational	power	is	utilized	for	research.	More	infrastructure	is	always	appreciated,	but	I	do	not	think	it	should	be	at	the	cost	of	training	and	development	of	new	users.	
• Availability	of	hardware	(that	is	properly	running)	is	in	my	opinion	more	important	than	user	support,	software	development,	training,	community	engagement,	coordination	between	different	services	providers,	since	a	lot	of	information	can	be	found	online.	
• Both	are	important.	
• Both	are	important.	
• Both	of	them	are	useful.	The	latter	one	is	more	useful	for	beginners.	
• Both	should	be	supported	
• Buy	more	hardware.	
• Community	engagement	is	essential,	but	in	my	experience,	I	gained	exposure	and	training	in	HPC	resources	(including	XSEDE)	almost	exclusively	from	my	peers	and	mentors,	rather	than	any	formal	XSEDE-provided	training/support.		I	do	not	know	how	oversubscribed	overall	is	the	US	HPC	infrastructure,	but	I	think	this	is	one	area	where	investing	in	additional	capacity/hardware	might	create	additional	training	and	engagement	opportunities	simply	by	having	more	work	being	done	in	the	field,	by	more	researchers.		In	other	words,	these	activities	would	take	place	within	research	groups	and	departments,	rather	than	delivered	by	XSEDE	or	SPs.		I	would	need	more	information	to	make	a	judgement	about	which	approach	is	best	at	a	given	funding	level.	
• Current	system	is	balanced	and	makes	sense	to	me.	
• Definitely	would	be	a	great	opportunity	having	these	resources	freely	available	for	your	research,	although	I	figure	that	is	complicated	when	the	demand	of	user	increases.	However,	I	believe	this	is	the	right	path	to	make	HPC	a	common	tool	for	scientific	computations	
• Definitely,	I	have	used	XSEDE	resources	(and	its	predecessor	Teragrid)	for	eleven	years.	My	academic	research	depends	significantly	on	my	XSEDE	allocation;	therefore,	I	strongly	believe	that	NSF	should	invest	more	funds	in	XSEDE.	
• do	not	have	a	clear	opinion	
• Do	not	think	so.	
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• Flatly	stated,	ACI	is	not	investing	enough	in	either,	we	are	starving	in	terms	of	both	resources,	and	the	critical	support	glue	that	XSEDE	provides	
• for	me	user	support	is	essential	
• "For	us	the	most	important	things	are	capability.	We	need	a	computer	on	which	we	can	run	a	job	
• using	nearly	10,000	processors	or	more	and	serial	machine	which	has	2TB	memory	so	that	we	can	combine	3D	data	from	10,000	data	written	by	each	processors."	
• From	my	perspective,	Jetstream	works	well	already.	Would	be	great	to	grow	the	hardware	base	so	more	people	could	make	use	of	it	at	once.	This	is	the	only	resource	I	use	regularly	from	XSEDE,	so	training	is	less	essential	for	me.	I	think	in	general,	training	is	hugely	important,	especially	at	the	grad	student/postdoc	level.	
• From	my	perspective,	yes.		The	ideal	focus	of	resources	should	be	hardware,	written	documentation	(i.e.	web	pages),	and	user	support	staff.		The	webinars	and	training	workshops	just	aren't	ideal	for	quickly	searching	for	information	and	getting	things	running	fast.	
• Funding	SHOULD	be	increased	for	user	support,	software	development,	TRAINING,	collaborative	research	efforts	and	community	engagement.	
• Global	resources	are	always	better	than	local	resources.	The	staff	is	usually	more	knowledgeable	and	the	computing	environment	available	makes	running	jobs	/	installing	software	easier.	My	preference	would	be	to	have	small	local	clusters	for	development	of	software	at	different	institutions	and	resources	like	XSEDE	or	PRAC	to	carry	out	the	groom	amount	of	science.	
• Hard	to	say.				Our	group	has	been	running	standard	simulation	packages	without	the	need	for	much	consultation,	but	of	course	appreciate	the	user	support!			More	computers	+	less	support	seems	less	desirable.	
• Hardware	
• Hardware	acquisition	is	critical.	I	have	no	use	for	training	and	community	engagement.	
• hardware	investments	should	not	reduce	efforts	in	other	areas	such	as	user	support,	software,	etc.	
• hardware	is	adequate	for	me.	I'm	pretty	self-sufficient	in	terms	of	support.	no	complaints	(or	helpful	suggestions,	sorry!)	
• Hardware	is	currently	satisfactory	for	me,	but	I	can	envision	running	multiple	parallel	jobs	(umbrella	sampling	with	mutation)	that	could	require	improved	hardware	capabilities.		At	this	point	it	is	too	early	to	tell.	
• hardware	is	of	little	use	without	a	first-class	support	system.	
• Hardware	seems	adequate	for	now.	I	think	user	support	and	user	friendliness	are	very	important,	since	many	users	may	be	novices	when	it	comes	to	hpc.	
• Having	extensive	training	materials	is	more	important	than	having	hardware	as	it	is	still	not	easy	to	use	XSEDE	as	to	use	a	desktop	computer.	
• HW	is	fine	for	my	needs	
• I	agree.	
• I	am	convinced	that	user	support	is	essential.	Hardware	alone	will	not	run	and	not	run	software	efficiently.	It	makes	no	sense	to	decrease	budget	for	human	resources.	
• I	am	strongly	against	investing	in	hardware	at	the	expense	of	user	support.		The	cost	of	hardware	is	falling,	the	cost	of	human	resources	is	increasing.	If	we	lose	these	people	and	abandon	user	support	practices	and	educational	component,	it	will	take	a	long	time	and	more	money	to	bring	it	back.		Computers	are	only	good	if	we	know	how	to	use	them.	
• I	believe	that	it	is	better	to	provide	more	hardware	&	access,	less	gate-keeper	&	compliance	activity.	
• I	believe	that	the	priority	should	be	hardware	acquisition.	
• I	believe	the	resources	in	user	support,	training,	etc.	are	more	than	adequate	and	investing	more	in	hardware	acquisition	is	necessary	given	the	much	decreased	allocation.	Investing	resources	for	training	more	people	to	use	the	same	resources	is	commendable,	but	if	the	resources	available	are	going	to	be	very	limited	in	the	future,	as	a	user	I	don't	see	the	justification	of	going	through	extensive	training,	and	reading	the	manuals	to	only	obtain	limited	hours	that	are	not	adequate	for	the	research	planned.	
• I	believe	user	support,	software	development	and	training	are	more	important	too.	
• I	believe	XSEDE's	educational,	training	and	outreach	mission	should	remain	a	top	priority.		Some	optimization,	based	on	actual	user	needs,	of	the	allocation	of	funds	for	hardware	is	maybe	achievable.	
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• I	do	believe	that	focuses	should	be	placed	on	hardware	acquisition.	XSEDE	resources	were	requested	far	above	what	XSEDE	could	provide.	This	hinders	everyone.	reducing	support,	software	development,	training,	etc.	would	be	a	nuisance	to	some,	but	everyone	is	inconvenienced	with	queue	times	are	12+	hours	and	allocation	awards	are	40%	of	the	asked	amount.	
• I	do	not	have	an	opinion	at	this	point	in	time	
• I	do	not	have	the	data	on	the	load	on	the	current	resources.		Everything	being	equal,	I	believe	that	software	development	and	training	to	be	higher	priority.	
• I	do	not	have	thoughts	on	this	matter.	
• I	do	not	know	how	ACI	is	allocating	the	budget	wrt	hardware	vs	support/training/etc.	...	I	realize	there	are	different	stakeholders	that	require	different	levels	of	support/training.		I	can't	imagine	that	you	would	get	a	useful/reasonable	response	to	this	question.	
• I	do	not	think	more	hardware	acquisition	is	necessary.	In	my	experience	(mostly	small	but	computationally	intensive	data	analysis	jobs),	My	suggestion	for	expanding	the	base	of	users,	and	making	resources	more	readily	available,	is	to	figure	out	a	way	to	keep	big	computational	users	from	taking	up	all	the	resources	so	that	small	jobs	used	for	testing	or	real-time	data	analysis	can	start	quickly.	The	Darter	administration	did	a	great	job	of	this,	limiting	the	number	of	jobs	and	nodes	that	could	be	running	per	user	at	once;	the	Bridges	system	is	not	nearly	as	good.	
• I	do	not	think	that	having	the	best	hardware	that	cannot	be	effectively	used	(or	even	cannot	be	used	at	all)	is	the	best	practice.	Training	and	user	support	are	also	important	to	optimize	efficiency	of	the	resource	usage.	But,	meanwhile,	hardware	should	not	be	too	outdated.	
• I	don't	know	
• I	don't	see	a	point	in	acquiring	more	hardware	if	the	people	using	it	don't	know	how	to	use	it.	If	training	were	to	be	at	100%	and	all	users	of	XSEDE	knew	exactly	how	to	use	and	maneuver	around	the	platform	then	yes,	get	more	hardware.	But	at	this	point,	as	one	of	your	most	recent	users,	I	do	not	think	we	are	there	yet.	
• I	don't	think	I	can	answer	this.		I	am	not	sure	what	all	hardware	you	have	and	what	the	current	capacity	is.		I	do	think	user	support	is	very	beneficial	though.	
• I	don't	think	your	should	spend	more	on	hardware	acquisition.		Spending	less	on	the	other	areas	means	that	only	"experts"	will	be	able	to	use	the	services.	My	perception	is	that	XSEDE	has	been	wildly	successful	in	getting	it's	resources	used,	compared	to	many	supercomputing	efforts.	
• I	feel	that	all	the	activities	listed	are	essential	to	XSEDE	being	successfully	implemented,	and	should	not	be	reduced	to	allow	acquisition	of	hardware,	except	when	acquisitions	are	necessary	to	maintain	services	a	level	needed.	
• I	found	the	online	documentation	to	be	generally	sufficient	for	my	needs,	with	little	need	to	use	the	types	of	training	which	I	imagine	are	significantly	more	expensive.		I	would	direct	sufficient	funds	to	user	support	to	maintain	up-to-date	online	materials	and	maintain	staff	to	answer	support	emails,	but	rather	than	expand	webinars,	live	training,	etc.,	I'd	support	investment	in	hardware	and	software	development.	
• I	have	never	found	hardware	availability	or	quality	to	be	a	limiting	factor	in	my	work.	It's	my	personal	belief	that	further	investment	in	hardware	should	not	be	a	primary	goal,	but	I	also	consider	myself	less	than	qualified	to	make	that	judgment.	
• I	honestly	don't	need	a	lot	of	user	support	so	I	can't	say	if	investing	more	in	that	is	more	beneficial.	
• I	like	the	balance	between	hardware/support	that	currently	exists.	My	temptation	is	to	reduce	support	for	more	hardware,	but	things	go	downhill	quickly	without	strong	user	support	and	outreach.	
• I	personally	think	that	XSEDE	program	should	extended	as	much	as	it	can	be.	XSEDE	is	very	cost	effective	way	for	any	scientific	research.	It	makes	very	easy	to	perform	experiments	on	multiple	types	of	hardware.	
• I	strongly	recommend	that	the	NSF’s	Division	of	Advanced	Cyberinfrastructure	(ACI)	should	be	investing	more	in	XSEDE,	which	plays	a	crucial	role	in	our	scientific	research.	
• I	think	ACI	should	acquire	more	hardware	so	that	more	resource	can	be	available	to	users.	
• I	think	additional	hardware	is	critical.	The	available	SUs	has	not	scaled	with	the	amount	of	SUs	required	by	NSF	supported	research.	
• I	think	both	aspects	are	needed.	
2017	XSEDE	Annual	User	Satisfaction	Survey			 91	
• I	think	hardware	is	not	useful	unless	there	is	support	and	services	for	the	hardware	
• I	think	I	would	prefer	to	have	training	available	for	even	the	current	infrastructure	rather	than	better	hardware	but	having	no	clue	on	how	to	use	it.	
• I	think	it	is	currently	in	a	good	balance.	Additional	hardware	would	expand	the	number	of	projects	that	can	be	supported	concurrently.	I'm	not	aware	of	how	many	proposals	are	rejected,	and	therefore	may	be	valuable	information	for	suggesting	additional	hardware.	
• I	think	the	balance	is	currently	adequate.	
• I	think	the	user	support	and	training	is	critical	
• I	think	the	user	support	is	adequate,	and	the	spending	should	be	allocated	towards	providing	SUs.	There	is	a	great	impact	using	the	resources	to	support	the	largest	number	of	users,	instead	of	a	few	large	intensive	users.	
• I	think	the	user	support	is	key	to	XSEDE	and	should	not	be	reduced	for	more	hardware	acquisition.	
• I	think	things	are	good	as	they	are	
• I	think	user	support	is	essential.	
• I	think	user	support	is	very	important.	
• "I	think	we	need	to	focus	on	efficient	use	of	the	resources	we	have,	and	thus	don't	think	we	can	afford	to	cut	back	on	user	support,	development,	or	training.					
• A	certification	program	for	students	who	use		their	PIs	XSEDE	allocation	might	be	helpful,	for	example	to	ensure	they	are	aware	of	scaling	and	performance	issues."	
• I	think	XSEDE	should	invest	more	in	software,	usability,	debugging/performance	analysis	tools	etc.	that	simplify	developing	and	debugging	applications.	These	are	the	tasks	that	many	graduate	students	and	postdocs	need	to	go	through,	especially	beginners,	and	that	should	be	supported.	Taking	away	$200k	from	user	support	cuts	a	position	(or	more),	putting	that	money	into	hardware	would	buy	practically	nothing	noticeable.	
• I	want	more	user	support,	training,	community	engagement	and	coordination	between	different	services	providers.	What	is	the	point	of	getting	more	hardware	when	your	current	users	do	no	know	to	use	it	to	its	full	potential?	
• I	would	invest	time/money/staff	in	ensuring	that	in-built	software	packages	run	seamlessly.	This	would	save	time	and	money	in	the	long	run	as	there	would	be	fewer	helpdesk	enquiries	and	users	would	complete	more	research.	
• I	would	think	that	a	good	user	support	may	also	lead	to	a	more	effective	use	of	computational	resources;	In	general,	I	am	perfectly	happy	with	"cheap"	online	documentation	(written,	not	video	recordings).	
• I	wouldn't	be	opposed	to	more	investment	in	hardware	acquisition	because	the	biggest	frustration	I	run	into	has	to	do	with	waiting	in	the	queue	for	days.	
• "I'm	been	very	impressed	with	XSEDE	support,	esp.	24/7	call	in	support.	If	push	comes	to	shove	with	budgets	this	would	seem	to	be	a	""luxury""	item	that	I	could	live	without	if	there	are	in	fact	significant	costs	associated	with	it.	Since	XSEDE	runs	24/7		I	presume	there's	always	someone	there	anyway	so	maybe	there's	not	cost-benefit.				
• Would	there	be	any	cost	benefit	in	pushing	community	engagement	(or	more	of	anything	else	for	that	matter	)		onto	users	as	part	of	the	allocation	request/award	process	similar	to		NSF	broader	impacts.		Essentially	the	question	is		does	XSEDE	expect	enough	payback	from	users.			
• Yes		I	just	shot	myself	in	both	feet:	expect	less	support	from	XSEDE	and	contribute	more	myself."	
• If	any	XSEDE	super	computer	center	requires	significant	improvement	in	hardware,	then	I	believe	an	increase	in	hardware	investment	should	be	made.	Otherwise,	I	would	suggest	to	continue	supporting	the	wonderful	resources	XSEDE	provides	beyond	computing	resources.	
• If	I	have	to	choose,	I	definitely	want	less	hardware,	and	more	people.	
• If	the	goal	of	NSF	is	to	facilitate	a	more	STEM	literate	society	capable	of	contributing	to		global	workforce	development,	then	reducing	efforts	in	user	support,	software	development,	training,	community	engagement,	coordination	between	different	services	providers,	etc.,	would	be	counterproductive.	
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• If	there	is	a	cost	benefit	over	using	commercial	services	then	definitely	additional	investments	are	warranted.	
• in	general,	no.	resources	without	support	are	not	useful.	however,	I	think	that	in	general,	well-written	online	resources	with	many	examples	are	more	useful	than	live	webinars/in-person	workshops,	and	are	probably	cheaper	to	develop.	
• In	my	discipline,	we	use	XSEDE	resources	for	costly,	highly	technical	molecular	dynamics	(MD)	simulations,	hence	we	prefer	more	hardware	over	training,	since	hardware	is	the	bottleneck	and	all	of	the	training	must	happen	*before*	we	are	sending	simulations	to	XSEDE.	I	cannot	speak	to	more	infrastructure-dependent	calculations,	and	MD	simulations	are	much	more	standardized	than	your	other	use	cases,	so	you	should	take	this	with	a	grain	of	salt.	The	level	of	support	you	provide	is	already	excellent	--	my	software	questions	are	always	resolved	very	easily.	
• In	my	opinion,	user	support	and	training	are	important	for	scientific	community,	who	would	like	to	get	familiar	with	computing	resources	as	soon	as	possible	(i.e.,	spend	less	time	as	possible).	
• In	my	view,	the	current	balance	is	the	correct	one.	
• Increasing	access	to	computing	resources	and	making	it	easier	to	obtain	allocations	beyond	the	Startup	Allocation	would	be	a	great	focus.		Training	is	of	course	important	to	make	proper	use	of	the	resources,	but	access	is		important	for	researchers	at	smaller	institution	or	in	groups	that	do	not	have	funds	to	invest	in	computing	hardware.	
• Invest	in	hardware;	colleagues	can	teach	how	to	use	it.	Without	the	hardware	all	the	user	support	in	the	world	wouldn't	have	a	purpose.	
• Investment	in	XSEDE	by	NSF	is	one	of	the	best	and	most	effective	ways	to	advance	research	and	education.	
• is	good	
• It	depends	on	who	your	target	audience	is.		If	you	want	to	get	more	non-experts	using	it	you	need	to	make	it	easier	to	deal	with.		Right	now	there	are	so	many	names,	acronyms,	branches	etc.	it	is	off	putting	for	a	novice.	
• It	is	critical	to	the	scientific	community	that	NSF	invests	in	hardware	acquisition	but	not	at	the	cost	of	reducing	efforts	in	user	support.	
• It	is	important	to	provide	comprehensive	resources	and	education	to	users	so	that	they	can	use	the	computing	resources	more	efficiently.	Enabling	more	efficient	use	through	improved,	and	architecture-specific	resources	could	allow	for	better	utilization	of	existing	hardware.	
• it	need	a	good	balance	of	everything.	
• It	seems	critical	to	continue	to	provide	support	for	users	if	one	of	the	goals	of	XSEDE	is	to	broaden	user	participation.	This	seems	especially	critical	since	national	labs	can	backfill	the	essential	hardware	requirements	that	users	may	require.	
• It's	difficult	to	express	a	choice	between	them,	since	both	are	needed,	but	ultimately	more	hardware	is	needed.	There	is	just	not	enough.	Better	training	doesn't	help	if	you	haven't	got	access	to	machines.	
• may	be	
• Maybe	a	bit	more	
• More	hardware	is	better.	
• more	hardware,	less	data	science,	less	software,	less	user	support.	
• More	should	be	budgeted	for	user	support,	software	development,	training,	community	engagement,	coordination	between	different	services	providers,	etc.	
• More	spent	on	user	support	
• More	support;	I	think	we're	good	on	hardware/resources	for	now.	
• Must	depend	on	resource	need	for	hardware,	which	is	probably	more	essential:		training	can	be	delegated,	hardware	cannot?	
• "My	group	uses	Stampede	and	Comet	for	computational	modeling	of	materials.	These	are	the	only	HPC	resources	available	to	us.	NSF	should	be	investing	more	on	hardware	acquition	because	of	the	following:	
• 1.Both	Stampede	and	Coment	have	long	queue	times.		
• We	are		allocated	only	1/3	to	1/5	of	our	requested	resources."	
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• My	primary	concern	would	be	placing	too	much	emphasis	on	the	unattainable	dream	of	the	"ultimate	computer".	Hardware	becomes	obsolete	so	quickly,	and	support	from	fellow	humans	is	invaluable	to	our	work.	
• N/A	
• N/A	
• n/a	
• n/a	
• Need	more	diverse	resources	to	run	at	scale.	GPUs	and	KNL	KNHs	
• Need	to	keep	a	balance	between	hardware	acquisition	and	user	support,	software	development	etc.	
• no	
• No	
• No	
• no	
• no	
• No	
• No	
• No	
• no	-	they	seem	equally	important	
• No	opinion	
• No	opinion.	
• No	thoughts	at	this	moment.	
• No	thoughts	on	this	issue.	Continue	as	you	have	been	doing.	
• "NO!!!!!!!!!!!!!!!!!!	I	have	no	need	for	more	computational	power	or	throughput,	I	need	better	services	for	interactive,	data-centric	research!			
• XSEDEs	biggest	weaknesses	are	user	support,	software	development,	training	and	community	engagement.	There	is	already	PLENTY	of	hardware,	but	the	software	and	services	are	.			
• If	XSEDE	continues	to	neglect	the		user	experience,	I	will	continue	to	prefer	and	recommend	using	generic	cloud	providers	such	as	Google,	Amazon,	or	Microsoft."	
• No,	balance	between	the	two	is	most	important.		XSEDE	is	great	because	it	is	accessible.	
• No,	I	strongly	suspect	that	more	throughput	can	be	achieved	via	training	and	community	engagement	than	with	more	hardware,	although	putting	some	amount	of	money	into	both	is	probably	reasonable.	I	am	not	aware	of	the	current	budget	split,	but	I	would	hesitate	to	pull	funds	from	training	and	community	engagement.	
• No,	I	think	it's	very	important	to	maintain	a	robust	and	rich	user-facing	interface.	XSEDE	resources	do	require	something	of	a	learning	curve	because	accessing	resources	can	be	quite	different	to	many	other	supercomputing	facilities	
• No,	I	think	user	support,	software	development,	training,	etc.	are	essential	for	wise	use	of	the	hardware	resources.	
• No,	I	would	advocate	accommodating	both-they	are	crucial	for	success	of	many	NSF	projects	yet	represent	a	fraction	of	overall	cost.	
• No,	more	than	hardware,	user	should	get	more	efficient	and	scalable	software	tools	for	data	analysis	
• No,	should	not.	
• No,	the	level	of	support	is	essential	to	the	efficient	use	of	these	resources.	
• No,	there	should	be	a	balance.	Training	and	support	are	what	separates	us	from	and	makes	us	better	than	services	like	Amazon	and	Google.	
• No,	there	should	be	a	good	balance	
• No,	user	support	is	important.	
• No,	user	support	is	very	important	
• No.		I	realize	it	is	a	herculean	effort,	and	my	research	could	not	be	conducted	without	it	all.	
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• No.		I'd	prefer	the	opportunity	to	understand	how	to	use	the	resources	available.		I've	never	run	out	of	resources	that	would	be	addressed	by	more	hardware	but	have	used	training	resources	to	expand	my	use	of	otherwise	unknown	resources	or	improved	my	use	of	existing	resources.	
• No.		Without	user	support	and	software	development	the	hardware	is	useless.	
• No.	Advancements	in	hardware	happen	at	close	to	exponential	paces,	so	continually	trying	to	keep	pace	is	a	lost	fight.	
• No.	But	possible	older	computers	could	be	kept	longer.	
• No.	If	people	can't	use	it,	then	what	good	is	it	to	acquire	it?	Training	first.	
• No.	Investing	in	intellectual	infrastructure	seems	more	reasonable.	
• No.	The	latter	is	more	important	right	now	(user	support,	software	development,	training,	community	engagement,	coordination	between	different	services	providers).	
• Not	at	that	cost.	
• Not	really	sure	about	this.		In	the	past	the	services	I	use	have	been	upgraded	and	work	just	fine.	
• NSF	ACI	resources	are	essential	for	our	progress.	Please	keep	it	up.	
• NSF	needs	to	use	current	resources	more	efficiently	through	user	support.	
• Neutral.	
• Obviously	XSEDE	should	maximize	access	and	computation/visualization	for	as	many	users	as	possible.	Emphasize	distributing	underused	resources	(if	any).	Also,	allowing	short	term	access	for	specific	projects	might	be	nice.	
• Online	documentation	and	rapid-response	email	support	are	important	to	use	the	systems,	so	these	should	remain.	We	rarely	use	other	kinds	of	training,	community	engagement,	etc.	so	spending	on	those	aspects	could	be	reduced.	There	are	non-XSEDE	online	resources	and	on-campus	training	opportunities	that	could	fill	at	least	some	of	the	gaps.	The	resources	we	use	the	most	(e.g.,	Stampede)	appear	to	have	been	severely	oversubscribed	recently,	so	investing	in	more	hardware	acquisition	could	make	a	positive	difference.	
• people	>	hardware	
• Rather	than	additional	hardware,	why	not	make	it	so	people's	hours	do	not	expire	in	a	fixed	amount	of	time?		I	at	times	hear	of	people	practically	wasting	their	hours	near	the	end	of	an	allocation,	just	so	they	can	report	that	they	used	all	their	allotted	time.	
• Reducing	efforts	in	user	support,	software	development,	training,	community	engagement,	coordination	between	different	services	providers,	etc.	would	be	detrimental	to	NSF	aim	in	providing	widespread	cyberinfrastructure.		Personally	speaking	with	user	support	I	doubt	I	would	be	able	to	use	the	service.	
• Seems	like	a	good	balance	at	present.	
• Should	not	reduce	user	support/training	as	it	is	essential	for	new	and	learning	users.	
• Simplify	allocations,	make	startup	allocations	larger,	add	an	intermediate	allocation	level	between	startup	and	research.	It	is	a	big	leap--most	of	your	users	want	to	do	science,	even	if	their	application	does	not	scale	well	to	100K+	cores.	Spend	more	on	the	mid-tier	hardware	and	support	for	a	broader	array	of	users/applications.	Don't	focus	all	your	efforts	on	"flagship"	machines	that	only	5	codes	can	effectively	use--those	are	great	and	necessary,	but	less	so	than	everyday	"mid-scale"	science	using	sustained	computing	for	science	discovery.	
• slightly	more	hardware	acquisition,	but	no	drastic	change	to	current	balance	
• Software	development,	training,	community	engagement	etc...	could	be	reduced	to	increase	the	hardware	capability	or	number	of	computing	hours	allowed	per	allocation.	
• Somewhat	more	in	hardware.	Also	there	should	be	a	longer	range	plan	made	public	about	future	hardware	acquisitions.	
• "Spending	limits	is	a	luddite	errant,	given	the	productivity	NSF	ACI	gives	back	to	society.	
• Spending	limit	equals	speed	limit	in	this	fast	progressing	tech	age,	and	the	speed	of	innovation	is	everything.	
• But	if	we	have	to	choose	to	live	under	a	speed	limit,	spending	on	hardware	is	priority.	
• Excellent	hardware	will	gather	communities	of	expertise."	
• Storage	capacity..	Sorry.	It's	too	small	
• Support	is	very	important	to	us	
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• Sure,	more	hardware	would	be	great,	but	I	would	be	careful	if	it	depends	on	reduced	user	training	and	user	support	efforts.	If	someone	working	at	XSEDE	has	helped	a	user,	however	infrequently,	that's	probably	someone	you	want	to	keep.	
• That	would	depend	on	the	reduction	in	those	efforts.		5-10%	would	probably	be	acceptable.	
• The	70	percent	reduction	cut	we	received	below	the	requested	and	*recommended*	allocation	severely	hurts	our	scientific	output	and	the	careers	of	our	young	team	members.	Thus	I	would	recommend	to	prioritize	hardware	acquisitions	over	service	engagement,	to	fulfill	the	user	demand	coming	from	thoroughly	referred	proposals	to	XSEDE.	
• The	balance	seems	good	where	it	is.	
• The	big	problem	for	XSEDE	for	people	like	me	who	have	many	NSF	funds	to	do	basic	research	is	the	lack	of	sufficient	compute	time.		Each	year,	we	get	rated	very	well	on	our	proposal,	and	every	year	we	are	cut	30%-50%	depending	on	the	year.		Our	cuts	are	in	line	with	the	typical	average	cuts.		So	it	just	means	an	amazing	degree	of	oversubscription:	the	NSF	is	either	permitting	too	many	people	to	use	XSEDE	or	is	giving	out	too	many	NSF	grants	to	people	who	then	need	to	use	XSEDE	to	do	their	work.		We	badly	need	more	hardware	so	we	can	get	a	decent	sized	allocation!		How	can	we	do	all	the	work	we	proposed	to	do	for	our	NSF	grants	when	our	compute	time	is	cut	40%?		There	is	a	BIG	disconnect	here	of	giant	proportions.		For	people	like	me,	we'd	just	prefer	more	basic	hardware	and	some	basic	support	to	just	get	our	work	done:	webinars,	wonderful	outreach,	blah	blah	is	all	nice	but	at	what	cost	to	basic	research?	
• The	computing	resources	available	at	present	have	been	more	than	adequate	for	my	needs.	The	user	support	is	much	appreciated.	
• The	current	level	of	user	support,	software	development,	training	and	community	engagement	is	appropriate.	
• The	help	desk	has	always	been	extremely	helpful	when	I've	sought	help.	I'm	not	sure	how	much	I	should	be	utilizing	the	help	desk--they're	always	helpful,	but	I	don't	want	to	over-use	their	efforts.	Sometimes	I	think	it	would	be	nice	to	have	a	computer	scientist,	even	a	student	perhaps,	assigned	directly	to	me,	in	order	to	work	towards	the	efficient	programming	and	use	of	parallel	applications,	so	that	I	can	focus	on	the	physics	involved	with	my	work.	
• The	job	queues	are	almost	always	oversubscribed.	In	my	opinion,	ACI	should	acquire	more	hardware.	Especially	effective	hardware.	For	example,	the	Xeon	PHIs	are	rarely	used,	but	the	GPUs	are	being	actively	used.	In	addition	XSEDE	should	ensure	that	the	hardware	being	acquired	is	compliant	to	open	standards	such	as	OpenCL.	
• The	most	from	hardware	can	be	cultivated	by	informed	users.	So	I	will	say	spending	on	support,	development	and	training	is	as	much	as	important	as	new	hardwares.	If	users	are	not	well	trained,	then	that	can	result	in	waste	of	computing	resources.	
• The	NSF	must	invest	more	in	hardware	and	supercomputer	cluster	building.	As	time	progresses	allocations	on	XSEDE	become	smaller	and	this	hinders	production	for	computationally	heavy	research	programs.	My	XSEDE	allocations	have	halved	over	a	timescale	of	about	5	years	and	already	my	research	program	has	taken	a	hit	in	productivity	and	publication	output.	The	problems	we	are	trying	to	solve	become	increasingly	more	demanding	in	terms	of	computational	resources,	and	if	the	shrinkage	of	XSEDE	allocation	continues	at	the	rate	I	and	people	in	my	field	experience	soon	other	countries	will	become	more	competitive	than	the	USA.	
• The	XSEDE	resources	have	been	very	positive	and	necessary	for	my	research	group.	We	have	also	benefited	from	the	user	support.	However,	I	feel	that	an	upgrade	in	the	hardware	is	necessary	for	allowing	us	to	continue	to	utilize	XSEDE,	especially	as	our	computational	codes	become	more	scalable.	We	are	already	running	into	memory	issues	because	of	the	small	memory	per	core	on	Stampede.	I	would	support	hardware	acquisition	at	the	cost	of	reducing	effort	in	other	areas.	
• There	seems	to	be	a	nice	balance	between	available	hardware	and	user	support	right	now.	
• There	should	be	a	balanced	approach.	While	being	computationally	equipped	better	is	always	helpful,	community	engagement,	training	and	software	development	are	equally	important	to	help	researchers	do	their	work	easily.	
• There	should	be	more	training,	I	think	
• These	efforts	need	to	be	balanced	to	ensure	that	both	adequate	training,	use	support,	software	development,	etc.,		and	hardware	are	available.		The	services	and	tools	are	equally	important.	
2017	XSEDE	Annual	User	Satisfaction	Survey			 96	
• This	is	a	false	dichotomy.	NSF	could	spend	more	on	resources	AND	spend	more	on	XSEDE	if	it	were	to	stop	funding	all	of	these	other	little	pockets	of	CI	resources.	Furthermore,	the	fact	that	NSF	permits	Blue	Waters	to	continue	to	operate	as	if	XSEDE	does	not	exist	is	an	ongoing	shame.	If	the	NSF	were	to	force	integration	of	support	for	resources	from	OSG	to	XSEDE-supported	SPs	to	Blue	Waters,	and	then	integrate	rather	than	isolate	other	CI	systems	funded	by	the	NSF	(OOI	as	just	one	example)	then	its	money	would	be	better	used,	go	farther,	and	enable	more	resources	AND	more	support.	
• "This	is	a	sad,	hard	question.		
• Generally,	I	think	that	there	is	some	level	of	hardware	infrastructure	that	needs	to	be	maintained,	or	competition	for	resources	will	become	so	intense	that	only	a	small	subset	of	deserving	projects	will	get	computer	time.			In	that	case,	researchers	will	end	up	spending	inordinate	amounts	of	time	applying	for	a	diminishing	resource	pool	and	many	projects	simply	won't	happen.			(I'm	thinking	of	the	very	low	acceptance	rates	of	NSF	research	grants	these	days,	and	the	negative	effect	it	is	having	on	researchers.)					
• On	the	other	hand,	the	XSEDE	program	provides	the	kind	of	enabling	support	that	allows	""beginners""	to	access	and	use	supercomputers.			This	level	of	support	is	generally	not	available	from	DOE	resources,	and	sets	XSEDE	apart.			I	think	there	are	whole	communities	of	people	who	would	probably	not	be	able	to	actually	use	these	resources	without	the	kind	of	support	XSEDE	provides.			
• I	don't	have	a	solution,	but	I	think	the	best	thing	to	do	is	probably	to	try	to	figure	out	how	to	provide	some	of	these	support	and	user	services	more	cheaply.			For	example,	many	free	softwares	(like	VisIT)	have	user	lists	where	users	answer	each	other's	questions	and	can	search	through	older	questions.			This	may	take	some	pressure	off	of	the	official	support	system.			Some	training	could	move	to	a	cheaper,	webinar-based	model	(use	freely	available	software	and	platforms).			Also,	it	might	be	interesting	to	allow	users	to	offer	their	own	training	opportunities.			I'm	not	sure	what	dominates	the	support	costs	you	describe,	though,	so	it	is	hard	to	suggest	solutions	that	would	actually	result	in	serious	cost	savings	without	a	decrease	in	quality.		
• Honestly,	I	think	the	best	thing	to	do	is	to	try	to	increase	the	overall	spending	limits.		I	think	that	XSEDE	should	try	to	motivate	its	users	to	directly	explain	to	their	representatives	why	this	is	such	an	important	program	and	to	ask	directly	for	funding	increases.			I	think	it	is	entirely	appropriate	for	XSEDE	to,	for	example,	write	a	letter	to	Congress	explaining	why	XSEDE	is	important	and	ask	the	XSEDE	users	to	sign	it.			Or,	for	XSEDE	to	ask	any	researcher	granted	a	research	allocation	to	make	a	5-minute	video	about	their	research	and	post	it	to	YouTube."	
• This	is	a	tough	one.	You	are	asking	me	to	choose	between	the	computational	pipeline	and	the	"human	pipeline",	i.e.,	researchers	who	are	skilled	at	using	HPC	resources.	Hmm...	perhaps	when	XRAC	is	forced	to	scale	back	everyone's	awards	by	a	factor	<	0.6,	NSF	is	under-investing	in	computational	resources.	
• This	is	above	my	pay	grade.	But	I	would	imagine	the	answer	to	this	question	should	be	'YES'	if	and	only	if	both	system	utilization	and	allocation	usage	is	extremely	high	(say	>	90%?).	i.e.,	spend	more	money	on	hardware	than	people	if	and	only	if	there	is	a	true	need	to	expand	XSEDE	computational	capacity	above	and	beyond	current	planned	trajectories.		Otherwise,	you'll	be	throwing	money	at	hardware	at	the	cost	of	losing	the	talent	within	the	XSEDE	community	that	is	probably	the	only	way	you'll	be	able	to	help	get	more	science	(utilization/usage)	out	of	systems	in	the	future.	
• Training	is	important	so	that	resources	are	available	equally	to	all	users;	otherwise,	resources	are	restricted	to	just	those	who	are	already	well-versed	in	HPC,	etc.		Training	should	be	made	easily	available	to	everyone,	e.g.,	web-based,	available	online	for	on-demand	viewing,	etc.	
• Training,	community	engagement,	and	coordination	between	service	providers	are	adequate	as	of	now,	but	acquiring	more	hardware	is	always	preferred.	
• Unfortunately,	we	all	have	to	do	more	with	less,	especially	these	days.	I'd	focus	on	the	later,	user	support,	etc.	
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• User	support	and	training	is	essential;	allowing	XSEDE	to	address	the	concerns	and	benefit	the	growing	community.	
• User	support	etc.	is	very	important.	I	think	you're	doing	an	OK	balance	now.	
• "User	support	is	an	essential	aspect	of	making	the	XSEDE	infrastructure/resources	accessible	to	a	broad	community	of	researchers,	particularly	for	those	fields	in	science	where	HPC	is	used	to	deal	with	very	large,	but	empirical	data	sets	(not	simulations).	Researchers	in	these	fields	need	the	computing	power,	but	often	don't	have	the	training/background	knowledge	compared	to	more	theoretical	fields	where	HPC	is	the	primary	tool/approach/focus	for	conducting	research.		
• Thus,	allocating	more	funding	to	infrastructure	at	the	cost	of	user	support	would	shift	the	accessibility/usefulness	of	XSEDE	to	a	small	subset	of	scientists	(an	elite?),	diminishing	broader	impacts."	
• User	support	is	much	more	important	than	extra	processing	power	
• User	support	is	too	important	to	cut.	
• user	support,	software	development	should	be	kept,	but	else	-	training	-	might	sacrifice	a	little	bit	as	it	is	extremely	well	documented	on	website.	
• user	support,	software	development,	training,	community	engagement,	coordination	between	different	services	providers	will	bring	more	value	if	XSEDE	can	decentralized	its	hardware	operation	to	small	institutes	and	harness	the	computational	power.	
• We	do	not	use	much	of	user	support	so	I	am	in	favor	of	increased	hardware.	
• We	find	that	support	services	varies	a	lot	depending	on	which	resource	we	are	using.		On	some	resources,	the	support	services	have	been	totally	nonresponsive	and	we	have	basically	given	up	trying	to	run	jobs	there.		If	this	is	a	resource	issue,	then	it	should	be	fixed.	
• We	have	been	allotted	half	of	what	we	asked,	more	nodes	and	computing	resources	are	needed.	
• We	will	always	be	hardware	limited.	We	run	into	problems	when	our	users	can't	do	the	things	they	need	to	do	or	when	science	can't	happen.	I	find	it	acceptable	that	we	would	use	lower	performance	or	capacity	hardware	in	order	to	get	more	people	into	the	game.	
• While	cutting	edge	hardware	is	always	desirable,	it	should	not	be	at	the	cost	of	heavily	utilized	resources	for	and	from	the	community	as	it	may	lead	to	deterioration	of	the	overall	quality.	
• While	I	understand	the	need	to	continue	growing/upgrading	hardware	infrastructure,	user	support	is	critical	to	efficient	use	of	any	hardware	by	the	broader	scientific	community.		It's	impossible	to	know	where	the	balance	is	without	data	on	current	bottlenecks	though.	
• While	the	financial	resources,	as	is	always	the	case,	is	not	infinite...the	US	is	at	a	crucial	juncture	in	enabling	computational	science	efforts.	A	"shift"	in	budget	in	any	direction	will	essentially	jeopardize	a	vital	component	of	the	whole	"package".	
• While	there	is	a	need	to	keep	XSEDE	resources	&	services	at	the	cutting	edge,	there	is	a	greater	need	to	make	it	more	useable:	after	20+	years,	XSEDE	is	still	a	discreet	collection	of	resources	&	services	so	you	need	to	move	faster	towards	easier	single	account	+	single	sign	on;	the	ramp	up	time	to	get	started	should	warrant	more	than	annual	allocations,	especially	for	startups	-	so	make	it	easier	to	extend	startup	allocations;	queue	time	limits	of	48	hours	are	outdated	and	not	enough	for	petascale	models	-	so	update	your	queuing	policies.	This	is	especially	critical	for	model	development;	can't	have	enough	memory.	
• While	user	support	and	training	are	extremely	valuable,	I	am	not	so	sure	about	community	engagement,	for	instance.	It	could	just	be	that	I	don´t	use	these	services.	Investing	more	in	hardware	(particularly	GPUs)	is	always	welcome.	
• "With	the	usefulness	of	HPC	becoming	more	and	more	apparent,	I'd	suggest	that	both	hardware,	software	and	training/support	are	important.		They	are	synergistic,	one	without	the	other	is	a	waste.		
• I	suggest	a	Fortran	Integrated	Development	Environment	(IDE)	would	be	beneficial.		There	are	millions	of	lines	of	Fortran	being	run	today.		These	applications	need	to	be	modified	for	adding	new	physics	or	for	performance	tuning	on	new	hardware	(Xeon	Phi,	Nvidia's	Pascal,	NVLink,	vector	ARM	processors).		A	Fortran	IDE	would	speed	both	these	efforts."	
• Yes	
• Yes	
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• Yes	
• yes	
• Yes	-	I	think	ACI	should	continue	to	invest	in	equipment	-	particularly	in	to	GPUs	for	a	system	like	JetStream	
• Yes	hardware	is	the	most	critical	aspect	of	the	service.	End	users	should	have	to	pass	performance	tests/	consultations	in	order	to	gain	access	in	order	to	avoid	wasting	capacity.	
• Yes	I	would	prefer	more	hardware	and	less	training,	if	queue	waits	and	resources	are	not	available	all	the	training	in	the	world	will	not	help.		The	systems	do	not	need	to	be	HUGE,	just	midsize	clusters	will	accommodate	all	but	the	largest	jobs.		Those	super	large	jobs	can	be	allocated	to	a	special	system.	
• Yes	investing	more	is	key	to	the	current	age	of	science.	
• Yes	more	hardware	
• Yes	NSF	should	invest	in	advancing	the	cyberinfrastructure	at	all	the	fronts.	
• Yes!	Hardware	acquisition	should	get	priority	over	user	support.	
• yes,	definitely	
• Yes,	hardware	acquisition	is	more	important.	
• Yes,	I	prefer	to	spend	money	for	hardware.	
• Yes,	I	think	more	hardware	is	needed.		Allocation	applications	are	often	denied	or	reduced	due	to	claims	of	many	qualified	applicants.		If	that	is	the	case,	more	hardware	should	be	priority	number	1.	
• "Yes,	it	should.		Infrastructures	like	XSEDE	helps	to	explore	technological	frontiers	in	computing	and	provide	opportunity	for	exposure	to	them	to	people	from	ordinary	university	environment:	otherwise	it	would	be	impossible	because	of	extreme	cost	and	complexity	to	built	and	maintain	their	own	cluster	computers.			
• Another	though,	is.	I	believe,	that	from	the	industry	side	Intel	manufactures	high-end	CPUs	which	otherwise	would	not	have	proliferated	because	of	high	cost	(simply	put,	when	buying	building	our	own	computers	in	university	environment	we	always	balance	usefulness	vs.	cost,	and	CPUs	with	larger	core	count	are	always	rejected	based	on	this	consideration).	XSEDE	does	not	have	such	constraint."	
• yes,	more	available	SUs	
• Yes,	more/better	hardware	
• Yes,	need	more	hardware.		Oversubscription	is	a	growing	problem.		My	last	award	was	only	70%	of	my	request.	
• Yes,	NSF	should	invest	more.	
• Yes,	the	level	of	usage	of	the	XSEDE	clusters	are	very	high,	so	it	seems	that	hardware	acquisition	should	be	prioritized	instead	of	trying	to	bring	more	users.	
• Yes,	the	speed	of	computers	and	ability	to	calculate	systems	with	better	accuracy	are	essential	to	research.	
• Yes,	they	should	continue	to	invest	
• Yes.	
• Yes.	Certainly	
• Yes.	Hardware	is	the	only	thing	I	need	from	XSEDE.	
• Yes.	More	hardware.	The	$	spent	on	other	things	are	wasted	such	as	in-experienced	user	support	personnel	(I	always	get	better	support	when	I	contact	the	SP	directly),	No	automated	system	to	accumulate	FAQ	based	on	all	the	user	tickets,	No	integration	of	services	across	SPs,	etc.	The	list	is	really	long	and	it	shows	that	the	XSEDE	program	can	simply	move	to	a	model	where	it	supports	the	hardware	alone.	
• Yes.	Oversubscription	is	becoming	a	larger	problem	with	every	new	allocation.	
• Yes.	While	I	value	the	rapid	turnaround	with	questions	answered	by	user	support,	more	potential	service	units	could	increase	the	amount	of	data	I	can	generate	and	analyze.	
• Yes--given	spending	limits,	compute	capacity	(and	associated	data	services)	should	be	prioritized	over	support/development	activities,	particularly	since	many	of	the	support/development	activities	can	in	theory	come	from	other	sources.	
