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Abstract—Hybrid transceiver can strike a balance be-
tween complexity and performance of multiple-input
multiple-output (MIMO) systems. In this paper, we de-
velop a unified framework on hybrid MIMO transceiver
design using matrix-monotonic optimization. The proposed
framework addresses general hybrid transceiver design,
rather than just limiting to certain high frequency bands,
such as millimeter wave (mmWave) or terahertz bands or
relying on the sparsity of some specific wireless channels.
In the proposed framework, analog and digital parts
of a transceiver, either linear or nonlinear, are jointly
optimized. Based on matrix-monotonic optimization, we
demonstrate that the combination of the optimal analog
precoders and processors are equivalent to eigenchannel
selection for various optimal hybrid MIMO transceivers.
From the optimal structure, several effective algorithms
are derived to compute the analog transceivers under
unit modulus constraints. Furthermore, in order to reduce
computation complexity, a simple random algorithm is
introduced for analog transceiver optimization. Once the
analog part of a transceiver is determined, the closed-form
digital part can be obtained. Numerical results verify the
advantages of the proposed design.
I. INTRODUCTIONS
The great success of multiple-input multiple-output
(MIMO) technology makes it widely accepted for current and
future high data-rate communication systems [1]. Acting as a
pillar to satisfy data hungry applications, a natural question is
how to reduce the cost of MIMO technology, especially that of
large scale antenna arrays. The traditional setting of one radio-
frequency (RF) chain per antenna element is too expensive
for large-scale MIMO systems, especially at high frequencies,
such as millimeter wave bands or Terahertz bands. Hybrid
analog-digital architecture is promising to alleviate the straits
and strike a balance between the cost and the performance of
practical MIMO systems.
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A typical hybrid analog-digital MIMO transceiver consists
of four components, i.e., digital precoder, analog precoder,
analog processor, and digital processor [2]. In the early
transceiver design, hybrid MIMO technology is often referred
to antenna selection [3], [4] to reap spatial diversity. In
these works, analog switches are used in the radio-frequency
domain. Phase-shifter based soft antenna selection [5]–[7] has
been proposed to improve performance for correlated MIMO
channels. Nowadays, the phase-shifter based hybrid structure
has been widely used.
For a phase shifter, only signal phase, instead of both mag-
nitude and phase, can be adjusted. Thus, the optimization of
a MIMO transceiver with phase shifters becomes complicated
due to the constant-modulus constraints on analog precoder
and analog processor. It has been shown in [8] that the
performance of a full-digital system can be achieved when the
number of shifters is doubled in a phase-shifter based hybrid
structure. However, this can hardly be practical due to the
requirement on a large number of phase shifters, especially
in large-scale MIMO systems. As a matter of fact, the phase
shifters in large-scale MIMO systems have been considered to
be a burden sometimes. Thus, sub-connected hybrid structure
has emerged as an alternative option [9], [10] and it has
received much attention recently [9]–[14].
Unit modulus and discrete phase make the optimization of
analog transceivers nonconvex and thus difficult to address [3],
[4]. There have been some works on hybrid transceiver opti-
mization considering different design limitations and require-
ments. Their motivation is to exploit the underlying structures
of the hybrid transceiver to achieve high performance but with
low complexity.
Early hybrid transceiver design is based on approximating
digital transceivers in terms of the norm difference between
all-digital design and the hybrid counterpart. For the millime-
ter wave (mmWave) band channels, which are usually with
sparsity, an orthogonal matching pursuit (OMP) algorithm has
been used in signal recovery for the hybrid transceiver [15]. In
order to overcome the non-convexity in hybrid transceiver op-
timization, some distinct characteristics of mmWave channels
must be exploited [15]. This methodology is a compromise on
the constant-modulus constraint, which has been validated in
different environments, including multiuser and relay scenarios
[16], [17]. However, it has been found later on that the OMP
algorithm cannot achieve the optimal solution sometimes. A
singular-value-decomposition (SVD) based descent algorithm
[18] has been proposed, which is nearly optimal. An alternative
fast constant-modulus algorithm [19] has also been developed
to reduce the gap between the analog and digital precoders.
2The above methods are hard for complex scenarios due to
high computation complexity [20]–[22]. Therefore, based on
the idea of unitary matrix rotation, several algorithms [23],
[24] have been proposed to improve the approximation per-
formance while maintaining a relative low complexity at the
same time.
On the other hand, some works for hybrid precoding design
are based on codebooks, which relax the problem into a convex
optimization problem [25]. However, the codebook-based al-
gorithm suffers performance loss if channel state information
(CSI) is inaccurate [26]. In order to reduce the complexity
of codebook design and the impact of partial CSI, special
structures of massive MIMO channels [27], [28], can be
exploited. Recently, an angle-domain based method has been
proposed from the viewpoint of array signal processing [29],
[30], which provides a useful insight on hybrid analog and
digital signal processing. Based on the concept of the angle-
domain design, some mathematical approaches, such as matrix
decomposition algorithm, have been developed [31], [32].
Energy efficient hybrid transceiver design for Rayleigh fading
channels has been investigated in [33]. Hybrid transceiver
optimization with partial CSI and with discrete phases has
been discussed in [34] and [35], respectively.
Hybrid MIMO transceivers are not only limited to mmWave
frequency bands or terahertz frequency bands but also poten-
tially work in other frequency bands. The transceiver itself
could either be linear or nonlinear. Moreover, the performance
metrics for MIMO transceiver could be different, including
capacity, mean-squared error (MSE), bit-error rate (BER),
etc. A unified framework on hybrid MIMO transceiver op-
timization will be of great interest. In this paper, we will
develop a unified framework for hybrid linear and nonlinear
MIMO transceiver optimization. Our main contributions are
summarized as follows.
• Both linear and nonlinear transceivers with Tomlinson-
Harashima precoding (THP) or deci-sion-feedback de-
tection (DFD) are taken into account in the proposed
framework for hybrid MIMO transceiver optimization.
• Different from the existing works in which a single
performance metric is considered for hybrid MIMO
transceiver designs, more general performance metrics
are considered.
• Based on matrix-monotonic optimization framework, the
optimal structures of both digital and analog transceivers
with respect to different performance metrics have been
analytically derived. From the optimal structures, the op-
timal analog precoder and processor correspond to select-
ing eigenchannels, which facilitates the analog transceiver
design. Furthermore, several effective analog design al-
gorithms have been proposed.
The rest of this paper is organized as follows. In Section
II, a general hybrid system model and the MSE matrices
corresponding to different transceivers are introduced. In Sec-
tion III, a unified hybrid transceiver is discussed in detail
and the related transceiver optimization is present. In Section
IV, the optimal structure of digital transceivers is derived
based on matrix-monotonic optimization. In Section V, basic
properties of the optimal analog precoder and processor are
investigated, based on which effective algorithms to compute
the analog transceiver are proposed. Next, in Section VI,
simulation results are provided to demonstrate the performance
advantages of the proposed algorithms. Finally, conclusions
are drawn in Section VII.
Notations: In this paper, scalars, vectors, and matrices are
denoted by non-bold, bold lower-case, and bold upper-case
letters, respectively. The notations XH and Tr(X) denote the
Hermitian and the trace of a complex matrix X, respectively.
Matrix X
1
2 is the Hermitian square root of a positive semi-
definite matrix X. The expression diag{X} denotes a square
diagonal matrix with the same diagonal elements as matrix
X. The ith row and the jth column of a matrix are denoted
as [·]i,: and [·]:,j , respectively, and the element in the kth row
and the ℓth column of a matrix is denoted as [·]k,ℓ. In the
following derivations, Λ always denotes a diagonal matrix
(square or rectangular diagonal matrix) with diagonal elements
arranged in a nonincreasing order. Representation A  B
means that the matrix B − A is positive semidefinite. The
real and imaginary parts of a complex variable are represented
by ℜ{·} and ℑ{·}, respectively, and statistical expectation is
denoted by E{·}.
II. GENERAL STRUCTURE OF HYBRID MIMO
TRANSCEIVER
In this section, we will first introduce the system model
of MIMO hybrid transceiver designs. Then a general signal
model is introduced, which includes nonlinear transceiver with
THP or DFD and linear transceiver as its special cases. Based
on the general signal model, the general linear minimum
mean-squared error (LMMSE) processor and data estimation
mean-squared error (MSE) matrix are derived, which are the
basis for the subsequent hybrid MIMO transceiver design.
A. System Model
As shown in Fig. 1, we consider a point-to-point hybrid
MIMO system where the source and the destination are
equipped with N and M antennas, respectively. Without
loss of generality, it is assumed that both the source and
the destination have L RF chains. A transmit data vector a
∈ CD×1 is first processed by a unit with feedback operation
and then goes through a digital precoder FD ∈ C
L×D and an
analog precoder FA ∈ C
N×L. This is a more general model as
it includes both linear precoder and nonlinear precoder as its
special cases. For the nonlinear transceiver with THP at source,
the feedback matrix BTx is strictly lower triangular. The key
idea behind THP is to exploit feedback operations to pre-
eliminate mutual interference between different data streams.
In order to control transmit signals in a predefined region,
a modulo operation is introduced for the feedback operation
[36]. Based on lattice theory, it can be proved that the modulo
operation is equivalent to adding an auxiliary complex vector d
whose element is with integer imaginary and real parts [36],
[37]. The vector d makes sure x = a + d in a predefined
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Fig. 1. General hybrid MIMO transceiver.
region [36], [37]. Based on this fact, the output vector b of
the feedback unit satisfies the following equation
b = (a+ d)−BTxb, (1)
that is
b = (I+BTx)−1 (a+ d)︸ ︷︷ ︸
,x
. (2)
It is worth noting that d can be perfectly removed by a modulo
operation [36], [37] and thus recovering x is equivalent to
recovering a. On the other hand, for linear precoder, there
is no feedback operation, i.e., BTx = 0 and d = 0 [38].
Moreover, based on (2) we have b = a.
Then, the received signal y at the destination is
y = HFAFD(I+B
Tx)−1x+ n, (3)
where n is an M × 1 additive Gaussian noise vector with
zero mean and covariance Rn, H is an M × N channel
matrix, and BTx is a general feedback matrix at source,
which is determined by the types of precoders. It is worth
noting that BTx = 0 corresponds to linear precoder without
feedback operation. As shown in Fig. 1, after analog and
digital processing at the destination, the recovered signal is
given by
xˆGeneral = GDGAy −B
Rxx, (4)
where GA ∈ C
L×M is an analog processor, GD ∈ CD×L is
a digital processor, and BRx is a general feedback matrix at
the destination. Note that since the analog precoder FA and
analog processor GA are implemented through phase shifters,
they are restricted to constant-modulus matrices with constant
magnitude elements. For DFD at the receiver, the decision
feedback matrix BRx in (4) is a strictly lower-triangular
matrix. For linear detection, the feedback matrix in (4) is
an all-zero matrix, i.e., BRx = 0. Based on (3) and (4), the
recovered signal vector can be rewritten as
xˆ = GDGAHFAFD(I+B
Tx)−1x−BRxx+GDGAn.
(5)
This is a general signal model and includes nonlinear hybrid
transceivers with THP or DFD and linear hybrid transceiver
as its special cases.
More specifically, for a linear hybrid transceiver, there is no
feedback, either at the source or at the destination, i.e., BTx =
BRx = 0. Therefore, the recovered signal in (5) becomes
xˆLinear = GDGAHFAFDx+GDGAn. (6)
For the nonlinear transceiver with THP at the source and
linear decision at the destination, i.e., BRx = 0 [36], [37], the
detected signal vector in (5) becomes
xˆTHP =GDGAHFAFD(I+B
Tx)−1x+GDGAn. (7)
For the nonlinear transceiver with DFD at the destination
and a linear precoder at the source, i.e., BTx = 0, the detected
signal vector in (5) becomes
xˆDFD = (GDGAHFAFD −B
Rx)x+GDGAn. (8)
B. Unified MSE Matrix for Different Precoders and Proces-
sors
Based on the general signal model in (5), the general MSE
matrix of the recovered signal at the destination equals
ΦMSE(GD,GA,FA,FD,B
Tx,BRx)
=E{(xˆ− x)(xˆ − x)H}
=E{
(
GDGAHFAFD(B
Rx + I)−1x− x−GDGAn
)
×
(
GDGAHFAFD(B
Rx + I)−1x− x−GDGAn
)H
}
=E{
(
GDGAHFAFD − (B
Rx + I)(I+BTx)
)
bbH
×
(
GDGAHFAFD − (B
Rx + I)(I +BTx)
)H
}
+GDGARnG
H
AG
H
D, (9)
where the third equality is based on b = (BRx+ I)−1x given
in (2).
Based on lattice theory, each element of b is identical and
independent distributed, i.e., E{bbH} ∝ I [37]. Thus, for
notational simplicity, we can assume E{bbH} = I in the
following derivations. Denote B = BRx + BTx + BRxBTx,
then
(BRx + I)(I +BTx) = I+B. (10)
4It is obvious that B is a strictly lower-triangular matrix based
on the definitions of BTx and BRx, which implies that using
nonlinear precoding at transmitter and nonlinear detection at
the receiver at the same time is equivalent to just one of two.
Therefore, nonlinear precoding at the transmitter and nonlinear
detection at the receiver are equivalent and only one is enough.
Direct matrix derivation [38] yields that the optimal GD
will be
G
opt
D = (I+B)(GAHFAFD)
H
× [(GAHFAFD)(GAHFAFD)
H +GARnG
H
A]
−1.
(11)
That is, the general MSE matrix can be further simplified into
ΦMSE(GA,FA,FD,B)
=ΦMSE(G
opt
D ,GA,FA,FD,B
Tx,BRx)
= (I+B)(I+ FHDF
H
AH
HGHA(GARnG
H
A)
−1GAHFAFD)−1
× (I+B)H
ΦMSE(GD,GA,FA,FD,B
Tx,BRx), (12)
for any GD.
If B = 0 in (11) and (12), the results are reduced to linear
transceiver. Specifically, the corresponding digital LMMSE
processor for linear transceiver is given as follows
G
opt
D,L =(GAHFAFD)
H[(GAHFAFD)(GAHFAFD)
H
+GARnG
H
A]
−1, (13)
and the MSE matrix for linear transceiver is
ΦLMSE(GA,FA,FD)
=ΦMSE(GA,FA,FD,0)
=
[
I+ FHDF
H
AH
HGHA(GARnG
H
A)
−1GAHFAFD
]−1
, [I+ Γ(GA,FD,FA)]
−1 , (14)
where
Γ(GA,FD,FA) = F
H
DF
H
AH
HGHA(GARnG
H
A)
−1GAHFAFD
(15)
, which is signal-to-noise ratio for single antenna case.
For the nolinear transceivers, B = BTx for THP or B =
BRx for DFD in (10)-(12). Based on (12) and (14), the general
MSE matrix for nonlinear transceivers can also be written in
the following unified formula
ΦMSE(GA,FA,FD,B) = (I+B)Φ
L
MSE(GA,FA,FD)
× (I+B)H, (16)
which turns into the MSE matrix in (12) when B = 0.
In the following, we will investigate unified hybrid MIMO
transceiver optimization, which is applicable to various objec-
tive functions based on on the general MSE matrix (16).
III. THE UNIFIED HYBRID MIMO TRANSCEIVER
OPTIMIZATION
Because of the multi-objective optimization nature for
MIMO systems with multiple data streams, there are different
kinds of objectives that reflect different design preferences
[39]. All can be regarded as a matrix monotonic function of
the data estimation MSE matrix in (16) [40]. A function f(·)
is a matrix monotone increasing function if f(X) ≥ f(Y) for
X  Y  0 [40]. To avoid case-by-case discussion, we will
investigate in depth hybrid MIMO transceiver optimization
with different performance metrics from a unified viewpoint,
in this section.
Based on the MSE matrix in (16), the unified hybrid MIMO
transceiver design can be formulated in the following form
min
GA,FA,FD,B
f (ΦMSE(GA,FA,FD,B))
s.t. Tr(FAFDF
H
DF
H
A) ≤ P
FA ∈ F , GA ∈ G, (17)
where f(·) is a matrix monotone increasing function [40]. The
sets F and G are the feasible analog precoder set and analog
processor set satisfying constant-modulus constraint, and P
denotes the maximum transmit power at the source.
A. Specific Objective Functions
There are many ways to choose the matrix monotone
increasing function. In this subsection, we will investigate the
properties of different objective functions in (16).
One group of matrix monotone increasing functions can be
expressed as
f1 (ΦMSE(GA,FA,FD,B))
= fSchur (d(ΦMSE(GA,FA,FD,B))) , (18)
where d(ΦMSE(GA,FA,FD,B)) is a vector consisting of the
diagonal elements of the matrix ΦMSE(GA,FA,FD,B) and
fSchur(·) is a function of a vector satisfying one the following
four properties discussed in Appendix A:
1) Multiplicatively Schur-convex
2) Multiplicatively Schur-concave
3) Additively Schur-convex
4) Additively Schur-concave.
Many widely used metrics can be regarded as a special case
of this group of functions [36], [37], [39].
Conclusion 1: For linear transceiver, the feedback matrix B
in (17) is an all-zero matrix, i.e., Bopt = 0. For nonlinear
transceiver, from Appendix B the optimal feedback matrix B
for f1(·) is
Bopt = diag{[[L]1,1, · · · , [L]L,L]
T}L−1 − I, (19)
where L is a lower triangular matrix of the following Cholesky
decomposition
ΦLMSE(GA,FA,FD) = LL
H. (20)
It has been proved in [40] and [38] that for nonlinear
transceiver design each data stream will have the same perfor-
mance if fSchur(·) in (18) is multiplicatively Schur-convex.
On the other hand, if fSchur(·) in (18) is multiplicatively
Schur-concave, for nonlinear transceiver design the objective
function includes geometrically weighted signal-to-noise-plus-
interference-ratio (SINR) maximization as its special case.
If fSchur(·) in (18) is additively Schur-convex, the objective
function includes the the maximum MSE minimization and
5the minimum BER with the same constellation on each data
stream as special cases. If fSchur(·) in (18) is additively
Schur-concave, the objective function includes weighted MSE
minimization as its special case. Additive Schur functions are
usually used for linear transceivers (B = 0 in (18)) since
closed-form solutions can be obtained in this case.
Besides the above group of matrix monotone increasing
functions, we can choose one to reflect capacity and MSE
for linear transceivers. Capacity is one of the most popular
performance metrics in MIMO transceiver optimization. It can
be expressed as the form of MSE matrix considering the well-
known relationship between the MSE matrix and capacity [40],
i.e., C = −log|ΦMSE|. Then, the objective can be given as
f2(·) = log|Φ
L
MSE(GA,FA,FD)|. (21)
MSE is another widely used performance metric that demon-
strates how accurately a signal can be recovered. The corre-
sponding weighted MSE minimization objective is
f3(·) = Tr
[
AHΦLMSE(GA,FA,FD)A
]
, (22)
where A is a general, not necessarily diagonal, weight matrix,
even if it is often diagonal in many applications.
B. Hybrid MIMO Transceiver Optimization
Denote
ΠL = (GARnG
H
A)
−1/2GAR1/2n ,
ΠR = FA(F
H
AFA)
− 12 ,
and
F˜D = (F
H
AFA)
1
2FDQ
H, (23)
where Q is a unitary matrix to be determined by digital
transceiver optimization in the next section. Then (15) can
be rewritten as
Γ(GA,FD,FA) = Q
HΓ˜(GA, F˜D,FA)Q, (24)
where
Γ˜(GA, F˜D,FA) = F˜
H
DΠ
H
RH
HR−1/2n Π
H
LΠLR
−1/2
n HΠRF˜D.
(25)
The optimal B is usually a function of Γ(GA,FD,FA), for
all objective functions as demonstrated by (19) for fSchur(·)
in (18). From (24), we can conclude that the optimal B is a
function of QHΓ˜(GA, F˜D,FA)Q. Therefore, using (14) and
(24), the objective function of (17) can be expressed in terms
of Γ˜(GA, F˜D,FA) as
f
(
ΦMSE(GA,FA,FD,B
opt)
)
=f
(
(I+Bopt)(I+QHΓ˜(GA, F˜D,FA)Q)
−1(I+Bopt)H
)
,fS
(
QHΓ˜(GA, F˜D,FA)Q
)
. (26)
After introducing Γ˜(GA, F˜D,FA) and a new auxiliary matrix
Q, the objective function is transferred into fS(·) rather than
f(·). Note that this new function notation, fS(·), is defined
only for notational simplicity and it explicitly expresses the
objective as a function of matrix variablesQ and Γ˜. Therefore,
the optimization problem in (17) is further rewritten into the
following one
min
Q,GA,F˜D,FA
fS
(
QHΓ˜(GA, F˜D,FA)Q
)
s.t. Tr(F˜DF˜
H
D) ≤ P
FA ∈ F , GA ∈ G. (27)
We will discuss in detail how to solve the optimization prob-
lem (27) with respect to Q, GA,F˜D, and FA subsequently. In
(27), B has been formulated as a function of Q, GA,F˜D, and
FA. When Q, GA,F˜D, and FA are calculated, the optimal B
can be directly derived based on (19).
IV. DIGITAL TRANSCEIVER OPTIMIZATION
In the following, we focus on the digital transceiver opti-
mization for the optimization problem (27). More specifically,
we first derive the optimal unitary matrix Q and then find the
optimal F˜D.
A. Optimal Q
At the beginning of this section, two fundamental definitions
are given based on the following eigenvalue decomposition
(EVD) and SVD
Γ˜(GA, F˜D,FA) = UΓ˜ΛΓ˜U
H
Γ˜
A = UAΛAV
H
A, (28)
where ΛΦ and ΛA denote a diagonal matrix with the diagonal
elements in nondecreasing order.
Denote UGMD as the unitary matrix that makes the lower
triangular matrix L in (20) has the same diagonal elements. It
has been shown in [38]–[40] that the optimal Q for the first
group of matrix-monotonic functions can be expressed as
Qopt =


UΓ˜U
H
GMD if f(·) is multiplicatively Schur-convex
UΓ˜ if f(·) is multiplicatively Schur-concave
UΓ˜U
H
DFT if f(·) is additively Schur-convex
UΓ˜ if f(·) is additively Schur-concave.
(29)
The above results are obtained by directly manipulating with
the objective function f(·) in (26), and thus the optimal Q
varies with the matrix-monotone increasing function in (17).
For the capacity maximization in (21), the objective function
of (27) can be written as
fS,2(·) = −log|Q
HΓ˜(GA, F˜D,FA)Q+ I|. (30)
Since the function in (30) is independent of Q as long as it
is a unitary matrix, the optimal Q, namely Qopt, can be any
unitary matrix with proper dimension.
For the weighted MSE minimization given by (22), the
objective function of (27) can be rewritten as
fS,3(·) = Tr[A
H(QHΓ˜(GA, F˜D,FA)Q+ I)
−1A]. (31)
Based on the EVD and SVD defined in (28) and the matrix
inequality in Appendix C, the optimal Q is
Qopt = UΓ˜U
H
A. (32)
6We have to stress that it is still hard to find the closed-
form expression for the optimal Q for an arbitrary function
f(·). However, most of the meaningful and popular metric
functions have been shown included in one of the above
function families, and are with the closed-form expression for
optimal Q.
B. Optimal F˜D
After substituting the optimal Q into the objective function
of (27), the objective function becomes a function of the
eigenvalues of Γ˜(GA, F˜D,FA), i.e.,
fS
(
QHΓ˜(GA, F˜D,FA)Q
)
, fE
(
λ
(
Γ˜(GA, F˜D,FA)
))
,
(33)
where λ(X) = [λ1(X), · · · , λL(X)]
T and λi(X) is the
ith largest eigenvalue of X . It is worth highlighting that for
fS,1(·) and fS,3(·) based on (29) and (32) we can directly
have (33). For fS,2(·) the optimal Q can be an arbitrary
unitary matrix, minimizing fS,2(·) mathematically equals to
minimizing −
∑L
l=1 log
(
1 + λl(Γ˜(GA, F˜D,FA))
)
for any
Q. In other words, (33) always holds for these kinds of
functions discussed above.
Note that the definition in (33) follows from the facts that
the unitary matrix in Γ˜(GA, F˜D,FA) has been removed by the
optimal Q and only its eigenvalues remain to be optimized.
Therefore, the unified hybrid MIMO transceiver optimization
in (27) is simplified to
min
GA,F˜D,FA
fE
(
λ
(
Γ˜(GA, F˜D,FA)
))
s.t. Tr(F˜DF˜
H
D) ≤ P
FA ∈ F , GA ∈ G. (34)
By applying the obtained results of Qopt and the fact that
f(·) is a matrix-monotone increasing function, it can be
concluded from the discussion in [38], [39] that fE(·) is a
vector-decreasing function for fS,1(·). Moreover, substituting
the optimal Q into the objective function of (27), for fS,2(·)
and fS,3(·) we have
fE(·) = −
L∑
l=1
log
(
1 + λl(Γ˜(GA, F˜D,FA))
)
, (35)
fE(·) =
L∑
l=1
λl(A)
1 + λl(Γ˜(GA, F˜D,FA))
, (36)
respectively, which implies that fE(·) is also vector-
decreasing. In a nutshell, based on Qopt we can conclude
that fE(·) in (34) is a vector-decreasing function. Thus, from
(34), the optimization becomes maximizing the eigenvalues
of Γ˜(GA, F˜D,FA). Each eigenvalue of Γ˜(GA, F˜D,FA) cor-
responds to SNR of an eigenchannel.
In problem (34), the variables are still matrix variables.
To simplify the optimization, we will first derive the diag-
onalizable structure of the optimal matrix variables. Based
on the derived optimal structure, the dimensionality of the
optimization problem are reduced significantly.
In order to derive the optimal structure and to avoid tedious
case-by-case discussion, we consider a multi-objective opti-
mization problem in the following. Its Pareto optimal solution
set contains all the optimal solutions of different types of
transceiver optimizations. In particular, as discussed in [40],
the optimal solution of problem (34) with a specific objective
function, i.e., f1(·), f2(·), or f3(·), must be in the Pareto
optimal solution set of the following vector optimization
(multi-objective) problem
max
GA,F˜D,FA
λ
(
Γ˜(GA, F˜D,FA)
)
s.t. Tr(F˜DF˜
H
D) ≤ P
FA ∈ F , GA ∈ G. (37)
Equivalently, the vector optimization problem in (37) can
be rewritten as the following matrix-monotonic optimization
problem
max
GA,F˜D,FA
Γ˜(GA, F˜D,FA)
s.t. Tr(F˜DF˜
H
D) ≤ P
FA ∈ F , GA ∈ G. (38)
It is worth noting that optimization (38) aims at maximizing a
positive semi-definite matrix. Generally speaking, maximizing
a positive semi-definite matrix includes two tasks, i.e., max-
imizing its eigenvalues and choosing a proper EVD unitary
matrix. Note that in (38) there is no need to optimize the EVD
unitary matrix, because the constraints can remain satisfied if
only EVD unitary matrix changes. Using the definitions in
(23) and given analog precoder FA and analog processor GA,
problem (38) is a standard matrix-monotonic optimization with
respect to F˜D. It follows
max
F˜D
F˜HDΠ
H
RH
HR−1/2n Π
H
LΠLR
−1/2
n HΠRF˜D
s.t. Tr(F˜DF˜
H
D) ≤ P. (39)
Based on the matrix-monotonic optimization theory developed
in [40], the optimal solution of (39) satisfies the following
diagonalizable structure.
Conclusion 2: Defining the following SVD,
ΠLR
−1/2
n HΠR = UHΛHV
H
H
, (40)
with the diagonal elements of ΛH in decreasing order, the
optimal F˜D satisfies
F˜
opt
D = VHΛFU
H
Arb, (41)
where ΛF is a diagonal matrix determined by the specific
objective functions, e.g., sum MSE, capacity maximization,
etc., as discussed in the previous section. The unitary matrix
UArb can be an arbitrary unitary matrix.
Thus far by using Conclusion 2, the optimal F˜D can be
obtained by conducting basic manipulations as in [40] on
optimizing ΛF given a specific objective function. As a result,
the remaining key task is to optimize the analog precoder and
processor, which is the focus of the following section.
7V. ANALOG TRANSCEIVER OPTIMIZATION
Based on the optimal solution of digital precoder given in
the previous section, we optimize the analog precoder and
processor under constant-modulus constraints. In the follow-
ing, the optimal structure of the analog transceiver is first
derived. Different from existing works, we show that the
analog precoder and processor design can be decoupled by
using the optimal transceiver structure. This optimal structure
greatly simplifies the involved analog transceiver design.
For the analog transceiver optimization in (38) and using
(23), we have the following matrix-monotonic optimization
problem
max
FA,GA
F˜HDΠ
H
RH
HR−1/2n Π
H
LΠLR
−1/2
n HΠRF˜D
s.t. FA ∈ F , GA ∈ G. (42)
Denote the SVDs
R−1/2n H , UHΛHV
H
H, (43)
R1/2n G
H
A , URGΛRGV
H
RG. (44)
In Appendix D, we prove the following conclusion on the
optimal structure of FA and GA.
Conclusion 3: Let the SVD of FA be
FA , UFAΛFAV
H
FA
. (45)
The singular values inΛFA do not affect the objective function
in (42), and the unitary matrix UFA for the optimal FA
satisfies
[UFA ]
opt
:,1:L = argmax{‖[VH]:,1:L[UFA ]
H
:,1:L‖
2
F}. (46)
On the other hand, denote the SVD of R
1/2
n G
H
A as
R1/2n G
H
A , URGΛRGV
H
RG. (47)
The singular values in ΛRG do not affect the objective in (42),
and the unitary matrix URG for the optimal GA satisfies
[URG]
opt
:,1:L = argmax{‖[UH]:,1:L[URG]
H
:,1:L‖
2
F}. (48)
Based on the optimal structure given in Conclusion 3, in the
following two kinds of algorithms are proposed to compute
the analog precoder and processor. The first one is based on
phase projection, which provides better performance while the
second one based on a heuristic random selection, is with low
complexity.
A. Phase Projection Based Algorithm
Analog Precoder Design
From Conclusion 3, the optimal analog precoder should
select the first L-best eigenchannels. It is challenging to
directly optmize FA based on (46) because of the SVD of
a constant-modulus matrix. Alternatively, we resort to finding
a matrix in the constant-modulus space with the minimum
distance to the space spanned by [VH]:,1:L. Then, the corre-
sponding optimization problem of analog precoder design can
be formulated as
min
FA,ΛA,QA
‖[VH]:,1:LΛAQA − FA‖
2
F
Algorithm 1 Analog Precoder Design
Input: Left singular matrix of equivalent channel [VH]:,1:L,
algorithm threshold ζ.
1: Initialize FA with PF{[VH]:,1:L}.
2: while the decrement of the objective function in (49) is
larger than ζ do
3: Calculate ΛA based on (50).
4: Calculate QA based on (52).
5: Calculate FA based on (54).
6: Update the decrement value of the objective function in
(49).
7: end while
8: Return: FA.
s.t. QAQ
H
A = I
FA ∈ F . (49)
Different from the existing work [24], the diagonal matrix ΛA
and the unitary matrix QA in our work are jointly optimized
to make FA as close as possible in the space spanned by
[VH]:,1:L in terms of Frobenius norm. As there is no constraint
on the diagonal matrix ΛA, given matrices QA and FA, the
optimal ΛA is
Λ
opt
A = diag
{
ℜ
(
QAF
H
A[VH]:,1:L
)}
. (50)
Then we rewrite the objective function in (49) as
‖[VH]:,1:LΛAQA − FA‖
2
F
=Tr([VH]:,1:LΛ
opt
A (Λ
opt
A )
H[VH]
H
:,1:L)
+ Tr(FAF
H
A)− 2ℜ{Tr(F
H
A[VH]:,1:LΛ
opt
A QA)}. (51)
To minimize (51) given ΛA and FA, the term
ℜ{Tr(FHA[VH]:,1:LΛA
optQA)} should be maximized.
By applying the matrix inequality [41], the optimal QA is
Q
opt
A = VQU
H
Q, (52)
where VQ and UQ are defined based on the following SVD
FHA [VH]:,1:LΛA = UQΣQV
H
Q. (53)
Now that for givenQA andΛA, the optimal analog precoder
FA is [20]
F
opt
A = PF ([VH]:,1:LΛAQA) , (54)
where the phase projection PF (A) is defined as
[PF (A)]i,j =
{
[A]i,j /| [A]i,j |, if [A]i,j 6= 0
1, otherwise.
(55)
Using (50), (52) and (54), the phased projection based analog
precoder optimization is proposed in Algorithm 1.
Analog Processor Design
Based on Conclusion 3, the optimal structure of analog
processor is similar to the analog precoder, but a bit com-
plicated in that the noise variance is tangled in the analog
processor formulation. In this case, the left singular matrix
of R
1/2
n G
H
A is required to match the first L column of left
singular matrix of effective channel, i.e., [UH]:,1:L. Thus,
8Algorithm 2 Iterative Analog Processor Design
Input: The matrix [UH]:,1:L, the unitary matrix QG, the
diagonal matrix ΛG, controlling factor η, and convergent
threshold υ.
1: Compute W in (77).
2: Initialize constant-modulus processor as r(0) =
√
2
2 1.
3: while The decrement of the objective function in (77) is
larger than υ do
4: Calculate P using (78) based on GA computed in the
previous iteration.
5: Find out the optimal solution of (77) based on (79).
6: Update the decrement of the objective function in (77).
7: end while
8: Construct GA based on the optimal solution in Step 5.
9: Return: GA.
analogous to the analog precoder design in (49), we have the
following optimization problem
min
GA,ΛG,QG
∥∥[UH]:,1:LΛGQG −R1/2n GHA∥∥2F
s.t. QGQ
H
G = I
GA ∈ G. (56)
The optimization of unitary matrix QG and diagonal matrix
ΛG in (56) is exactly the same as that for the analog pre-
coder optimization. However, the optimization of the analog
processor, GA, in (56) is different.
When noises from different antennas are correlated the
analog processor design is more challenging than the analog
precoder design. In order to overcome this challenge, problem
(56) is relaxed to minimize an upper bound of the original
objective function. Applying∥∥[UH]:,1:LΛGQG −R1/2n GHA∥∥2F
≤ λmax(Rn)
∥∥R−1/2n [UH]:,1:LΛGQG −GHA∥∥2F, (57)
the objective function of (56) is relaxed with∥∥R−1/2n [UH]:,1:LΛGQG − GHA∥∥2F. Note that solving
(56) is the same as that for the analog precoder design. It is
obvious that this relaxation is tight when Rn = σ
2
nI.
This relaxation may result in some performance loss. In-
spired by the work in [42], an iterative algorithm is also
proposed to computeGA. The constant modulus constraints is
asymptotically satisfied via iteratively updating an additional
constraint. This iterative algorithm is given in Algorithm 2,
and detailed derivation is given in Appendix E.
B. Random Algorithm
The proposed phase projection based analog transceiver
design suffers from high computation complexity. This may
prohibit the proposed analog transceiver design from practi-
cal implementation. In order to reduce complexity, we can
randomly generate analog precoder and processor matrices to
avoid the heavy computations involved in the phase projection
based algorithms. In this random algorithm, we randomly
select multiple matrices in the column or row space of HH
Algorithm 3 Random Algorithm for Analog Transceiver De-
sign
Input: The number of transmitter antennasN , number of RF-
Chain L, selection numberK , probability density function
ftrans(x), and H
1: Generate K parameter matrices, R1, . . . ,RK ∈ C
M×L,
whose elements are randomly generated based on
ftrans(x).
2: Rotate the channel as HHRk. Calculate Fk =
PF
(
HHRk
)
.
3: Fmax = argmaxFi
∣∣FHi HHR−1n HFi∣∣.
4: Generate K parameter matrices T1, . . . ,TK ∈ C
L×N
randomly based on ftrans(x).
5: Rotate the channel as TkH
H. Calculate Gk =
PF
(
TkH
H
)
.
6: Gmax = argmaxGi
∣∣GiR−1/2n HHHR−1/2n GHi ∣∣.
7: Return: FA = Fmax, GA = Gmax
and use their phase projections as the candidates for the analog
transceiver design. Then the best candidate matrix is chosen
according to some criterion.
Specifically, the random algorithm consists of three steps.
First, a series of parameter matrices, denoted by {Rk} and
{Tk}, are generated, whose elements are randomly generated
following a specific distribution e.g., uniform distribution or
Gaussian distribution. Secondly, a series of candidate analog
precoder and processor matrices are computed based on the
parameter matrices. Specifically, based on the parameter ma-
trices and after computing HHRk and TkH
H, the constant-
modulus candidate matrices are obtained using their phase
projections. Finally, the analog precoder and processor are
chosen from these candidates according to the determinant of
a certain matrix version SNR matrix. The procedure is detailed
in Algorithm 3.
VI. SIMULATION RESULTS
In this part, some numerical results are provided to assess
the performance of the proposed hybrid transceiver design.
As our algorithms are applicable to any frequency band, both
microwave frequency band and mmWave frequency band are
simulated. In addition, quantization of phase shifters is also
taken into account. More specifically, both mmWave channel
model Hm and classic Rayleigh channel model Hr are tested.
For mmWave channel,Hm, the uniformed linear arrays (ULA)
is adopted. Unless otherwise specified, it is assumed that 1)
the mmWave channel has Ncl = 2 clusters with each of them
containing Npath = 5 paths; 2) the azimuth angle spread of
transmitter is restricted to 7.5◦ at the mean of azimuth angle
θˆ = 45◦, and the receiver is omni-directional; 3) the path
loss factors obey the standard Gaussian distribution; 4) the
inter-antenna spacing d equals to half-wavelength. The channel
is normalized to meet E
{
‖Hm‖
2
F
}
= NM . For the random
phase algorithm, we set K = 10, which means that the best
analog precoder and processor are selected from 10 candidates
and uniform distribution is utilized, i.e., ftrans(x) = 1 for
0 ≤ x ≤ 1. We average the result over 2,000 independent
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Fig. 2. Spectral efficiency comparison of 5 different hybrid transceiver design
methods. Here, 32×16 mmWave channel model is adopted in the simulation.
Both the transmitter and receiver are equipped with L = 4 RF-chains and the
system is conveying D = 4 data streams.
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Fig. 3. Spectral efficiency comparison of 5 different hybrid transceiver
design methods. The 32 × 16 mmWave channel model, which involves
Ncl = 3 clusters with Npath = 5 multipath at each cluster, is adopted
in the simulation. Both the transmitter and receiver are equipped with L = 6
RF-chains and the system is conveying D = 4 data streams.
trials. The transmitting power is denoted as PTx. OMP and
MaGiQ algorithms refers to the corresponding algorithms in
[15] and [24], respectively. The analog precoder and processor
for the direct phase algorithm are obtained by phase projection.
Fig. 2 demonstrates spectral efficiency versus the transmit
power for different algorithms, where the hybrid transceiver is
with N = 32 transmit antennas,M = 16 receive antennas, and
4 data streams. Both the transmitter and receiver are equipped
with L = 4 RF-chains. From Fig. 2, the proposed phased
projection based hybrid transceiver design outperforms the
other hybrid transceiver design algorithms. The performance
of the proposed algorithm is very close to the full digital one.
Fig. 3 shows the performance of the hybrid transceiver
design with 6 RF-chains for channel with Ncl = 3 clusters,
each with Npath = 5 paths. From this figure, the proposed
phase projection algorithm works well for different numbers of
RF-chains and performs very close to the full-digital one and
it is better than that of other hybrid transceiver designs. It is
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Fig. 4. Spectral efficiency comparison of 5 different hybrid transceiver design
methods. The 32× 16 Rayleigh channel model is adopted in the simulation.
Both the transmitter and receiver are equipped with L = 6 RF-chains and the
system is conveying D = 4 data streams.
worth noting that the direct phase projection method performs
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Fig. 5. Spectral efficiency comparison of 5 different hybrid transceiver
design methods concerning 2 bits quantization of phase shifters. The 32×16
mmWave channel model is adopted in the simulation. Both the transmitter
and receiver are equipped with L = 4 RF-chains and the system is conveying
D = 4 data streams.
even better than OMP and MaGiQ. This is because the error
bound of the method decreases when the number of RF chains
increases [20]. However, as the limitation that the number of
data streams should be equal to that of RF-chains [24] is not
satisfied in this case, MaGiQ algorithm is the worst at high
SNR.
The following simulations focus on Rayleigh channels at
micro-wave bands. Under this circumstance, the 32×16 system
is adopted with L = 6 RF-chains are in use transferringD = 4
data streams. After performing extensive simulation compared
with randomly generated codebooks or DFT codebook, we
found that the codebook constructed by the phase projection,
i.e., C = PF (H), has much better performance. This code-
book is used for performance comparison in the following
simulation.
Fig. 4 compares the performance for the different algorithms
under Rayleigh channels. From the figure, the proposed algo-
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Fig. 6. Spectral efficiency of random algorithm under mmWave channel.
L = 6 RF-chains are assumed to be equipped both transmitter and receiver.
Both 32 × 16 and 64 × 16 system are involved during the simulation. The
number of data streams is set to be D = 4.
rithm obtains nearly the optimal performance as the full-digital
one. The proposed algorithm performs better than MaGiQ
algorithm in [24]. Moreover, it is worth noting that even with
the carefully chosen codebook, the OMP algorithm exhibits
a large performance gap compared with the full-digital one,
which indicates that the OMP algorithm is not suitable for
micro-wave frequency bands.
As the practical analog phase shifters are often implemented
by digital controller with finite resolution, Fig. 5 compares
the performance of different hybrid transceiver designs for
32 × 16 mmWave channel when phase quantization is taken
into account. Each hybrid transceiver design only uses the
phase shifter with 2-bit resolution and L = 4. From the figure
the performance of the proposed hybrid transceiver design
still outperforms other hybrid transceiver designs with finite
resolution phase shifters.
In Fig. 6, both 32 × 16 and 64 × 16 mmWave channels
are used to assess the performance. In this case, the number
of RF-chains is 6. From Fig. 6, with the same number of
transmit antennas, the random algorithm is worse than that of
the phase projection based algorithm. Although the random
algorithm suffers nearly 5 dB performance loss comparing
with the full-digital one, by involving more antennas at base
station, e.g., N = 64, the performance of random algorithm
will be comparable to the performance corresponding to the
full-digital transmitter with 32 antennas. This implies that we
can obtain appropriate performance using the low complexity
random algorithm by simply increasing the number of transmit
antennas. Because of its low complexity, the random algorithm
will be a friendly algorithm for hardware realization.
Fig. 7 shows the BER performances of different kinds of
hybrid MIMO transceiver designs for 32×16 Raleigh channel
with 4 RF chains. In this case, there are 4 data streams
and 16-QAM is used. From this figure, at high SNR, the
BER performance of the hybrid nonlinear transceiver design is
much better than that of the hybrid linear transceiver design.
Furthermore, the hybrid nonlinear transceivers with THP and
DFD have almost the same BER performance because of the
duality between precoder design and processor design.
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Fig. 7. BERs of the linear hybrid transceiver for capacity maximization,
nonlinear transceiver with DFD and nonlinear transceiver THP. The 32× 16
Rayleigh channel model is involved in the simulation. Both transmitter and
receiver are equipped with L = 4 RF-chains transferring D = 4 data streams
simultaneously.
VII. CONCLUSIONS
In this paper, we have investigated the hybrid digital and
analog transceiver design for MIMO system based on matrix-
monotonic optimization theory. We have proposed a unified
framework for both linear and nonlinear transceivers. Based
on the matrix-monotonic optimization theory, the optimal
transceiver structure for various MIMO transceivers has been
derived, from which the function of analog transceiver part
can be regarded as eigenchannel selection. Using the derived
optimal structure, effective algorithms have been proposed
considering the constant-modulus constraint. Finally, it is
shown that the proposed algorithms outperform existing hybrid
transceiver designs.
APPENDIX A
PRELIMINARY DEFINITION OF MAJORIZATION THEORY
In this appendix, some fundamental functions in majoriza-
tion theory are defined for the convenience of unified frame-
work analysis. These definitions are also given in [38] and in
order to make the paper self-contained, they are also given
here.
Definition 1 [41]: For a K × 1 vector x ∈ RK , the ℓth
largest element of x is denoted as x[ℓ], and in other words, we
have x[1] ≥ x[2] ≥ · · · ≥ x[K]. Based on this definition, for
two vectors x,y ∈ RK , it state that y majorizes x additively,
denoted by x ≺+ y, if and only if the following properties
are satisfied
p∑
k=1
x[k] ≤
p∑
k=1
y[k], p = 1, 2, . . . ,K − 1 and
K∑
k=1
x[k] =
K∑
k=1
y[k].
(58)
Definition 2 [41]: A function f(·) is Schur-convex if and
only if it satisfies the following property
x ≺+ y =⇒ f(x) ≤ f(y). (59)
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On the other hand, a function f(·) is additively Schur-concave
if −f(·) is additively Schur-convex.
Definition 3 [38]: For two K × 1 vectors x,y ∈ RK
with nonnegative elements, it states that the vector y majorizes
vector x multiplicatively, i.e., x ≺× y, if and only if the
following properties are satisfied
p∏
k=1
x[k] ≤
p∏
k=1
y[k], p = 1, 2, . . . ,K − 1 and
K∏
k=1
x[k] =
K∏
k=1
y[k].
(60)
Definition 4 [38]: A function f(·) is multiplicatively Schur-
convex if and only if it satisfies the following property
x ≺+ y =⇒ f(x) ≤ f(y). (61)
On the other hand, a function f(·) is multiplicatively Schur-
concave if −f(·) is multiplicatively Schur-convex.
APPENDIX B
THE OPTIMAL B
Note that this optimal B for nonlinear transceiver was
previously obtained in [36] when function belongs to the fam-
ily of multiplicatively Schur-concave/convex functions defined
in Appendix A. The following presents a slightly different
proof of the optimal B, which generalizes the result to the
case with an arbitrary monotone increasing function f(·).
Here, the function f operates only on the diagonal elements
of ΦMSE(GA,FA,FD,B) and B is restricted as a strictly
lower triangular matrix which specifies the use of nonlinear
transceiver.
Based on the Cholesky decomposition
ΦLMSE(GA,FA,FD) = LL
H, (62)
we have
ΦMSE(GA,FA,FD,B)
= (I+B)ΦLMSE(GA,FA,FD)(I+B)
H
= (I+B)LLH(I+B)H, (63)
based on which the nth diagonal element of
ΦMSE(GA,FA,FD,B) equals
[ΦMSE(GA,FA,FD,B)]n,n = [(I+B)L]n,:[(I+B)L]
H
n,:
= ‖[(I+B)L]n,:‖
2. (64)
In addition, as B is strictly lower triangular it can be calculated
that the last element of the vector [(I+B)L]n,: equals [L]n,n,
i.e.,
[(I+B)L]n,: = [· · · , [L]n,n]. (65)
Therefore, from (64) to (65) the following relationship holds
[ΦMSE(GA,FA,FD,B)]n,n = ‖[(I+B)L]n,:‖
2 ≥ [L]2n,n.
(66)
It is obvious that the above inequality can be achieved with
equality as [ΦMSE(GA,FA,FD,B)]n,n = [L]
2
n,n when the
following equality holds for different n
(I+B)L = diag{[[L]1,1, · · · , [L]L,L]
T}, (67)
based on which the optimal B equals
Bopt = diag{[[L]1,1, · · · , [L]L,L]
T}L−1 − I. (68)
APPENDIX C
FUNDAMENTAL MATRIX INEQUALITIES
In this appendix, two fundamental matrix inequalities are
given. For two positive semi-definite matricesX and Y , there
are following EVDs defined
X = UXΛXU
H
X
with ΛX ց
Y = UY ΛYU
H
Y
with ΛY ց
Y = U¯Y Λ¯Y U¯
H
Y
with Λ¯Y ր . (69)
For the trace of the two matrices, we have the following
fundamental matrix inequalities [40]
N∑
i=1
λi−1+N (X)λi(Y ) ≤ Tr(XY ) ≤
N∑
i=1
λi(X)λi(Y ),
(70)
where λi(X) is the ith ordered eigenvalue of X, and the left
equality holds when UX = U¯Y . On the other hand, the right
equality holds when UX = UY .
APPENDIX D
OPTIMAL STRUCTURE OF ANALOG TRANSCEIVER
It is worth noting that the nonzero singular values of the
matrix, ΠR = FA(F
H
AFA)
− 12 , are all ones. Similarly for
ΠL = (GARnG
H
A)
−1/2GAR
1/2
n , the nonzero singular values
of ΠL are all ones. It implies that the singular values of
FA and GAR
1/2
n do not affect the optimization problem.
Based on the SVDs R
−1/2
n H = UHΛHV
H
H
, R
1/2
n G
H
A =
URGΛRGV
H
RG, and FA = UFAΛFAV
H
FA
with the singular
values in decreasing order, the objective function in (42)
becomes
F˜HDVFAΛ
T
RU
H
FA
HHURGΛ
T
LΛLU
H
RGHUFAΛRV
H
FA
F˜D
(71)
where the diagonal elements of the diagonal matrices ΛR and
ΛL satisfies
[ΛR]i,i = 1, i ≤ L
[ΛR]i,i = 0, i > L
[ΛL]i,i = 1, i ≤ L
[ΛR]i,i = 0, i > L. (72)
Therefore, FA and GA do not affect the optimal solution.
Moreover, the unitary matrices VFA and VRG do not affect
the optimal solution as F˜D in the constraint is unitary invariant.
Based on the above the discussion and (71), the re-
maining task to maximize the singular values of matrix
[UHRGHUFA ]1:L,1:L. Note that URG and UFA are unitary
matrices, for the optimal solution, the left eigenvectors of its
first L largest singular values of FA should have the maximum
inner product with [VH]:,1:L i.e.,
[UFA ]
opt
:,1:L = argmax{‖[VH]:,1:L[UFA ]
H
:,1:L‖
2
F}. (73)
Similarly for the optimal solution, the left eigenvectors of
its first L largest singular values of R
1/2
n G
H
A should have the
maximum inner product with [UH]:,1:L, i.e.,
[URG]
opt
:,1:L = argmax{‖[UH]:,1:L[URG]
H
:,1:L‖
2
F}. (74)
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APPENDIX E
ANALOG TRANSCEIVER DESIGN
For fixed ΛG and QG, the optimization problem (56) can
be transferred into the following vector variable optimization
problem
min
r
rTWr− pTr− rTp+ q
s.t. rTKir = a
2, i = 1, 2, . . . , NL. (75)
The vector r is constructed via vectorizing GA, i.e.,
r =
[
ℜ{vec(GA)}
T, ℑ{vec(GA)}
T
]T
,
and the matricesW, Ki and vector p are defined as follows:
W =
[
ℜ{I⊗Rn} −ℑ{I⊗Rn}
ℑ{I⊗Rn} ℜ{I⊗Rn}
]
,
Ki = diag
{[
0T(i−1)×1, 1,0
T
(NL−1)×1, 1,0
T
(NL−i)×1
]}
,
and
p =
[
ℜ{
(
I⊗R
1/2
n
)H
vec
(
[UH]:,1:LΛGQG
)
}
ℑ{
(
I⊗R
1/2
n
)H
vec
(
[UH]:,1:LΛGQG
)
}
]
. (76)
The constant scalar, q, in (75) equals q =
||vec
(
[UH]:,1:LΛGQG
)
||22.
Note that because of the constant modulus constraints, the
term rTr is a constant. As a result, for a constant real scalar,
η, the objective function in (75) is equivalent to rT(W +
ηI)r − pTr − rTp + q. As the constant modulus constraints
in (75) are all quadratic equalities, the optimization problem
(75) is nonconvex. Following the idea of [42], an iterative
algorithm is proposed via iteratively updating constraints to
guarantee the constant modulus constraints. Specifically, at
the nth iteration each constraint rTKir = a
2 is replaced
by r˜T(n−1)Kir(n) = a
2 where r˜(n−1) is a vector computed
based on r computed in the (n − 1)th iteration. After stack-
ing r˜T(n−1)Ki for i = 1, 2, . . .NL in P(n−1), optimization
problem (75) is transferred to
min
r(n)
rT(n)(W + ηI)r(n) − p
Tr(n) − r
T
(n)p+ q
s.t. P(n−1)r(n) = a
21, (77)
where the matrix P(n−1) is defined as
[P(n−1)]ℓ,j
=


cos
(
∠[vec(GA,(n−1))]ℓ
)
if ℓ = j, ℓ ≤ NL
sin
(
∠[vec(GA,(n−1))]ℓ
)
if j = ℓ+NL, ℓ ≤ NL
0 otherwise.
(78)
The vector 1 is a column vector with all elements equal to 1.
As proved in [42], when η ≥ σmaxNL/8+ ||p||
2
2, where σmax
is the largest eigenvalue of Rn, the optimal solution of the it-
erative optimization (77) minimizes the objective function and
satisfies the constant modulus constraints asymptotically. As
(77) is convex at each iteration, based on its KKT conditions,
at the nth iteration the optimal solution of (77) is
r(n) = (W + ηI)
−1
(
q+
λ
2
PT(n−1)
)
(79)
with
λ
2
=
(
P(n−1)(W + ηI)
−1PT(n−1)
)−1
×
(
a21−P(n−1)(W + ηI)
−1q
)
. (80)
In a nutshell, the iterative algorithm is given in Algorithm 2.
Using the iterative algorithm, the numerical result of analog
processor can be found.
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