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1. SMOOTH KERNELS 
In 121 we showed that if {K,} is a smooth approximate identity (definition 
below) and f E L,(-co, co), then/* K, -+fa.e. The condition thatfE L, is 
unduly restrictive. In this section we first explicate what is actually proved in 
[2], and then (Theorem 9) give a useful sufficient condition on f which 
insures that f * K, + f a.e. when K, consists of translates of the heat kernel. 
In the second and third sections of the paper, we consider in further detail 
the approximate identity given by the heat kernel 
(1) 
and by its translates 
kd4 = -!--e -(x-vjv41 
&G * 
In Section 2 we obtain new results on the relationship between functions 
parabolic in a strip 0 < t < T and their initial values. In Section 3 we show 
that parabolic functions can have initial values which grow arbitrarily 
rapidly. 
All integrals without limits are to be interpreted as integrals from -co to 
+oO. 
Let (K,} be a net of non-negative functions on (-co, co), where a runs 
over some directed set D, and we write a -+ co to indicate limits as CI runs 
over D. Thus we write, for example, K,(x,) --t 0 as cz -+ co. 
The net (K,) is an approximate identity (positive kernel) if (a), (b), and 
(c) below are satisfied, and a smooth approximate identity, or smooth kernel, 
if, in addition, (d) and (e) are satisfied. 
(a) K,EL, and K,>Ofor all a. 
(b) I K, = 1 for all a. 
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(c) .(‘,*, G6 K, t 1 as a + co, for all 6 > 0. 
(d) K:, is continuous on (-co. co ). K, increases to a unique 
maximum at x,, and decreases for x > x,. 
(e) For some constant A. /?I, 1 K,(x,) < A for all CL. 
The following lemmas are simple consequences of (a)-(e) above. and are 
proved in 121. 
LEMMA 1. ~‘,~~,b~K,-,0~su-cx,,for~l16>0. 
LEMMA 2. x, + 0 as a + co. 
LEMMA 3. sup(K,(s):Isl~6}-lOasa -+ co, for all 6 > 0. In particular, 
K,(s,) + 0 as a + co for all s, # 0. 
LEMMA 4. K,(s) + 0 us Is( -+ co for all a. 
LEMMA 5. For all 6 > 0, .I,,, 26 K; + 0 as a + co. 
LEMMA 6. There is a constant B and a0 E D such that 1 lxKh(x)l d.y < B 
for all a>a,. 
In addition to the properties of (K,), we need the following form of the 
fact that the derivative of an integral is the integrand. 
LEMMA 7. If f is locally integrable, then for almost all x (and all x 
where f is continuous), 
lim 5 x &,; (f(u) -f(x)) du = 0. 
* 
(2) 
We will say that f is in the domain of (K, }, written f E dam{ K, 1, iff f is a 
locally integrable function such that If(s) K,(x -s) ds exists as a 
conditionally convergent improper integral for all x and all a > a, ; and for 
all x and all 6 > 0, 
( f(s)K,(x-s)ds+O as a-+ 00. 
cc 
(3) 
and 
% 
j-v+6f(s)K,(x-s)ds+0 as a+oo. (4) 
INITIAL VALUES 421 
If fE L,, then of course (3) and (4) are automatic. However, we want to 
consider functions f which are unbounded at 03 but nevertheless are in the 
domain of the kernel. 
THEOREM 8. If (K,} is a smooth approximate identity, and 
fE dom{K, 1, then df* K,)(x) -f( x ) a.e. (and in particular for all x where f 
is continuous) as a -+ co. 
Proof. In [2, Theorem 1, p. 201 we proved this theorem for f E L,. In 
fact the proof uses only the fact that f is locally integrable (as in Lemma 7 
above) and the limits (3) and (4) above hold. For the reader’s convenience, 
we outline the proof. Fix x such that (2) holds, and let 6 > 0. 
f * K,(x) -f(x) = fin K,(x - s)(f 6) -f(x)) ds 
co 
= j;;‘K,(x-s)f(s)ds-f(x)j;;‘K,(x-s)ds 
+ j-:, K,(x - s)f (s) ds -f(x) j: d K,(x - s) ds 
+ y &C-u - s)(f(s) -f(x)) ds 
‘X-6 
.x+6 
+I K,(x - s)(f (s) -f(x)) ds. -1 
(5) 
The second and fourth integrals above tend to zero with a by Lemma 1. The 
first and third integrals tend to zero by conditions (3) and (4); i.e., the 
assumption that f E dom( K,}. The last two integrals are similar, and we 
treat J, = I:-,. Let 
P(s) = is (f(s) -f(x)) ds, 
-x 
so that p(s)/(s -x) + 0 as s +x by (2). Then 
= K,(O) j?(x) - K,(6) 8(x - 6) + fX /3(s) K;(x - s) ds. 
-x-s 
Observe that p(x) = 0, that p is continuous, and that K,(6) + 0 for any fixed 
6 > 0. We estimate the final integral as follows: 
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(6) 
where B is the constant of Lemma 6. Choose 6 so the right side of (6) is less 
than E. Then pick a,, so K,(6) p(x - 6) < E for c1> cz,, . Hence IJs 1 < 2s if S is 
small enough and a > (x0. We can pick 6 and a0 so that the last integral in 
(5) is also small for a > a,,. Now 6 is fixed and we pick a, > a0 so that the 
first four integrals are small if a > a,. 
The kernels we shall be interested in are the heat kernels (1). 1 See Widder 
[ 12, p. 301 for general properties. 1 If u(x, t) = (g * k,)(x) with g E dom( k, }, 
then Theorem 8 says that lim,+,+ u(x, t) = g(x) a.e. To inquire about 
convergence along paths other than vertical, we consider a new approximate 
identity consisting of translates of (k,}. Let 
In [2, p. 241 we showed that (k,,.,, } is again a smooth approximate identity 
as t + O+, q + 0, provided t > A$ for some A > 0. The condition t > Aq’ 
insures that (e) holds, and (a), (b), (c), (d) are obvious. If u(x. I) = 
(g * k,)(x), then (g * k,,,,,)(x) = u(x - g, t) and we conclude that 
u(x, - II, t) + g(x,,) a.e. as t + Of with f > Aq*. This is the same as saying 
that U(X, t) --t g(xJ a.e. as (x, f) + (x0, 0) over any parabola t = A(x - x0)*. 
(This result is due originally to Hattemer 151.) 
The following theorem gives a sufficient condition that a locally bounded 
measurable function G be in the domain of the general heat kernel (k,,.,,}. 
THEOREM 9. If G is a locally bounded measurable function such that 
11 G(s)1 epas’ ds = M < a for some a > 0, then G E dom(k,,,,,}. 
Proof. If I < 1/4a, then k(,,,,(x - s) G( s is absolutely integrable for all x ) 
and v, and only conditions (3) and (4) are at issue. We check (4): 
-exp(-(x - q - s)‘/4t) 1 . 
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The term in brackets on the right above can be written by completing the 
square: 
exp [‘r141j2].&exp I-- (F)(s-%)*I . (7) 
For fixed X, the left factor remains bounded as t + O+, q + 0. If t and r7 are 
small enough, then 
1 - 4at 
yjj-> wt 
and for s > x + 6, 
for some p > 0. Hence the right-hand factor of (7) is less than 
which tends to zero as t -+ O+. The proof of condition (3) is similar, so 
GE dom{k(,,,,}. N o ice t that we did not here use the condition t > Aq’, but 
only the fact that both t and v approach 0. However, the condition t > A# is 
necessary that (k,,,,,} b e a smooth kernel, which gives us the constant B of 
Lemma 6, which is used in the proof of Theorem 8. 
We will need the following corollary in the next section. 
COROLLARY. if G is a locally bounded measurable function such that 
1 G(s)/ < h4e’“‘for some A4, some c > 0, then G E dom( kc,,,, ). 
Proof. If a > c, then G(s) emas’ is integrable. 
2. INITIAL VALUES OF PARABOLIC FUNCTIONS 
We will say that u(x, t) is parabolic in a domain provided u satisfies the 
heat equation, u,, = u,, and the partial derivatives are continuous up to 
order two. It follows [ 10, p. 2011 that u is infinitely differentiable in t, and 
analytic in x. We will be particularly interested in functions parabolic in a 
half-plane t > 0, or a strip 0 < t < T. 
Parabolic functions, like harmonic functions, can be parabolic in a half- 
plane and have zero boundary values without being identically zero. 
However, a function cannot be harmonic in the whole plane (and therefore 
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analytic in each variable) and identically zero in a half-plane without 
vanishing identically. A parabolic function. on the other hand, can vanish 
identically for t ,< to without being identically zero. The possibility that a 
parabolic function can bifurcate along any line f = t, is a fact which must be 
reckoned with in relating parabolic functions and their initial values. The 
following result, although not spelled out, is implicit in Tychonoffs paper 
[ 10, p. ZOO]. (See also [S, p. 6091.) 
THEOREM 10. There is a non-zero function w(x, t), parabolic in the 
whole plane, with w(x. t) s 0 for t < t,. 
Proof. Following Tychonoff we invoke the following result of Carleman 
13, p. 63): if (A,} . IS an increasing sequence of positive numbers such that 
then there is a P function F(t) on (-co, co) such that F”‘)(O) = 0 for all n. 
and IF’“‘(t)l <A, for all n, t. if 1 < k < 2, then A,, = (kn)! is such a 
sequence. To see this, we recall Stirling’s formula [ 1, p. 204, Ex. 2 1 
(9) 
where 2x/(2x + 1) < t!?(x) < 1. Hence 
(f&y> (gk = (f)” nk, 
and 
n=1 
Now let F(t) be a C” function on (-co, co) with Fen)(O) = 0. IF’“‘(t)1 < 
(kn)!, 1 < k < 2, and let 
2n 
#(X, t) = f P(t) A--. 
n=O (2n)! 
(10) 
The series obtained by differentiating (10) 2m times with respect to X, or m 
times with respect to t, is 
(11) 
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If u, is the nth term, then using Stirling’s formula and letting E denote the 
exponential terms which tend to one as n + co. we have 
= X2e2-k-(km)/n ( k(n;m) )k+km’n 
1 
’ (2n)2-k-km:n 
As n + co, the first live terms approach x2 . eZPk . (k/2)k . 1 . 1, and the last 
term approaches zero. Hence lim ((I, / ‘In =O, and the limit is uniform for 
-x,, < x < x0, for any x,, . Therefore ( 10) can be differentiated term-by-term 
infinitely often with respect o x or t. It follows that U(X, t) is parabolic for 
all (x, t), that u(x, 0) E 0, and that all t-derivatives of u(x, t) are zero at all 
points (x, 0). Hence if U(X, t) = u(x, t) for t > 0 and u(x, t) E 0 for t ,< 0, then 
u is parabolic in the whole plane. The function M’(x, t) = c(x, t - to) is the 
desired function. 
Tychonoff’s uniqueness theorem for parabolic functions says that if U(X, t) 
is parabolic in some strip, u(x, t) + 0 as (x, t) + (x0, 0), for each x,, and 
1 u(x, t)l < Me”“2 for some M, some a, then u(x, t) E 0. The exponential 
growth condition is therefore sufficient to keep a parabolic function from 
bifurcating along some line t = to > 0. Tychonoffs proof, without change, 
shows that in fact one need only assume lu(x, t)l < Meax2/fi, and we will 
need this slightly stronger esult. 
THEOREM 11. Zf u(x, t) is parabolic for 0 < t < T and u(x, t) -+ 0 as 
(x, t) + (x,, 0) for each x,,, and 1 u(x, t)l < Mea”‘/\/? for some M, some a, 
then u(x, t) s 0. 
Proof [ 10, p. 206; 11, p. 88 1. 
In accordance with Theorem 11 we will say that u(x, t) is monolithic on 
the strip 0 < t < T provided u is parabolic in the strip, and for each c < T. 
there are M and a such that 
124(x, t)l < Me”“2/& (12) 
for all x and t, 0 < t < c. Two such functions which agree along any line 
t = to (0 < to < 7’) must then agree for t > t,. At to = 0, “U and u agree” 
means lim (x.l~-(x,,o#4x~ t) - 0, t)) = 0 for all x0. 
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If a, is a locally bounded measurable function, we define its Poisson 
integral as 
where k,(x) is the heat kernel (1). Observe that the Poisson integral ( 13) is 
conditionally convergent by definition. Tychonoff showed ] 10, pp. 201. 202 ] 
that if (13) converges for soe (x0, to), then (13) converges for all (x, t) with 
0 < t < t,, and P(q; x, t) is parabolic for 0 < t < t,. 
We will say that a function u(x, t) parabolic on the strip 0 < t < T has the 
semigroup property, or Huq’gens property (cf. [ 13 1). if 
u(x, t + h) = (- u(s. h) k,(x - s) ds ( 14) 
whenever t > 0, h > 0, and t + h < T. The semigroup property ( 14) has the 
same basic importance for parabolic functions that the local Poisson integral 
does for harmonic functions. One sees from Theorem 10 that the semigroup 
property is not automatic for parabolic functions. 
THEOREM 12. If cp is a locally bounded measurable function such that 
for some a > 0, and u(x, t) = P(v; x. t), then u(x, t) is monolithic for 0 < t < 
1/4a, and u(x, t) -, rp(x,, 0) a.e. as (x, t) -+ (x0, 0) ocer parabolas. 
Proof. If t < 1/4a, then k,(x - s) < Ke-“’ for some constant K 
depending on x and t; hence P(q; x, t) converges absolutely and u(x, t) is 
parabolic. Theorem 9 shows that v, E dom( kc,,,, }, so u(x, t) approaches o(x,) 
a.e. over parabolas. To see that u(x, t) is monolithic, we estimate the integral 
P(v) as follows (cf. [ 10, p. 2081 and (7) above): 
-[(X-5)‘-40tSz]/4t ds 
(16) 
=--$=pp 1 p(s)/ e -as2e“‘(s) ds, 
where 
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The identity (16) is simply an algebraic identity in the exponent. Hence from 
(15) and (16) we have 
IO, t)l< 
ar’/( I - 4ao %e. , (17) 
which is the monolithicity condition (12) with M = M,/& and a replaced 
by a/( 1 - 4ac) for 0 < t < c < 1/4a. 
The following result is a refinement of Lemma 6.2 of [9 1. 
THEOREM 13. Zf u(x, t) is monolithic with 
/ u(x, t)l < Me”“‘/& 
for 0 < t < 1/4a, then u(x, t) has the semigroup roperty for 0 < t < 1/4a. 
Proof. Let U(X, t) = P(u(s, t,); x. t). With U(S, to) for cp in (15) and 
for M,, we conclude that U(X, t) is monolithic for 0 < t < 1/4(a + E) for any 
E > 0. This is the same as saying u(x, t) is monolithic for 0 < t < 1/4a. We 
also have u(x, t) -+ u(xO, to) as (x, r) + (x,, 0), since u(., to) is continuous and 
(k,} is an approximate identity (here “smooth” is irrelevant). Hence both u 
and u are monolithic and agree along the line t = t, in the sense that 
v(x, 0) = U(X, to). Therefore v(x, I) = U(X, to + t) for 0 < t, + t < 1/4a, and 
this is the semigroup roperty for U(X, t). 
LEMMA 14. Let u(x, t) be parabolic for 0 < t < 1/4a and let u,(x) = 
u(x, t). Zf the functions u,(x) e-ax2 have bounded L, norms (1 < p < a~) for 
0 < t < 1/4a, then u(x, t) has the semigroup property for 0 < t ( 1/4a if 
p = co, and for 0 < t < 1/4ap if 1 <p < co. 
Proof: The condition that the L, norms be bounded is sufficient by [ 13, 
Theorem 2.3; 12, p. 1621. If 11 u,(x) e-0X211a, GM, then IIq(x) e-O’Xzjl, GM’ 
for each a’ > (I, and hence U(X, t) has the semigroup property on 0 < t < 
1/4a’ for each u’ > a, which is the same as having the semigroup property 
on 0 < t < 1/4a. Now assume that the L, norms are bounded, 
j 1 u(x, t)lP e-apx2 dx < Mp 
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for 0 < t < 1/4a. Since &$Y e -apr’ dx is a measure of total mass one. and 
u,(x) is integrable with respect to this measure. we have Jensen’s inequality 
Hence 
1. lu(x, t)l epapx2 a!x < (ap/n)“2P-‘;2M, 
and by Theorems 12 and 13, U(X, t) has the semigroup property for 0 < t < 
1/4ap. 
THEOREM 15. Let u(x, t) be parabolic for 0 < t < 1/4a; 
(i) if /I u,(x) e-ax’llcc < A4 for 0 < t < T< 1/4a, then u(x, t) = 
P(e”“‘g(s)) with (I gIlso < M; 
(ii) if IIu~(x)~-““‘II, <M for 0 < t < T< 1/4a, then u(x,t) = 
P(eosz dp(s)), where ,a is a signed Bore1 measure with )I,a 11 < M3 
(iii) if II u,(x) epax2 - g(x)ll, + 0 as t + 0+ for some g E L, , then 
u(x, t) = P(e”“‘g(s)); 
(iv) if /u,(x) epOx’)lp < M for 0 < t < T< 1/4a, then u(x, t) = 
P(e”*g(s)) for some g with 11 g& ,< M. 
Notes. Some of the parts of Theorem 15 are known. We nevertheless 
include them here because the same sort of w*-compactness arguments are 
involved in all the proofs. These arguments are patterned after 17, 
pp. 18,231, where they are applied to the Fejer kernel and the Poisson 
kernel, and give analogous results for harmonic functions. Part (i) is given in 
16, Theorem 13.21. Theorem 10.2 of [ 6 1 and Theorem 8 of [ 5 1 are “if and 
only if’ versions of (ii) for the case a = 0. Theorem 9.6 of [6] is an “if and 
only if’ version of (iv) for the case a = 0. Theorem 2.3 of 1131 is (ii), 
without the estimate on Ilp/l. More important, however, is the fact that 
Theorem 2.3 of [ 131 establishes the critical semigroup property, which was 
also used in our Lemma 14. In the analogous proofs for harmonic functions, 
the semigroup property is automatic. The principal philosophical content of 
Theorems 15 and 16 is that eax2 dx is a more natural measure than a!x for 
coupling with heat kernels, and e-Ox2 dx is more natural than u!x for 
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measuring the growth of sections u,(x) of parabolic functions. Theorem 16 
below gives partial converses of (i), (ii). and (iii). 
Proof of Theorem 15. (i) If the L, norms of the functions u,(x) e-n.r’ 
are bounded by M, then there is a subnet U,(X) ePax’ which converges M’* 
( i.e., pointwise on I.,) to some g E L, with IIgl(, GM. By Lemma 14, 
U(X, t) has the semigroup roperty for t ( 1/4a. Moreover, if I < 1/4a, and s 
is fixed, e”‘k,(x - s) E L, . As r + O+, we have 
U(X, r + r) = 1 U(S, r) emus’k,(x - s) eas2 ds 
-+ [ g(s) k,(x - s) ens’ ds; 
i.e., U(X, t) = P(e”“‘g(s)). 
(ii) Let dpr(x) = u,(x) eeax2 dx, so that for t < 1/4a 
Here ll,qll is the norm ,q has in C,*, the adjoint space of the space of 
continuous functions which vanish at infinity. Again by Alaoglu’s Theorem 
there is subnet (,q} of the measures (p,} which converges W* to somep. with 
lIpI/ GM, as r + O+. For fixed x and t. with t < 1/4a, eas’kl(x - s) E C,; 
hence, as r -+ O+, 
U(X, t + r) = 1. u(s, r) e mnsLkt(x - s) eas’ ds 
+ 1. k,(x - s) eas2 Q(s); 
i.e., u(x, t) = P(easL dp(s)). 
(iii) Let p(x) = ea-‘*g(x), so the assumption is 
[ 1 u(s, r) emus’ - p(s) e-mas’) ds + 0 
as r+O+,or 
1 1 U(S, r) - p(s)1 eeas’ ds -+ 0. 
409/86:2 9 
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For each fixed I and t. with t < 1,14a. we have k,(x - s) < Ke-OS’. where K 
depends only on .Y and t. Hence 
1 I u(s, r) - v(s)1 k,(x - s) ds + 0 
as r + O+. and consequently 
u(x. t + r) = I‘ u(s, r) k,(x - s) ds 
+ I’ p(s) k,(x - s) ds. 
That is, u(x. t) = P(p(s)) = P(e”“‘g(s)). 
(iv) Assume /I u,(x) ePoX$, GM. Since the M-ball of L, = L$ is II’* 
compact, there is again a subnet (u,(x) e-‘-“} which converges pointwise on 
L, to some fp E L,, 
eaS2k,(x - s) E L,, 
with 1) ‘pllp < M. For fixed x and t, with t < 1/4a, 
and as before we get 
u(x, t) = 1. q(s) eas’kl(x - s) ds. 
or u(x, t) = P(e”“‘p(s)) with cp E L,, 11 (p IID < M. 
THEOREM 16. (i) If U(X, t) = P(e”‘:g(s)) with g E L,, theff for al/ 
b > a, 
(ii) If u(x, t) = ( P eas2 dp(s)), where ,a is a finite signed measure, then 
for all b > a. 
limsupI(u,(x)e-b”‘((,~<((~/(. 
f-O+ 
(iii) Ifu(x, t) = P(eas’g(s)), where g E L, , then for each b > a, 
lir;nus+upIlu,(x)e-b”21i, G II 4,. 
Proof. (i) From [ 10, p. 208; 12, p. 17 11 we have 
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so 
and equality holds if g(s) E M. If b > a, then for all sufficiently small t, 
b > a/( 1 - 4at) 
Note that IIn, e-OX*llcc = co for all t > 0 if u(x, t) = P(eas’), so the 
theorem cannot be improved to lim sup14,,+ II z+(x) e--uX211a < I( gl/=. 
(ii) We assume u(x, t) = P(eQSL L+(S)) and estimate 11 u,(x) ePbr’l(, as 
where the change of order of integration (for small values of t) will be 
justified by the finiteness of the final estimate. The inside integral above can 
be written 
= J4b; + 1 e-bs2/(46f+ I), (20) 
where the integral is evaluated with the substitution 
(_ e-” du = fi. 
Now we rewrite (19) using (20): 
j I u,(x)1 embX2 dx < d&j e-bs”(4bfi- “e”“d I&). (21) 
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If f is small enough, 6/(46t f 1) > a. and we have 
which implies the desired result. 
Observe that here also the condition lim sup 1) u,(x) e-bx’ll, < ll,~ll for b > a 
cannot be improved to lim sup (1 u,(x) e-a.r*ll, ,< lipI/. To see this let L+(X) = 
dx/( 1 + x2), so 11~ 1) = z The computation above, (2 l), with equality holding 
throughout since ,D > 0, shows that with b = a we get 
forallt>O,wheres=[a-a/(4at+I)~>O. 
(iii) If u(x, t) = P(eaS*g(s)) with g E L,, then we can replace LIP in (ii) 
with g(s) ds, so d lpi(s) = I g(s)/ ds and the proof is as before. 
3. PARABOLIC FUNCTIONS WITH LARGE INITIAL VALUES 
We have seen in Theorems 15(i) and 16(i) that parabolic functions u(x, t) 
which satisfy a condition of the form 
(22) 
are Poisson integrals of functions (p(s) which satisfy 
(23) 
Moreover (Theorem 9). u(x, t) -+ I a.e. as (x, t) -+ (x,, 0) over parabolas. 
Conversely, if u(x, t) = P(e”“‘g(s)) with )I gll a = M, then )I u(x, r) e b.r’l/K < 
M/d= for b > a, and f small enough. There is therefore a one-to-one 
correspondence between parabolic functions which satisfy an exponential 
growth condition (22) and initial values q(s) which satisfy an exponential 
growth condition (23). 
In this section we show that there are functions g(s) on the line such that 
I g(s)/ grows arbitrarily rapidly, but nevertheless g E dam{ k,}. Specifically, 
we will show there are g, with j gl essentially arbitrary, so that u(x, I) = P(g) 
extends to a function parabolic for all t > 0 and u(x, t) + g(x) a.e. as t + O+. 
The construction involves changing the sign of a rapidly growing function 
p(s) on adjacent small intervals so that the resulting function g(s) = @D(S) 
has conditionally convergent Poisson integral. 
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We define an e-partition of [a, b] to be a set of equi-spaced points (xi} 
with a = x0 < x, < ... < x, = b, and xi - xi-, < E, and n an even integer. 
LEMMA 17. Let 9(x) be a positive monotone function on [a, b]. If T(x) is 
alternately -I and +l on the subintervals of an c-partition of [a, b], then 
1 j.b T(x) v(x) dx 1 < E max v(x). 
-(I (24) 
Proof. If Ai is the area under 4’ = o(x) over the ith subinterval, then 
].“T(x)9(x)dx=(A2-A,)+(AJ-A3)+...+(A,-A”+,). 
-a 
A picture shows that the areas represented by A, -A,, A, - A,, etc., can be 
stacked disjointly in a rectangle of width E and height 9(b) -9(a) < 
max o(x). 
LEMMA 18. If 9(x) is any positive piecewise monotone function on 
(--a~, co) and n > 0, then there is a partition of (-a, 00) into subintervals 
so that if T(x) is alternately + 1 and -1, then I = c T(x) 9(x) d-x exists as an 
improper Riemann integral, and ]I( c n. 
Proof. Let ... xP2 < x-, < x0 < x, < x2 < .a. be the integers plus the 
finite number of points where rp changes from monotone increasing to 
monotone decreasing. On each interval I,, = [x, _, , x,,], n = 0, f 1. 52 ,..., put 
an &,-partition, where E, max cp[l,,] < 9/(3 . 2’“‘). Then 
T(x) 9(x) dx < q/(3 . 2’“‘) (25) 
for any interval J c I,. Clearly J’ T(x) o(x) dx exists as an improper 
Riemann integral, and has value numerically less than q. 
THEOREM 19. If the functions 9(s) and 9(s) k,(x - s) are piecewise 
monotone for all x and all t < t,, and all have fewer than N turning points, 
then there is a function T(s) which is alternately + 1 and -1 on adjacent 
intervals so that T(s) 9(s) E dom( k,}, and consequently u(x, t) = 
P(T(s) 9(s))-+ &9(x) a.e. as t + O+. Moreover, T(s) can be chosen so that 
u(x, t) extends to a function parabolic for all t > 0. 
Proof Choose a partition of (-co, co) and the corresponding function T 
as in Lemma 18, for the function 9, so that (25) holds for each subinterval. 
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If k,(.~ - S) < I, then (25) will still hold with q(s) replaced by p(s) k,(.Y - s). 
on any subinterval [.Y~, X, + ,I on which q(s) k,(.u - s) is monotone. If 
P(S) k,(~ - S) has k of its at most A! turning points in IX,,. .Y,! + , 1. then for 
x, < a < b ,< x, + , . 
1.6 7-(x) p(s) k,(x -s) ds < kr//(3 . 2’“‘); 
.a 
(26) 
i.e., another q/(3 . 2’“‘) is necessary on the right side for each turning point 
in (x,,-Y,+, 1. In any case, (26) holds, with k = IV, for any .Y and f, if 
k,(x-s),< 1 on [x,,,x,,+,l. 
Now fix a value of x, and note that 
-VA I 
I T(s) p(s) k,(x - s) ds (27) -.r- I 
exists for all I. For t < t, , k,(x - s) < 1 on Ix + 1, co) and on (-co, .Y - 1 I. 
Hence, from (26), both integrals 
(-a T(s) p(s) k,(x - s) ds, 
-.r+ I
)-1- ’ T(s) p(s) k,(x - s) ds, 
. -x, 
converge, and uniformly in x and t if t < t,. Hence P(T(s) V(S): X. t) 
converges, and uniformly in x and t. if t < t,. 
To complete the demonstration that T(s) p(s) E dam{ k,J, we must show 
that for each fixed x and each 6 > 0. 
.u 
I 
T(s) p(s) k,(x - s) ds + 0 
-.r+b 
at t + Of, and a similar statement for the integral from -co to s - 6. Fix 
6 > 0 and let E > 0. Pick B > x + S so that 
.zc 
( T(s)cp(s)k,(x-S)ds < E 
-B 
(29) 
for all x, I, with t < t,, using (26). Clearly 
.B 
I T(s) q(s) k,(x - s) ds -+ 0 -X+6 
as t + 0+ since k,(x -s) + 0 uniformly for x + 6 <S <B. Therefore 
I.i,“,,l<2& if O<t<t,<t,. and we have (28). The companion statement 
for jx=,” is proved the same way. 
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For r = 1/4n, k,(x - s) < 1, and a partition and function T can be found 
so that 
1 T(s) p(s) k,(x - s) ds < 1 
for all x. By taking the common refinement of this partition and that used 
earlier in the proof and the corresponding T. we see that T(s) p(s) E dom( k,} 
and (u(x, t)l = JP(rp(s) T(S))/ < 1 on t = 1/4n. This u(x. t) can obviously be 
extended to be parabolic in the whole plane, but of course nothing can be 
said about monolithicity near t = 0. 
The condition that all the functions (D(S) k,(.u - s) are piecewise monotone 
and have a limited number of turning points is not very restrictive. For 
example, fexp s3 or fexp(exp s3) are possible initial values for a function 
parabolic on f > 0. 
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