ABSTRACT. Stein's method has been widely used for probability approximations. However, in the multi-dimensional setting, most of the results are for multivariate normal approximation or for test functions with bounded second-or higher-order derivatives. For a class of multivariate limiting distributions, we use Bismut's formula in Malliavin calculus to control the derivatives of the Stein equation solutions by the first derivative of the test function. Combined with Stein's exchangeable pair approach, we obtain a general theorem for multivariate approximations with near optimal error bounds on the Wasserstein distance. We apply the theorem to the unadjusted Langevin algorithm.
INTRODUCTION
Let W and Z be d-dimensional random vectors, d ≥ 1, where Z has the density
for a given function U : R d → R and a possibly unknown normalizing constant K. We are concerned with bounding their Wasserstein distance, defined as follows:
|E[h(W )] − E[h(Z)]|,
where Lip(R d , 1) denotes the set of Lipschitz functions h : R d → R with Lipschitz constant 1, that is, |h(x) − h(y)| ≤ |x − y| for any x, y ∈ R d , and | · | denotes the Euclidean metric. Our main tool is Stein's method for probability approximations [37] . Since it was first introduced, there have been many developments in multivariate probability approximations. However, most of the results are for multivariate normal approximation or for test functions h with bounded second-or higher-order derivatives. See, for example, [16, 7, 30, 24] . Although these results may be used to deduce error bounds for the Wasserstein distance, such error bounds are far from optimal. The literature on (near) optimal error bounds for the Wasserstein distance are limited to a few special cases, including multivariate normal approximation for sums of independent random vectors [39] and multivariate approximation for the stationary distribution of certain Markov chains with bounded jump sizes [19, 5] .
The main difficulty in obtaining an optimal error bound for the Wasserstein distance is controlling the derivatives of the Stein equation solutions using the first derivative of the test function h. For multivariate non-normal approximations, the Stein equation solution is typically expressed in terms of a stochastic process (cf. (6.3) ). This unexplicity means that we cannot use the usual integration by parts formula when studying its derivatives. This is in contrast to multivariate normal approximation, where we have an explicit expression of the Stein equation solution (cf. (B.4)). We use Bismut's formula (cf. (5.11)) in Malliavin calculus to overcome this difficulty and obtain estimates for the derivatives of the Stein equation solutions for a large 1 class of limiting distributions. We note that Nourdin and Peccatti [26, 27] first combined Malliavin calculus and Stein's method to study normal approximation in a fixed Wiener chaos of a general Gaussian process. See [28] and [21] for generalizations to multivariate normal approximation and one-dimensional diffusion approximations, respectively.
The exchangeable pair is a powerful tool in Stein's method to exploit the dependence structure within the random vector W . It was elaborated in [38] and works for both independent and many dependent random vectors. In particular, we use a generalized version in [34] and assume that we can construct a suitable random vector W ′ on the same probability space and with the same distribution as W . We then follow the idea of [8] and [36] , by studying the conditional expectations E[W ′ −W |W ] and E[(W ′ −W )(W ′ −W )
T |W ] where T is the transpose operator, to identify the limiting distribution of W and obtain an error bound for the Wasserstein distance in the approximation. Our main result can be regarded as an extension of the result in [8] to the multi-dimensional setting. An additional logarithmic factor appears in our error bound due to the multi-dimensionality. We illustrate some of the techniques for removing it in the special case of multivariate normal approximation for standardized sums of independent and bounded random vectors.
Our main theorem can be used in justifying the so-called unadjusted Langevin algorithm [33] , which is widely used in Bayesian inference and statistical physics to sample from a distribution that is known up to a normalizing constant. In particular, we provide an error bound for the Wasserstein distance between the sampling distribution and the target distribution in terms of the step size in the algorithm. Our result complements those in the literature by relaxing the conditions on the increment distribution.
We would like to mention two other distances between distributions that have also been widely studied. One is for comparing probabilities on convex sets in R . See, for example, [18, 2] for multivariate normal approximation for sums of independent random vectors, and [32] for sums of bounded random vectors with a certain dependency structure. Proving optimal error bounds in this case requires special techniques involving smoothing of the test functions and induction or recursion. The other distance is the so-called Wasserstein-2 distance which is stronger than the Wasserstein distance considered in this paper. See, for example, [22, 4] and the references therein for related results. The techniques used therein, which involves transportation inequalities and/or Stein kernels, are very different from ours.
The paper is organized as follows. In Section 2, we present our main result. In Section 3, we state the new properties of the Stein equation solutions and use them to prove our main result. The application to the unadjusted Langevin algorithm is discussed in Section 4. We develop Bismut's approach to Malliavin calculus to prove the properties of the Stein equation solutions in Sections 5-7. Some of the details are deferred to Section 8 and Appendix A. In Appendix B, we illustrate some of the techniques for removing the logarithmic term in our main result for the special case of multivariate normal approximation for sums of independent and bounded random vectors. 
denotes the set of all bounded measurable functions from
with the supremum norm defined by 
where B t is a standard d-dimensional Brownian motion and
and (2.4) implies
where θ 4 > 0 is a constant depending on θ 1 , θ 2 , θ 3 , g(0) and ∇g(0). 
Moreover, these two conditions also imply that the SDE admits a unique ergodic measure µ such that
for all bounded continuous functions f : R d → R. We leave the details to Appendix A.
Remark 2.4. In the literature on multivariate probability approximations by µ, it is often assumed that µ is strongly log-concave. See, for example, Eq. (1) in [10] , Assumption H2 in [13] and Theorem 2.1 in [24] . This corresponds to condition (2.3) with θ 0 > 0 and θ 1 = 0. We use this condition to ensure the existence of the Stein equation solution (cf. (6.3)). Moreover, because we will use integration by parts (under Malliavin calculus), we need to impose conditions on the higher-order derivatives of g, such as (2.4).
Below, we give two examples of µ that satisfy Assumption 2.1 and one counterexample. 
It can be verified that Assumption 2.1 is satisfied with θ 0 = λ d , θ 1 = 0, θ 2 = 1, θ 3 = 1, and (2.6) holds with θ 4 = λ 1 .
Example 2: g(x) = −c(1 + |x| 2 ) p/2 x with p ≥ 0 and c > 0. The corresponding measure µ has the density function
In this case, we have
It is then straightforward to determine θ 0 , . . . , θ 4 which depend on c and p. We omit the details.
Counterexample: g(x) = −c|x| p x with p ≥ 1 and c > 0. We have
which does not satisfy (2.3) with any positive θ 0 . 
where
where I d denotes the d × d identity matrix. In some applications, R 2 has the form (2.9)
, where p ∈ N and r 1 , ..., r 2p ∈ R d . In the application to the unadjusted Langevin algorithm in Section 4, p = 1.
Our main result is the following theorem on multi-dimensional non-normal (including normal) approximations.
where µ is the ergodic measure of SDE (2.2) and hereafter C θ is short hand for
Remark 2.6. Note that when θ 0 , . . . , θ 3 in Assumption 2.1 and θ 4 in (2.6) are independent of the dimension d as in the two examples above, the constant C θ in (2.10) and (2.11) is dimensionfree.
Remark 2.7. Theorem 2.5 can be regarded as an extension of [38, Lecture 3, Theorem 1] and [8, Theorem 1.1] to the multi-dimensional and non-normal approximations, with a minor cost of an additional logarithmic factor.
we have E δδ T |W ≈ 2λΛ for an invertible, positive definite matrix Λ, then we may approximate it by the ergodic measure of the following SDE with non-identity diffusion coefficient
Our approach is still applicable to this case, although details need to be work out with greater effort, especially if we are interested in the dependence of the bound on Λ. We may as well reduce the problem to the setting of Theorem 2.5 by considering approximating Λ −1/2 W by the ergodic measure of the SDE with identity diffusion coefficient and drift coefficient as
although then the problem becomes obtaining an explicit expression of C θ in Theorem 2.5 in terms of the parameters appearing in Assumption 2.1.
Remark 2.9. In the case of multivariate normal approximation for sums of independent, bounded random variables W = 1 √ n n i=1 X i with EX i = 0, |X i | ≤ β and EW W T = I d , the bound in (2.10) reduces to, with details deferred to Appendix B,
where C is an absolute constant. This is of the same order as in Theorem 2 of [39] . In this case, we may remove the additional logarithmic factor and obtain the error bound (see Appendix B)
The additional logarithmic term may also be removed for W to be a sum of independent and unbounded random vectors and for W to exhibit an exchangeable pair. However, we would need certain moment assumptions and increase the dependence of the bound on the dimension. Also in this case, under the additional assumption that
) in the stronger Wasserstein-2 distance, which seems better than the previous results of [9] and [41] . Moreover, his general result [4, Theorem 1] extended those in [35, 3] , and improved the multidimensional bound in [41] by removing some boundedness assumption and an additional log n factor therein. We do not know how to obtain their results using our approach.
STEIN'S METHOD AND THE PROOF OF THEOREM 2.5
Let g satisfy Assumption 2.1, and let µ be the ergodic measure of of SDE (2.2). Then µ is invariant in the sense that
It is well known that µ satisfies the following equation
where µ(h) := R d h(x)µ(dx) which exists (cf. (5.5)). The solution f := f h exists and we drop the subscript for ease of notation. The following theorem on the regularity of f is crucial for the proof of our main result.
Remark 3.2. Gorham et. al. [17] recently put forward a method to measure sample quality with diffusions by a Stein discrepancy, in which the same Stein equation as (3.1) has to be considered. Under the assumption that g is 3rd order differentiable, they used the BismutElworthy-Li formula [15] , together with smooth convolution and interpolation techniques, to prove a bound on the first, second and (3 − ǫ)th derivative of f for ǫ > 0. They can also obtain the bound (3.4) by their approach (personal communication [23] ), albeit due to the interpolation argument therein, the assumption of 3rd order differentiability of g can not be removed.
We defer the proof of Theorem 3.1 to Sections 6 and 7 by deriving stochastic representations of f and its derivatives as follows:
t is the stochastic process determined by SDE (2.2) and I x u (t) is a stochastic integral. The representation of ∇ 2 f (x) is more complicated and can be found in (6.13).
With the regularity result in Theorem 3.1, we are in a position to prove our main result.
Proof of Theorem 2.5. From the fact that W and W ′ have the same distribution and using Taylor's expansion, we have
By (2.7) and (2.8), we have
Combining the previous three equations, we obtain
By (3.1), we have
. By (3.3) and (2.1), we have
If R 2 has the form (2.9), by (3.3) we have (3.6)
Moreover, by (3.4) we have
Combining the inequalities above, we obtain (2.10) and (2.11).
AN APPLICATION: UNADJUSTED LANGEVIN ALGORITHM
We consider the problem of sampling a probability distribution µ that has the density
where U(x) is a given function, but the normalizing constant K is unknown. This problem is encountered in Bayesian inference, where µ is a posterior distribution, and in statistical physics, where µ is the distribution of particle configurations. As K is unknown, we cannot sample from µ directly. The so-called unadjusted Langevin algorithm (ULA) with fixed step size is as follows. We refer to [33, 10] and the references therein for more details. Regard µ as the stationary distribution of the Langevin stochastic differential equation
where g(·) = −∇U(·) and B t is a standard d-dimensional Brownian motion. The EulerMaruyama discretization of X t with step size s is
where Y 0 is an arbitrary initial value and Z 1 , Z 2 , . . . are independent and identically distributed standard d-dimensional Gaussian random vectors. See Remark 4.2 below for other possible choices of {Z i }. We assume that {Y k } has an invariant measure µ s . The existence of µ s has been extensively studied in the literature. See, for example, [12, 33, 10] . In particular, Dalalyan [10] showed that µ s exists for sufficiently small s, provided that µ is strongly log-concave, and g is Lipschitz. The so-called ULA with fixed step size uses the Markov chain Monte Carlo method to sample from µ s , then claims that µ s is close enough to µ for a small s.
There is a tradeoff in the choice of step size s. When s becomes smaller, µ s is closer to µ, but it takes longer for the Markov chain to reach stationarity, and vice versa. Therefore, it is of interest to quantify the distance between µ s and µ for a given s.
Using our general theorem, we obtain the following result. The step size s is typically small, and for ease of presentation, we assume that s < 1/e. 
we have
In applying Theorem 2.5,
and write g := g(W ). We have
Moreover,
hence,
The theorem is proved by applying the above bounds in (2.11). 9 
PRELIMINARY: MALLIAVIN CALCULUS OF SDE (2.2)
From this section, we start our journey toward proving the crucial Theorem 3.1. We use Bismut's approach to Malliavin calculus. To this end, we first provide a brief review of Malliavin calculus in this section; the proofs of the related lemmas are deferred to Section 8. Throughout the remaining sections, let X x t be the solution to SDE (2.2), where g satisfies Assumption 2.1.
Jacobi flow associated with SDE (2.2) ([6]).
We consider the derivative of X x t with respect to initial value x, which is called the Jacobian flow. Let u ∈ R d , the Jacobian flow ∇ u X x t along the direction u is defined by
, t ≥ 0.
The above limit exists and satisfies
For further use, we denote
It is easy to see that J
The following lemmas give estimates of X x t , ∇ u 1 X x t and ∇ u 2 ∇ u 1 X x t and the proofs are given in Section 8.
Lemma 5.1. We have
E|X x t | 2 ≤ e −θ 0 t |x| 2 + 2d + |g(0)| 2 /θ 0 θ 0 .
This further implies that the ergodic measure µ has finite 2nd moment and
we have the following (deterministic) estimates:
Further assume that v is adapted to the filtration (F t ) t≥0 with F t := σ(B s : 0 ≤ s ≤ t); i.e., v(t) is F t measurable for t ≥ 0. Define
For a t > 0, let F t : C([0, t], R d ) → R be a F t measurable map. If the following limit exists Let F t (B) and G t (B) both be Malliavin differentiable, then the following product rule holds:
is a deterministic function such that t 0 |a(s)| 2 ds < ∞ for all t > 0, it is easy to check that
The following integration by parts formula, called Bismut's formula, is probably the most important property in Bismut's approach to Malliavin calculus.
Now we come back to SDE (2.2). Fixing t ≥ 0 and x ∈ R d , the solution X 
, and define v i and V i as (5.13) 
where the second equality is by (5.15) . For further use, we define
The following upper bounds on Malliavin derivatives are proven in Section 8.
, and let
It is well known that SDE (2.2) has the following infinitesimal generator A [31, Chapter VII] defined by
Af (x) = ∆f + g(x), ∇f (x) , f ∈ D(A), where D(A) is the domain of A, whose exact definition depends on the underlying function space that we consider. A generates a Markov semigroup (P t ) t≥0 defined by
is a linear operator. It is well known that P t can be extended to an operator
The Stein equation (3.1) can be written as
which is called the Poisson equation associated with A. The solution is given as follows.
Proposition 6.1. For any Lipschitz function h : R d → R with ||∇h|| < ∞, we have the following two statements: (1) . A solution to (3.1) is given by
Moreover, we have
(2). We have
Remark 6.2. The representation of f in (6.5) plays a crucial role in estimating ∇ u 1 ∇ u 2 f . We roughly explain it as follows. By a similar argument to that used to prove (6.13) below, we can show formally that
However, it is not known whether this integral is well defined. Instead, we borrow the idea from [11, Section 4] to introduce a new term e −t
, and the corresponding new representation (6.13) will produce an integrability.
Proof. (1) . Recall (6.1) and denoteĥ = µ(h) − h. Let us first show that ∞ 0 P sĥ (x)ds is well defined. By (A.1) in Appendix A, we have
where c depends on θ 0 , θ 1 , θ 2 . Because
where m 1 (µ) denotes the first absolute moment of µ, we have
For any ε > 0, it is well known that ε − A is invertible, and
that is,
As ε → 0+,
As A is a closed operator,
P tĥ dt is in the domain of A and
Therefore, (6.3) is a solution to Eq. (3.1). By (6.6),
Hence, (6.4) is proven. Now we prove (2) . Note that
By the integral representation of (1 − A)
, we have
which is (6.5).
]| ≤ ∇φ |u|, and
, then we have
Proof. By Lebesgue's dominated convergence theorem and (5.6),
By (5.13) and (5.14), we have
where the last equality is by Bismut's formula (5.11) . This proves (6.8) . From (6.8), we have
where we used the assumption φ ∈ C 2 (R d , R). This proves (6.9). From (5.13), (5.14), (5.9), (5.11) and a similar calculation, we have
Thus, (6.10) is proven.
Remark 6.4. Write P t φ(x) = E[φ(X x t )], we can see that (6.8) is the well known BismutElworthy-Li formula [15, (16) ]. The original proof of this formula is by Itô's formula and isometry [15, p.254] , while our approach is by (5.14) and Bismut's integration by parts formula (5.11). The idea in our proof has appeared in [25] , and been applied to study other problems such as the derivative formula of stochastic systems [20, 40] . Using Bismut's formula two times, we obtain (6.10), which is crucial in proving (3.4) . Although [15, (14) ] also gives a second order Bismut-Elworthy-Li formula, it is not directly applicable in our analysis because the first term on the right-hand side of (14) is not integrable at 0.
Proof. By (5.6), we have
Therefore, by the dominated convergence theorem, we have
The previous two relations also imply (6.14)
By (6.7) and (6.14), we have
By (6.5), the dominated convergence theorem and (6.8), we have
This proves (6.12). When h ∈ C 2 (R d , R), it can be checked that f ∈ C 2 (R d , R) and
By the dominated convergence theorem with (5.18) and (6.14), and by (6.8) with φ = ∇ u 1 f and φ = ∇ u 1 h, we have
7. THE PROOF OF THEOREM 3.1
Now let us use the representations of f, ∇f and ∇ 2 f developed in the previous section to prove Theorem 3.1.
Proof. From (6.13), (6.14) and (5.18), we have
This proves (7.1). To prove (7.2), without loss of generality, we assume ε > 0. By (6.13), we have
We shall prove that (7.3)
From these two inequalities, we immediately obtain (7.2), as desired. By (6.14) and (5.18), we have
from which we obtain the first inequality in (7.3). We still need to prove the second inequality in (7.3). Note that
For Ψ 1 , we have where the last inequality is by (5.21) and |u| ≤ 1.
Combining the estimates of Ψ 1 and Ψ 2 , we obtain the second inequality in (7.3).
Proof of Theorem 3.1. Note that (6.14) holds for any Lipschitz h, which immediately implies (3.2).
To prove the other two inequalities, it suffices to show that (7.1) and (7.2) hold for Lipschitz h. We now do so by a standard approximation.
Define (t) dt = ∇ u 2 ∇ u 1 f (x).
(7.4) By (7.1), we have |∇ u 2 ∇ u 1 f δ (x)| ≤ C θ ∇h δ |u 1 ||u 2 |.
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Letting δ → 0, and by (7.4) and the fact that ∇h δ ≤ ∇h , we obtain (7.1) for Lipschitz h. Similarly we can prove (7.2) for Lipschitz h.
PROOFS OF THE LEMMAS IN SECTION 5
Proof of Lemma 5.1. By Itô's formula, (2.5) and Cauchy's inequality, we have d ds E|X Letting R → ∞, we obtain
