Abstract-In this paper we have proposed an energy efficient clique based clustering and routing scheme for wireless sensor networks. Developing energy efficient routing protocol is one of the major challenges in wireless sensor networks. Since the Sensor Nodes (SN) are small-sized battery operated devices, energy conservation is considered a critical factor in maximizing network lifetime. Our proposed routing protocol partitions sensor networks into several disjoint cliques such that each node is in single hop distance from all of its neighbour nodes. At the beginning of the clustering process, each node obtains a list of its neighbours' connectivity as well as their degree of connection. Then, the node with the highest degree of connection initiates clique formation process and makes the cluster. Among the members of a cluster, the node with the maximum energy is selected as cluster head. Cluster head rotation depends on threshold value, which is obtained by averaging residual energy of all the nodes in a cluster and then making it half. Simulation results with MATLAB show that our proposed protocol is effective in terms of network lifetime as well as total energy dissipation.
I. INTRODUCTION
Continued advances in micro-electronic-mechanicalsystems (MEMS), smart sensors and wireless communication technologies have enabled the deployment of large scale wireless sensor networks. The potential applications of wireless sensor networks are highly varied, such as disaster management situations (e.g. earthquakes [1] ), object tracking in battle field, habitat monitoring [2] etc. Sensors in such a network are often equipped with limited computational capability, memory and transmission range. Due to the sensors' limited power, the network lifetime is a major concern, especially, for applications of sensor networks in harsh environments. Hence, energy efficient routing mechanisms and adaptive clustering schemes are developed to prolong the network lifetime.
In this paper, we propose a Clique Based Clustering and Routing (CBCR) protocol to minimize the energy dissipation in sensor networks. It is a clustering based protocol that forms non-overlapping clusters of size n; where n is the maximum cluster size. By exchanging information of 1-hop neighbours, all Sensor Nodes (SN) in the network are grouped into a number of disjoint cliques, in which all the nodes can directly communicate with each other. Among all the nodes in a cluster, the node with the maximum energy becomes cluster head. The key features of CBCR are: self-configuration and localized coordination, maximum energy cluster head selection, periodical rotation of cluster head, hierarchical forwarding, load balance, fault tolerance and scalability.
The rest of the paper is organized as follows. Section II describes the related work. Section III details the proposed CBCR protocol. Simulation and analytical results are discussed in Section IV. Finally, Section V concludes the paper.
II. RELATED WORK Low Energy Adaptive Clustering Hierarchy (LEACH) is a clustering-based protocol, which forms clusters on the basis of the received signal strength and uses the cluster head nodes as routers to communicate with base stations [3] . It uses a function to determine the probability p of a node that wants to be a Cluster Head (CH). A candidate node with probability p broadcasts its decision of candidature to other nodes. Each non-CH node finds out its cluster by selecting the CH that can be reached by using the lowest communication energy. LEACH also performs periodical rotation of cluster heads in order to balance the load. The main problem of LEACH is that the selection of cluster head is probabilistic. Therefore, it is more likely that a node with low energy may be selected as a CH. When this node dies, the whole cluster becomes dysfunctional.
Threshold sensitive Energy Efficient Sensor Network protocol (TEEN) and Power-Efficient Gathering in Sensor Information Systems (PEGASIS) are two energy efficient protocols proposed to improve the performance of LEACH. TEEN is the first protocol developed for reactive networks and used in temperature sensing applications [4] . It has two additional restrictions. First, when the absolute value of the sensed attribute is beyond a Hard Threshold (HT), the node sensing this value must switch on its transmitter and report it. Second, when a change in the value of the sensed attribute is larger than a Soft Threshold (ST), it triggers the node to switch on its transmitter and report the sensed data. A node will report data only when the sensed value exceeds HT or the value's change is larger than ST. The main drawbacks of this scheme are: (i) it is not suitable for real time applications; and (ii) practical implementation needs to ensure that there are no collisions in the cluster. TDMA scheduling of the nodes can be used to avoid this problem but this causes a delay in the reporting of the time-critical data [5] .
PAGASIS is a chain based protocol which reduces energy dissipation and elongates network lifetime by making nodes communicate only with nearest neighbours [6] . It is assumed that the every node should know the location information about all other nodes. PAGASIS starts with the farthermost node from the Base Station (BS). The chain can be constructed easily by using greedy algorithm. The chain leader accumulates data and transmits it to the BS. Each node in the chain takes turn to be the leader in order to balance the overhead involved in communication between the BS and the chain leader. The drawback of PAGASIS is that the protocol makes certain assumptions that are hard to realize. Firstly, each node is capable of communicating with BS, whereas SNs generally use multi-hop routing. Secondly, all nodes have same level of energy therefore exhaust at the same time. Finally, excessive data delay is another limitation of PAGASIS.
Power Efficient and Adaptive Clustering Hierarchy (PEACH) protocol forms cluster without any additional overhead, by using overhearing characteristics of wireless communication [7] . By overhearing a node gets information of the source and destination of packets send by its neighbour nodes. Overheard information is then used to form clusters. This avoids packet transmission overhead such as announcement, advertisement, scheduling messages, joining, and exchange of control messages. Probabilistic routing protocols are used to provide adaptive multi-level clustering. PEACH assumes that all SNs have equal capabilities. This assumption is hard for WSN applications in heterogeneous environment.
Like TEEN and PAGASIS, Maximum Energy Cluster Head (MECH) routing protocol is proposed to improve the performance of LEACH [8] . MECH forms clusters based on the number of cluster members and transmission range. In this scheme, each node broadcasts a hello message to its neighbours and each node records the number of neighbours. When the number of neighbours reach to a predefined cluster number, then the node claim itself as CH and broadcasts an advertisement to its one hop neighbours. The forwarding phase of MECH is guided by the BS to ensure multi-hop routing. MECH ensures that there will not be more than one cluster head in a certain transmission range. The main problem of this protocol is that initial CH selection process may select a node with low energy as CH.
Besides these routing schemes, a number of energy efficient protocols are proposed and developed by the researchers over the year. It is noticeable that in most of the energy efficient clustering algorithms [3, 9, 10] , CH selection process is probabilistic rather than deterministic. Similarly, few clique based clustering schemes are also proposed (e.g. [11, 12] ), which mainly emphasize on routing and security issues. The authors in [13] , propose an energy-efficient clique based geocast algorithm and the cluster head in this scheme is located in the central area of the cluster to minimize energy consumption. This is really hard to achieve and if the node in central location has low energy then the node will die fast.
In this paper, we present a distributed routing protocol, which is different from the above mentioned clique based protocols. CBCR forms clusters by partitioning the networks into a number of disjoint cliques and selects the maximum energy node as CH. In [11] [12] [13] , every node computes its local maximum clique and then interchange the information to form global maximum clique. This approach consumes more time, memory and communication resources. But, in CBCR only the nodes with highest degree of connection can start clique formation process and if a node is included in a cluster by its neighbour, it will never get the chance to initiate clustering process. Moreover, instead of CH rotation at each round, the energy level of the current CH is compared with a threshold value to prolong the network lifetime in CBCR. Thus, CBCR ensures low energy dissipation and long system lifetime for wireless sensor networks.
III. ENERGY EFFICIENT CLIQUE BASED CLUSTERING AND
ROUTING PROTOCOL (CBCR) The network model used in this paper and some considerations for developing an efficient clustering and routing protocol are described. Then, the CBCR protocol is presented with examples.
A. Network Model
We assumed that WSN comprises of several hundred nodes. We further assume that WSN has following properties.
 Every SN is assigned a unique node ID.  Links are bidirectional, i.e. two nodes u1 and u2 are connected if both of them can communicate to each other using the same transmission power.  SNs are equipped with limited and usually non-chargeable batteries.  The network consists of multiple mobile/stationary nodes, which implies that energy consumption is not uniform for all nodes.  SNs have different levels of transmission power, and each node can dynamically adjust the power level [9] .  Network topology does not change during cluster formation process. We use the model described for radio hardware energy dissipation, as reported in [3] . The transmitter consumes energy to run radio electronics and power amplifier. On the other hand, the receiver expends energy to run the radio electronics. We used free space (d 2 power loss) and multipath fading (d 4 power loss) channel models based on the distance between transmitter and receiver. Power control can be used to invert this loss by appropriately setting the power amplifier if the distance is less than a threshold (d0), the free space (fs) model is used; otherwise, the multipath (mp) model is used. Therefore, in order to transmit k-bit message over the distance d, the radio hardware dissipates energy as per following equation (1) .
and to receive this message, the radio expends:
The electronics energy, , is influenced by several factors such as: digital coding, filtering, modulation, and spreading of signal. On the other hand, the amplifier energy 2 or 4 is affected by factors such as acceptable bit-error rate and the distance between sender and receiver.
B. The CBCR Protocol
In this section, we describe the proposed CBCR protocol. Our protocol is divided into four phases: cluster formation phase, set-up phase, steady phase and forwarding phase. Following is the detailed explanation of the proposed CBCR protocol.
1) Cluster Formation Phase:
Each node receives the connectivity list from its all one-hop neighbours and computes the degree of connection from that list. In addition to this information, the received signal strength of each neighbour is also measured and saved initially. The Algorithm 1 describes the connectivity matrix formation process. Here, we assume that node m is forming the connectivity matrix. Node m receives neighbour node lists from each of its neighbours and finds out the common connection of each of them with itself. In this way, each node forms its connectivity matrix which includes common connections of neighbour nodes, their degree of connectivity and energy level. On achieving such matrix, each node checks whether it holds highest degree of connection or not. If it does not, then it waits until it is added to a cluster by its neighbour nodes or it becomes the highest degree node after some iteration. Otherwise, it waits for random time t and starts cluster formation process.
It is well known that finding out maximum clique in a random graph is an NP-complete problem [14] . To reduce the time complexity, we use greedy algorithm to compute maximal clique as shown in the Algorithm 2 [15] . Again, we assume that the algorithm is executed by node m as node m holds the highest degree of connections among all its neighbours. As soon as node m forms the cluster, it selects the cluster head and announces the message to the neighbour nodes. The message includes node ID of all the cluster members followed by CH ID. Algorithm 3 describes the cluster head selection and announcement process by node m. Receiving this message, the nodes which have joined in a cluster, will inform its neighbours regarding its membership. Hence, the non-clustered nodes will able to update their connectivity matrix list by removing the clustered nodes. In the following, we explain cluster formation process in details. To facilitate the discussion, we use simple graph as shown in Fig. 1 . It shows a sensor network consisting of six SNs and nine edges. A bidirectional edge from node i to node j indicates that both nodes are directly connected to each other. In this network, when node 1 receives the connectivity list {1, 2, 3} from node 5, it ignores the link between node 5 and node 2 as node 1 is not directly connected to node 2. But it does not decrease the degree of connectivity. Thus, each node forms its connectivity matrix using only common links. From connectivity matrix, each node knows whether it contains highest degree of connection or not. Any node containing equal or highest degree of connections can start cluster formation process after random time t to avoid collision. For example, in the above figure, both node 1 and node 3 have 4 connections. So, both of them are eligible for starting cluster formation process. But, only one node will be selected based on random timer. Suppose, node 1 gets the chance, then node 1 will inform all its neighbours about its clustering process. The neighbour nodes will wait for confirmation message from node 1 to know whether it is selected or not to join in the cluster formed by node 1.
During this waiting period, if any other node attempts to initiate clustering process, the candidate node will receive a negative acknowledgement from the waiting node. As a result, the node trying to form new cluster will also go to wait state until it gets any feedback from that neighbour node. As soon as node 1 has been formed its cluster, it will send a message (Cinfo: {1, 3, 4}) to its neighbours including the list of nodes who are nominated as members of that cluster. Each node selected to join in node 1's cluster will inform all its neighbours so that they can remove the clustered nodes from their lists. It ensures that a node which is already joined in a cluster cannot be added to another cluster anymore. In this way, all the nodes will be member of a cluster. If a node does not have any node in its connectivity list, then the node itself forms a cluster. For example, when node 1 sends cluster information to node 6, node 6 will discard node 1 and node 4 from its connectivity list. As a result, it will be a single node without any link. Hence, node 6 will form a single node cluster itself. The following figure shows the final output of the cluster formation process. The dotted circle in Fig. 2 denotes cluster heads selected on the basis of energy level. 2) Set-up Phase: Once CH is selected for a specific cluster and all the nodes in the cluster are informed about the CH, now, it is the responsibility of the selected CH to assign the time slots to all the members in the cluster. In each round, CH can assign a TDMA time slot to every member in the cluster. During set-up phase, every node turns on the receiver like LEACH. Then, the CH will broadcast an advertisement including the TDMA time slot information. After receiving information, cluster member will go into sleep mode until its time slot. Thus, the cluster member will transmit the sensed data to the CH during its time slot. Besides, it also sends (piggy back) the residual energy to the CH. Hence, at the end of each round, CH has already received the residual energy of all the members in the cluster. After forwarding the data to the BS, the current CH selects the node with maximum residual energy as the new CH if the energy level of the current CH goes beyond the threshold limit (defined in Algorithm 3). At the next round set-up phase, it will also broadcast the advertisement that contains the new CH in current round.
In TDMA scheme [16] , time is divided into slots which are grouped into frames. We assume that there are n nodes in a cluster, as shown in Fig. 3 , and each node is assigned a slot to transmit sensed data or control messages. In each frame one free slot is reserved for a new node joining the cluster. When a node decides to join in a cluster, the node uses this free slot to send its request. At the next round set-up phase, the CH will broadcast the joining request of the new node to all the nodes of the cluster. If no negative acknowledgement is received from any cluster member, then the node will be added by the CH and the TDMA frame will be readjusted. In the same way, CH will periodically check the clique consistency. If any inconsistency is noticed due to mobility or node failure, then the detected node will be removed from the cluster. In case of failure of CH, the node with least node ID will restart CH selection process on the basis of maximum energy. 
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3) Steady Phase: Once the clusters are formed and the TDMA schedule is fixed, intra cluster communication can start. It involves sending sensed data and energy during the allocated time slot to the cluster head. The cluster nodes adjust their transmission energy dynamically depending on the received signal strength of advertisement message. In this phase, if SN has sensed data it will wait for its allocated time slot to forward the data to the CH.
4) Forwarding Phase:
Inter cluster communication or forwarding phase involves sending aggregated data from CH to the BS. As CBCR implements multihop routing, in this step, each CH sends data to other CH nearer to base station. We adopt the forwarding mechanism described in [8] , in our proposed CBCR protocol.
In this scheme, the BS broadcasts a hello message periodically containing two parameters: hop_count (initially set to 0) and energy_level (set to ∞ initially). A non CH node just ignores this message. When receiving this message, a CH node adds one to the hop_count and replace the energy level with that of the CH, if it is higher than the energy level of current CH in the message. In next step, when another CH receives this message, it will record the previous CH 'x' and thus 'x' will be the forwarding CH to the base staton for this CH. In case, if a CH receives another hello message, it will take decisions as per following rules.
Case 1: hop_countold < hop_countnew, do nothing Case2:hop_countold > hop_countnew, replace the forwarding CH Case 3:hop_countold = hop_countnew and energyold < energynew, replace the forwarding CH, else do nothing.
IV. SIMULATION AND ANALYSIS
We simulated our proposed CBCR protocol described in Section-III using MATLAB and compared the results with LEACH, which is the most popular and widely used energy efficient protocol. For both protocols, we assume that a message sent by a node is received correctly within a finite time by its all neighbours. In our first experiment (i.e. energy dissipation in clustering process), we randomly deploy 100, 200, 300, 400 and 500 SNs in a 100 × 100 (m 2 ) simulation area, where non-CHs send data continuously during their assigned time slot. The other experiments are done with 100 nodes to keep the simulation runtime low. The graphs depict the simulation results averaged with 1000 trials. The simulation parameters used in experiments are listed in Table  II . Fig. 4(a-d) shows the total energy dissipation in cluster formation process by LEACH and CBCR. Fig. 4(a) represents the initial energy consumption by these two protocols while Fig. 4(b), Fig 4(c) and Fig. 4(d) illustrate the amount of energy dissipated after 25, 50 and 75 rounds respectively. From these results, it is observed that total energy consumption in CBCR is higher than LEACH for about first 25 rounds. After initial round, it dissipates very low amount of energy than LEACH. This happens because CBCR requires transmitting more control messages to form clusters for the first time than LEACH. After that it only rotates the CH in each round on the basis of maximum energy. Hence, CBCR protocol has to send very few messages in each round. On the other hand, LEACH starts re-clustering at the beginning of each round. As a result, energy consumption in LEACH exceeds CBCR after few rounds. 
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The total number of nodes, which are dead over simulation time of 2000 rounds, is depicted in Fig. 5 . It shows that nodes remain alive for longer time in CBCR than LEACH. Fig. 6 depicts total energy consumption of the network with respect to simulation time. Based on simulation results, we find that LEACH dissipates more energy than CBCR due to reclustering process. [17] . The result shows that our scheme can increase the lifetime of a sensor network by 64% for FND, 27% for HND and 40% for MND. V. CONCLUSION In this paper, an energy efficient clique based clustering and routing (CBCR) protocol is proposed that discovers its connected neighbour sets and initiates clustering process on the basis of maximum degree of connectivity. Moreover, CBCR selects maximum energy cluster head for each round depending on an appropriate threshold level. The proposed protocol can be widely used in data-driven applications, data fusion, and implementing security services. Our future plan is to implement CBCR protocol in dynamic scenario to find out effects of node mobility, message collisions, and network delay. We also would like to implement security mechanisms to prevent malicious attacks that are very common to wireless sensor networks. 
