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 New estimates of the current energy budget of the north polar cap (the region north of 
70°N) are synthesized by combining data from new atmospheric reanalyses and satellite 
retrievals.  For the period 2000-2005, monthly means from the Clouds and the Earth's Radiant 
Energy System (CERES) satellite data set are considered to provide the most reliable top-of-
atmosphere (TOA) radiation budget.  The remaining components of the energy budget, 
comprising of the energy storage, horizontal convergence of energy, and the net surface flux 
between the atmospheric and subsurface columns, are compiled using data from the Japanese 25-
year Reanalysis Project (JRA) and the NCEP/NCAR Reanalysis (NRA).  The annual cycles of 
energy budget components for the polar cap are fairly consistent between the JRA and NRA, but 
with some systematic differences.  Estimates of the Arctic energy budget from WRF are 
compared with estimates from reanalyses and satellite observations.  Apart from a few 
systematic shortcomings, WRF sufficiently captures the Arctic energy budget.  The major 
deficiency, with differences from reanalyses and satellite observations as large as 40 W m-2 in 
summer months, is in the shortwave radiative fluxes at both the surface and top of the 
atmosphere, due to a specified constant sea ice albedo of 0.8, which is too high during the 
summer. 
 Finally, the WRF model (version 3.2.0) is used to explore the sensitivity of the large-
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scale atmospheric circulation to prescribed changes in Arctic sea ice.  Observed sea ice fractions 
and sea surface temperatures (SSTs) from 1996 and 2007, representing years of high and low sea 
ice extent, respectively, are used as WRF lower boundary conditions. This yields two 15-member 
ensembles that sample a large range of true climatic variability.  Results of the simulations show 
both local and remote responses to the sea ice reduction. The local response is largest in October 
and November, dominated by increased turbulent heat fluxes resulting in a vertically deep 
heating and moistening of the Arctic atmosphere.  Significant warming and moistening persists 
through November.  This warmer and moister atmosphere is associated with an increase in cloud 
cover, affecting the surface and atmospheric energy budget.  There is an enhancement of the 
hydrologic cycle, with increased evaporation in areas of sea ice loss paired with increased 
precipitation.  Summertime changes in the hydrologic cycle reflect circulation responses to mid-
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 Due to an incoming solar radiation deficit in the Arctic when compared to the equator, 
the role of the Arctic in the global energy budget is to act as a heat sink.  It is this latitudinal 
gradient in incoming energy that fosters complex interactions amongst the atmosphere, ocean, 
and land surfaces.  The atmosphere, along with the ocean near the equator, act in part to reduce 
this incoming energy gradient by transporting heat polewards through transient and stationary 
eddies.  With no meridional exchange of energy, the poles would be much colder and the tropics 
much warmer than they are otherwise.  It is in this way that the atmosphere acts as a 
thermodynamic heat pump, constantly acting to reduce the equator-to-pole temperature gradient.  
The seasons, which arise because of Earth’s axis tilt of 23.5° with respect to its orbit around the 
sun, create variation of this latitudinal gradient of incoming energy, with the largest differential 
in heating in winter when the poles experience polar night.   
 The maximum poleward transport of energy by the atmosphere in the Northern 
Hemisphere, occurring in winter, is located in the Greenland and Norwegian Seas [Tsukernik et 
al., 2004], which is the extension of the North Atlantic storm track.  It is the underlying Gulf 
Stream and the large areas of open water in the North Atlantic that foster large turbulent heat 
fluxes from the ocean to the atmosphere, greatly increasing the energy available for eddies to 
transport heat poleward.  In the summer, when the solar declination is positive (north of the 
equator) and the polar cap’s incoming energy deficit is therefore at a minimum, the meridional 
heat flux is the smallest.  While these interactions appear quite complex, the atmospheric energy 
budget of the polar cap can be simplified by pairing it down to the large-scale terms.  Its essential 
components are defined such that the time change of moist-static energy storage balances out the 
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net radiation budget at the top of the atmosphere (TOA), the horizontal convergence of energy 
transports, and the net surface heat flux. 
The observational network in the Arctic is characterized by both spatially and temporally 
discontinuous surface meteorological stations and upper-air balloon launch sites.  
Counterintuitively, in situ observations of the Arctic atmospheric state have deteriorated in the 
modern observing era while it has become more robust at lower latitudes, mostly because of the 
breakup of the former Soviet Union in 1991.  Satellites have partially filled the large gaps in 
observations, but declination compromises and frequent low-level clouds prevent complete 
coverage by polar orbiting satellites.  Most geostationary satellites have very poor resolution at 
the poles, making their useful latitude range rarely extend beyond 70° in either hemisphere.  
Given the dearth of high quality direct environmental observations across the Arctic, it is 
common to make use of atmospheric reanalysis and models.  As a first step towards better 
understanding the Arctic climate system, we will quantify the current uncertainty in estimates of 
the large-scale Arctic atmospheric energy budget by comparing more modern reanalyses and 
satellite observations to those by Serreze et al. [2007].  Understanding the current uncertainty in 
energy budget estimates will help to place both observed and expected Arctic climate changes in 
context. 
The Arctic is generally considered to be one of the most sensitive regions on the planet.  
Most global climate models (GCMs) predict a continuation or acceleration [Stroeve	  et	  al.,	  2007] 
of the dramatic Arctic sea ice decline in response to increasing greenhouse gas emissions.  
Estimates of sea ice decline find a trend of about -10% decade-1 in September [Comiso	  et	  al.,	  2008], which has been observed over the past several decades.  By largely decoupling the cold 
atmosphere and the relatively warm ocean water in fall and winter, and reflecting a majority of 
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insolation in summer, sea ice plays a central role in the Arctic climate system by moderating the 
surface energy budget.  Changes in the surface energy budget can have strong impacts on the 
meridional temperature gradient and, therefore, the poleward transfer of moist-static energy.  
Serreze et al. [2006] find that it is the connection between ice albedo and temperature that 
produces an important positive feedback and amplified warming in the Arctic.  Strong positive 
feedbacks will accelerate sea ice loss, highlighted by major losses of multi-year ice in both 2007 
and 2011, and may drive the Arctic closer to ice-free summers [Holland	  et	  al.,	  2006].     
Changes in ice cover will have cascading effects throughout both the high latitudes and 
the global climate system.  The presence of sea ice alters the local surface turbulent heat fluxes, 
absorbed shortwave by the ocean, surface friction, and the stability of the upper ocean [Alexander	  et	  al.,	  2004].  Changes in upper ocean stratification, and, therefore, potential changes 
in the thermohaline circulation and Atlantic meridional overturning current, mean that sea ice 
could have significant global impacts [Mauritzen	  and	  Häkkinen,	  1997].  Peterson et al. [2006] 
use observations to conclude that the considerable freshening in the North Atlantic since the 
1960s has an Arctic source.  Additionally, changes in the hydrologic cycle of the Arctic could 
impact the Greenland ice sheet, which itself can significantly affect ocean circulation and sea 
level rise (e.g., Alley et al. [2005]).  Societal and environmental impacts of sea ice loss include 
increased coastal erosion [Mars	  and	  Houseknecht,	  2007], decreased indigenous food security [Ford,	  2009], and changes in biodiversity [Hansell	  et	  al.,	  1998].  Additionally, reduced sea ice 
in all seasons can allow for the opening of new shipping lanes and energy development in 
previously ice covered, and therefore inaccessible, Arctic areas [Stephenson	  et	  al.,	  2011]. 
Some studies using observational data to understand the relationship between sea ice and 
the Arctic climate include Francis et al. [2009], who use conventional meteorological 
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observations and satellite data to find that during time of sea ice loss, there is an increase in 
upward turbulent heat fluxes.  This warming of the surface layer reduces the static stability of the 
lower atmosphere, increasing the boundary layer height and cloudiness.  To determine a spring 
and summertime positive feedback link between a shrinking polar ice cap and downwelling 
radiative flux, Francis and Hunter [2006] use the downwelling longwave flux, temperature 
advection, and near-surface winds from the Television Infrared Observation Satellite (TIROS) 
Operational Vertical Sounds (TOVS).  Using reanalysis data, Schweiger et al. [2008] also find a 
strong relationship between sea ice edge and cloud cover in fall, but with no correlated change in 
downwelling longwave radiation.  This is explained by a compensation of changes at low- and 
mid-level clouds.   However, it is more difficult to determine causality when using observations 
to ascertain the effects of sea ice loss on the overlying atmosphere, which results in several 
discrepancies in the literature.   
It has therefore been common practice to supplement or replace these observational 
studies with suitable modeling efforts.  Most sensitivity studies so far have made use of GCMs, 
which couple many components of the climate system, including the atmosphere, ocean, land 
surface, and sea ice.  Also, many such studies looking at the response of the Arctic atmosphere to 
changes lower boundary conditions have focused on the fall and winter time period, when the 
response is likely largest.  Papers by Deser et al. [2004] and Magnusdottir et al. [2004] use the 
National Center for Atmospheric Research (NCAR) Community Climate Model (CCM) version 
3 atmospheric general circulation model to find that warm SST anomalies reduce the 
climatological static stability directly over the changed grid cells, while the opposite is true for 
cold SST anomalies.  Also in the cold SST experiment, a high sea level pressure ridge formed in 
the North Atlantic and slowed and weakened the poleward progress of extra-tropical storms.  
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They, along with Parkinson et al. [2001], find that the atmosphere is more responsive to 
decreased sea ice cover and warmer SSTs than the opposite cases, suggesting that the response is 
likely non-linear.  In the Pacific basin, the winter storm track weakens and shifts slightly south 
when there is loss of Arctic sea ice, likely in response to a reduced meridional temperature 
gradient [Singarayer	  et	  al.,	  2005]. 
One of the major goals of this thesis is to better understand how Arctic changes, 
particularly losses of the sea ice cover, impact the rest of the climate system.  My hypothesis 
states that reduced sea ice (along with any changes in sea surface temperatures) will increase the 
turbulent sensible and latent heat fluxes in late summer and fall due to delayed ice formation.  
These increases in temperature and moisture will invoke a response in both the cloud cover and 
hydrologic cycle.  I also expect that increased differential heating along these newly opened 
water points will illicit changes in the large-scale circulation patterns.  Will the excess 
evaporation due to sea ice reductions be equally compensated by an increase in precipitation?  Or 
will circulation changes have impacts on the hydrologic cycle through changes in energy 
convergence, advection over warmer surfaces, or changes in topographic forcing?  These and 
other questions can be best answered using the Weather Research and Forecasting (WRF) 
mesoscale model forced by both high and low sea ice states.   
Before the WRF model can be used for long simulations over a large pan-Arctic domain 
necessary for sensitivity experiments, the model first needs to be shown to adequately depict 
large-scale features of the Arctic.  Specifically, we will compare both the atmospheric energy 
budget and large-scale circulation patterns in WRF to our updated estimates from reanalyses and 
satellite observations. By considering the spread in updated estimates of the Arctic energy 
budget, which is representative of the current degree of uncertainty, we will be able to better 
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place in context the atmospheric energy budget of the WRF model.  Finally, after running a long 
control simulation of the WRF model, we will test different model features in hopes of 
improving each of the four large-scale terms of the energy budget equation; the time change and 
divergence of atmospheric energy, the net surface heat flux, and the net TOA radiation budget.  
As seen above, most efforts so far rely on either global atmospheric or coupled climate 
models, of which the latter provide more realistic responses because of the inclusion of important 
high-latitude feedbacks.  In our study, the use of the WRF mesoscale model does not allow the 
atmosphere to grow or melt sea ice, isolating the one-way effects of sea ice on the atmosphere.  
When run at fairly high resolution, the WRF model can better simulate variation within the ice 
pack, topographical influences, and sharp gradients in surface temperatures near land and ice 
edges.  Additionally, while the representation of cloud cover and interaction with radiation in 
WRF is not perfect [Bromwich	  et	  al.,	  2009], it is likely superior to that of GCMs [Karlsson	  and	  
Svensson,	  2011].  Also, GCMs may be unable to adequately simulate large-scale temperature 
gradients and inversions because of poor vertical resolution, leading to overestimates of sensible 
heat flux [Kattsov	  et	  al.,	  2005].  Finally, because of extensive use and testing for regional 
climate simulations, we have confidence in WRF’s ability to simulate Arctic weather systems [Cassano	  et	  al.,	  2011]. 
The research presented herein is expected to contribute significantly to the field in several 
different ways.  The first is to add additional updated estimates of the Arctic atmospheric energy 
budget using newer reanalyses and satellite observations.  The previous spread in some estimates 
was larger than that of the expected forcing from increased greenhouse house gas emission [Solomon	  et	  al.,	  2007].  Using the new estimates, we take a novel approach and apply the energy 
budget framework to a specific event, in this case the low sea ice summer of 2005.  While the 
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Arctic energy budget in most of the satellite data and reanalyses reproduce, in general, similar 
features, there have been no efforts thus far to assess the atmospheric energy budget in a 
mesoscale model.  Weather models, especially WRF, are used extensively across all areas and 
are increasingly being used for long dynamical-downscaling simulations, where the 
reproducibility of the atmospheric energy budget can be important.  Finally, we then use WRF to 
assess the sensitivity of atmospheric circulation and the hydrologic cycle to changes in sea ice 
cover.  Most work on this problem thus far has used global atmospheric and coupled climate 
models, observations, or an inferior model setup.  We believe that, while not necessarily realistic, 
our experimental setup will provide the best estimates so far of the sensitivity of the Arctic to 
reduced sea ice and attending changes in sea surface temperatures.  Taken together, these three 
new contributions should increase the overall understanding of the sensitivity of the Arctic to 
local and global changes of the current inaccuracy of reanalyses in the Arctic, and how well 
commonly used weather models capture large-scale Arctic climate features. 
Chapter 2 of this thesis examines new estimates of the Arctic energy budget and looks at 
the low sea ice summer of 2005 in more detail.  It was published in the Journal of Geophysical 
Research – Atmosphere (JGR-A) in 2010.  I then compared the energy budget in WRF to 
estimates from the reanalyses and satellite observations in Chapter 3, which has been accepted 
and is in press at JGR-A.  The content of Chapter 4, which examined the sensitivity of the WRF 
model’s atmospheric energy and moisture budget to changes in the Arctic sea ice cover, is in 
review at JGR-A as of 01 November 2011.  Chapter 5 will review results, summarize additional 




II.  New estimates of the large-scale Arctic atmospheric energy budget 
Abstract:  New estimates of the current energy budget of the north polar cap (the region north of 
70 deg. N) are synthesized by combining data from new atmospheric reanalyses and satellite 
retrievals.  For the period 2000-2005, monthly means from the Clouds and the Earth's Radiant 
Energy System (CERES) satellite data set are considered to provide the most reliable top-of-
atmosphere (TOA) radiation budget.  The remaining components of the energy budget, 
comprising of the energy storage, horizontal convergence of energy, and the net surface flux 
between the atmospheric and subsurface columns, are compiled using data from the Japanese 25-
year Reanalysis Project (JRA) and the NCEP/NCAR Reanalysis (NRA).  The annual cycles of 
energy budget components for the polar cap are fairly consistent between the JRA and NRA, but 
with some systematic differences.  JRA depicts an annual mean surface flux of 14 W m-2 
(upward), compared to only 5 W m-2 in NRA.  Most of this disparity appears to be due to 
differences in sea ice and albedo.  Horizontal atmospheric energy flux divergence calculated 
using mass-corrected flux values contains artifacts leading to unphysical results.  We argue that 
backing out the energy flux convergence as a residual from the net surface heat flux and time-
change in energy storage from each reanalysis, and the TOA radiation budget from CERES, 
provides for more physically realistic results in the Arctic. Monthly mean anomalies of budget 
terms, used to examine conditions leading to the extreme seasonal sea ice extent minimum of 




The Arctic is characterized by a deficit in solar radiation received at the top of the 
atmosphere (TOA) when compared to lower latitudes.  This latitudinal gradient in incoming 
energy drives complex interactions between the atmosphere, land, ocean, and forcing from lower 
latitudes.  The atmosphere and ocean respond to the gradient in radiative heating by transporting 
energy poleward via both transient and stationary eddies.  The differential radiative heating is 
strongest in winter, during the Arctic polar night.  The maximum high-latitude poleward 
transport of atmospheric energy in winter is centered along the longitudes of the Greenland and 
Norwegian seas [Tsukernik et al., 2004]. This area represents the northern end of the primary 
North Atlantic storm track, where a combination strong transient eddy activity and open water 
overlain by a fairly cold atmosphere encourage large sensible and latent heat fluxes from the 
ocean to the atmosphere, increasing the convergence of energy transport in the Arctic region. 
While the Arctic climate system has a rich complexity, much can be learned about its behavior 
by considering the basic components of the energy budget, specifically, the time-change of 
storage of atmospheric energy, the radiation budget at the top of the atmosphere, the horizontal 
convergence of atmospheric energy transports, and the net surface heat flux. 
In this paper, two atmospheric reanalyses are used, in part, to provide a more robust 
assessment of uncertainty in atmospheric transports and the net surface flux.  New satellite 
remote sensing products provide quality TOA radiative fluxes that are used as a constraint, 
aiding in comparisons between representations of budget components in the reanalyses.  Through 
these comparisons and efforts to assemble the most meaningful representation of the budget, our 
paper compliments past efforts to improve understanding of the Arctic and global energy budget 
[Nakamura and Oort, 1988; Serreze et al., 2007; Trenberth et al., 2001; Trenberth and 
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Stepaniak, 2004] and the Arctic freshwater budget [Serreze et al., 2006].  This study provides 
new Arctic energy budget estimates using the current best observations of TOA radiative fluxes 
and next-generation reanalyses. Also, monthly mean anomalies of budget terms are applied to 
examine conditions leading to the extreme seasonal sea ice extent minimum of September 2005, 
part of a new approach of using the energy budget framework to understand the changes in 
energy flow during an anomalously low sea ice summer. 
2. METHODS 
Energy Budget Framework 
Consider the energy budget of a column extending from the surface to the top of 
atmosphere (TOA), represented by each grid cell over the analysis domain.  In the framework of 
Nakamura and Oort [1988] and Trenberth [1997], the budget of this atmospheric column may be 
denoted by: 
        (1)  
where the time-change of atmospheric energy storage E equals the sum of the net radiation 
budget at the top of the atmosphere (FRAD), the vertically-integrated horizontal energy flux 
convergence (FWALL), and the net surface heat flux (FSFC).  Following Serreze et al. [2007], all 
terms are defined as positive when they contribute to atmospheric energy gain; hence positive 
downwards for the TOA net radiation, positive upwards for the net surface flux, and positive for 
horizontal convergence of atmospheric energy transport.  The atmospheric column gains energy 
(positive time tendency) if the sum of the three right-hand side terms is positive, and the column 
loses energy if the sum is negative.  For steady state long-term annual mean conditions, the 
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tendency of atmospheric energy storage is zero. 
The time-change in atmospheric energy storage can be expanded as: 
       (2)   
where p is pressure, cp is the specific heat of the atmosphere at constant pressure (1005.7 J K-1 
kg-1) [American Meteorology Society, 2000], T is temperature in Kelvin, k is the kinetic energy, L 
is the latent heat of evaporation (2.501 X 106 J kg-1), q is the specific humidity, g is acceleration 
due to gravity (9.81 m s-2) and Φs is the surface geopotential (not a function of pressure 
[Trenberth et al., 2001]).  The energy in a column of the atmosphere is hence comprised of four 
forms: sensible, kinetic, latent, and geopotential energy.   
The net radiation at the TOA, FRAD, is expressed as: 
 FRAD = FSW – FLW        (3) 
where FSW is the net shortwave (solar) and FLW is the net longwave (thermal) radiation.  
FWALL, the convergence of atmospheric energy transport is written as: 
     (4) 
where v is the horizontal wind vector, cPT + Φ is the dry static energy, and  cPT + Φ + Lq is moist 
static energy.  The contribution of kinetic energy, k, is sometimes ignored due to its 
comparatively small magnitude [Nakamura and Oort, 1988] but we include it here for 
completeness. 
The net surface heat flux is defined as the net transfer of heat between the subsurface 
column and the atmosphere; 
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 FSFC = SWSFC + LWSFC  + QH + QE      (5) 
where SWSFC and LWSFC are the net surface shortwave and longwave radiation fluxes and QH and 
QE are the turbulent sensible and latent heat fluxes, respectively.  If the sum of the four terms is 
positive (upward), the atmospheric column gains energy through a heat flux from the subsurface 
column to the atmosphere.  The opposite is true if the sum is negative. 
3. Data 
Reanalyses from the National Center for Environmental Prediction/National Center for 
Atmospheric Research (NCEP/NCAR) and Japan Meteorological Agency (JMA) are used to 
assess the atmospheric budget.  We use vertical integrals of the energy storage and transport 
convergence terms compiled by K. Trenberth and colleagues at NCAR (data are located at 
http://www.cgd.ucar.edu/cas/catalog/jra25/jra25budgets.html).  Atmospheric reanalyses provide 
gridded values of the atmospheric state variables and fluxes.  Unlike operational numerical 
weather prediction systems that undergo constant refinement in an effort to improve forecast 
skill, reanalyses use fixed versions of an atmospheric model and data assimilation system.  This 
mitigates introducing non-climatic jumps and trends in archived fields.  Because reanalyses are 
retrospective, as opposed to operational forecast systems, assimilated observations can undergo 
more quality control, providing better constraints on the atmospheric state.  While reanalysis 
fields are widely used in the atmospheric community, they must be used with caution, 
particularly when assessing trends, which can be influenced by changes in the observational 
network through time [Bromwich et al., 2007]. 
The NCEP/NCAR reanalysis (NRA) [Kalnay et al., 1996] is based on a numerical 
weather prediction model with 28 sigma (terrain-following) levels in the vertical, of which five 
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are in the boundary layer, and T62 spectral resolution in the horizontal, equivalent to about 209 
km resolution.  Data are available at 6-hour intervals for the period 1948 onwards.  Updated 
fields are provided through the Climate Data Assimilation System (CDAS). 
The JMA, along with the Central Research Institute of Electric Power Industry in Japan, 
developed a more modern global atmospheric reanalysis, the JRA [Onogi et al., 2007].  Several 
new products and techniques were developed specifically for inclusion in the JRA assimilation 
system, including the TIROS Operational Vertical Sounder (TOVS) radiance data assimilation 
method, sea surface temperatures (SST) and sea-ice data from the Centennial in-situ Observation 
Based Estimates (COBE), and three-dimensional daily ozone profiles. The philosophy of the 
JRA is to use as many data types as possible not included in previous reanalyses.  These include 
wind profile retrievals around tropical cyclones, atmospheric motion vector data from 
geostationary satellites, and historical snow data from printed records [Onogi et al., 2007].  The 
model has T106 spectral resolution, which is equivalent to 125 km horizontal grid spacing, and 
40 vertical levels.  After 2005, the JMA CDAS (JCDAS) has been used to update the JRA.  
As outlined earlier, our study builds upon the recent Arctic energy budget study of 
Serreze et al. [2007], which made use of data from the NRA and the European Centre for 
Medium-Range Weather Forecasts ERA-40 reanalysis.  Here, we contrast results from NRA and 
JRA, and make use of TOA and surface radiation data from CERES (Clouds and the Earth’s 
Radiant Energy System).  Of the four primary terms of the energy budget (1), radiative fluxes 
used in FSFC and FRAD show the least agreement between atmospheric reanalyses [Serreze et al., 
2007]. TOA fluxes from the CERES instrument on the Terra satellites (CER_SRBAVG_Terra-
FM1,2-MODIS_Edition2D, available from the NASA Langley Research Center Atmospheric 
Science Data Center at http://science.larc.nasa.gov/ceres/) are used for comparison with those 
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depicted by NRA and JRA.   
The CERES instruments, which can be viewed as improved versions of those used in the 
Earth Radiation Budget Experiment (ERBE) [Wielicki et al., 1996], measure broadband 
shortwave, total, and window radiances.  To determine the global TOA irradiances, 
measurements of reflected and emitted radiation are needed from all angles.  The instruments 
were designed to independently rotate the azimuth-viewing angle in order to measure radiances 
from several viewing geometries.  These multiple viewing angles are inputs to an empirical 
angular distribution model to estimate irradiances.  Scene identification is crucial to correct 
calculations of irradiances.  Cloud radiances from collocated Moderate Resolution Imaging 
Spectro-radiometer data, along with sea-ice concentration fields provided by the National Snow 
and Ice Data Center [Hollinger et al., 1990], are used to distinguish clouds from underlying high-
albedo sea-ice and snow cover.  This improved discrimination is a major advancement over 
ERBE [Kato and Loeb, 2005].  Global TOA and surface radiation fluxes for CERES are provided 
on a 1° x 1° grid. 
Our study focuses on the 'polar cap', defined by the area poleward of 70°N (Figure 1).  
This focus retains continuity with previous Arctic energy and moisture budget studies [Oort and 
Peixoto, 1983; Nakamura and Oort, 1988; Serreze et al., 2007; Overland and Turet, 1994; 
Semmler et al., 2005; Trenberth and Stepaniak, 2004].  The polar cap domain has a total surface 
area of 0.15 X 1014 m2 or 6% of the hemisphere, of which 72% is ocean covered and 28% is land 
covered.  A simple polar cap domain aids in the interpretation of longitudinal variations of 
meridional atmospheric energy transports contained in FWALL.   
We make use of the overlapping period of all data sets, which is constrained by CERES, 




Figure 1.  The ‘polar cap domain’ shown in a map of the Arctic with 70ºN latitude circle 
highlighted. 
 
climatologies discussed below are for the 60-month period from November 2000 through 
October 2005. This contains the very low sea ice extent observed in summer, 2005, which will be 
examined as a case study. 
4. COMPONENTS OF THE ENERGY BUDGET 
Radiation Budget at the TOA 
The largest energy fluxes, both in terms of magnitude and spatio-temporal variability, are 
included in the FRAD term (1).  Figure 2 shows the polar cap monthly mean FRAD, FSW, and FLW 
climatologies from the NRA, JRA, and CERES data. Monthly and annual means of FRAD are also 
listed in Table 1.  All products depict the same basic seasonal cycles. Net shortwave radiation 




Figure 2. Annual cycle of area-mean FRAD and its components in the JRA, NRA and CERES. 
 
 
Table 1.  Area-averaged monthly mean energy budget terms from the five-year climatology 
computed from November 2000 through October 2005. 
 
 
          Storage Changes and Fluxes (W m-2)       
            
  FRAD FSFC FWALL (residual) 









January -1 -1 -179 -171 -173 65 51 107 116 121 123 
February 9 9 -173 -165 -169 61 49 117 106 130 111 
March 3 3 -142 -141 -145 47 38 100 113 110 120 
April 31 31 -79 -95 -92 13 14 109 122 109 125 
May 17 17 -11 -33 -37 -32 -20 85 99 74 106 
June 18 17 35 12 18 -83 -84 80 97 83 112 
July 3 4 16 3 21 -86 -96 66 60 80 70 
August -19 -19 -60 -59 -58 -43 -56 80 67 94 88 
September -26 -25 -141 -137 -140 23 12 89 75 103 97 
October -23 -23 -185 -178 -180 66 49 90 85 109 96 
November -4 -4 -186 -176 -180 67 49 111 93 128 100 
December -8 -7 -181 -171 -174 68 53 100 96 115 106 
Mean 0 0 -107 -109 -109 14 5 94 94 105 104 
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longwave emission to space) as atmospheric and surface temperatures fall.  The net total 
radiation FRAD is most negative in January, but starts to become less negative as downwelling 
shortwave rises through the spring to its summer maximum. FRAD is slightly positive (downward) 
in June and July.  There are nevertheless large differences between depictions from CERES and 
the two reanalyses from month to month. 
The reanalyses assimilate satellite data into the atmospheric models with better quality 
control than is possible for real-time forecasting.  Satellite-derived retrievals (profiles) are 
assimilated in the first-generation NRA system, while raw satellite radiances are assimilated into 
the next generation JRA.  The temporal span of existing reanalyses exceeds the lifetime of any 
single satellite mission, requiring careful cross calibration of different data streams to avoid 
artificial trends [Trenberth et al., 2005].  While CERES is making a direct measurement of the 
TOA radiances desired, TOA retrievals and radiances assimilated into NRA and JRA, 
respectively, become boundary conditions for the model, which then use a radiative transfer 
model to output the fluxes as diagnostic variables.  The inherent approximations and other 
shortcomings in these models, especially when clouds are present, reduce our confidence in the 
reanalyses radiation fluxes compared to those from CERES.  Kato et al. [2006] find several 
shortcomings in TOA fluxes from ERBE when compared to CERES, including a difference of 
about 5 W m-2 in the annual net allwave TOA flux for the region 60-90°N.  While CERES is 
taken as the best approximation of TOA radiation fluxes over the analysis time period, CERES is 
not without its own shortcomings [Trenberth et al., 2009].  The CERES global mean net TOA 
radiation imbalance is estimated by Loeb et al. [2009] to be 6.5 W m-2, much larger than the 
estimate by Hansen et al. [2005] of 0.85 W m-2 using ocean heat content data and model 
simulations, with the major sources for uncertainty in CERES arising from instrument calibration 
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(4.2 W m-2) and a total solar irradiance 1 W m-2 too high.  To further put this uncertainty into 
perspective, the anthropogenic radiative forcing in 2005 relative to pre-industrial conditions is 
estimated at 1.66 W m-2 [Solomon et al., 2007].  
While all three products capture a similar area averaged annual cycle of the TOA net 
longwave radiation (FLW), there is fairly consistent difference in magnitude of about 5% between 
JRA and the other two products (NRA and CERES).  Throughout the annual cycle, the JRA has 
the most outgoing longwave radiation, pointing to either a warmer surface or atmosphere or 
more emission from cloud cover.  Because the FLW annual cycle is similar for each product, with 
only an offset in magnitudes, any annual cycle differences in FRAD arise from differences in the 
net shortwave radiation, FSW.  As would be expected, the downwelling component of the TOA 
solar radiation flux is quite similar for all three products (not shown), meaning that disparities in 
the annual cycle of the net shortwave flux FSW are mostly due to differences in the upwelling 
shortwave component associated with differences in column albedo.  In the spring, the JRA FSW 
increases faster than in either NRA or CERES.  This difference in springtime FSW, at least 
between JRA and NRA, is consistent with a lower surface albedo in the JRA (not shown). 
Differences in FSW result in substantial differences in the TOA net total radiation between 
the three products.  From April through June, FRAD in the JRA is 20-40 W m-2 larger than depicted 
in the other two products.  NRA and CERES by contrast agree quite well at this time of year.  
Figure 3 illustrates the spatial patterns of FRAD, down to 60o N, for the months with the largest 
discrepancies in the polar cap mean (May, June, and July).  Since CERES provides a direct 
measurement of FRAD we view it as providing the best estimate.  In the NRA, there is a sharp, 
unphysical meridional gradient over Greenland from May through July that we are unable to 




Figure 3. Net total TOA radiation, FRAD, for CERES (left), JRA (center), and NRA (right) for 
May (a), June (b), and July (c). The 70ºN latitude circle is highlighted. 
 
 
most of the polar cap domain, particularly in the Greenland and Norwegian Seas.  By June, the 
budget has turned positive over much of the plotted map area in all three products. This reflects 
the peak in incoming solar radiation at the TOA along with a decrease in albedo linked to the 
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melt of snow and sea ice.  However, the June FRAD pattern for JRA has some unrealistic features 
over the Arctic Ocean.  In the absence of significant forcing by changes in cloud cover, FRAD 
along the Arctic Ocean margins should turn positive before the interior parts as the sea-ice edge 
retreats to expose open water with its low albedo. This expected pattern is evident in the June 
fields from both CERES and NRA.  That JRA instead shows negative fluxes over the marginal 
seas and positive fluxes over the central Arctic Ocean points to problems in surface albedo or 
cloud cover.  In July, FRAD in JRA and NRA has tuned negative over most of the central Arctic 
Ocean, while in CERES the flux remains positive over much of the area. These differences are 
reflected in the polar cap mean annual cycle of FRAD shown in Figure 2, with the peak in FRAD 
occurring in June for both of the reanalyses, but occurring a month later in CERES, suggesting 
an earlier and prolonged seasonal reduction in surface albedo. 
Time-change of Atmospheric Energy Storage 
Differences between NRA and JRA in the monthly time-change of atmospheric energy 
storage  are small (Table 1).  This holds with respect to both the polar cap averages and 
spatial patterns.  The reanalyses show the expected pattern of the atmospheric column gaining 
energy in the spring, peaking in April (a tendency of 31 W m-2 in both products) and losing 
energy through autumn, most strongly in September (-26 W m-2 in JRA and -25 W m-2 in NRA).  
In both reanalyses, the annual mean of energy tendency is approximately zero.  
Net Surface Heat Flux 
Direct measurements of the surface energy budget components in the Arctic are sparse. 
Herein lies the attraction of fluxes from atmospheric reanalyses [Bromwich et al., 2007].  The 
annual-mean net surface flux for the polar cap is positive, i.e., there is a net heat transfer from the 
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subsurface to the atmospheric column.  Over land areas, the annual net surface heat flux must be 
zero for a steady state climate.  The non-zero surface heat flux over the Arctic cap must then 
come from the oceanic portion of the study area through a convergence of oceanic sensible heat 
and sea ice transport [Nakamura and Oort, 1988]. 
 Polar cap averaged annual-mean values of the net surface heat flux from JRA and NRA 
are +14 W m-2 and +5 W m-2 respectively.  The polar cap estimate by Nakamura and Oort [1988], 
calculated as a residual from rawinsonde-based atmospheric transports and satellite retrievals of 
FRAD from 1966-1977, is much smaller at 2.4 W m-2.  Serreze et al. [2007] calculated an annual-
mean value of 11 W m-2 using ERA-40 data for the period of 1979-2001, while Semmler et al. 
[2005] cite a flux of 6 W m-2  based on a simulation with the regional model, REMO 5.1.  
Differences of this magnitude in the annual means are important, as a sustained net surface heat 
flux of 1 W m-2 over a year equals about 0.1 meter of sea-ice melt (at its melting point) [Serreze 
et al., 2007].  The spread of annual-mean net surface heat flux from these different estimates is 
hence equivalent to about 1 meter of ice melt over a year. 
The annual cycle of the net surface heat flux closely follows that of the net surface 
shortwave flux, as the area-averaged turbulent fluxes are small and the net longwave flux is 
fairly constant throughout the year (Figure 4).  The area-averaged net surface heat flux in NRA 
is smaller than in JRA from July through March by about 10-15 W m-2, mainly due to NRA's 
more negative (downward in our convention) turbulent sensible heat flux in summer and autumn, 
and less net surface longwave radiation in the winter.  In spring, FSFC is more similar between the 
reanalyses, but net surface shortwave radiation is more strongly downward in JRA, consistent 
with a larger TOA FSW in JRA (Figure 2). 




Figure 4. Annual cycle of FSFC and its components for the JRA and NRA.  SWSFC and LWSFC are 
the net shortwave and longwave radiation fluxes, respectively.  QH and QE are the turbulent 
sensible and latent heat fluxes, respectively. 
 
a systematic difference in the turbulent sensible heat flux, QH.  Discrepancies in QH arise from 
differences in the representation of the vertical wind shear and stability in the planetary boundary 
layer [Tjernström, et al., 2005].  In the spring, both reanalyses have decreasingly negative 
(downward) QH, consistent with reduced stability during the transition from winter to summer 
conditions and the increasing downwelling shortwave radiation at the surface.  In June, the 
sensible heat flux in NRA diverges sharply, remaining strongly negative, while in JRA it 
increases to zero and remains small until polar night returns in November. When compared with 
estimates by Serreze et al. [2007], the JRA is in better agreement with ERA-40 than NRA.  In 
July, both JRA and NRA have positive (upward) sensible heat fluxes over the open waters of the 




Figure 5. July turbulent sensible heat flux, QH in W m-2, for JRA (left), NRA (center), and the 
difference, JRA minus NRA (right).  The 70ºN latitude circle is highlighted. 
 
By contrast, sensible heat fluxes are downward over the Arctic Ocean, where ice melt keeps the 
surface skin temperature at the freezing point, helping to maintain a surface-based temperature 
inversion.  The difference field (JRA-NRA) is dominated by large positive values as high as 40 
W m-2 over both ocean and land areas, meaning considerably more positive (or less negative) 
surface heat fluxes in the JRA. 
The Convergence of Atmospheric Energy Transport 
The final term of the budget is the convergence of atmospheric energy, FWALL, the major 
mechanism by which the atmosphere compensates for the imbalance in TOA solar radiation 
between the middle and high latitudes.  Area-averaged FWALL, always positive (convergence) in 
monthly means, is largest in the winter when the meridional atmospheric temperature gradient is 
largest [Serreze et al., 2007].  While latent heat flux convergence plays an important role in the 
Arctic energy budget, including how it influences cloud and snow cover which alter the radiation 
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budget, the largest components of FWALL are the convergence of sensible heat and geopotential 
associated with transient and stationary eddies [Overland and Turet, 1994].  Previous studies 
using atmospheric reanalyses have relied on atmospheric transports that have been corrected to 
conserve mass [e.g., Serreze et al., 2007; Trenberth, 1997; Trenberth et al., 2001], since the 
reanalysis fields do not conserve mass due to a multitude of reasons, including the blending of a 
short-term forecast with observations and the interpolation from model coordinates to pressure 
surface [Trenberth, 1991].  As discussed in the Data section, Trenberth and colleagues have 
provided mass-corrected monthly mean components of FWALL for both the JRA and NRA. 
Figure 6a shows spatial patterns of mass-corrected FWALL from JRA for the months of 
January and July down to 60°N, truncated from the native T106 resolution to T42 using a tapered 
weighting function to remove excessive power from higher wave numbers [Trenberth and 
Solomon, 1993].  Despite filtering of the data, much spatial variability remains and there is a 
“blotchy” pattern, with an odd dipole at the pole.  This feature is present in the majority of 
monthly mean fields.  As a test of the degree of closure in the Arctic energy budget in each 
reanalysis, the residual is calculated using polar cap averages for all four terms of (1). A zero 
value implies perfect closure.  The energy budget residuals compare well to those of Serreze et 
al. [2007], however, the same patterns, including the odd dipoles seen in the mass-corrected 
FWALL, are present. 
These features point to shortcomings in the mass correction approach as applied to high 
latitudes.  This is further evident when the mass-corrected JRA and NRA FWALL data are used to 
calculate FSFC as a residual from the three other reanalysis-based energy budget terms.  For the 
JRA in January and July (Figure 6b), the dipole over 90°N is more exaggerated in the residual 




Figure 6.  Mass-corrected FWALL (a) and Residual FSFC (b) for JRA for January (top) and July 
(bottom). The 70ºN latitude circle is highlighted. 
 
Greenland in July, unrealistically implying a source of heat to the atmosphere.  The net surface 
heat flux should be downward at this time of year over Greenland [Serreze et al., 2007; 
Trenberth and Stepaniak, 2004]. 
In light of these problems, we calculate the convergence of atmospheric energy transport 
as a residual of the three remaining large-scale energy budget terms: , FRAD, and FSFC. 
Residual FWALL values are obtained using , FRAD, and FSFC from each reanalysis as well as 
using  and FSFC from each reanalysis but with FRAD values from CERES. Annual cycles of 
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area-averaged FWALL from the four residual estimates are shown in Figure 7.  FWALL from all four 
estimates has a maximum in winter and a warm season minimum, as found in previous studies 
[Nakamura and Oort, 1988; Serreze et al., 2007].  However, there is considerable spread 
between the residual estimates for individual months.  Differences between the two reanalyses 
based on a given residual calculation method are large (up to 22 W m-2), as are those between 
residual calculation methods for a given reanalysis (up to 32 W m-2 for NRA and 18 W m-2 for 
JRA) (Table 1, Figure 7).  These differences can be broadly viewed as placing bounds on the 
uncertainty in FWALL.  Peak energy transport convergence is larger in winter in both NRA-based 
estimates of FWALL.  The seasonal minimum in both NRA estimates of FWALL as well as the JRA 
reanalysis-only estimate occurs in May, two months earlier than depicted from the JRA residual 
estimate using CERES FRAD.  That the difference in FWALL between residual calculation methods 
for a given reanalysis is close to zero on the annual mean follows from the close similarity in 
annual FRAD from CERES and the two reanalyses.  
With due consideration of problems identified by Loeb et al. [2009], we take the 
approach that constructing the best estimate of each individual energy budget is best approached 
by calculating FWALL as a residual using FRAD from CERES, and using  and FSFC from each 
individual reanalysis.  With the assumption that the CERES global imbalance in FRAD of 6.5 W m-
2 [Loeb et al., 2009] applies to the polar cap region, the effect of this imbalance in the residual 
calculation would be to reduce FWALL in both reanalyses.  
 By backing-out the FWALL term using the CERES FRAD data set, and recognizing that 
 is similar in both reanalyses, the differences in the residual FWALL values from the two 




Figure 7. Annual cycle of area averaged residual FWALL for JRA and NRA. The FWALL residuals 
are calculated from each reanalysis individually, and also using FRAD from CERES and the FSFC 
and  from the JRA and NRA, respectively. 
 
is considerably higher than the NRA value while the other components of FSFC are more similar 
(Figure 4).  This implies that, using our method of calculating FWALL as a residual, larger July 
turbulent sensible heating in JRA is linked with the later minimum in convergence of 
atmospheric energy transport.  Perhaps the increased July QH in JRA is decreasing the meridional 
energy gradient and thereby reducing the requirements for energy convergence.  Conversely, a 
larger meridional temperature gradient in July due to smaller energy convergence in the JRA 
would lead to a cooler lower-atmosphere, which would then affect QH through changes in 
planetary boundary layer stability.  




Figure 8. Maps of FWALL calculated for JRA (left) and NRA (right) for January (top) and July 
(bottom).  The FWALL residuals are calculated from FRAD from CERES and FSFC and  from 




reanalyses, residual FWALL is positive over most of the polar cap in January.  However, there are 
strong negative values (energy transport divergences) in the Greenland and Norwegian Seas, on 
the equator-ward side of the sea ice-margin.  This points to the influence of migrating baroclinic 
disturbances in these regions that often grow along the ice-margin where there are large 
meridional temperature and moisture gradients, transferring atmospheric energy poleward.  In 
July, energy convergence over the central Arctic Ocean is smaller, consistent with the reduced 
meridional temperature gradient at this time of year.  While the same large-scale features in 
residual FWALL are present in each reanalysis, there are differences in the location and magnitude 
of smaller-scale features. 
 New Estimates of the Arctic Energy Budget 
We consider CERES to provide the best quality TOA FRAD fields.  The two reanalyses 
give very similar depictions of the time-change in atmospheric energy storage. As noted above, 
spurious features are present in the mass-corrected FWALL fields, especially evident when 
calculating the net surface heat flux, FSFC, as a residual from the other terms in the reanalyses.  
Consequently, and acknowledging uncertainties in FSFC, arguably the most viable approach for 
obtaining the best estimate of the Arctic energy budget is to calculate FWALL as a residual, using 
CERES data for the TOA radiation fluxes.  The seasonal cycles of budget components for the 
polar cap based on this approach are given in Figure 9.  Recall that differences in the FWALL 
annual cycle in the two reanalyses closely mirror those of FSFC because only one FRAD product is 
used and monthly values of  in the JRA and NRA are within 1 W m-2 of each other.  With 




Figure 9. Annual cycle of all energy budget terms of JRA, NRA, and CERES, where FRAD is the 
TOA radiation budget, FWALL being atmospheric energy convergence calculated as a residual, 
FSFC being the net surface heat flux, and  being the time change in energy storage. 
 
As downwelling shortwave radiation at the TOA decreases through autumn to near zero 
by October, and with the longwave loss to space (FLW) decreasing fairly slowly through this 
period (Figure 2), FRAD becomes strongly negative (more upward).  FRAD then remains rather 
steady until March when downwelling shortwave radiation returns to the polar cap.  FRAD follows 
the seasonal increase of FSW and reaches its annual maximum in July.  That the FRAD maximum in 
July lags the June maximum in TOA downward solar radiation by a month reflects the lower July 
surface albedo.  
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Starting in September, the atmospheric column is heated from the bottom via a positive 
net surface heat flux, linked largely to loss of sensible heat in the ocean mixed layer and sea ice 
growth. This upward flux grows through October, stays fairly steady through winter, declines in 
spring, then turns negative (downward) in summer, linked to ice melt and energy uptake in the 
ocean mixed layer.  That FSFC is most strongly downward in July is consistent with the seasonal 
maximum in FRAD.  
In August, the time-change in atmospheric energy storage turns negative, i.e., the 
atmosphere begins to lose energy.  The tendency of energy storage remains negative until 
January, when atmospheric temperatures attain their seasonal minimum. The atmosphere then 
accumulates energy, until July, with the strongest energy gain in April when the solar flux is 
rapidly increasing. 
As the Arctic atmosphere begins to cool in autumn, the meridional temperature gradient 
increases, driving an increase in the poleward atmospheric energy transport that offsets the 
cooling.  The fairly shallow annual cycle of FWALL peaks in winter when this gradient is largest, 
characterized by a winter maximum in both stationary and transient eddies in the North Atlantic 
sector (around 0˚E) [Serreze et al., 2007].  Polar cap FWALL then decreases to its spring or early 
summer minimum (depending on the reanalysis data set used). 
Differences in the annual cycle of the Arctic energy budget as depicted in the JRA and 
NRA highlight the interplay between the budget terms. From July through August, JRA depicts a 
smaller downward net surface flux than NRA (less atmospheric cooling from the bottom), while 
from September through March the upward JRA net surface flux is comparatively larger (more 
atmospheric heating from the bottom). To compensate, this means that JRA has smaller FWALL 
values for these months.  For most months, differences in FSFC and the residual FWALL between the 
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reanalyses are at least 10 Wm-2. The large spread in estimates of FSFC and FWALL is particularly 
disturbing given how it impacts our ability to quantitatively diagnose links between the energy 
budget and change in related elements of the Arctic climate system, such as the strong downward 
trend in September sea ice extent [Stroeve et al., 2007]. 
CASE STUDY FOR 2005 
As an application of the energy budget framework presented here, and recognizing 
limitations just discussed, we examine conditions leading to and attending the extreme seasonal 
sea ice minimum of September 2005, which was characterized by strong negative ice 
concentration anomalies along the Eurasian coast (Figure 10).  We focus on monthly anomalies 
of surface albedo, FRAD, FSFC and residual FWALL for June, July, August and September (Figures 
11-14) calculated with respect to the five-year study period monthly means. FSFC and residual 
FWALL are taken from JRA. 
An important feature of the sea ice system is the albedo feedback, whereby melting of ice 
reduces the surface albedo, leading to heat gain in the ocean mixed layer which then fosters 
further melt.  Negative monthly mean surface albedo anomalies, linked to negative sea ice 
concentration anomalies along the coastal seas, are already substantial by June of 2005 (Figure 
11a). Negative albedo anomalies of 0.4 are found in the Laptev, Kara and eastern Barents seas.  
The albedo anomalies are collocated with positive (downward) FRAD anomalies (Figure 11b).  
Negative (downward) FSFC anomalies (Figure 11c) are also found in the same regions as a result 
of enhanced absorption of shortwave radiation at the surface that heats the ocean mixed layer.  
Note in turn how the positive albedo anomalies in northern Baffin Bay and along the east-central 
coast of Greenland are expressed as upward anomalies in FSFC.  The basic pattern of anomalies in 









Figure 11.  June 2005 monthly mean anomalies, calculated with respect to the five-year study 
period monthly means, for (a) JRA surface albedo, (b) CERES TOA radiation budget, (c) JRA 
net surface heat flux and (d) total atmospheric energy convergence, calculated as a residual from 




Figure 12.  July 2005 monthly mean anomalies, calculated with respect to the five-year study 
period monthly means, for (a) JRA surface albedo, (b) CERES TOA radiation budget, (c) JRA 
net surface heat flux and (d) total atmospheric energy convergence, calculated as a residual from 




In June, when the sea ice anomalies are starting to form, there is a dominance of positive 
(convergence) FWALL anomalies over the polar cap region (Figure 11d). While there is some 
correspondence between positive anomaly maxima in the convergence and the strong negative 
albedo anomalies in the Kara Sea and eastern Beaufort Sea, the relationship between the two 
fields is in general weak. Relationships between FWALL and albedo anomalies are similarly weak 
for July (Figure 12d).     
The areas of negative albedo anomalies continue to grow and are very pronounced along 
the Eurasian coast in August, partly balanced by positive anomalies north of Alaska and east of 
Greenland (Figure 13a). Note the general correspondence with the September anomaly pattern 
in ice concentration shown in Figure 10.  However, as downwelling TOA solar radiation is fairly 
small by August, the FRAD anomalies (Figure 13b) are considerably less pronounced compared to 
June and July.  The smaller TOA downward solar flux also helps to explain the smaller 
anomalies in FSFC (Figure 13c). The FWALL anomalies are negative over the eastern half of the 
Arctic Ocean, where the albedo is also anomalously low (Figure 13d).  This suggests that, 
instead of anomalous energy flux convergence (FWALL), the main mechanism by which negative 
sea ice concentration anomalies were reinforced and expanded in late summer is through melt 
fed by anomalous heat in the upper ocean, heat that was gained primarily in June and July in 
growing open water areas when the solar flux was fairly strong. This can be viewed as an 
expression of albedo feedback. 
Negative surface albedo anomalies along the Eurasian coast are strongest in September 
(Figure 14a), but in accord with the small solar flux, FRAD anomalies are small (Figure 14b). In a 
typical September, SWSFC is small enough for FSFC to turn positive due to net upward longwave 




Figure 13.  August 2005 monthly mean anomalies, calculated with respect to the five-year study 
period monthly means, for (a) JRA surface albedo, (b) CERES TOA radiation budget, (c) JRA 
net surface heat flux and (d) total atmospheric energy convergence, calculated as a residual from 




Figure 14.  September 2005 monthly mean anomalies, calculated with respect to the five-year 
study period monthly means, for (a) JRA surface albedo, (b) CERES TOA radiation budget, (c) 
JRA net surface heat flux and (d) total atmospheric energy convergence, calculated as a residual 




gradients when air flows onto or off the ice pack, QH can be quite significant.  September of 2005 
saw a northward shift in these areas of large QH.  Note the tongue of positive FSFC anomalies 
extending eastward from Svalbard, with negative anomalies to the south (Figure 14c), the latter 
indicating reduced upward heat transfer in regions that are normally adjacent to the sea ice edge, 
but in 2005 were more distant from the ice pack.  The region between Svalbard and Severnaya 
Zemlya, usually covered by ice but open in 2005 is also a region with positive anomalies in 
FWALL (Figure 14d).  This analysis of Arctic energy budget anomalies for the summer of 2005 
suggests that the reinforcement of sea ice melt through albedo feedback played an important role 
in maintaining anomalous sea ice extent until the September minimum. In addition, there is some 
evidence that anomalous horizontal energy flux convergence early in the melt season helped to 
increase the downward net surface flux.  
5. SUMMARY AND CONCLUSIONS 
To obtain meaningful results, atmospheric energy transports from reanalyses must be 
corrected for mass imbalance.  However, unphysical features are apparent in the fields used in 
the present study, suggesting that the current correction technique has shortcomings in high 
latitudes.  We therefore calculated the convergence of the total transport as a residual using the 
CERES TOA radiation (FRAD), and the reanalyses estimates of the net surface flux and time 
change in atmospheric energy storage.  By using the CERES FRAD to back-out FWALL, some of the 
discrepancies between the JRA and NRA are reduced. This approach of course has its own 
shortcomings, for by using the CERES FRAD, differences in FRAD from the two reanalyses 
propagate to the backed-out FWALL term.   
As an application of our best estimates of the energy budget, we examined evolution of 
the extreme September 2005 sea ice minimum. Results suggests a strong role of albedo feedback, 
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in which anomalous ocean heat gain through June and July in open water areas led to further ice 
melt, with this ocean heat then fostering strong ice melt through August despite the fairly low 
solar flux.  In addition, several recent studies analyzing trends and variability in the Arctic sea ice 
suggest that the role of increased downwelling longwave flux has become more important in 
recent years [Francis et al., 2005; Stroeve et al., 2007; Parkinson and Cavalieri, 2008].  
The primary message from our study is that considerable uncertainty still exists regarding 
the atmospheric energy budget of the Arctic. While JRA is a more advanced system than the 
NRA, there is not enough evidence from our study to conclude that it actually provides a better 
representation of the budget.  Differences in individual monthly mean budget terms for polar cap 
averages from the two reanalyses are as large as 23 W m-2. The disparity in the annual net surface 
heat flux for the polar cap of 9 W m-2 equates to about 0.9 meters of sea ice loss per year (at its 
melting point) [Serreze et al., 2007]. Calculating FWALL as a residual from CERES FRAD and the 
reanalyses estimates of FSFC and  circumvents artifacts in mass corrected transports at high-
latitudes; however, as discussed, the CERES data also have shortcomings, in large part linked to 
instrument calibration and an assumed solar irradiance that is too high.  
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III.  Analysis of the Arctic atmospheric energy budget in WRF: A comparison with 
reanalyses and satellite observations 
Abstract:  The Weather Research and Forecasting (WRF) model is used to dynamically 
downscale the regional climate of the Arctic, an area undergoing rapid climate changes.  Because 
the WRF model is increasingly being run over larger spatial and temporal scales, an assessment 
of its ability to reconstruct basic properties of regional climates, such as terms in the energy 
budget, is crucial.  Estimates of the Arctic energy budget from WRF are compared with 
estimates from reanalyses and satellite observations.  The WRF model was run on a large pan-
Arctic domain continuously from 2000-2008.  Apart from a few systematic shortcomings, WRF 
sufficiently captures the Arctic energy budget.  The major deficiency, with differences from 
reanalyses and satellite observations as large as 40 W m-2 in summer months, is in the shortwave 
radiative fluxes at both the surface and top of the atmosphere.  WRF’s positive bias in upwelling 
shortwave radiation is due to a specified constant sea ice albedo of 0.8, which is too high during 
the summer.  When sea ice albedo in WRF is allowed to vary in a more realistic manner in a test 
simulation, both surface and TOA energy budget components improve, while showing little 
impact on the atmospheric energy convergence and storage.  A second, similar WRF simulation 
was performed but with gridded nudging enabled.  When the large-scale circulation is 
constrained to the forcing data, the two energy budget terms that are most dependent on weather 
patterns, the convergence of atmospheric energy transport and the tendency of column-integrated 
energy, closely resemble their reanalysis counterparts. 
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1. Introduction  
The Arctic climate system is undergoing rapid changes [Serreze et al., 2000], including 
reductions in sea ice extent [Stroeve et al., 2007], warming permafrost [Osterkamp, 2005], and 
amplified surface-based warming compared to lower latitudes [Serreze et al., 2009].  Attendant 
changes to the warming and sea ice loss include altered patterns of atmospheric circulation 
[Francis et al., 2009] and increased coastal erosion [Mars and Houseknecht, 2007].  
Understanding Arctic change requires quantifying the energy flows through the system.  This 
paper compliments previous efforts to improve our understanding of both the global and Arctic 
atmospheric energy budget, using models [Semmler et al., 2005], observations [Nakamura and 
Oort, 1988; Oort and Peixoto, 1983], reanalyses and satellite observations [Chiodo and 
Haimberger, 2010; Porter et al., 2010; Serreze et al., 2007; Trenberth and Stepaniak, 2004], by 
analyzing new estimates obtained from a mesoscale weather model. 
WRF, the Weather Research and Forecasting model, is a widely used mesoscale model 
with applications in both weather and regional climate.  In the Arctic, WRF is the atmospheric 
component of the Regional Arctic Climate Model (RACM) [Cassano et al., 2011] and the Arctic 
System Reanalysis (ASR) [Bromwich et al., 2010].  Efforts to improve its performance in the 
cold regions are ongoing [Bromwich et al., 2009; Powers, 2007].  An assessment of WRF’s 
capability to adequately reproduce the observed Arctic energy budget is necessary for validating 
the use of WRF to dynamically downscale this regional climate. Wang et al. [2004] provide a 
useful review of the state of regional climate models, particularly when used for dynamically 
downscaling output from global reanalyses and general circulation models (GCM).   Our study, 
using the atmospheric energy budget framework, provides an additional assessment of the 
implications of downscaling reanalysis data with a higher resolution, limited-area mesoscale 
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model.  Building from Porter et al. [2010], which compared the Arctic energy budget in 
reanalysis data to satellite data, we examine the representation of the Arctic energy budget in the 
WRF model in comparison to depictions from reanalysis and satellite data. 
The use of a large pan-Arctic modeling domain, necessary for sea ice sensitivity 
experiments, results in an inadequate reconstruction of the large-scale atmospheric circulation 
[Denis et al., 2002].  The growth and decay of transient weather systems is mostly contained 
within our large model domain.  Freely-developing eddy evolution processes will result in 
mismatches between the model and the true atmospheric state.  While allowing a regional 
climate model to develop its own synoptic-scale features may reduce its usefulness for 
dynamical downscaling [Wang et al., 2004], any resulting circulation differences, which can be 
significant [von Storch et al., 2000], will impact many aspects of the model climate system. It is 
often useful to constrain certain model state variables to more closely match those from the 
forcing data [Stauffer and Seaman, 1990].  Therefore, we test a four dimensional data 
assimilation (FDDA) method as a constraint on the large-scale circulation in WRF to explore the 
origins of the differences in the representation of the Arctic energy budget. 
Two FDDA techniques commonly used in WRF are spectral and gridded nudging.  The 
gridded nudging technique was developed by Stauffer and Seaman [1990] for use in a limited-
area mesoscale model.  Although originally designed for dynamic initialization of forecasts, it 
was quickly recognized as useful if implemented continuously throughout simulations.  Grid 
nudging adds an additional tendency term, based on the difference between the model and 
forcing data at that time, to one or more of the prognostic equations.  This can include tendencies 
for several variables, often the horizontal winds, specific humidity, and temperature.  Using 
precipitation and sea level pressure (SLP), which are particularly suited for validation since they 
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are not themselves assimilated, Stauffer and Seaman [1990] concluded that the assimilation of 
both wind and thermal data had a consistently positive impact on the model without introducing 
significant noise.  Alternatively, spectral nudging is arguably superior, as only the largest 
features of circulation are assimilated, leaving the mesoscale model to generate its own small-
scale details appropriate for the underlying geographical features [von Storch et al., 2000].  Both 
the gridded and spectral nudging techniques have limitations for use in dynamically coupled 
systems (e.g. hurricanes), where the additional forcing terms in the momentum equations will 
negatively impact the model skill [von Storch et al., 2000].  Unfortunately, spectral nudging was 
not yet available in WRF 3.1.0, the most current version at the time of our study. We hence 
compare results without and with gridded nudging.   
2.  Data and Methods 
2.1 WRF Setup 
The chosen model domain (Figure 15) is the same as that used in RACM [Cassano et al., 
2011].  It contains all sea ice areas and terrestrial drainages into the Arctic Ocean. It includes the 
‘polar cap’ domain, defined as the region poleward of the 70°N latitude circle (Figure 1), which 
has been examined in a number of past studies of the Arctic energy and moisture budgets 
[Nakamura and Oort, 1988; Porter et al., 2010; Serreze et al., 2007].  The polar cap domain has 
a total surface area of 15 X 106 km2, which is 6% of the northern hemisphere, and consists of 
72% ocean and 28% land.  
The Advanced Research WRF (version 3.1.0) is forced by NCEP/DOE AMIP-II 
(NCEP2) reanalysis data provided on a T62 horizontal grid (equivalent resolution of about 209 
km) and 28 levels in the vertical (obtained from http://dss.ucar.edu/datasets/ds091.0/).  The 




Figure 15. WRF model domain and terrain in meters.  The polar cap domain is shown by 
highlighting the 70°N latitude line. 
 
vertical, up to a model top of 50 hPa.  The model domain has an area of 162 X 106 km2, which 
results in a ratio of 10.8 to 1 when compared to the polar cap analysis domain.  For comparison 
with previous Arctic energy budget studies [Porter et al., 2010; Serreze et al., 2007], the model 
was initialized on 01 September 2000 and integrated through 31 December 2008. This period 
contains the dramatic summer sea ice decline of the mid- to late- 2000s and the record low sea 
ice extent of September 2007 [Stroeve et al., 2008].  While not explicitly analyzed, both the 
causes and impacts of the declining sea ice cover are included in the estimates from all of the 
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observations, and therefore, also WRF through the lateral and lower boundary forcing.  Daily sea 
ice concentrations and sea surface temperatures (SST) were specified for each ocean grid point in 
the model domain.  Sea ice concentrations were obtained from the National Snow and Ice Data 
Center (NSIDC) Bootstrap dataset [Comiso, 1990], available at http://nsidc.org/data/nsidc-
0002.html.  Over ocean grid points in WRF, the model determines a weighted average surface 
albedo according to the fractional sea ice cover (which is specified), using a constant sea ice 
albedo of 0.8 and an open water albedo of 0.08.  Fractional sea ice became a standard feature in 
WRF starting with version 3.1.0 after extensive testing and documentation of the improvements 
when specifying fractional sea ice [Bromwich et al. ,2009].  SSTs were specified using the 
NCEP2 reanalysis and therefore consistent with the initial conditions and lateral forcing.  The 
simulations were run at the Arctic Regional Supercomputing Center (ARSC) at the University of 
Alaska at Fairbanks. 
The WRF physics options used in this study follow from Seefeldt and Cassano [2008], 
who identified ideal parameterizations for use in high latitudes.  For radiation, both RRTM 
longwave and shortwave are chosen.  The parameterization of lower boundary conditions is 
represented by the Noah land surface model (LSM), the Monin-Obhukov (Janjic Eta) surface 
layer, and the Mellor-Yamada-Janjic (MYJ) planetary boundary layer.  The evolution and 
properties of cumulus and large-scale clouds are approximated using the Grell-Devenyi cumulus 
and Goddard microphysics options.  Additional information on the WRF model, including the 
physics packages and dynamical solver, can be found in Skamarock et al. [2008].  Comparisons 
with observations [Tjernström et al., 2005; Bromwich et al, 2009] and assessments of biases with 
respect to the boundary forcing data [Cassano et al. 2011], show that WRF is good at simulating 
both large-scale synoptic weather patterns and near-surface atmospheric variables.  By contrast, 
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Bromwich et al. [2009] found that WRF had significant shortcomings in the simulation of ice and 
water clouds over the Arctic Ocean, while Molders and Kramm [2009] and Kilpelainen et al. 
[2011] found that it rarely captures strong boundary layer inversions due to excessive wind speed 
and mixing.  Several bugs in WRF version 3.1.0, mostly dealing with sea ice during long 
simulations, were fixed by the authors and Matthew E. Higgins (personal communication, 2010). 
A second WRF simulation was run with the FDDA grid nudging option enabled.  As 
discussed above, the purpose of this experiment, which was run for 16 months from 1 September 
2000 through 31 December 2001, is to gain insight into how WRF and its representation of the 
Arctic energy budget responds to the constraints of a nudged run. Equations including the 
nudged variables (the horizontal wind components (u and v), temperature (T), and specific 
humidity (q)) include an extra tendency term comprised of the interpolated analysis field and 
both space and time weighting coefficients. Modulating the timescale weighting for each 
individual variable controls the strength of the nudging.  Care is needed to ensure there is a 
strong enough nudging to positively affect the model, but not so much that the model won’t 
generate its own mesoscale features [Stauffer and Seaman, 1990].  For the same reason, nudging 
of all grid cells at each time step will act as too strong of a constraint on the model, and 
commonly, either only the upper or boundary layer levels are nudged. Here, we use the default 
option of 0.0003 s-1, held constant for the top 20 levels of the model (above approximately 500 
hPa), for u, v, T, and q, equating to a timescale of about 1 hour. Using these options, the large-
scale pattern at upper levels is constrained to be similar to that of the forcing data, thus resulting 
in a considerable improvement of forecast skill during long simulations.  
2.2 Reanalysis and Satellite Data  
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For model evaluation and to stay consistent with previous studies [Porter et al., 2010; 
Serreze et al., 2007], we use energy budget products that have been developed using the Japan 
Meteorological Agency (JMA) and the European Center for Medium-range Weather Forecasts 
(ECMWF) reanalyses.  The Japanese reanalysis (JRA), developed by the JMA, is archived at 
T106 spectral resolution, which is equivalent to 125 km horizontal grid spacing, and 40 vertical 
levels [Onogi et al., 2007].  The TIROS Operational Vertical Sounder (TOVS) radiance data 
assimilation method, SSTs and sea ice data from the Centennial in-situ Observation Based 
Estimates (COBE), wind profile retrievals around tropical cyclones, atmospheric motion vector 
data from geostationary satellites, historical snow data from printed records, and three-
dimensional daily ozone profiles are just a few of the new products and techniques that were 
developed specifically for inclusion in the JRA assimilation system.  A thorough assessment of 
the global atmospheric energy budget and the poleward transfer of heat in the JRA can be found 
in Trenberth et al. [2009].  The ECMWF Interim Reanalysis (ERAI) product is one of the most 
modern reanalyses, employing new physics parameterizations, a 12-hour four-dimensional 
variational data assimilation (4DVAR) system, and variational bias correction of observed 
radiances [Simmons et al., 2007].  ERAI output is available at T255 horizontal resolution, with 
60 hybrid layers in the vertical.  Vertical integrals of the energy storage tendency and the 
convergence of energy transports for the reanalyses have been compiled and archived by K. 
Trenberth and colleagues at NCAR (http://www.cgd.ucar.edu/cas/catalog/reanalysis/index.html).  
To ensure the best possible baseline for comparisons, we chose to include TOA (top of 
atmosphere) radiation data from the CERES (Clouds and the Earth’s Radiant Energy System) 
instrument on the Terra satellite (CERES_EBAF_Ed2.5, available from the NASA Langley 
Research Center Atmospheric Science Data Center at 
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http://ceres.larc.nasa.gov/products.php?product=EBAF). Global TOA and surface radiation 
fluxes for CERES are provided on a 1° by 1° grid. The CERES instruments, which can be 
viewed as improved versions of those used in the Earth Radiation Budget Experiment (ERBE) 
[Wielicki et al., 1996], feature improved scene identification. In particular, the ability to 
distinguish clouds from underlying high-albedo sea ice and snow cover using cloud radiances 
from collocated Moderate Resolution Imaging Spectro-radiometer (MODIS) data and sea ice 
concentration fields provided by NSIDC [Hollinger et al., 1990], is a major advancement over 
ERBE [Kato and Loeb, 2005].  The updated CERES observations, Edition 2.5, are corrected for 
absolute instrument calibrations errors, use new incoming solar flux estimates from SOlar 
Radiation and Climate Experiment (SORCE) [Kopp et al., 2005], and is now constrained to the 
ocean heat content [Hansen et al., 2005].  The JRA and CERES data were also used by Porter et 
al. [2010] in their study of the large-scale Arctic energy budget.  
Sea ice albedo comparisons were made using the Surface Heat and Energy Budget of the 
Arctic (SHEBA) line observations, available from the Cold Regions Research and Engineering 
Laboratory at the United States Army Corps of Engineers 
(http://www.crrel.usace.army.mil/sid/personnel/perovichweb/SHEBAice).  Wavelength-
integrated albedo measurements recorded every 2.5 m along the 200 m long observation line 
[Perovich et al., 2002] were averaged to determine a daily albedo that would be most 
comparable to a WRF grid cell with 100% sea ice concentration. The line observations used here 
are consistent with coincident tower flux and aircraft measurements [Curry et al., 2001] of 
surface albedo made during the SHEBA campaign.  
2.3 Energy Budget Framework  
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The energy budget of the Arctic can be represented by a relatively simple set of 
relationships, as was discussed by Nakamura and Oort [1988], and more recently by several 
others [Semmler et al., 2005; Serreze et al., 2007; Trenberth, 1997]. The large-scale atmospheric 
energy budget of a single column can be approximated by  
       (1)
 
where TETEN , the time change in atmospheric energy storage, depends on three terms: FRAD, the 
radiation budget at the top of the column; FWALL, the convergence of energy through the sides of 
the column; and FSFC, the flux of heat between the subsurface column and the atmosphere.  The 
sign convention used is consistent with previous energy budget papers, where each term is 
positive into the atmosphere.  For example, if the sum of FRAD, FSFC, and FWALL is positive, then 
the atmospheric column gains energy (positive energy tendency). The tendency of atmospheric 
energy storage is zero for steady state long-term mean conditions.  
Each of these terms can be expanded. The atmospheric energy storage tendency is:  
     (2) 
where the integral is taken from pressure at the top of the model (ptop) to the surface pressure 
(ps), p is pressure, cp is the specific heat of the atmosphere at a constant pressure (1005.7 J K
−1) 
[AMS, 2000], T is temperature in Kelvin, k is kinetic energy, L is the latent heat of evaporation 
(2.501 X 106 J kg−1), q is specific humidity, and Φ is the geopotential. This equation states that 
the energy in a column of atmosphere is comprised of sensible, kinetic, latent, and potential 
energy. Monthly storage tendencies are calculated following Trenberth et al. [2001], where 
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changes in vertically integrated quantities from the beginning and end of the month result in 
monthly centered estimates, which are then consistent with monthly means of the other terms.  
Equation 2 states that the energy in a column of atmosphere is comprised of sensible, kinetic, 
latent, and potential energy. 
The net TOA radiation budget term is simply the difference between the net shortwave 
and net longwave radiation at the TOA:  
FRAD = FSW – FLW         (3) 
where FSW is the net shortwave (solar radiation) and FLW is the net longwave (thermal) TOA 
radiation.  
The convergence of atmospheric energy transport, FWALL, expands to:  
     (4) 
where v is the horizontal wind vector. Here, cpT +Φ is the dry static energy, and cpT +Φ+ Lq is 
the moist static energy. The contribution of kinetic energy, k, is comparatively small in 
magnitude. 
The net flux of energy between the atmosphere and the subsurface, FSFC is defined as:  
FSFC = SWSFC + LWSFC  + QH + QE      (5)  
where SWSFC and LWSFC are the net shortwave and longwave radiative fluxes at the surface and 
QH and QE are the turbulent sensible and latent heat fluxes at the surface, respectively. If the sum 
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of the four right-hand side terms is positive, there is a net flow of energy from the subsurface 
column to the atmosphere (FSFC is positive upwards).  
3. Large Scale Energy Budget Terms in the Control Run 
Following Porter et al. [2010], we compile averages from the 60 monthly means from 
November 2000 through October 2005, resulting in an integer number of years.  Monthly means 
from WRF are averages of 6-hourly output, which are then used to compute five-year monthly 
mean climatologies for each month of the year.  The following section examines each of the 
large-scale energy budget terms and their components in order to compare WRF to the 
reanalyses and CERES products.  Both the origin and the consequences of the differences in 
WRF are discussed.   
3.1 Radiation Budget at the TOA  
The spatial and temporal variability of FSW, the net shortwave component of FRAD, 
strongly drives the annual cycle and latitudinal gradients in the remaining terms. The 
downwelling shortwave radiation component of FSW at the TOA in WRF is similar to depictions 
in the reanalyses and CERES, although there are some differences. One source of discrepancy is 
that the top of WRF’s model domain is set to 50 hPa (compared to a model top in the reanalyses 
of about 1 hPa), forcing the model’s radiation parameterization to make assumptions about 
scattering and absorption above this level [Powers et al., 2010].  
Figure 16a shows the polar cap averaged annual cycle of both FRAD and its individual 
components for WRF and the three comparison products.  While estimates of the TOA radiative 
fluxes from CERES are the most reliable because TOA radiances are measured directly, this 
product has some shortcomings of its own [Loeb et al., 2009; Trenberth et al., 2009], most of 
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which have been reconciled in the version of CERES data used in this study.  Month-to-month 
changes in both FRAD and its components in WRF are similar to the other estimates, but WRF has  
 
Figure 16. Polar cap monthly means of a) FRAD and its shortwave (FSW) and longwave (FLW) 
radiative components, b) FSFC and its shortwave (SWSFC) and longwave (LWSFC) radiative 




lower summertime FSW, with this difference peaking at over 30 W m-2 in June and July (Figure 
16a).  Since TOA incoming shortwave radiation is similar in all products, the difference in the 
net term, FSW, in WRF is due to a column albedo that is too high.  The high albedo in WRF could 
be caused by surface albedo shortcomings as well as differences in cloud fraction and radiative 
characteristics in the atmospheric column.  Many mesoscale modeling systems, including WRF, 
rely on single-column parameterizations to predict both cloud cover and their microphysical 
properties, resulting in an inadequate simulation of the radiation fluxes in the Arctic [Klein et al., 
2009; Morrison et al., 2009].  Additionally, whereas the WRF model has no treatment of 
aerosols, CERES observations and those assimilated into the reanalyses naturally include the 
effects of aerosols on TOA radiation.  The largest errors, however, in upwelling shortwave at the 
TOA over the polar cap domain in WRF are associated with the oversimplification of sea ice 
albedo, which affects a large portion of the polar cap domain. 
 Ice albedo should of course decrease through spring and summer due to snow and ice 
melt and then increase in autumn due to fresh snowfall and ice growth [Perovich et al., 2002].  
Figure 17a, which shows the monthly mean surface albedo average for the polar cap, highlights 
that WRF albedo is consistently higher than ERAI or JRA, which also appear to specify sea ice 
albedo using a simple climatology based on observations.  In the summer months, when 
differences in albedo are most important, the month-to-month changes in surface albedo agree 
with the reanalyses to some degree.   
In WRF, the polar cap averaged surface albedo is controlled mainly by the seasonality of 




Figure 17.  Annual cycle of a) polar cap averaged surface albedo and b) a comparison of line-
integrated SHEBA observed surface albedo for the region from 75°N to 85°N and 145°W to 
180°W in WRF, JRA, and ERAI.  Results from the varying sea ice albedo simulation, dashed 





specifying fractional sea ice [Bromwich et al., 2009] and does not include changes in sea ice 
albedo during the melt season. In reality, the albedo of sea ice is controlled by melt and freeze 
cycles in mid-summer as shown by albedo observations from the SHEBA field campaign 
(Figure 17b) [Perovich et al., 2002]. Comparison of WRF surface albedo averaged over the area 
145°W to 180°W and 75°N to 85°N with SHEBA observations from 1998 (Figure 17b) shows 
the overly high sea ice albedo used in the standard WRF configuration. Figure 17b also 
illustrates errors in the reanalysis albedo. ERAI surface albedo compares relatively well with 
SHEBA observations for the summer months but is too low in winter.  JRA is much worse; its 
seasonal cycle has a much smaller amplitude and has an albedo minimum in September and 
maximum in July.  Because both the surface albedo and TOA radiation fluxes in JRA are worse 
than ERAI when compared to SHEBA and CERES observations, respectively (Figures 16a and 
17b), we have more confidence in FSFC and FRAD estimates from ERAI and will use ERAI for 
comparisons with WRF below. 
Net longwave radiation at the TOA in WRF is only about 5 W m−2 more (less outgoing) 
than the other three products throughout the annual cycle (Figure 16a). In the summer, WRF 
agrees more closely with CERES, taken as the best estimate of the FRAD components, and ERAI 
than it does the JRA.  The differences in WRF are largest in winter months, with too little 
outgoing longwave radiation, implying a colder atmosphere or, on average, higher cloud 
elevations.   
The annual mean polar cap averaged FRAD in WRF is -111 W m-2, which compares well 
with the other products; JRA is -107 W m-2 and ERAI and CERES are both -114 W m-2.  The 
peak monthly mean net TOA radiation in WRF occurs in June (Figure 16a), as in the reanalyses, 
but fails to become positive in any month, as it does in the other products. The atmosphere is 
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largely transparent to reflected shortwave radiation under clear skies, causing the excessive 
reflected shortwave radiation at the surface, associated with WRF’s albedo oversimplification, to 
retard the springtime increase in FRAD. The CERES peak in FRAD occurs in July, one month later 
than the other three products, likely because of a more persistent high surface albedo from snow 
and sea ice covered surfaces used in generating the CERES data. Overall, it appears that ERAI, 
the more modern reanalysis, compares best with CERES observations.  When comparing the 
spatial patterns of monthly mean FRAD for July (Figure 18), the month with the most pronounced 
differences, the net TOA radiation in WRF is more negative over the sea ice than the other three 
products, consistent with the high sea ice albedo discussed above and illustrated in Figure 17. 
3.2 Net Surface Heat Flux 
Since ERAI shows the best agreement with CERES TOA observations (Figure 16a) and 
surface albedo (Figure 17) and a correct representation of TOA radiation and surface albedo is 
essential for a correct representation of the surface energy budget, monthly mean WRF 
differences in FSFC and its components, discussed throughout this section, are calculated as WRF 
minus ERAI.  Effects of the high sea ice albedo in WRF are manifested in the net surface heat 
flux term of the energy budget equation. Monthly mean SWSFC, defined as positive upwards, is 
most negative during the summer months, when FSW is at its peak (Figure 16b). At this time, 
WRF underestimates the absorbed (negative in our convention) shortwave radiation by as much 
as 30 W m−2 in June and July, as compared with the ERAI.  Differences between SWSFC for the 
two reanalyses are larger than the difference between ERAI and WRF and reflect errors in the 
albedo used in JRA (Figure 17).  The negative bias in SWSFC in WRF is present for most months 
where at least a portion of the polar cap domain is sunlit.  Figure 19a shows the monthly mean 




Figure 18. July monthly mean net TOA radiation for a) WRF, b) CERES, c) JRA, and d) ERAI.  




Figure 19. Polar cap monthly mean difference (WRF minus ERAI) of a) FSFC, SWSFC, LWSFC and 
b) their upwelling and downwelling components for the control (solid) and varying sea ice 




mean downwelling shortwave radiation at the surface (Figure 19b) are small compared to the 
upwelling shortwave bias, implying that most of the bias in SWSFC is attributable to the incorrect 
specification of surface albedo. 
Over land and ice points, the surface temperature in WRF is lower due to less absorbed 
solar radiation, resulting in less upwelling longwave radiation at the surface (Figure 19b). 
Downwelling longwave radiation at the surface is larger than in the reanalyses, implying an 
increase in radiative temperature of the atmosphere or an increase in clouds, which is consistent 
with the negative downwelling shortwave radiation errors discussed in the previous paragraph.  
The LWSFC in WRF is frequently between 5 and 15 W m
−2 lower than for ERAI (Figure 19).  
High albedo will result in lower surface temperatures in the real climate system; however, 
because the lower boundary conditions over water points are specified in WRF, downward biases 
in any component of FSFC will have a smaller impact on the evolution of the model climate.  Over 
land and sea ice points, biases in FSFC, like those arising from the misspecification of albedo, will 
have impacts on the surface temperature.  Additionally, a portion of the skin temperature cold 
bias in WRF version 3.1.0 appears to arise from a misspecification of Noah LSM thermal 
conductivity for grid cells with snow cover on the sea ice (M.E. Higgins, personal 
communication, 2010). These two features of WRF are the main causes for the slight cold bias in 
the surface temperature and the corresponding decrease in the upwelling longwave radiation, 
which partially counteracts the excessive upward shortwave radiation in the summer months.  
As seen in Figure 16c, the turbulent heat flux components of FSFC exhibit different 
behavior than the shortwave and longwave radiative terms.  Compared to ERAI, WRF 
adequately reproduces the area averaged latent heat flux (QE) in the winter months, from 
September to March (Figure 18b), with differences of less than 3 W m-2.  In summer, the spread 
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between the three products is only slightly greater (Figure 16c), with the peak negative 
(downward) WRF difference in May and July of about 5 W m-2.  The increased differences 
between the three estimates of QE in summer may be due to mismatches in the sea ice edge or 
differences in low-level humidity and temperature. The turbulent sensible heat flux (QH) in WRF 
is larger (upwards) than both reanalyses in the summer.  Because SSTs are specified and 
therefore will be similar in all three products, this difference is likely due to inconsistencies in 
the boundary layer characteristics of the model or the assimilated observations, which can be 
particularly sparse in the polar cap domain.  Because the spread of QH in all three products is 
about the same size as the mean value, this doesn’t tell us much about the performance of WRF.  
Differences, however, are an order of magnitude less than those for the radiative terms of the net 
surface heat flux (Figure 18).  
The annual cycle of the net surface heat flux (Figure 16b) follows the same shape as 
SWSFC, but is modified by both LWSFC and the turbulent terms (Figure 16c).  The same can be 
said for the differences in WRF.  The large positive biases in SWSFC due to the overly high sea 
ice albedo drive the differences in FSFC (Figure 19).  The largest differences in FSFC between 
WRF and the reanalyses occur in July and are over areas covered by sea ice, shown in Figure 20.  
This is consistent with the overly high sea ice albedo. There are also large WRF differences 
compared to ERAI of up 80 W m-2, over open water and near land points (Figure 20b), most of 
which lies outside of the polar cap domain where the sea ice albedo problem has no effect, but 
suggests other shortcomings not associated with the sea ice albedo oversimplification. The 
annual mean polar cap average FSFC in WRF is 15 W m-2.  Given the large albedo errors and the 





Figure 20. July monthly mean net surface heat flux for a) WRF, b) WRF-ERAI, c) JRA, and d) 




the JRA and ERAI, at 11 and 5 W m-2, respectively.  However, this apparent agreement is a 
result of cancelling of errors.  
A comparison of the annual mean FSFC (Figure 21) shows little agreement between WRF 
and the reanalyses, particularly in the Greenland and Barents Seas where WRF has larger 
positive (upwards) fluxes relative to ERAI by more than 40 Wm-2.  The annual mean WRF 
differences in FSFC over central Arctic sea ice is small (Figure 21b), suggesting that there are 
compensating biases in the LWSFC and SWSFC terms when integrated over the annual cycle.  
Instead, annual mean FSFC differences are largest over open water.  Because SSTs and lake 
surface temperatures are specified in the WRF simulations, any disagreements in WRF over open 
water points are not attributable to differences in subsurface energy convergence, but instead are 
caused by a different boundary layer in WRF.  NSIDC’s Bootstrap sea ice fraction product does 
not include lake ice. The lack of ice on high latitude lakes, such as the Great Slave and Bear 
Lakes in Canada, create artificial local warm signatures in FSFC because of too much absorbed 
(downward) shortwave radiation.  Additionally, over land, where annual mean net surface heat 
flux is zero in a steady state climate, WRF and ERAI show negative values over both North 
American and Siberian land, suggesting a warming of the soil during the analysis period.  This is 
supported by evidence of warming permafrost over this same period [Osterkamp et al., 2005]. 
However, JRA shows a slightly positive annual mean over the central Siberian plateau, meaning 
that the land is a source of energy to the atmosphere in its climate. 
3.3 The Change in Total Energy Storage 
Monthly total energy tendencies (TETEN) are calculated following Trenberth et al. [2001], 




Figure 21. Annual mean net surface heat flux for a) WRF, b) WRF-ERAI, c) JRA, and d) ERAI.  




with the number of seconds in that month. The area-averaged monthly total energy tendency 
(TETEN), as shown in Figure 22a, has a similar shape of the annual cycle in all three products, 
showing that the atmosphere gains energy (i.e. the total energy tendency is positive) in the spring 
and loses it in autumn.  The ERAI estimates of TETEN are nearly an order of magnitude too small 
compared to JRA and estimates from previous studies [Porter et al., 2010; Serreze et al., 2007].  
At this time, we cannot reconcile this difference and remains a major shortcoming of the ERAI 
estimates.  In light of this, WRF differences for TETEN and FWALL will instead be defined as WRF 
minus JRA.  Differences between the monthly mean energy storage tendencies in WRF and JRA 
are generally less than 10 W m−2, but are as large as 20 W m−2 for November through March.  
Interestingly, the annual mean of all three are 0 W m−2, which agrees with an assumption of a 
steady-state atmosphere, but not explicitly called for in our simulations. 
3.4 Convergence of Atmospheric Energy Transports 
As described in previous energy budget studies [e.g. Porter et al., 2010; Serreze et al., 
2007; Trenberth and Stepaniak, 2004], the reanalysis fields, as archived, are not mass 
conserving.  Since energy follows mass flow, calculating FWALL from reanalyses will yield 
meaningless values.  As described by Trenberth et al. [1997], energy budget studies involving 
reanalyses rely on correcting the transport fields by using barotropic wind adjustments.  Porter et 
al. [2010] concluded that this mass-correction technique has significant shortcoming at high 
latitudes, especially over cold and high elevation surfaces such as Greenland.  The mass-
correction techniques developed by Trenberth and colleagues also are not applicable to the 
limited-area domain of our model. In addition, when using 6-hourly output data from WRF, there 
is a significant lack of closure of the energy budget, meaning that Equation 1 does not hold true 




Figure 22. Polar cap monthly means of a) TETEN and b) residual FWALL calculated using FSFC, 
TETEN, and FRAD. 
 
itself is mass conserving [Skamarock et al., 2008], but we find that mass and energy are not 
conserved using standard model output at 6-hourly intervals.  Additionally, WRF is no longer 
mass conserving when using FDDA because the grid nudging technique adds additional 
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tendency terms to the momentum equations.  In light of this, and to maintain consistency with 
Porter et al. [2010], FWALL is “backed-out” using the other three WRF energy budget terms:  
TETEN, FRAD and FSFC.  Because the large-scale energy budget equation is not closed in the WRF 
model, the FWALL term calculated in this manner includes any additional residual in the energy 
budget.  Serreze et al. [2007] find that large energy budget residuals persist in the ERA 40-year 
reanalysis even after applying barotropic wind adjustments to the energy transports.  This 
residual is likely primarily driven by the FSFC and FRAD terms, caused by mismatches in 
assimilated data at the surface and TOA.  For WRF, which was designed to be conservative 
[Skamarock et al., 2008], these residuals are possibly quite small, albeit not insignificant.  
Estimates of FWALL from the JRA and ERAI will also be calculated as a residual for more direct 
comparisons with WRF. 
The annual cycles of monthly mean residual FWALL for all three products (Figure 22b) 
follow the same general pattern, with peak energy transport convergence in the winter months 
and a minimum in late spring, coinciding with the maximum and minimum in the North Atlantic 
storm track activity [Tsukernik et al., 2004].  The annual mean polar cap average FWALL in WRF 
is 96 W m2, which compares well to 94 W m-2 in JRA and 96 W m-2 in ERAI.  Serreze et al. 
[2007] find annual mean FWALL of 100 m-2 and 103 m-2 for ERA 40-year reanalysis and NRA, 
respectively.  Monthly mean polar cap differences in WRF FWALL show no systematic bias, with 
the largest difference in March of 30 W m−2 (Figure 22b).  Differences between JRA and ERAI 
FWALL are generally small, with a minimum in energy convergence in May, also seen by Serreze 
et al. [2007] and Porter et al. [2010].  Because the TETEN, used in calculating FWALL, in ERAI 
looks so different for the other products, it is surprising that FWALL agree so well.  For WRF, 
differences in FWALL are mostly reflections of the same differences in TETEN.  Since most of the 
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bias in FRAD and FSFC due to the incorrect sea ice albedo is equal and opposite in sign for the top 
and bottom of the atmospheric column, it does not propagate to the residual term. This cancelling 
of errors results in similar comparisons of both TETEN and FWALL, which are both closely coupled 
through atmospheric circulation patterns [Overland and Turet, 1994]. 
4. Improving Energy Budget Estimates in WRF 
The largest differences between WRF and the reanalyses and satellite data are in the FRAD 
and FSFC terms.  Most of the differences are associated with the oversimplification of sea ice 
albedo.  In contrast, differences in the total energy tendency, which then propagate to the backed-
out atmospheric energy flux convergence term, are not systematic and have no clear cause. 
Differences in the WRF energy budget terms TETEN and FWALL are possibly linked to differences 
in the large-scale circulation of WRF and the reanalyses.  Two additional WRF simulations are 
performed to test the origins of the differences of the individual terms.  In the first test of a single 
year, the albedo of sea ice is manually changed to better approximate albedo observations made 
during the SHEBA campaign [Perovich et al., 2002].  In the second simulation, a run identical to 
the control, gridded nudging (FDDA) is enabled to constrain the large-scale atmospheric 
circulation.  Differences in the individual terms of the energy budget (Equation 1) between these 
WRF runs and the reanalyses are examined to test whether they are reduced when either sea ice 
albedo or circulation patterns are constrained.  
4.1 Surface albedo biases 
 To test the impact of a more realistically varying sea ice albedo in the WRF model on the 
Arctic atmospheric energy budget, the WRF model was run for a single year with manually 
changed values of sea ice albedo.  An appropriate reduction of surface albedo over sea ice in 
mid-summer was imposed with guidance from data published by Perovich et al. [2002].  The 
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standard albedo of sea ice in WRF was left unchanged for September through May.  The albedo 
of sea ice was reduced to 0.6 for June.  The sea ice albedo was set to a minimum of 0.5 in July 
and then increased to 0.65 in August.  Other than this imposed albedo seasonality and simulation 
start day, this surface albedo test WRF run was identical to the control simulation.  The adopted 
albedos, based on SHEBA line-integrated observations, may not accurately reflect conditions 
over the entire ice pack for all years, especially over the central Arctic Ocean.  However, as 
shown below, this simple change greatly improves the estimates of the Arctic energy budget. 
 The resulting shift in the albedo minimum in WRF from September (controlled by the 
summertime contraction of the sea ice cover) to a more accurate albedo minimum in July 
(Figure 17b) has large impacts on FSFC and FRAD.  This is because peak in downwelling surface 
solar radiation occurs in June (Figure 16b). Figure 23 highlights how the more realistic sea ice 
albedo affects the surface energy budget.  In the WRF run with varying sea ice albedo, the 
positive bias in FSFC for June through August is nearly eliminated (Figure 23a) because of more 
realistic decrease in reflected shortwave radiation (Figure 23b) in mid summer.  The large 
differences (WRF minus ERAI) seen in the control simulation in June and July (Figure 19a and 
b) is eliminated and biases in the SW terms are now small.  Figure 24 shows a very similar 
impact of reduced summertime sea ice albedo on the TOA radiation.  The reduction in reflected 
shortwave at the surface (Figure 23b) is nearly equivalent to the increase in FSW at the TOA 
(Figure 24b).  Improvements in the net terms FSFC and FRAD are only due to attending 
improvements in the shortwave components; the other components are not greatly affected 
(Figure 19).  This means that the excessive upwelling shortwave in the control simulation was 
transmitted nearly completely through the atmosphere with little effect on other energy budget 




Figure 23. Polar Cap monthly means of a) FSFC, b) SWSFC, c) LWSFC, d) QH, and e) QE for the 





Figure 24. Polar Cap monthly means of a) FRAD, b) FSW, and c) FLW during the 12-month WRF 




the imperfect sea ice albedo in WRF, when lower boundary conditions are specified, has little 
affect on the thermal and turbulent components of FSFC. 
There is little improvement in the remaining terms, TETEN and FWALL.  Because the new 
varying albedo does not affect the turbulent heat flux terms, the main pathway for the 
atmosphere to feel changes in FSFC, the evolution of the model is only slightly changed in short 
test run (not shown).  However, large differences in these energy storage and convergence terms 
still exist, mostly due to remaining differences in large-scale circulation patterns. 
4.2 Circulation differences 
A prerequisite for assessing the impact of FDDA on the energy budget in WRF is to 
quantify both the errors in the circulation of the control run and subsequent improvements in the 
nudged run.  Geopotential height and SLP fields from NCEP2, the lateral forcing data for the 
model, are compared to output from WRF to examine the large-scale circulation differences in 
both model runs.  Monthly mean SLP biases (WRF minus NCEP2) from the control run for the 
middle month of each season (January, April, July, and October) are locally large, exceeding 20 
hPa (Figure 25). Monthly mean geopotential height biases at all levels, including up to 300 hPa, 
are consistent with the pattern of SLP biases.  These biases greatly affect both the TETEN and 
FWALL terms in WRF.   
In the nudged run, monthly mean SLP bias maps (WRF minus NCEP2), shown in Figure 
26 and directly comparable to those for the control run above, indicate that circulation biases are 
much reduced.  The only large SLP differences in the nudged run are over topography (Figure 
26), where extrapolation of atmospheric state variables below the model surface is very sensitive 
to the technique chosen [Pauley, 1998].  
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The polar cap average surface and TOA energy budget terms in WRF are only slightly 
affected by constraining circulation patterns (not shown). Compensating local changes result in  
 
Figure 25. Monthly mean SLP biases for 2001 in the control run (WRF minus NCEP2) for a) 





Figure 26. Monthly mean SLP biases for 2001 in the nudged run (WRF minus NCEP2) for a) 




only minor changes in polar cap averages, suggesting that no systematic shortcomings in FSFC or 
FRAD, such as those arising from an inadequate representation of clouds, are improved much in 
this simulation.  At the TOA, the polar cap net shortwave flux is little improved.  The net TOA 
longwave flux is slightly better in the winter months, with a maximum change of only 10 W m-2 
in FRAD.  At the surface, the polar cap SWSFC is again mostly unchanged in the nudged run, while 
a few months show some minor changes in LWSFC of up to 8 W m-2.   Changes in the turbulent 
components of the net surface heat flux are also generally small and for some months the nudged 
WRF performs worse.  In total, these small differences in the individual components yield 
insignificant improvements of FSFC and FRAD in the nudged run.  In addition to the albedo 
problem, which remains in the nudged run, it is likely WRF is also doing a poor job of 
simulating clouds and their radiative properties, which is particularly important for both surface 
and TOA shortwave radiative fluxes.  Nudging at all levels would improve low-level temperature 
and humidity profiles, likely improving clouds and, therefore, FSFC and FRAD, but to what degree 
is unknown.  This suggests that constraining only the circulation patterns, by applying nudging to 
the top half of the model domain, does little to improve cloud representation in WRF, resulting in 
little improvement in the agreement of FRAD and FSFC with the reanalyses.  However, much of the 
shortwave biases are resolved with the improved sea ice albedo, implying that cloud problems 
may be less important. 
Monthly mean time-series of TETEN and the residual FWALL for the polar cap from the 
nudged run compare well to the JRA. Differences in area-averaged TETEN monthly means 
(Figure 13a) are no larger than 8 W m−2 for any month, and for several months the difference is 
within 1 W m−2.  Importantly, the highly variable pattern of TETEN in the control run winter 
months is absent from the nudged run. The addition of the artificial tendency terms into the 
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modeling system when nudging violates the conservation of mass.  Calculating FWALL as a 
residual, which artificially forces closure of the energy budget, masks this shortcoming of the 
FDDA technique.  The residual FWALL in the constrained WRF run is also in better agreement 
with the reanalyses (Figure 27b): monthly differences no greater than 12 W m-2 are often smaller 
than the spread of estimates from the reanalyses themselves. The improved residual FWALL is a 
direct result of a better TETEN estimate, implying that the errors in FSFC and FRAD in the nudged 
run, which are mostly attributable to shortfalls in the sea ice albedo, largely cancel.  When the 
large-scale pattern of atmospheric circulation is constrained to be similar to the reanalyses, the 
two energy budget terms that are most dependent on changes in weather patterns, TETEN and 
FWALL, very closely resemble their reanalysis counterparts.  
February of 2001 is examined as a case study to more closely explore relationships 
between atmospheric circulation and energy budget terms. This month was chosen because it 
exhibits some of the largest departures between the control run and the reanalyses (Figure 27). 
Positive SLP biases in the control run for this month are as large as 20 hPa, centered over the 
western North Pacific (Figures 28a and b). Positive biases of 16 hPa are also located in the 
Greenland and Labrador Seas. Smaller, negative SLP biases are located in the Norwegian 
peninsula and Gulf of Alaska. These negative biases suggest a strengthened North Atlantic and 
shifted North Pacific storm track. Excluding regions of topography, the SLP biases in the nudged 
run are much smaller (Figures 28c and d), where the largest physically meaningful biases are no 
more than 6 hPa.  These results confirm that the upper-level gridded nudging has successfully 
constrained the large-scale circulation for this month. 
We now explore the relationship between energy budget variables TETEN and FWALL and 
patterns of circulation.  Again, differences in energy budget terms of WRF are calculated using 
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only JRA.  The large positive WRF differences (WRF minus JRA) in the control run SLP fields 
for February 2001 are co-located with the negative WRF differences in TETEN (Figure 29a). 
Differences in TETEN in the control run are as large as 100 W m
−2 in the Labrador Sea and Bering  
 
Figure 27. Polar Cap monthly means of a) TETEN and b) residual FWALL during the 16-month 






Figure 28. February 2001 monthly mean SLP overlays (left) and biases (right), defined as WRF 
minus NCEP2, for both the control (top) and nudged (bottom) simulations.  The 70°N latitude 




Figure 29. February 2001 monthly mean WRF differences (WRF minus JRA) of TETEN (left) and 





Sea regions. In the nudged run, where the SLP biases are very small, TETEN differences are also 
very small, both compared to the mean and the unconstrained WRF run (Figure 29c).  
Differences between residual FWALL in the control run (Figure 29b) and JRA are of 
similar magnitude and show a similar pattern as the aforementioned TETEN differences.  The 
positive SLP biases covering much of the polar cap domain imply an increase in low-level 
divergence, manifested as a decrease in FWALL in these areas. A strengthening of the North 
Atlantic storm track, reflected in the negative SLP biases over Northern and Western Europe 
(Figure 28b), results in an increase in FWALL due to increased transient wave activity.  Although 
SLP and pressure height fields compare well in the WRF nudged run, there are remaining 
negative FWALL biases in the Greenland, Norwegian, and Barents Seas.  This suggests that FWALL 
is not solely dependent on the large-scale circulation of the model. To have some small areas of 
bias remaining in the nudged run, particularly in areas of steep topography and near land and ice 
edges, is therefore not surprising.  
5. Conclusions 
The Arctic energy budget in the WRF control run is markedly different than in the JRA 
and ERAI reanalyses and CERES satellite estimates (for TOA radiation only).  The largest 
differences, up to 30 W m-2 in FSFC and FRAD in June and July, reflect an oversimplification of the 
sea ice albedo, which is simply ascribed a constant value of 0.8. This results in too much 
shortwave radiation reflected at the surface, overestimating the upwelling shortwave at the 
surface by nearly 40 W m-2 in summer.  At the TOA, this excess in upward shortwave radiation 
reduces FRAD from June through August.  At the surface, the indirect effects of this albedo 
shortcoming on the model climate, such as surface cooling and increased ice growth, are subdued 
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in WRF because the lower boundary conditions over most of the domain are specified and 
therefore feedbacks associated with these processes are cut-off.  While the surface and TOA 
energy budget terms in WRF are affected, in this particular case there are few atmospherically 
important implications of a sea ice albedo that is too high in the WRF model. In a fully coupled 
model, where the lower boundary conditions can evolve, erroneous albedo of sea ice could 
initiate a strong positive surface temperature-albedo feedback loop, significantly altering the 
climate in the model.  A short WRF simulation with an observationally guided seasonal cycle of 
sea ice albedo shows significant improvements in FSFC and FRAD.  The lack of substantial change 
in TETEN or FWALL in this test run reinforces the point that the excessive reflected shortwave in the 
standard WRF model has little impact on the overall evolution of the simulation. 
Differences in TETEN and FWALL in WRF, which can be as large as 30 W m-2 for individual 
months, are not caused by the albedo simplification but are instead due to large-scale circulation 
features in the WRF control run.  The polar cap domain, used for computation of areal averages, 
is a small region in the center of the large WRF domain. The large geographical distance from 
the forcing data allows non-linear atmospheric processes to alter the large-scale flow pattern.  It 
is found, through the use of a gridded nudging FDDA technique, that by constraining the upper 
level state of the atmosphere, TETEN and FWALL in the WRF model agree very well with the 
reanalyses, with no monthly mean differences exceeding 12 W m-2.  The TOA and surface 
energy budget terms, which are only indirectly affected by atmospheric circulation biases, show 
no significant improvement in the nudged run, implying instead that systematic model 






This research was funded by the National Science Foundation grants ARC-0805821, ARC-
0531040, and ARC-0732986, as well as Department of Energy grant DE-FG02-07ER64462. 
Kevin Trenberth and colleagues supplied the JRA and ERAI energy budget data.  We 
acknowledge the helpful comments of three anonymous reviewers and the editor who drastically 
improved this manuscript. This work was supported in part by a grant of HPC resources from the 
Arctic Region Supercomputing Center at the University of Alaska Fairbanks as part of the 




IV. Atmospheric response to reduced Arctic sea ice cover in the WRF model 
Abstract:  One of the most striking changes in the Arctic is the decline in sea ice extent.  While 
the causes of this decline have been widely researched, there is growing recognition that sea ice 
loss will have substantial environmental impacts both within and beyond the Arctic. Here, the 
WRF model (version 3.2.0) is used to explore the sensitivity of the large-scale atmospheric 
circulation to prescribed changes in Arctic sea ice.  Observed sea ice fractions and sea surface 
temperatures (SSTs) from 1996 and 2007, representing years of high and low sea ice extent, 
respectively, are used as WRF lower boundary conditions.  ERA-Interim reanalysis data from 
1994 to 2008 are used as lateral forcing data for each high and low sea ice state. This yields two 
15-member ensembles that sample a large range of true climatic variability.   
Results of the simulations show both local and remote responses to the sea ice reduction. The 
local response is largest in October and November, dominated by increased turbulent heat fluxes 
resulting in a vertically deep heating and moistening of the Arctic atmosphere.  Significant 
warming and moistening persists through November.  This warmer and moister atmosphere is 
associated with an increase in cloud cover, affecting the surface and atmospheric energy budget.  
There is an enhancement of the hydrologic cycle, with increased evaporation in areas of sea ice 
loss paired with increased precipitation.  Summertime changes in the hydrologic cycle reflect 





 A range of global climate model (GCM) simulations project that the Arctic Ocean will be 
seasonally ice-free between the middle of the present century to well beyond the year 2100.  
However, trends in Arctic sea ice extent for September based on the Coupled Model 
Intercomparison Project phase 3 (CMIP3) hindcasts are conservative compared to the observed 
trend over the period of satellite observations (1979 onwards), raising speculation that a 
seasonally ice-free state may be realized sooner than these models suggest [Stroeve et al., 2007]. 
 Declining Arctic sea ice extent will have impacts both within and beyond the Arctic.  
Local impacts include increased coastal erosion [Mars and Houseknecht, 2007], changes in 
biodiversity [Hansell et al., 1998], and increased food insecurity for indigenous people [Ford, 
2009].  Reduced ice extent will open new shipping lanes and foster energy development in the 
Arctic [Stephenson et al., 2011].   With respect to climate impacts, changes in ice cover alter 
surface turbulent heat fluxes, absorbed shortwave radiation by the ocean, surface friction, and 
upper ocean stratification [Alexander et al., 2004].  Through changes in stratification, and 
therefore the thermohaline circulation, sea ice could potentially have significant global impacts.     
Francis et al. [2009] used satellite and conventional meteorological observations to show 
that  reduced autumn sea ice extent leads to increased upward turbulent heat fluxes, reduced 
static stability of the lower atmosphere, and an increase in boundary layer height and cloudiness.  
Based on data from the Television Infrared Observation Satellite (TIROS) Operational Vertical 
Sounds (TOVS), Francis and Hunter [2006] suggest a spring and summertime positive feedback 
link between decreased sea ice extent and the downwelling radiative flux.  Schweiger et al. 
[2008] observe a connection between sea ice margin and cloud cover in autumn, but without any 
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correlated change in downwelling longwave radiation as a result of compensating changes at low 
and mid-level clouds. 
Based on reanalysis data, Serreze et al. [2009] and Screen and Simmonds [2010] identify 
enhanced ocean-to-atmosphere heat fluxes due to ice loss as a primary contributor to observed 
strong increases in surface and lower-tropospheric air temperature over the Arctic Ocean in 
autumn and winter.  Overland and Wang [2010] argue that this warming has led to an increase in 
the 1000-500 hPa thicknesses over the Arctic Ocean, a stronger Beaufort High at 850 hPa and an 
anomalous easterly zonal wind component of almost ~1.4 m s-1 over Alaska and Canada 
compared to a climatological value of ~3 m s-1.  They speculate that forcing by reduced by 
reduced ice extent may help to explain the diminished role of the positive mode of the Arctic 
Oscillation wind pattern in recent years and its replacement by a more meridional pattern termed 
the Arctic Dipole.   
Recognizing the difficulty in isolating the effects of sea ice loss on the atmosphere from 
observations alone, recent years have seen a growth in model sensitivity studies, generally 
focusing on the autumn and winter seasons.   Deser et al. [2004] and Magnusdottir et al. [2004] 
used the National Center for Atmospheric Research (NCAR) Community Climate Model (CCM) 
version 3 (a global atmospheric model) to investigate atmospheric response to sea surface 
temperature (SST) and sea ice forcing in the North Atlantic using 40-year observed trends.  
Positive SST anomalies reduced the atmospheric static stability directly over the regions with 
changed lower boundary conditions, while the opposite was true for the cold SST experiments.  
In the cold SST scenario, formation of a pressure ridge retarded the poleward advancement of 
  
86 
synoptic weather systems in the North Atlantic storm track.  They also found a broader indirect 
wintertime response to sea ice conditions that resembles the North Atlantic Oscillation.  They 
note a stronger atmospheric response to warm rather than cold SST anomalies. 
Alexander et al. [2004] investigated effects of sea ice on atmospheric circulation using a 
large number of ensemble members and realistic sea ice cover in the community atmospheric 
model (CAM) version 3, coupled to the community land surface model (CLM).  They noted a 
significant shallow atmospheric response to reduced sea ice cover characterized by increased 
upward heat fluxes, warming, and an enhanced hydrologic cycle, with an opposite response to 
increased sea ice cover.  The pan-Arctic responses of sea level pressure and 500 hPa heights 
were more moderate, with patterns resembling the negative phase of the North Atlantic 
Oscillation (NAO) with a decrease in sea ice cover.  Strey et al. [2010] ran the Weather Research 
and Forecasting (WRF) model (a mesoscale atmospheric model) with sea ice from both 2007, the 
record low September sea ice extent in the satellite record, and 1984, a year close to the median 
observed extent. The direct response to reduced ice cover includes a persistent increase in near-
surface temperature and a decrease in sea level pressure (SLP), with a nearly barotropic 
ridge/trough response over North America in fall.  Unlike experiments with coupled models, 
these experiments with CAM and WRF do not allow for feedbacks from the atmosphere back to 
the sea ice cover and hence isolate the one-way response of the atmosphere to imposed lower 
boundary changes.   
Another important characteristic of the sea ice cover is its thickness.  Gerdes et al. [2006] 
find that the atmospheric response to a prescribed change in ice thickness is similar to that of 
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using ice concentration alone, with reduced thickness leading to reduced SLP in the central 
Arctic and higher pressure over the subtropical North Atlantic.  Holland et al. [2006] examine 
how sea ice parameterizations in CCSM3, specifically the sub-gridscale ice thickness 
distribution, affect the modeled climate.  Particularly in the Southern Hemisphere, the inclusion 
of sea ice thickness results in more ice growth, a thicker ice cover, a warmer surface, and can 
affect deepwater formation through changes in buoyancy.  
 This study seeks to examine the response of the Arctic climate, as simulated by an 
ensemble of WRF simulations, to both reduced sea ice cover and increased SSTs.  Here, we 
explore this response by forcing the WRF model with realistic sea ice covers and SSTs from 
1996 and 2007, representing high and low sea ice extent, respectively.  By comparing these two 
ensembles, we can estimate the sensitivity of the different component of the Arctic climate to 
different sea ice and SST states.  The major questions we address include: (1) Which components 
of the surface energy budget show the largest direct response?, (2) Are atmospheric effects 
confined to the boundary layer?, (3) How sensitive is cloud cover to changed lower boundary 
conditions?, (4) How do changes in surface heating affect atmospheric circulation patterns?, and 
(5) Is the Arctic climate in WRF sensitive to the included lower latitude SST changes?  Our 
hypothesis is that reduced Arctic sea ice and increased SSTs in 2007 (compared to 1996) will 
result in increased upward turbulent latent and sensible heat fluxes in fall, when the air-sea 
temperature differential is large.  The increase in fluxes will warm and moisten the local 
atmosphere, resulting in increased liquid and decreased ice clouds.  The direct response to an 




 We carried out two experiments sing WRF ARW (Advanced Research WRF) Version 
3.2.0. This model version has been used for both very short forecasts [Benjamin et al., 2004] and 
dynamical downscaling of regional climates [Bromwich et al., 2010].  Similar to Porter et al. 
[2011], the experiments were run on a domain of 205 x 275 grid points (Figure 15) on a polar 
stereographic projection, a horizontal resolution of 50 km on an Arakawa C-grid, and 40 levels 
in the vertical.  The WRF ARW is a non-hydrostatic, fully compressible model that uses a 
terrain- following vertical coordinate system.  The constant-pressure model top is set to 50 hPa.  
Skamarock et al. [2008] discuss the specifics of the ARW model dynamics and physical 
parameterizations.  Guided by Cassano et al. [2011], we chose the physics options showing the 
best performance at high latitudes.  Some of these options include Goddard microphysics and 
Grell-Devenyi cumulus options for sub-grid and large-scale cloud representation, the Noah land 
surface model (LSM) because of significant improvement at high latitudes and its ability to 
represent fractional sea ice [Bromwich et al., 2009], the Monin-Obhukov (Janjic Eta) surface 
layer, and the Mellor-Yamada-Janjic planetary boundary layer (PBL).   
The initial atmospheric state, lateral forcing data, and lower boundary conditions over 
land were specified using the European Center for Medium Range Forecasts (ECMWF) Interim 
Reanalysis (ERA-Interim hereafter).  Full pressure-level ERA-Interim data were obtained from 
the ECMWF data server (http://data-portal.ecmwf.int/data/d/interim_daily/levtype=pl/). The 
ERA-Interim is one of the most modern global reanalyses, employing new physics 
parameterizations, a 12-hour four-dimensional variational data assimilation (4DVAR) system, 
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and variational bias correction of observed radiances [Dee et al., 2011].  Additionally, we 
include observed sea ice concentrations from the National Snow and Ice Data Center (NSIDC) 
daily bootstrap product [Comiso, 1990], available at http://nsidc.org/data/nsidc-0002.html.  
For each year from 1994-2008, the WRF simulations were started on 16 June and run 
through 1 December using the corresponding ERA-Interim data for initial and boundary 
conditions.  For each model year, WRF was run twice, once with daily sea ice concentration and 
SSTs from 1996 and the other with daily 2007 observations.   Hence, only two of the thirty 
simulations, 1996 with 1996 lower boundary conditions (LBCs) and 2007 with 2007 LBCs, have 
consistent lateral and lower forcing data.  The years 1996 and 2007 have the highest and lowest 
September mean sea ice extent in the satellite record, respectively.  This experiment design 
yields two parallel streams of model simulations, where each represents an Arctic atmosphere 
forced by imposed sea ice concentrations and SSTs from either high or low sea ice years.  If we 
consider each model year as an individual member of an ensemble, then we have created two 15-
member ensembles.  By creating our two ensembles in this manner, rather than arbitrarily adding 
variability or noise to reanalysis data, we ensure that the model samples a large range of true 
natural variability.  However, specifying sea ice in WRF eliminates many atmosphere-ice-ocean 
feedbacks, resulting in a less realistic atmospheric response. 
 The model experiments are similar to those of Strey et al. [2010], which also examined 
the response of WRF to 2007 sea ice conditions, except that we use lateral forcing data with a 
realistic range of natural variability, and  SSTs that match the observed sea ice cover.  We 
include the summer months to better observe the transient response to the seasonal sea ice 
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decline.  Additionally, we used a newer version of the WRF model, 3.2.0 versus 3.0.1.  Some of 
the differences in versions of WRF important for high latitude domains are the inclusion of 
fractional sea ice, snow-specific thermal diffusivity, proper use of the latent heat of sublimation 
and vaporizations, special soil moisture, and snow density values over glacial ice.  Further 
description of polar improvements included in WRF version 3.2.0 can be found in Bromwich et 
al. [2009].  
  With respect to some known model biases, Porter et al. [2011] found that the albedo of 
sea ice in WRF, set at 0.8, is too high in the summer.  In agreement with previous studies looking 
at surface albedo’s effect on mesoscale weather models [Cassano et al., 2001], the increase in 
reflected shortwave in WRF nevertheless has few implications for  evolution of the model’s 
atmosphere when considering a melting snow or ice surface.  WRF has several large biases when 
compared to the forcing data [Cassano et al., 2011] and reanalyses [Porter et al., 2011], 
including overly high SLP in the North Pacific and surface temperatures that are too low over the 
central Arctic Ocean.  While spectral or grid nudging reduces these biases, such techniques 
overly constrain on the model and reduce the sensitivity to changes in lower boundary 
conditions.  Because we are analyzing the difference between two sets of simulations with high 
and low sea ice states, such biases will likely have only small impacts on our conclusions.  
Methods 
 We denote the set of simulations forced with repeating daily sea ice from 1996 as 
"high1996.”  Correspondingly, the ensemble with repeating daily ice conditions from 2007 is 
termed "low2007.”  The main analyses employed are the ensemble means and variances of the 
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low2007 and high1996 sets of simulations. Differences between these two ensembles are 
considered the "response" or the sensitivity of the Arctic atmosphere, at least in WRF, to 
imposed changes in both sea ice cover and SSTs.  Similar to previous Arctic energy budget 
studies [Porter et al., 2011; Serreze et al., 2007], as part of our analysis we examine areal 
averages of the region North of the 70°N latitude line (Figure 15), termed the polar cap.   The 
polar cap domain, which has a total surface area of 15 X 106 km2, consists of 72% ocean and 
28% land and is 6% of the Northern Hemisphere.  By comparison, the model domain, with an 
area of 162 X 106 km2, is 10.8 times larger than the polar cap domain. 
In addition to monthly averages, we calculate 30-day moving averages of daily mean 
quantities to better understand the temporal evolutions of different responses.  The running 
means are calculated using the ensemble means of daily averages and are centered between 1 
July and 15 November.  Polar cap averages for the moving average data are calculated similarly 
to the monthly means. 
Results 
a.  Prescribed sea ice concentration and sea surface temperatures 
Figure 30a and b show monthly mean sea ice concentrations from the daily data used in 
the high1996 and low2007 experiments.  The monthly differences (2007 minus 1996) are shown 
in Figure 30c.  The largest negative differences are for August, September, and October, in the 
Beaufort, Chukchi, East Siberian and Kara seas.   Positive differences (more ice in 2007 than in 
1996) are found in the Fram Strait region and around the Greenland Sea, mostly associated with 
increased ice export out of the Arctic basin [Kwok et al., 2009].  By November, the largest 
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differences are in the Chukchi, northern Barents, and Labrador seas. 
 Specified daily SSTs from ERA-Interim, also repeated for each simulation from either 
1996 or 2007, match the specified sea ice.  By also repeating SSTs in the same manner as for sea 
ice concentration, this method reduces sharp, unphysical temperature gradients near the ice edge.  
In this way, there can be responses in WRF due to SST differences not directly associated with  
 
 
Figure 30.  Monthly mean sea ice concentrations for a) high1996, b) low2007, c) their ice 
difference (low2007 minus high1996) as well as the d) sea surface temperature difference for 
months August, September, October, and November (left to right). 
  
93 
changed sea ice cover.  As expected, the region with the largest negative ice concentration 
anomaly in 2007 shows large positive SST differences (Figure 30d).  In the North Atlantic the 
differences are more variable, but lower SSTs do occur in the region of increased ice cover.  
Importantly, large differences in SST, although mostly outside of the Arctic basin, appear at the 
very start of each simulated year.  Since the small sea ice differences in June will not have a 
large impact on the model state, it is instead the differences between the specified SSTs for 1996 
and 2007 that elicit a response from the model. 
b.  Direct effects – sensible and latent heat fluxes  
A major pathway for the imposed changes in lower boundary conditions to impact the 
atmosphere is through surface turbulent latent and sensible heat fluxes.  Accordingly, areas of 
increased SST in the low2007 ensemble are associated with a positive response (Figure 31c) in 
the turbulent sensible heat flux (QH).  Sign convention is that a flux is positive when it is directed 
into the atmosphere: upwards at the surface and downwards at the top of the atmosphere (TOA).  
Because open water and surface temperatures govern potential evaporation, and therefore the 
gradient in specific humidity, there is also an increase in the turbulent latent heat flux (QE) in the 
low2007 case (Figure 31d).   
As the high latitudes come out of their summer insolation maximum, both QE and QH 
begin to turn negative (Figures 31a).  In September, there are large stretches of open water in the 
low2007 simulations where there remain areas of significant (marked by yellow hatching in the 




Figure 31.  Monthly mean turbulent sensible heat flux for the a) high1996, b) low2007, c) their 
difference (low2007 minus high1996) as well as the d) turbulent latent heat flux difference 
(low2007 minus high1996) for months August, September, October, and November (left to 




as large as 26 W m-2 (Figures 31c and 31d).  At this time there are also significant decreases in 
both QH and QE in areas of increased sea ice (e.g. Fram Strait).  Reflecting strong air-sea 
temperature differences, the largest contrasts in QE and QH, both in respect to spatial extent and 
magnitude, occur in October (Figures 31 and 32). This is especially true for those areas where 
the atmosphere is usually largely decoupled from the ocean by the sea ice cover, but was ice free 
in the autumn of 2007.   The monthly mean difference in QH for October, which is usually 
downwards, is as large as 40 W m-2 in the eastern Arctic Ocean and the Beaufort Sea.  The 
response in QE is smaller, but still significant at up to 24 W m-2 in the Barents and East Siberia 
Seas. 
Figure 32a and 32b show 30-day moving averages of polar cap averaged QH and QE, 
respectively.  Vertical bars indicate the one standard deviation spread among the ensemble 
members. There are differences in QH at the start of the simulation because the specified sea ice 
cover and SSTs from 2007 and 1996 are different.  Differences in QE lag those in QH.  Responses 
in both QH and QE become significant in September, the month with largest difference in sea ice 
concentration.  However, the largest flux response is in October and November, with polar cap 
differences of 6 and 4 W m-2 for QH and QE, respectively. 
This increase in sensible and latent heat fluxes for 2007 ice conditions relative to 1996 is 
reflected in the low level temperature (T) and specific humidity (q).   Polar cap 30-day moving 
averages of T and q at 2 m height (Figures 32c and 32d) show a delayed autumnal decline due to 
the increases in upwards sensible and latent heat fluxes, respectively. Significant warming and 




Figure 32.  Polar cap 30-day moving averages of a) turbulent sensible heat flux, b) turbulent 
latent heat flux, c) 2 meter temperature, d) 2 meter specific humidity for the high1996 (blue) and 
low2007 (red) ensemble means.  The bars represent the 1-standard deviation range of the 
ensemble members. 
 
responses in early autumn are as large as +6°C and 0.8 g kg-1.  There remains a significant 
response at the end of the simulation, almost 3 months after largest LBC forcing.  A significant 
increase of over 2°C in the low2007 simulations remains for the 30-day polar cap moving 
average centered on 15 November.  These findings are similar to those of Strey et al. [2011], 
who find a response time of 2 m temperature of about 2 months.         
c.  Vertical extent of warming and moistening 
 Figure 33 shows polar cap 30-day moving average vertical profiles of temperature for 




Figure 33.  Polar cap 30-day moving average time-height profile plot of temperature for a) 




increases in QH, there is a modest difference in the temperature below 3 km (Figure 33c).  
Changes in these months are likely linked to the differences in lower latitude SSTs between the 
two scenarios, which impact on atmospheric circulation patterns.  This is also the likely cause of 
the upper-level dominated response in July and August.  By September, the lowest kilometer 
begins to warm strongly, resulting in nearly neutral lapse rates (Figure 33b).  The largest 
response in both QH and T at 2 m occurs in October, so it is not surprising that it is also the 
month with the greatest amount of tropospheric warming (4°C in the lowest kilometer) (Figure 
33c).   The response decreases in November.  However, the difference in upper level 
temperatures is largest at this time (over 1.2°C warming above 9 km).  The monthly progression 
of the atmospheric temperature response shows that the warming is first confined to the lower 
levels, but becomes vertically deep in the autumn months.  This extra heat in upper atmospheric 
levels at the end of the simulation suggests that the surface forcing maximum in September could 
have effects lasting into winter, potentially influencing scale wintertime phenomena, such as the 
polar vortex [Overland and Wang, 2010].   
The vertical response in specific humidity (Figure 34) is similar to that of temperature.  
In July and August, the lowest 1 km exhibits a small positive response in moisture attending the 
modest enhancement of QE.  The q response increases in magnitude in September in tandem with 
the QE response, and finally reaches a maximum in October with a moistening of the lowest 4 
km (Figure 34c).  At this time, the peak moisture response is now found at the surface (Figure 
34b). Remarkably, there is a 33% increase in specific humidity below 1 km for low2007 




Figure 34.  Polar cap 30-day moving average time-height profile plot of specific humidity for a) 




height, which occurs around the 1 km level.  As shown, the positive response in sensible and 
latent heat flux results in a vertically deep signal in both warming and moistening of the Arctic 
atmosphere, especially in October and November.  The presence of such a large signal at the end 
of our simulation suggests a long and robust response of the atmosphere to changed ocean 
surface conditions. 
d.  Response of clouds and radiation 
The warmer and moister Arctic atmosphere in autumn, in response to a decrease in sea 
ice cover, generally results in an increase in cloud cover.  The 30-day polar cap moving average 
cloud water content (qcloud) shows a decrease in low level clouds (below 1 km) and an increase in 
mid-level clouds (about 1-3 km) through early September (Figure 35).  This pattern results in an 
increase in cloud cover height.  This counter-intuitive increase in cloud height has also been 
reported by Schweiger et al. [2008], using the ECMWF 40 year reanalysis (ERA40) and infrared 
satellite observations, as a result of a decrease in the climatological static stability. The increase 
in lower-tropospheric temperature outpaces the increase in moisture, resulting in a reduced 
relative humidity at the surface and an increase in boundary layer height.  The response in our 
experiments, while similar, is not exactly comparable since we use polar cap averages while 
Schweiger et al. [2008] analyze only areas with significant sea ice changes.  Vavrus et al. [2011] 
also sees increases in clouds attending reduced sea ice concentrations in fall in global climate 
models, though they find no evidence that changes in sea ice drive the changes in cloud cover.  
Changes in summertime cloud cover may also be associated with a circulation response induced 






Figure 35.  Polar cap 30-day moving average time-height profile plot of liquid cloud content for 




The depth of this response in low-level cloud cover decreases throughout summer and 
into September, while during this same period, the largest increase in mid-level clouds occurs at 
lower heights.  After about 25 September (Figure 35c), there remains only a positive response in 
the low-level clouds. This shift in response in October to increased low-level clouds is the result 
of large increases in both T and q at a time when overall Arctic cloud cover is decreasing.  This 
reflects a delayed transition from the summer cloud regime, characterized by low-level liquid 
stratus clouds, to the elevated WRF-simulated liquid cloud maximum in the fall.  For the polar 
cap domain specifically, the availability of late autumn moisture is limited because of the 
growing sea ice cover.  In the low2007 scenario, this moisture limitation in October and 
November is diminished and so therefore we see an increase in the lowest level clouds. 
Ice clouds, which as simulated by WRF are generally contained within the level between 
5 and 9 km in summer, reaching a maximum around 6 km in September, and then the surface to 
7 km in fall and early winter, also show a response to reduced sea ice cover (Figure 36).   
Summer changes are likely caused by circulation changes since there is little response in QH and 
QE at this time.  The higher temperatures in late October and early November delay the transition 
to low ice clouds.  The increase in high ice clouds, above 6 km, is likely due to the increase in 
moisture at these levels, which are still too cold to form liquid cloud drops. 
There is a large response in surface downwelling radiation to the modeled changes in 
cloud cover (Figure 37), but only in fall.  In July and August, there is little change in the 
downwelling longwave radiation (Figure 37b) because the decrease in low-level liquid clouds is 




Figure 36.   Polar cap 30-day moving average time-height profile plot of ice cloud content for a) 





Figure 37.  Polar cap 30-day moving averages of a) downwelling shortwave surface radiation, b) 
downwelling longwave surface radiation, c) the net TOA radiation budget d) the net surface heat 
flux for the high1996 (blue) and low2007 (red) ensemble means.  The bars represent the 1-
standard deviation range of the ensemble members.  
 
cloud amount in July can probably account for the observed decrease in downwelling shortwave 
at the surface (Figure 37a).  Starting in September, the increase in all clouds, which are mainly 
low-level features at this time, results in a significant increase in downwelling longwave 
radiation.  Increased downwelling radiation should increase the surface temperature and melt 
more ice and snow, a positive feedback that is prohibited from acting in our atmosphere-only 
experimental setup.  This effect of sea ice cover on downwelling longwave radiation in October 
and November counters the conclusion of Schweiger et al. [2008] that sea ice has no effect in 
autumn.  However, it agrees with finding by Francis and Hunter [2006] that sea ice loss 
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increases downwelling longwave in spring and summer and provides a major feedback in which 
increased cloud further decreases the sea ice cover.  Importantly, the strong positive feedback of 
the increased downwelling longwave radiation, implied by but prohibited by our experimental 
setup, suggests that the real response in fall could be larger. 
In addition to increased turbulent heat transfer from the ocean to atmosphere, the open 
water also increases the upwelling longwave radiation (Figure 38a).  The largest response occurs 
in September and October in areas of strong differences in sea ice concentration.  Serreze et al. 
[2009] find that the observed strong warming of the surface and lower troposphere over the 
Arctic Ocean , at least in atmospheric reanalyses, is maintained through the increased upwelling 
longwave radiation associated with reduced sea ice cover.  For areas with a positive response in 
upwelling longwave radiation, there are partly balancing increases in downwelling longwave 
(Figure 38b) resulting in a net warming of the atmosphere by the surface (Figure 38c).  There 
are significant responses in the net longwave term in areas without a change in SST or sea ice.  A 
net negative response in surface longwave radiation is found over high latitude land areas as well 
as the North Pacific and locations with increased sea ice (Greenland and Barents seas). 
Both the net surface heat flux (FSFC, positive upwards), and the net TOA radiation (FRAD), 
are sensitive to changes in sea ice cover.  Figures 37c and d show the polar cap moving average 
FRAD and FSFC in WRF for the high1996 and low2007 experiments.  At the TOA in July and 
August, the decreased reflected shortwave flux more than compensates for the increased loss of 
longwave radiation.  In fall, as incoming shortwave radiation approaches zero, the increased 




Figure 38.  Response (low2007 minus high1996) in monthly mean surface a) upwelling 
longwave b) downwelling longwave, c) net surface radiation for months August, September, 
October, November (left to right).  Yellow hatching denotes significant responses at the 90% 
confidence level. 
 
similar response.  In summer, the increase in absorbed shortwave radiation due to sea ice loss 
overwhelms other responses, resulting in a negative (downwards) response in FSFC.  By October, 
the increased upward turbulent heat fluxes more than compensate for the increase in 
downwelling longwave radiation (Figure 37d).  Under the energy budget framework, the sea ice 
loss acts to amplify the seasonal cycle of both FRAD and FSFC, which will modulate the horizontal 
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energy flux divergence and atmospheric energy storage tendencies [Serreze et al., 2007]. 
e.  Hydrologic cycle response 
In addition to increased cloud height in summer and cloud amount in fall, the WRF 
experiments point to impacts of decreased sea ice cover on the hydrologic cycle.  Figure 39 
shows 30-day moving averages of evaporation (E), precipitation (P), and precipitation minus 
evaporation (P-E). In the fall (September, October, and November), when the response in 
turbulent fluxes is largest, there is very little response in P-E.  This is due to compensation by 
similar magnitude increases in both E and P.  During this time, most of the additional water 
vapor in the Arctic, due to the reduced sea ice cover, is recycled to the surface as precipitation.  
While there are only small changes in P-E, this has impacts on the atmospheric energy budget by 
taking energy from the surface and depositing it in the atmosphere.  Additionally, an increase in 
bright snow at a time when insolation is still important can change the surface energy budget.  
Figure 40 shows the spatial pattern of the changes in E, P, and P-E.  For areas with open 
water in 2007, there is a large increase in both evaporation and precipitation.  In these areas, the 
increase in atmospheric moisture is not entirely balanced by precipitation, leading to a net 
negative response in P-E.  This excess moisture is carried away from these regions of increase E, 
a divergence of latent energy, to other areas where it then precipitates.  The opposite is true for 
areas with more sea ice (such as in the Greenland Sea) in the low2007 scenario.   
An interesting result from Figure 40 is a large hydrologic response in areas without a 
difference in sea ice or SSTs between the low2007 and high1996 scenarios.  This includes areas 




Figure 39.  Polar cap 30-day moving averages of a) precipitation, evaporation, and precipitation-
evaporation and b) sea level pressure difference between the zonal average around 70oN and the 
North Pole for the high1996 (blue) and low2007 (red) ensemble means.  The bars represent the 
1-standard deviation range of the ensemble members. 
 
 
Figure 40.  Response (low2007 minus high1996) in monthly mean a) evaporation b) 
precipitation, c) precipitation - evaporation, d) divergence of latent heat for months August, 
September, October, November (left to right).  Yellow hatching denotes significant responses at 




Greenland.  These areas show only a small response in evaporation while at the same time a 
large response in precipitation.  These responses are therefore possibly related to circulation 
changes, supported by the patterns of latent energy flux divergence (Figure 40d).  Areas that 
experience a wetter surface (positive P-E difference) as a result of increased latent energy 
convergence include the north slope of Alaska and eastern Siberia as well as the southwest coast 
of Greenland.  The southeast coast of Greenland, along with western Siberia and other land 
areas, see circulation changes that do not favor latent energy convergence, leading to drier land 
surfaces.  Other studies [Schuenemann and Cassano, 2010] have shown that a change in 
circulation patterns in a warmer and reduced sea ice climate will have effects on the precipitation 
and therefore surface mass balance of Greenland.  The response in precipitation in the North 
Atlantic is opposite that of Strey et al. [2010] for fall months, possibly because we also repeated 
the SSTs to be consistent with the sea ice.  Similarly, changes in atmospheric circulation also 
results in some places with large changes in evaporation but no change in precipitation, such as 
the central Barents Sea and Baffin Bay.  
In July and August, when there is little response in evaporation, we see an increase and 
then a decrease in P, respectively (Figure 39).  These changes are likely associated with 
circulation differences and associated patterns of moisture convergence.  Looking at the 
difference between the moving averages of zonally-averaged SLP around the 70oN latitude circle 
and the pressure at the north pole (Figure 39b), which gives an indication of the distribution of 
mass and therefore storm activity in the Arctic, the periods of higher and lower P in July and 
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August correspond to lower and higher Arctic pressure differences, respectively.  While this is 
consistent in a broad view of extra-tropical weather patterns, where negative pressure difference 
is a result of stronger or more frequent storms entering the Arctic, why this occurs so early in the 
summer when sea ice cover has changed little is still not resolved.  Most likely, the differences in 
summertime SSTs between high1996 and low2007 have strong impacts on the early part of the 
simulations, though sea ice anomalies are small (Figure 30).  These SST differences are not 
necessarily implicated in the sea ice differences between those years [Graversen et al., 2011].  
We must be prudent when drawing conclusions from Figure 39b, since the seasonality of mass 
distribution in WRF contains an additional peak in mid-summer, which is absent from 
climatological studies using atmospheric analyses [Walsh, 1978].  
Summary 
As the Arctic continues to warm, we can expect a continued reduction in Northern 
Hemisphere sea ice cover with attendant increases in sea surface temperatures. Consistent with 
previous modeling studies, our WRF sensitivity experiments suggest that changes in surface 
fluxes due to reduced sea ice extent can significantly affect the overlying atmosphere with effects 
extending beyond the Arctic.  Additionally, we find that changes in lower latitude sea surface 
temperatures can impact the Arctic through altering atmospheric circulation patterns. 
Impacts of anomalous open water and positive SST anomalies are most pronounced in 
autumn when air-sea temperature differences are strongest, promoting increased turbulent 
sensible and latent heat fluxes.   Warming and moistening of the Arctic boundary layer is 
maximized in early autumn and this signal subsequently spreads vertically in November, where 
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there is a temperature response to reduced sea ice of 1.4°C above 9 km. 
We also see a summertime increase in low-level temperatures and humidity acting to 
reduce the climatological static stability, raising the top of the boundary layer and consequently 
the cloud height.  The response of downwelling radiation to reduced ice cover is small in 
summer, but there is an increase in upwelling longwave radiation due to increased surface 
temperatures.  In autumn, when the increase in turbulent heat fluxes is largest, so to is the 
response in low-level clouds and radiation.  While liquid cloud content remains large further into 
autumn in the reduced sea ice scenario, there is a simultaneous decrease in ice cloud content, 
mostly due to the increase in temperatures at low heights.  A consequence of these radiative 
changes, associated with a response in cloud cover and surface temperature, is increased 
amplitude of the seasonal cycle of both the net surface heat flux and TOA radiation budgets. The 
hydrologic response to a reduced sea ice cover is characterized by an autumn increase in both 
evaporation and precipitation across the polar cap domain. As both P and E increase, there is 
little change in P-E.   However, there are some areas experiencing large changes in P-E, 
becoming either wetter or drier.  Additionally, changes in precipitation or evaporation mostly 
drive changes in latent energy flux divergence, not the other way around.   Responses in the 
hydrologic cycle that we identify can in turn affect the Arctic energy budget by taking heat from 
the subsurface column and depositing it in the atmosphere.  The increase in precipitation, which 
is snowfall during these fall months, will impact the surface albedo and thermal conductivity 
over sea ice. 
Revisiting our hypothesis, we confirm that the largest direct, local response of the surface 
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energy budget to reduced sea ice cover and increase SSTs occurs in the turbulent heat flux terms.  
However, the increase in net longwave radiation at the surface also shows a significant response, 
though only about half as large as either the sensible or latent heat fluxes.  The resulting 
increased temperature and humidity is confined to lower levels in summer, but the signal begins 
to propagate vertically in September.  The response in cloud cover in fall, characterized by an 
increase in liquid and decrease in ice cloud content, has large effects on the surface and TOA 
radiation budgets.  In summer, even though sea ice and Arctic SST changes are smaller, there are 
significant responses in the temperature, moisture, and cloud content fields above the boundary 
layer.  This result has not been seen in previous studies examining the response to Arctic sea ice 
decline.  We conclude that lower latitude SST differences between 2007 and 1996, which are not 
necessarily associated with the sea ice differences of those years, are altering atmospheric 
circulation patterns at the beginning of each simulated ensemble member.  These early changes 
have altered the atmosphere in large enough ways to cloud any interpretation of the summertime 
response, particularly above the boundary layer. 
 To better isolate just the changed sea ice cover’s impact on the atmosphere, and not to 
the changes in lower latitude SSTs, it would be useful to run WRF again, except that SSTs are 
not repeated for each year (as in the current study).  In these new ensembles, each member will 
have SSTs that are consistent with the lateral forcing data from the reanalysis, meaning that the 
SST difference is zero except where sea ice was removed.  The difference between these new 
runs and the results of the current study would allow for better characterization of how low-
latitude forcings affect the Arctic climate.  Will the atmospheric response in these new 
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experiments with no SST changes (except where sea ice was lost) be similar or less pronounced 
than found using the current experimental setup?  Additionally, it might be useful to test a 
warming of SSTs but without a loss of sea ice.  Do SST anomalies alone, with no sea ice 
changes, illicit a similar response from the atmosphere? 
While all of the responses discussed above must be viewed with the caveat that our 
experimental design prohibits feedbacks, our results add further weight to previous studies that 
the ongoing decline in sea ice extent will have significant climate impacts both within and 
beyond the Arctic.   
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V.  Conclusion 
As a first step towards better understanding the Arctic atmosphere, we use updated and 
more modern reanalyses and satellite observations to quantify the uncertainty in the large-scale 
energy budget.  We make use of the Japanese Reanalysis (JRA) and (Clouds and the Earth’s 
Radiant Energy System) CERES estimates while also comparing with the NCEP/NCAR 
Reanalysis (NRA) for continuity with Serreze et al. [2007].  We make use of the overlapping 
time period of the observational and satellite data sets, which were constrained by CERES to the 
period from March 2000 through October 2005.  Short climatologies were constructed using the 
five-year period from November 2000 through October 2005 to obtain an integer number of 
years.  This period also contains the then-record-setting low summer sea ice of 2005, which was 
analyzed separately more in depth. 
At the top of the atmosphere (TOA), where there are the largest fluxes both in terms of 
spatiotemporal variability and magnitude, all products depict the same seasonal cycle with net 
shortwave peaking in summer and declining to zero in winter.  Because of the many inherent 
approximations and other shortcomings in how satellite data is assimilated into reanalyses, we 
take CERES satellite observations, although not perfect, to be the best approximation of TOA 
radiation fluxes. There are fairly consistent differences of about 5% in the net TOA longwave 
between the JRA and the other two products, the NRA and CERES.  This larger outgoing 
longwave points to either a systematically warmer atmosphere or more emission from cloud 
cover.  The largest difference in the net shortwave is a higher summertime peak in JRA, possibly 
due to a lower surface or cloud albedo.  Also, because the net longwave flux is comparable in all 
products, any differences in the shortwave flux will result in substantial differences in the net 
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TOA radiation budget (FRAD). 
Direct measurements of surface variables in the Arctic are sparse, which means that 
atmospheric reanalyses become crucial for understanding large-scale surface processes.  Polar 
cap annual mean values of the net surface heat flux (FSFC) in JRA are 14 Wm -2 and in NRA is 5 
W m-2.  This large spread in estimates is important, as a sustained FSFC of 1 W m-2 over an entire 
year is equivalent to about 0.1 m of sea ice melt (at its melting point).  In the spring, estimates of 
FSFC are somewhat similar between the reanalyses, but with the JRA having a larger downward 
(negative) component, consistent with the TOA radiative comparisons above. 
The calculation of the convergence of energy transports (FWALL) from atmospheric 
reanalyses typically involves the adjustment of model wind fields to ensure the conservation of 
mass.  At high latitudes and over high ice-covered surfaces, such as Greenland, the mass-
corrected FWALL fields show spurious unphysical patterns along with a dipole at the pole, a 
feature that reduces our confidence in the mass-correction technique at high latitudes.  As a 
consequence of these shortcomings of the mass-corrected transport terms, instead of estimating 
this term directly from model fields, FWALL is calculated as a residual from the three other energy 
budget terms from each reanalysis.  A second estimate of FWALL is calculated using TETEN and 
FSFC from each reanalysis, but FRAD from CERES.  Differences between the two reanalyses (JRA 
and NRA) using CERES estimates of FRAD (up to 22 W m-2) are as large as the differences 
between the calculation methods themselves for a given reanalysis (up to 32 W m-2 for NRA and 
18 W m-2 for JRA).  Most estimates of the residual FWALL term have the minimum energy 
convergence occurring in May, except for the JRA-only estimate whose minimum is in July. 
Differences in the annual cycle of the Arctic energy budget as depicted in the JRA and 
NRA highlight the interplay between the budget terms. From July through August, JRA depicts a 
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smaller downward net surface flux than NRA (less atmospheric cooling from the bottom).  From 
September through March, the upward JRA net surface flux is comparatively larger (more 
atmospheric heating from the bottom). To compensate, this means that JRA has smaller FWALL 
values for these months. For most months, differences in FSFC and the residual FWALL between 
the reanalyses are at least 10 W m−2. The large spread in estimates of FSFC and FWALL are 
particularly disturbing given how it impacts our ability to quantitatively diagnose links between 
the atmospheric energy budget and changes in related elements of the Arctic climate system, 
such as the strong downward trend in September sea ice extent [Stroeve	  et	  al.,	  2007]. 
The summer of 2005 was a then record setting minimum for Arctic sea ice extent.  We 
examine anomalies of the Arctic atmospheric energy budget leading up to and during the 
anomalous melt period.  In summer, negative albedo anomalies of 0.4 found in the Laptev, Kara, 
and eastern Barents Seas, are collocated with positive FRAD and negative FSFC anomalies, both 
directed downward associated with enhanced absorption of shortwave radiation due to decreased 
surface albedo.  By September, FWALL anomalies over the newly opened sea ice areas are 
negative, suggesting that energy convergence is not responsible for the maintenance of sea ice 
anomalies.  Instead, early fall melt is enhanced by anomalous energy stored in the upper ocean 
that was gained during June and July, an expression of the albedo-temperature feedback. 
The Weather Research and Forecasting (WRF) model is a powerful tool relied on to 
forecast polar weather and downscale global climate models.  As such, it is important to assess 
WRF’s ability to simulate broad features of the Arctic climate system.  Accordingly, the Arctic 
energy budget in WRF is assessed using comparisons with both reanalyses and satellite 
observations.  
The Arctic atmospheric energy budget in the WRF, using climatologies from a simulation 
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spanning from September 2000 through December 2008, is markedly different than the 
reanalyses (JRA and the ECMWF interim reanalysis (ERAI)) and satellite observations 
(CERES).  The largest differences are in FRAD and FSFC, up to 30 W m-2 in June and July, 
reflecting an oversimplification of the albedo of sea ice.  The land s urface model in WRF sets 
sea ice albedo to 0.8 at all times of the year.  This leads to an excessive albedo in the summer, 
resulting in too much reflected shortwave at the surface of nearly 40 W m-2.  This increased 
outgoing shortwave radiation reduces FRAD and increases FSFC in the summer months.  The 
effects of this albedo shortcoming on the Arctic climate in the WRF model are subdued because 
the lower boundary conditions over most of the domain are specified and therefore limited in 
their response to such forcings.  While FRAD and FSFC terms are affected by the change in the 
respective shortwave components, in this particular case, there are few important implications of 
this excessive sea ice albedo in the atmosphere.  This is likely not true for erroneous surface 
albedo in a fully-coupled ice-ocean-atmosphere climate model, where lower boundary conditions 
can and should evolve. 
A short WRF simulation aimed at testing a crude improvement of the albedo of sea ice in 
WRF, guided by the seasonal cycle of sea ice albedo observations from SHEBA, shows 
significant improvements in FSFC and FRAD as compared to the reanalyses and satellites.  Polar 
cap averages of the remaining two terms of the atmospheric energy budget, TETEN and FWALL, 
show no substantial change with a better sea ice albedo.  This reinforces the notion that the direct 
response of WRF’s atmosphere to changes in reflected shortwave is quite small, as excess 
reflected shortwave radiation passes nearly unimpeded through the atmospheric column and out 
to space. 
Differences in TETEN and residual FWALL in the control simulation are also quite large, as 
  
118 
much as 30 W m-2 for individual months.  All three products follow the same general pattern, 
with a maximum of energy convergence in winter and minimum in late spring, following the 
annual cycle of meridional temperature gradient.  The annual mean residual FWALL in WRF is 
within just 2 W m-2 of the JRA and ERAI.  These biases are mostly unrelated to the sea ice 
albedo simplification and instead due to large-scale circulation features in the WRF control run.  
The large geographical distance between the polar cap analysis domain and the lateral forcing 
data allows non-linear atmospheric processes to alter the large-scale flow pattern. 
 Another short WRF simulation with gridded nudging of the upper 20 levels is used to test 
the sensitivity of TETEN and FWALL to changes in the large-scale circulation pattern.  After 
determining that the circulation in WRF in gridded nudging runs matched the forcing data, it is 
found that TETEN and FWALL in the WRF model now agree very well with the reanalyses, with 
monthly mean difference no larger than 12 W m-2 during the sixteen-month simulation.  
Interestingly, the TOA and surface energy budget terms, although indirectly affected by 
circulation biases through changed cloud cover, show no systematic polar cap averaged 
improvement in these gridded nudging runs.  
Finally, after an assessment of the ability for WRF to simulate the Arctic atmospheric 
energy budget, long sensitivity experiments can be performed with increased confidence.  To 
estimate the sensitivity of the Arctic energy and moisture budgets to reduced sea ice cover, we 
compare results from two different scenarios in WRF, each representing an atmosphere forced by 
either low or high sea ice conditions.  For all years from 1994-2008, WRF is run with both sea 
ice from 1996 and a 2007, years with high and low sea ice, respectively.  Taking the difference 
of the resulting set of two ensembles, which are forced by a realistic range of natural variability, 
yields the “response” of the Arctic atmosphere to a changed sea ice cover.  Sea surface 
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temperatures (SST) are treated similar to the sea ice cover, creating spatially consistent lower 
boundary conditions over ocean points.  The reduction of sea ice cover and attending increases in 
SSTs, a possible, if not likely, scenario in a warming climate will provide enough forcing to the 
Arctic atmosphere to significantly impact the climate, both locally and hemispherically.  Air-sea 
temperature gradients are enhanced when sea ice cover is reduced and SSTs increase.  A direct 
consequence of this increased temperature and humidity differential is increased turbulent 
sensible and latent heat fluxes from the ocean to the lower atmosphere.   In the early fall, the 
warming and moistening of the Arctic boundary layer is maximized and the signal starts to 
spread vertically to the free atmosphere.  This is particularly true in November, where there is a 
temperature response of 1.4°C above 9 km.  This warming will feedback on the Arctic climate 
system, something not permitted in our atmosphere-only model with specified lower boundary 
conditions over water points. 
The climatological static stability is reduced in summer by increases in low-level 
temperature and humidity, thereby raising the top of the boundary layer and cloud heights.  The 
longwave response to these cloud changes is small because of the compensating effects of loss of 
low clouds and gain of mid-level clouds.  There is an increase in upwelling surface longwave 
due to increased SSTs in areas of lost sea ice.  The largest response in surface radiation fluxes is 
in fall, when the changes in surface turbulent fluxes are also largest.  In this warmer and moister 
atmosphere, liquid cloud content remains large further into fall, where there is also a decrease in 
ice cloud content at lower heights.  The annual cycle of FSFC and FRAD have an enhanced 
seasonal cycle due to these radiative changes, due to cloud, surface temperature, and albedo 
changes.  Again, since we do not allow feedbacks from the atmosphere to the surface, changes in 




The pan-Arctic hydrologic response in October and November, when the response to 
reduced sea ice is largest, is more muted than expected because of compensation between 
increased evaporation and precipitation.  While there are certainly some large local-scale 
responses in both evaporation and precipitation and the net difference (P-E), most of the 
increased turbulent latent heat fluxes later precipitates out within the polar cap.  While there are 
not large net effects, an increased water cycle can have important effects on the energy budget by 
taking heat from the subsurface column by evaporation and depositing it in the free atmosphere 
through condensation.  Also, even with a small net change, increased snowfall can significantly 
alter surface properties, such as albedo and thermal conductivity.  Although several polar cap 
regions experience a change in P-E, resulting in either a drier or wetter surface, changes in 
evaporation or precipitation mostly drive changes in latent energy divergence and not the other 
way around. 
The research presented herein contributes significantly to the field in several different 
ways.  Firstly, updated estimates of the Arctic atmospheric energy budget, using newer 
reanalyses and satellite observations, suggest a measure of uncertainty in some terms that are 
larger than that of the expected forcing from increased greenhouse house gas emission [Solomon 
et al., 2007].  Using the new estimates, we take a novel approach and apply the energy budget 
framework to a specific event, the low sea ice summer of 2005.  While the energy budget in most 
of the satellite data and reanalyses reproduce, in general, similar features, there have been no 
efforts thus far to assess the atmospheric energy budget in a mesoscale model.  Weather models, 
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especially WRF, are used extensively across all areas and are increasingly being used for long 
dynamical-downscaling simulations, where the reproducibility of the atmospheric energy budget 
can be important.  As such, my comparison of the Arctic atmospheric energy budget in WRF 
provides a benchmark for WRF’s ability to simulate broad features of Arctic climate and 
highlights areas in the model that require improvement.  Finally, I then use WRF to assess the 
sensitivity of the atmospheric energy and moisture budgets to changes in sea ice cover.  Most 
work on this problem so far has used global atmospheric and coupled climate models, 
observations, or inferior model setup.  We believe that, while not necessarily realistic, our 
experimental setup will provide the best estimates thus far of the sensitivity of the Arctic to 
reduced sea ice and attending changes in sea surface temperatures.  Taken together, these three 
smaller contributions should increase the overall understanding of the sensitivity of the Arctic to 
local and global changes of the current inaccuracy of reanalyses in the Arctic, and how well 
commonly used weather models capture the large-scale Arctic climate features. 
Future Work 
The first proposed extension of the work presented herein involves determining the effect 
of changes in sea ice and SSTs on Arctic circulation.  Effects of changed atmospheric circulation 
patterns on the Arctic climate are evident in the response of the summertime moisture budget.   
The hydrologic response in the summer months, July and August, is much more irregular than 
the autumnal response, which was characterized by an about equal compensation of increased 
precipitation to increased evaporation.  In the summer months, however, the polar cap response 
in evaporation is small, but at the same time there is an increase in precipitation in July and a 
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decrease in August.  These responses in P are likely associated with changed atmospheric 
circulation patterns and the corresponding response in moisture convergence.  As a measure of 
the seasonality of mass transfer across the Arctic, we computed the difference between zonally-
averaged SLP around 70°N and the north pole.  Consistent with broad view of extra-tropical 
weather systems, the lower SLP differences in July correspond to higher precipitation at that 
time (and the opposite for August).  What differences between the low2007 and high1996 
scenarios are causing this early response in SLP?  Sea ice concentration and Arctic SST 
differences are relatively small at this time.  However, there are significant changes in turbulent 
heat fluxes at mid-latitudes due to different SSTs between the low2007 and high1996 cases, 
which are not necessarily implicated in the sea ice difference between those years [Graversen	  et	  
al.,	  2011].   
To better isolate just a reduced sea ice cover’s impact on the atmosphere, and not to 
changes in low latitude SSTs, it would be useful to run WRF with a similar experimental setup, 
except where SSTs are not repeated for each year.  In these ensembles, each member will have 
SSTs that are consistent with the lateral forcing data from the reanalysis, meaning that the SST 
‘response’ is zero except where sea ice was removed.  The difference between these new 
hypothetical runs and the results of the current study would allow for better characterization of 
how low-latitude forcings affect the Arctic climate.  Will the atmospheric response in 
experiments with no SST changes (except where sea ice was lost) be similar or less pronounced?  
Additionally, it might be useful to test a warming of SSTs over open water points, but without a 




Several additional techniques will be used to better understand the changes in 
atmospheric circulation brought about by changing the lower boundary conditions of the Arctic.  
Changes in the net surface heat flux will impact the lower atmospheric temperature and therefore 
the 1000-500hPa thicknesses.  Anomalous differential heating, like near newly opened Arctic 
waters, will result in a gradient in thickness anomalies, contributing to increased baroclinicity.  
Therefore, an analysis of the response of standard height and pressure level fields, along with 
SLP and 1000-500 hPa anomaly maps, will provide information on the response of atmospheric 
circulation.   
Additionally, much of the moisture convergence at high-latitudes is associated with 
weather systems.  Cyclone-tracking algorithms can provide insight into a response in either 
storm track or strength in an Arctic with reduced sea ice.  Are changes in cyclone track 
responsible for the decrease in snowfall on the southeast coast of Greenland?  Does the reduced 
meridional temperature gradient foster a reduction in storm strength or frequency?  Do changes 
in circulation reflect any of the major modes of atmospheric variability (e.g., Arctic Oscillation, 
North Atlantic Oscillation, Pacific North American teleconnection pattern)?  How would these 
changes in the major modes feedback on the real sea ice state (prohibited by our experimental 
design)?  Self-organizing maps or a principal component/empirical orthogonal function analysis 
may help to identify the atmospheric patterns that a low or high sea ice cover tends to create, 
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