Abstract-Automatic quality control for audiovisual media is an important tool in the media production process. In this paper we present tools for assessing the quality of audiovisual content in order to decide about the reusability of archive content. We first discuss automatic detectors for the common impairments noise and grain, video breakups, sharpness, image dynamics and blocking. For the efficient viewing and verification of the automatic results by an operator, three approaches for user interfaces are presented. Finally, we discuss the integration of the tools into a service oriented architecture, focusing on the recent standardization efforts by EBU and AMWA's Joint Task Force on a Framework for Interoperability of Media Services in TV Production (FIMS) .
INTRODUCTION
Automatic quality control for audiovisual media is an important tool in the media production process. Broadcasters are checking quality at ingest, after editing and before playout to various delivery services. Archives are checking for content integrity at archive ingest and delivery. Content providers are checking their content for correct encoding and conformance to the required format standard before dispatching to customers. Today, tools for checking technical properties such as compliance to the encoding format and stream parameters are available and widely used.
In this paper we focus on the use of automatic quality control for deciding about the reuse of audiovisual content, be it re-broadcasting an entire program or using clips in a new production. Many of the impairments that are relevant in this context, such as noise or grain, video breakup or blocking artifacts cannot be determined based on stream parameters, but by inspecting the content. In most cases, only a singl copy of the content to be checked is available, thus non-reference (NR) content quality assessment methods are required.
In order to design algorithms for the purpose of content based video impairment analysis it is important to understand the application requirements for those algorithms. In the following we present a set of requirements for impairment detection algorithms, tools and systems for software and file based environments.
The algorithms should work fully automatic or at least semi-automatically as any human interaction increases the costs. Quality/impairment analysis can be done offline before judging and using the impairment information. For seamless integration with software based application environments quality analysis should also be implemented as much as possible in software. In addition, quality assessment needs to be integrated into different workflows, thus standardized interfaces based on a service oriented architecture should be supported. The algorithms should provide abstracted information about the content. That can be statistical quality measures, e.g. dust or noise level per shot or a listing of certain defect events, e.g. freeze frame or large dropout events. Only abstract information can be visualized in a compact way, which is a pre-requisite for efficient human verification of analysis results. As automatic methods will never be perfect, efficient user interfaces for manual validation need to be provided.
In Section 2, we present automatic detectors for different types of impairments which are relevant to decide about the reusability of content. Section 3 discusses three approaches for viewing and verifying the results of the automatic tools by an operator. The integration of the proposed tools into a service oriented architecture is discussed in Section 4 and Section 5 concludes the paper.
II. AUTOMATIC IMPAIRMENT DETECTORS
In this section we describe automatic detection algorithms for some impairments relevant in the application context of this paper: video breakup, noise/grain and sharpness detectors developed by JOANNEUM RESEARCH (JRS) and contrast/image dynamic/brightness and blocking artifact detectors developed by Fraunhofer HHI.
A. Video Breakup
The video breakup detector described in [1] and [2] detects temporal segments in the video containing major image disruptions, for example caused by head clogging, assemble edits, lost lock, recorded serious digital error corrections, severe TBC hits and damaged tapes. Some typical video breakup defects are shown in Figure 1 and in the bottom right corner of Figure 7 . Although the detector is primarily targeted for analogue defects (showing horizontal line distortions), also severe digital errors (typically exhibiting blocking defects) are detected. The algorithm itself is based on distinguishing all kinds of normal object motion within the content from abrupt changes induced by video breakup defects. For that, consecutive frames are first registered (their respective object and camera motion is compensated) and then a difference image is calculated. From the motion-compensated difference image, two different measures (row change, edge ratio) are calculated. For the row change measure (see Figure 2) , the difference image is first compacted to a vector by calculating a statistical measure (e.g., mean or median) and the distance between the vectors of consecutive frames is then calculated with a suitable distance function. For the edge ratio measure, the ratio between the horizontal and vertical edge response is calculated for each pixel in the difference image and all edge ratios are then summed up over the whole image. These two measures are then combined properly to give a frame-wise decision. After temporal post-processing, continuous time segments containing video breakups are determined. Different detection modes (Fast, Accurate, Mixed) which have different trade-offs between analysis speed and detection quality are supported. The output of the video breakup detector is a list of temporal segments where video breakups occur, and a severity value for each segment which gives an indication of how severe the video breakup defect is. Due to graphics processor (GPU) acceleration (using CUDA 1 on NVIDIA graphic cards) of key components like the motion compensation, the detector is able to operate in real-time for SD material. A typical use case for the video breakup detector is the verification of the usability of archived content before re-use in production or redistribution.
B. Noise
Noise (of analogue or digital source) and film grain are defects which can be found to different degree in any video or digitized film. Even modern digital movie cameras create a significant amount of noise when shooting e.g. in lowlight conditions. The noise/film grain detector supports noise level estimation for different types of noise, from very fine electronic noise, over different kinds of digital sensor noise up to very coarse film grain noise. In Figure 3 different types of noise and film grain are shown. Interlaced as well as progressive sampled video/film is supported. In the following, the term noise denotes all of these different noise and film grain types. The signal dependency of noise (different strength of noise in different luminance and chrominance channels) is also estimated. The algorithm is based on the motion-compensated (using GPU-accelerated optical flow methods) difference image between consecutive frames. From the motion-compensated difference image, a noise level value is estimated with statistical methods for each intensity range of a rough partition of the image intensity range. Typically, the 8-bit intensity range [0, 255] is divided into 5 intensity ranges, resulting in 5 noise level values. This gives a rough indication of the signal dependency of the noise affecting the frame. Furthermore, an overall noise level for the current frame is calculated as a weighted combination of the noise level values of the individual intensity ranges. The noise/grain value is estimated every n th frame statistically from measurement values of a temporal sliding window centered at the frame. The detector is robust against a wide range of image degradations including flicker and image instability. An NVIDIA graphics card with CUDA support is required for the computationally demanding optical flow calculation task, allowing the detector to operate in real-time for SD material. The detector can be used for determining whether noise restoration/reduction is required, e.g. in postproduction or before playout encoding. 
C. Sharpness/Up-scale ready
Sharpness is a measure of how well in focus an image appears. No-reference sharpness metrics are required for applications such as the detection of production insufficiencies, e.g. un-sharp video/film content due to lens out of focus, the decision if content can be up-scaled from low to high resolution with certain quality demands in high resolution, e.g. does SD video contain sufficient resolution to be up-scaled for HD broadcast, or to determine if video has been up-scaled from SD to HD.
The sharpness/up-scale detector uses as basic feature the spread of edges detected by a Sobel filter for both derivatives (as originally proposed by Marziliano et al. [3] ). Thus, all significant edges that are spread approximately horizontally or vertically, covering a tolerance angle, are extracted.
For each pixel the image gradient magnitude is calculated and an adaptive threshold is applied. The adaptive threshold leads to a focus on edges with high gradient magnitude (in relation to the magnitude mean). Then a thinning process is performed in order to get a binary edge image, in which the measuring points for our metric are set. At every measuring point the edge width is defined by the pixels between the local minimum and maximum along the gradient, perpendicular to the edge.
In order to enhance the precision of the local extrema estimation, we add a sub-pixel accurate approximation of the local extrema by an interpolated polynomial. Motivated by the observation that the human visual system (HVS) perceives edges with high contrast as sharper, we refine our metric by decreasing the measured edge width in proportion to the slope. In a next step, the image is divided into blocks in order to deduce local sharpness values. For each block a representative edge width is calculated by averaging all measured edge widths within this block.
Finally, the overall image sharpness is calculated statistically from the block sharpness values, where only the most significant blocks are taken into account. Figure 4a illustrates the local block-wise sharpness estimation, and shows the sharpness of the most significant blocks in shades of red. Focusing on the sharpest blocks is helpful for images with e.g. out-of-focus regions. The measure expresses to which extent the actual video resolution exploits the nominal video resolution, or in other words how sharp the video content is.
This approach is characterized by its simplicity and low computational complexity, enabling real-time performance for SD resolution. Simultaneously it makes sharpness and blur estimation feasible. Our sharpness metric shows significantly less variation due to image content than state of the art work. 
D. Contrast/Image dynamic/Brightness
Some recent psychophysical experiments show that the contrast perception is related to other non-structural image distortions (e.g. brightness and color) and affects some structural image distortions (e.g. sharpness and blocking artifacts) [7] [8] . Hence, the contrast measure is very important in image quality assessment and image enhancement.
A generic metric of contrast quality is difficult to design because of different contrast definitions according to specific applications. The early contrast metrics [9] [10] [11] only use the luminance information and are generally based on measuring the luminance changes. These metrics may perform well when operating measurements on grayscale images, texts or x-ray images. However, the use of color images is more extensive today. Recent studies have found that a perceptual-based contrast measure should not be only related to luminance but also to chrominance information [7] . For this reason, the definition of contrast only based on luminance information cannot be used for developing reliable perceptual-based contrast metric tools.
The perceptual-based contrast metric, we proposed in [12] , yields significant improvement compared to the stateof-the-art techniques. This contrast metric relies on the measures of luminance contrast and image dynamic. The technical measure of luminance contrast is mapped onto a perceptual-based measure via a human attention model. To overcome the limits of global contrast measurements, the proposed metric measures the local luminance contrast around structures. The overall quality of the luminance contrast is computed by fusing the global and local measures.
The dynamic ranges of the color components are also taken into consideration. Due to the physiological structure of human eyes, color pixels are composed of three independent brightness values of red, green and blue. However, color information of the real world needs to be down-sampled during analogue-to-digital processes, since the dynamic ranges of photosensitive sensors are smaller than that of human eyes [13] . Thus, contrast of an image may be distorted during this process. Changing dynamic ranges of the color components may also change the contrast of the scene. For this reason, the dynamic ranges of the color components are measured as a factor of the perceptual-based contrast metric in [12] . The dynamic range of a color component can be obtained by taking the log of values in the range between the brightest and the darkest values [13] .
Brightness can be seen as a complementary attribute of contrast. If the image has good contrast but poor brightness, it means that, although the image has some bright areas, most areas are dark.
E. Blocking artifacts
Block-based methods are commonly used in image compression. The visually apparent artifacts, caused by the independent quantization of discrete cosine transform coefficients, are referred to as blocking artifacts. Most NR metrics for measuring blocking artifacts are modeled in the spatial domain. They are usually based on three characteristics of perceivable blocking artifacts [14] :
• the strength of the block boundaries;
• the discontinuities across the block boundaries;
• the flatness of the image.
The metric JPEG quality score (JQS) proposed in [14] features better performance and complexity than other stateof-the-art NR metrics. However, this metric needs to be normalized, since the different parameter-sets lead the metric to the different intervals [15] . We have shown that this yields significant performance gains of the metric.
III. MANUAL VERIFICATION
Despite automatic tools have already reached a good level of precision, technology in that field is still far from perfection. To be certain that the output is good enough it is necessary to look through the media and check what has been discovered by the automatic methods. The verification process can just give a judgment of the results or go further by correcting also the errors with a revision. As these kind of operations are typically time consuming and therefore expensive, specialized GUIs for speeding up the process are required. Eventually the resulting revised material will be very precious especially to train the automatic tools based on learning machine techniques.
A. HHI key frame based visualisation of quality metrics
In this section, a browser-based visualization of quality assessment results is presented (cf. Figure 5 ). Our approach is motivated by the fact that using key frames to predict the video quality can significantly reduce the run-time cost of video quality measurement. In fact, key frames are typically encoded at better quality than other video frames. The keyframe quality of an encoded video significantly determines the overall visual quality of the whole video, since the frames between the key-frames are interpolated based on those. Although the in-between frames might be strongly compressed, the observers will not perceive the quality reduction, as long as the quality gradient between the keyframes and the in-between frames is not too steep. Hence, measuring the key-frame quality can predict the overall perceptual-based video quality [17] .
The quality predictions of key frames are stored in a database, and can be displayed to users via a web browser (cf. Figure 5) . The exemplar key frame (cf. Figure 5a ) has been extracted from an H.264 encoded video, which was generated from the uncompressed sequence "BQMall" [18] . We map the quality values of our metrics onto a spider net diagram (cf. Figure 5b) . For the given example, it can be seen that the blocking artifact score is significantly worse than that of other quality metrics (cf. also Figure 5c ). Due to strong compression, the key frame is also considerably blurred, which yields a low sharpness score. All quality metrics are normalized and limited to a range of [0, 1] for resolution invariance. 
B. RAI tool for annotation of audiovisual defects
RAI developed in recent years a specialized GUI devoted to the annotation of video characteristics hooked to the media timeline. The tool is web-based and allows carrying out the verification and annotation tasks remotely with a browsing quality version of the content under inspection. The browsing quality is deemed sufficient for the evaluation of the major defects like evident artifacts and break-ups. The same tool, configured with appropriate software components (some additional codecs) and hardware (a professional graphics board), is able to drive a professional SDI monitor. This allows to inspect directly professional master file formats like MXF-D10 (50 Mbits/s intra frame), hence giving the possibility to discover and annotate also minor defects.
Among the principal characteristics of the tool is the possibility to seek on the timeline, to manage fast forward and rewind and single frame positioning. In a dedicated section of the interface (central part in Figure 6 ) the list of already annotated defects is visible, coming both from automatic detection and from manual annotations. Annotations can be added at time segment level with frame accuracy or at global level expressing a judgment of the overall file.
Annotations are based on a specific taxonomy (e.g. possible kind of video defects are noise, blocking, etc.) that can be configured. For each defect, a severity can also be indicated according to a certain configuration (e.g. five-level scoring). An important characteristic of the tool is the ability to show any given chart, synchronized with the media timeline. These charts can show the behavior of some numeric quantities related to the quality of the video.
The tool has been in productive use for basic content analysis features like contrast, saturation, directionality and hue (Figure 8 ). Having a quick look at the charts can help the user considerably to realize possible critical portions of the media and proceed with fast check and possible annotation. If the media is resulting from a videotape digitization, other charts are very useful; those representing the radio frequency envelope measures (luminance and chrominance) from the VTR. When these levels drop, they clearly indicate a dropout problem typically caused by head clogging or tape oxide degradation.
The annotations are saved in a database and can be exported in a proprietary XML format. Future work is foreseen to allow XML exports adhering to some reference standard.
C. JRS tool for manual verification of audiovisual defects
Efficient visualization and verification of impairment analysis results should support a user in getting a quick overview of the condition of the material and allow for manual corrections and final quality judgment.
In the following we describe a user interface as shown in Figure 7 suitable for this purpose. The user interface is composed of these four main parts: All components provide additional navigation functionalities. The key frame and stripe image timeline views shown in the bottom of part 3 in Figure 7 provide a quick visual overview of the video content. Key frames and stripe images are aligned on the timeline according to their respective time points. Navigation is possible by clicking on the timeline, or by moving the scroll wheel for frame accurate positioning.
Timeline views showing impairment detection results may either visualize continuous measures in form of line or bar charts like the visual activity and the noise/grain level within specific time ranges. Detections having an event-like character are also visualized on timeline views by indicating the range of the detection. These are for example Video Breakups, Uniform Color and Test Pattern segments. The different views appear both over the full video range (part 1 in Figure 7 ) and for the selected zoom period (part 3 in Figure 7 ). For Uniform Color segments, the respective bars are additionally filled with the color detected.
The time an operator can spend for the verification of the automatic analysis results is typically limited and it may be the case that not all detections can be manually verified. So the time utilization of an operator needs to be optimized. For this case it is very useful to be able to handle the most relevant detections first. To support this, the detections listed in the defect annotation view can be sorted by all columns. When sorting by severity an operator can verify the most relevant detections first.
A detection can either be approved, discarded, or postponed for later verification by the user. After such a manual verification the next detection in the list not verified yet will be selected. This annotation process is supported by a special mode where the video will play in a loop around the currently selected detection including a configurable pre-roll and post-roll period. When saving the results in MPEG-7, discarded detections will not be deleted, but marked as such. When opening a document again, discarded detections will not be displayed anymore at the user interface, but are available within the XML description for documentation.
IV. WORKFLOW INTEGRATION
Systems for file-based media production became increasingly complex in the past years. Standard IT-based hard-and software components are typically tightly coupled in spider web-like system environments. To reduce the complexity in such heterogeneous systems the paradigm of Service Oriented Architectures (SOA) is increasingly adopted. SOA-based systems consist of individual services that are loosely connected with each other by a service bus (see Figure 9 ) [5] .
In addition to a reduced system complexity, the SOA approach enables easier integration of new services and better scalability. Many vendors in the broadcast industry already offer service-oriented interfaces for their systems [16] . However, even if the systems generally serve the same purpose, their interfaces typically differ in their functionality, complexity and data model. To avoid resulting integration efforts a joint task force initiated by EBU and AMWA, called FIMS (Framework for Interoperable Media Service), targets the standardization of service interfaces and formats in media production. The FIMS specification of a common SOA framework for media services describes a high-level architecture and framework. In its initial version it also provides service interfaces for three basic media services: capture, transform and transfer [6] . In response to a call for phase 2 of FIMS, automated quality control (QC) was among the most requested topics, and will be one of the highpriority topics in the future work. Figure 9 . From spider web to service bus [16] .
To allow a smooth integration of the QC services described in this paper in professional media production environments interfaces (or adapters) will be developed following the baseline of the FIMS specification as far as possible. Requirements for and resulting specifications of common QC services will be discussed with the FIMS members and aligned with the task force's activities.
V. CONCLUSION
In this paper we have presented tools for assessing the quality of audiovisual content in order to decide about the reusability of the content, an important task in media production. We have presented automatic detectors for the common impairments noise and grain, video breakups, sharpness, image dynamics and blocking. For the efficient viewing and verification of the automatic results by an operator, three approaches for user interfaces have been discussed. Finally, we discussed the integration of the tools into a service oriented architecture, focusing on the recent FIMS industry standard.
