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The aim of a brain–computer interface (BCI) system is to establish a new communication
system that translates human intentions, reﬂected by measures of brain signals such as
magnetoencephalogram (MEG), into a control signal for an output device. In this paper, an
algorithm is proposed for discriminating MEG signals, which were recorded during hand
movements in four directions. These signals were presented as data set 3 of BCI com-
petition IV.The proposed algorithm has four main stages: pre-processing, primary feature
extraction, the selection of efﬁcient features, and classiﬁcation. The classiﬁcation stage
was a combination of linear SVM and linear discriminant analysis classiﬁers.The proposed
method was validated in the BCI competition IV, where it obtained the best result among
BCI competitors: a classiﬁcation accuracy of 59.5 and 34.3% for subject 1 and subject 2
on the test data respectively.
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INTRODUCTION
Many people with severe motor disabilities, especially those who
are totally paralyzed, need communication technologies which
do not require muscle control. Over the past two decades, many
studies used brain signals as a basis for this new communication
technology called brain–computer interface (BCI) system (Wol-
paw et al., 2002; Schalk et al., 2004). The aim of a BCI system is
to establish a new communication system that translates human
intentions, reﬂected by measures of brain signals such as EEG,
ECoG, and MEG, into a control signal for an output device such
a sac o m p u t e r( Wolpaw et al.,2002; Blankertz et al.,2004). To this
end, recorded brain signals must be analyzed in various manners
and classiﬁed by suitable methods. There are various methods of
signal classiﬁcation which differ in features and classiﬁers. The
selection of the effective features depends on the primary fea-
tures, feature reduction methods, measures of feature selection,
and search algorithms seeking the best feature set.
Inthispaper,analgorithmisproposedfordiscriminatingMEG
signalsrecordedduringhandmovementsinfourdirections.These
signals were presented as data sets 3 of BCI competition IV. The
proposedalgorithmhasfourmainstages:pre-processing,primary
featureextraction,theselectionof efﬁcientfeatures,andclassiﬁca-
tion. Primary features are in various types of time,frequency,and
time–frequency domains. The feature selection stage consists of
twosubstagesbasedonclassiﬁerindependentandclassiﬁerdepen-
dent measures. These measures were used to ﬁnd the effective
features. The classiﬁcation stage was the combination of linear
Support Vector Machines (linear SVM) and linear discriminant
analysis (LDA) classiﬁers. Finally,the class labels were obtained by
voting on the results of the classiﬁers.
Thepaperisorganizedasfollows:ﬁrst,abriefdescriptionofthe
data is provided. Then, the proposed algorithm to classify MEG
signals is introduced in detail. In the next section, the results of
applyingtheproposedalgorithmontheMEGdatasetispresented
andcomparedwiththeresultsfromtheothergroups.Adiscussion
concludes this paper.
DATA ACQUISITION
The signals considered in this paper are directionally modulated
MEGsignalswhichwereprovidedbytheInstituteof BiologyI,the
Bernstein Center Freiburg (both University of Freiburg) and the
MEG-Center and the Institute of Medical Psychology and Behav-
ioral Neurobiology (both University of Tübingen). The signals
were provided as dataset 3 in BCI competition IV. Signals were
recorded from two right-handed subjects performing wrist move-
ments in four directions. The task of each subject was to move a
joystick from a center position toward one of four targets (which
werearrangedintheformof arhombuswithcornerspointingleft,
right, away from, and toward the subject’s body) using the right
hand and wrist. In this procedure, the target was self-chosen by
the subject. The head was stabilized and the position of the upper
arm and shoulder were ﬁxed using a pillow positioned under the
elbow.
The signals were recorded from 10 MEG channels which were
located above the motor areas. These signals were ﬁltered by
0.5–100Hz band pass ﬁlter and resampled at 400Hz.
Trials in the data set were cut from 0.4s before to 0.6s after
movement onset. There were 40 trials per target,so the number of
labeled data for each of the two subjects was 160 trials. The goal
forthisdatasetwastopredictclasslabelsforunlabeled(test)data,
which were comprised of 74 and 73 trials for subject 1 and subject
2,respectively.
METHODOLOGY
Ourproposedalgorithmhasfourmainstages:pre-processing,pri-
maryfeatureextraction,featureselectionandclassiﬁcation.Inthis
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section,eachof thesestepsisdescribedindetail.Forevaluatingthe
algorithm, the labeled data were divided into two groups. Hun-
dred forty trials (35 trials of each class) were randomly chosen
for training classiﬁers and named training data. Then, the pro-
posed algorithm was applied on the remaining 20 trials which
were named cross-validation data. This procedure was repeated
10 times per each classiﬁer. Figure 1 shows the summarized ﬂow
chart of the algorithm.
PRE-PROCESSING
Nospeciﬁcpre-processingwasdoneonthedata.Only,theoffsetof
each signal was adjusted to be zero by subtracting the mean value
beforefeatureextraction(excepttimemeanfeature).Accordingto
the results which were obtained in (Millan et al., 1998), deﬁning
differential channels was useful for EEG classiﬁcation,so two arti-
ﬁcial channels were deﬁned in this paper. The ﬁrst channel is the
signal produced by subtraction of channels RC41 and LC41, and
the second one is the subtraction of channels ZC01 and ZC02. Of
theprovidedchannelsinBCIcompetitionVIdataset3,thesechan-
nels were the only ones that were positioned symmetrically with
regard to the head center. The method of deﬁning these channels
is shown in Figure 2.
FEATURE EXTRACTION
The primary features used in the proposed algorithm can be clas-
siﬁed into three groups (Bashashati et al., 2007): time domain
features, frequency domain features and time–frequency domain
ones,which are explained in detail in the following. In the feature
deﬁnition, x(t) and P(ω) represent signal in time domain and
its power spectrum density (PSD) respectively. Each feature was
calculated for all 12 channels (10 real and 2 artiﬁcial ones).
Time domain features
The following time domain features were estimated by using all
samples up to the current position.
1. Time mean.
2. Variance.
3. Autoregressive model parameters: The order of the AR model
was chosen as 4, 8, 12, and 16 and the coefﬁcients of the AR
model were estimated in each case.
4. Form factor: Form factor of a signal is determined by Arbabi
et al. (2005):
Form Factor =
σ¨ x

σ˙ x
σ˙ x

σx
(1)
where ˙ x and ¨ x represents ﬁrst and second derivatives of x
respectively,and σx is the SD of x.
Frequency domain features
To estimate frequency domain features, we calculated P(ω)a s
the squared value of Fast Fourier Transform of that signal. The
frequency domain features are as follows:
1. Signal’senergyindifferentfrequencybands:foreachsignal,the
amount of its energy was calculated in seven frequency bands:
2–8, 9–15, 16–22, 23–29, 30–36, 37–43, and 44–50Hz. Then,
the ratio of these values to the total energy was calculated as
follows:
Power Spectral Ratio(i) =

Wi P(ω)dω
7 
i=1

Wi P(ω)dω
(2)
where Wi represents i-th frequency band. So, the nominator is
energyini-thfrequencybandandthedenominatorshowstotal
energy.ωistheangularfrequencywhichisdeﬁnedbyω=2πf.
2. Mean frequency:the mean frequency of a signal can be deﬁned
as follows:
fmean =
∞ 
0
ωP(ω)dω
∞ 
0
P(ω)dω
(3)
FIGURE 1 |The summarized ﬂow chart of the different stages of the proposed algorithm.
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FIGURE 2 |The method of deﬁning two new artiﬁcial channels: channel 11 and 12.
3. Mode frequency: the mode frequency of a signal is the
frequency which has the greatest value in the power spectrum.
4. Median frequency: the median frequency of a signal can be
calculated as follows:
fmed 
0
P(ω)dω =
∞ 
fmed
P(ω)dω (4)
Time–frequency domain features
The coefﬁcients of discrete wavelet transform with the following
mother wavelets were calculated in six scales:
1. Haar
2. Daubechies2
3. Daubechies4
Then the coefﬁcients of approximation (c0) and four levels of
details (d0, d1, d2, d3) were used as the time–frequency domain
features.
In this stage, for each channel, 399 features were extracted. So,
the total number of the features was 4788.
FEATURE SELECTION
The feature selection process is used to prevent the accumulation
of irrelevant features. Using too many overlapping features will
cause poor generalization of the classiﬁer and an increase in com-
putational complexity. In this paper, selection of the appropriate
features from the numerous features was done in two stages. In
the ﬁrst stage, selection was done using a classiﬁer independent
method. The goal of this stage is to ﬁnd those features which can
better separate related classes.A classiﬁer dependent feature selec-
tion method was used in the second stage. It should be noted that
we used these two stages because of high speed of the ﬁrst and
high precision of the second method (Arbabi et al., 2005).
Feature selection using classiﬁer independent method: scattering
matrices measure
In this stage,for each feature,we deﬁned a measure based on scat-
tering matrices (Zhang et al., 2004) to compute the ability of this
featuretodiscriminatetheclasses.Sowedeﬁnedwithin-class(SW)
and between-class (SB) indices for a feature x as follows:
Si = E

|x − μi|2
(5)
SW =
M 
i=1
p (wi)Si (6)
μ0 =
M 
i=1
p (wi)μi (7)
SB =
M 
i=1
p (wi)|μi − μ0|2 (8)
In these equations μi and p(wi) denote the sample mean and the
prior probability of class i, respectively. M is the number of the
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classeswhichwas4forthisdataset.Accordingtothedeﬁnitions(5)
to (8), within-class index SW represents the amount of compres-
sion of different classes in the case of feature x. Therefore,smaller
valuesof SW representthatthisfeaturecanproducedenserclasses.
On the other hand, between-class index SB shows the amount of
scatteringofdifferentclassesfromeachother.Consequently,larger
valuesof SB showtheabilityof featurex toscatterdifferentclasses.
In this stage, we used the ratio |SB|/|SW|a sa na p p r o p r i a t e
measure for feature selection. The greater ratio represents bet-
ter discrimination ability of that feature. Using this measure, 200
features which had greatest values were selected.
Feature selection using classiﬁer dependent method: genetic
algorithm
The Genetic algorithm can be described as a stochastic search and
optimization technique which is based on evolutionary compu-
tation. This technique was used in many studies to select best
features out of brain signals for BCI applications (Garrett et al.,
2003; Graimann et al., 2004). So, in our algorithm, for selecting
the most appropriate features out of 200 selected features in the
last stage, genetic algorithm was used.
In the execution of the genetic algorithm, 75% of the train-
ing data was randomly selected,and the classiﬁer (which could be
LDA or Linear SVM classiﬁer) was trained using them. The result
of the classiﬁcation was calculated on remaining (25%) training
data. This process was done 10 times and the average value of the
classiﬁcation errors (on remaining training data) was used as the
errorof geneticalgorithmforeachclassiﬁer.Inthisstage,byusing
genetic algorithm without the limitation of feature numbers, 50–
100 features were selected. It must be mentioned that different
features for each classiﬁer were selected.
CLASSIFICATION
After selecting the appropriate features by using training data,
these features were extracted from cross-validation data and the
classiﬁcation procedure was applied on these features. In this pro-
cedure, different classiﬁers were tested. Different features were
selectedforeachclassiﬁerbyusingtheproposedalgorithmandthe
classiﬁcation accuracy on cross-validation data were calculated by
usingtheseselectedfeatures.Theresultof theproposedalgorithm
on the cross-validation data showed that the linear SVM and LDA
classiﬁers (Lotte et al., 2007) had better accuracy than other clas-
siﬁers, such as quadratic and Mahalanobis classiﬁers. Also, they
had a moderate execution time. The average execution time of the
wholealgorithm(withboththetrainingandteststages),ina3.00-
GHz Pentium 4 with 1.00GB RAM under windows XP,is 403 and
640s for linear SVM and LDA classiﬁers respectively.
To achieve better accuracy on the test data, each one of these
two classiﬁers was run three times and the generated class labels
were saved. It must be mentioned that the pre-processing, fea-
ture extraction and feature selection using classiﬁer independent
method (scattering matrices measure) stages selected same fea-
tures for these six executions. Therefore,only the feature selection
using classiﬁer dependent method (genetic algorithm) and clas-
siﬁcation stages must be performed separately for each run. It is
clear that the difference between the obtained labels is the result
of theselectionof differentfeaturesinthegeneticalgorithmstage.
For each trial, the ﬁnal class label was chosen by voting on the six
achieved labels. In the voting stage,in case of similar classiﬁcation
results for two or more classes, one of these classes was randomly
selected.
RESULTS
By using all labeled data for training stage of the algorithm,
the appropriate features were selected and these features were
extracted from test data. Then, the class labels of the test dataset
were calculated by using the voting of linear SVM and LDA classi-
ﬁers. The proposed method was validated in the BCI competition
IV, where it obtained the best result among BCI competitors: the
classiﬁcation accuracy of 59.5, 34.3, and 46.9% on the test set for
subject 1, subject 2, and average respectively. Table 1 shows the
classiﬁcation accuracy by using the voting of linear SVM and LDA
classiﬁers on the test dataset for two subjects.
Comparing the obtained accuracy with the other competitor
results demonstrates that the proposed algorithm is effective for
classifying MEG signals recorded during hand movements in four
directions.
For more analysis on the data set 3 of BCI competition IV,
each feature set were analyzed separately to show how well it per-
formsonthetrainingandevaluationdata.Tothisend,foreachset
out of 11 feature sets which were introduced in the Section“Fea-
ture Extraction,”the classiﬁcation accuracy were calculated on the
labeled and unlabeled data by using two classiﬁers, linear SVM
and LDA. For each feature set, labeled data were divided into two
groups:training data which were 140 trials (35 trials in each class)
randomly chosen for training classiﬁers and cross-validation data
which were the remaining 20 trials, and classiﬁcation accuracy
were calculated by applying the algorithm 100 times per classi-
ﬁer.Then,theclassiﬁcationaccuracywasobtainedonthetestdata
by using the true labels which were available after the competi-
tion. The classiﬁcation accuracy achieved on the cross-validation
and test data for each feature set, for subject 1 and 2, is shown in
Tables 2 and 3 respectively.
Comparing the results which were achieved on the cross-
validation and test data for each feature set shows that there are
some stable features which transfer well from training to test data,
andothersareunstable.Forsubject1,thetime–frequencydomain
features (sets 9, 10, and 11) and feature set 2 (variance) have bet-
ter classiﬁcation accuracy, on both the training and test data, in
regard to the other feature sets. For subject 2, feature sets 2 and
6, which are variance and mean frequency, have better results for
both classiﬁers. But the results achieved for the other feature sets
alter from one classiﬁer to another. For instance,for subject 2,the
results of the time–frequency domain feature sets used by linear
SVM classiﬁer are convenient, but these results are not good for
LDA classiﬁer.
Table 1 | Classiﬁcation accuracy (%) achieved by using the voting of
linear SVM and LDA classiﬁers on the test dataset for two subjects.
Subject 1 Subject 2 Average
Classiﬁcation accuracy (%) 59.5 34.3 46.9
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Table 2 | Classiﬁcation accuracy (%) achieved by using different feature sets on the cross-validation and test data for subject 1.
Feature set SVM cross-validation LDA cross-validation SVM test LDA test
Set 1: time mean 26.00±6.03 26.65±6.60 24.32 35.13
Set 2: variance 30.97±6.57 30.80±6.23 33.78 32.43
Set 3: AR coefﬁcients 30.15±5.47 30.05±6.86 29.72 28.37
Set 4: form factor 31.52±7 .04 34.57±6.95 28.37 24.32
Set 5: median frequency 25.25±5.61 26.27±6.18 20.27 25.67
Set 6: mean frequency 26.47±6.28 27 .87±6.49 28.37 24.32
Set 7: mode frequency 23.57±6.52 25.87±5.97 29.72 27 .02
Set 8: power spectral ratio 24.22±6.39 24.52±6.37 28.37 31.08
Set 9: Haar coefﬁcients 35.95±6.84 32.92±6.94 45.94 34.13
Set 10: db2 coefﬁcients 32.65±6.73 27 .55±6.89 50 36.48
Set 11: db4 coefﬁcients 33.80±6.75 26.85±6.57 41.89 28.37
Table 3 | Classiﬁcation accuracy (%) achieved by using different feature sets on the cross-validation and test data for subject 2.
Feature set SVM cross-validation LDA cross-validation SVM test LDA test
Set 1: time mean 32.55±5.99 30.72±7 .12 36.98 28.76
Set 2: variance 22.85±5.94 23.25±6.55 35.61 30.13
Set 3: AR coefﬁcients 20.75±5.10 23.97±6.22 21.91 17 .80
Set 4: form factor 25.72±6.59 25.70±6.29 38.35 28.76
Set 5: median frequency 27 .10±6.50 26.30±6.04 26.02 23.38
Set 6: mean frequency 28.67±6.79 27 .50±7 .20 38.35 36.79
Set 7: mode frequency 25.90±5.57 26.27±5.95 30.13 27 .39
Set 8: power spectral ratio 22.62±6.28 23.55±6.23 24.65 28.76
Set 9: Haar coefﬁcients 33.90±6.08 28.17±6.92 35.61 27 .39
Set 10: db2 coefﬁcients 32.62±6.80 26.32±6.50 30.13 26.02
Set 11: db4 coefﬁcients 34.07±6.90 28.17±6.68 31.50 24.65
For further details, features which were selected by the algo-
rithmwereidentiﬁedandthepercentof utilizationof eachfeature
setwascalculatedforbothsubjectsandbothclassiﬁers.Wedeﬁned
the percent of utilization for the feature fk as follows:
Percent of Utilization (fk)=
Number of trials in which fk
is chosen in the feature selection stage
Total number of trials
× 100 (9)
andwealsodeﬁnedthepercentof utilizationof afeaturesetasthe
average of the percent of utilization of all features in this set.
Figure3 compares these results with the accuracies which were
calculated for each feature set. In this ﬁgure, for each subject and
each classiﬁer, classiﬁcation accuracies on the test data for each
feature set are shown by using column height. The intensity of
each column speciﬁes the percent of utilization of the related fea-
ture set in the proposed algorithm. According to this ﬁgure, for
subject 1,in average the feature sets which have greater accuracies
areusedmorebytheproposedalgorithm.Forsubject2,thereisno
specialcorrelationbetweentheusedfeaturesandthegreateraccu-
racies. In general, for both subjects, the time–frequency features
were used more than the other features in the feature selection
stage of the proposed algorithm.
DISCUSSION
There are various methods, which differ mainly in the used fea-
tures and classiﬁers, to classify brain signals. In this paper, an
algorithm was proposed which tried to select the effective features
to discriminate MEG signals recorded during hand movements
in four directions. The proposed algorithm has four main stages:
pre-processing, primary feature extraction, the selection of efﬁ-
cient features and classiﬁcation. The classiﬁcation stage was the
combination of linear SVM and LDA classiﬁers. By applying the
algorithm on the test data of data set 3 of BCI competition IV,
a classiﬁcation accuracy of 59.5 and 34.3% for subject 1 and 2,
respectively, was achieved, which was the best result among BCI
competitors.
As shown in Figure 3, the selected features are dependent to
both subjects and classiﬁers. In general, the proposed algorithm
is used to select the most efﬁcient features from a broad range of
different features. If there are features which are selected for all
the subjects and classiﬁers, they can be used independently of the
proposedalgorithm.Forinstance,forthisdataset,time–frequency
coefﬁcients were stationary features which were selected in all dif-
ferent cases. However this was not true for most of the features.
For our purpose, which is the best classiﬁcation of the evaluation
data, it is not important to ﬁnd the most appropriate features in
general; so the proposed algorithm is supposed to be an adaptive
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FIGURE 3 | Comparing the percent of utilization of each feature set with the accuracies which were calculated for them.
systemwhichselectseffectivefeaturesforobtainingthehighaccu-
racy, in different situations, given a pre-deﬁned broad range of
several features.
The providers of the dataset 3 showed that the low frequency
activitycontainsinformationaboutmovementdirection.Byusing
low-pass ﬁltered activity in the time domain,they obtained a high
decoding accuracy of 67% on average (Waldert et al., 2008; and
common/summarizing article of the BCI competition IV). We
cannot directly compare these results to ours because this fea-
ture was not included in the pre-deﬁned feature set used in this
paper.
There have been many algorithms which tried to classify EEG
or ECoG signals by extracting the effective features (Arbabi et al.,
2005).Theyproducedgoodresultstodiscriminatethesesignals.In
thispaper,thealmostidenticalalgorithmwasexaminedtoclassify
MEG signals. The results show that this algorithm can be effec-
tive on discriminating MEG signals in addition to EEG and ECoG
signals. Note that the proposed algorithm may not be feasible in
an online application,since for example we can not determine the
meanof thesignalinthepre-processingstepunlessallsamplesare
available.Also,runningthewholeprocessingchainthreetimesfor
each classiﬁer would not be applicable in online processing.
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