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Abstract
This  paper  deals  with  the  dual  to  ratio-cum-product  estimator  for  population  mean
using known parameters of auxiliary variables. In this paper, dual to ratio-cum-product estimator
of Singh and Tailor (2005) has been suggested. The Bias and mean squared error expressions
have also been obtained up to the first degree of approximation. Suggested estimator has been
compared theoretically as well as empirically.
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1. Introduction
Use of auxiliary information has shown its significance in improvement of
efficiency  of  estimators  of  unknown  population  parameters.  Cochran  (1940)  used
auxiliary information in the form of population mean of auxiliary variate at estimation
stage for the estimation of population parameters when study and auxiliary variates are
positively correlated. In case of negative correlation between study variate and auxiliary
variate, Robson (1957) defined product estimator for the estimation of population mean
which was revisited by Murthy (1964). Ratio estimator performs better than simple
mean  estimator  in  case  of  positive  correlation  between  study  variate  and  auxiliary
variate. Sisodia and Dwivedi (1981) used known value of coefficient of variation of
auxiliary variate whereas Upadhya and Singh (1999). Singh and Tailor (2003) used
both  coefficient  of  kurtosis  as  well  as  coefficient  of  variation  for  estimating  the
population mean of study variate. Used correlation coefficient between study variate
and auxiliary variate. Work done by above Cochran (1940), Robson (1957), Murthy
(1964), Sisodia and Dwivedi (1981) and Singh and Tailor (2003) were based on use of
single auxiliary variate.
Singh (1967) used information on two auxiliary variates and suggested a ratio-
cum-product  estimator  for  population  mean. Singh  and  Tailor  (2005)  utilized
correlation coefficient between study variate and auxiliary variate beside population
mean  of  auxiliary  variate  and  suggested  improved  ratio-cum-product  estimator  for
population mean.
Srivenkataramana  (1980)  proposed  dual  to  ratio  and  product estimators  to
estimate population mean. Singh et. al (2005) suggested dual to Singh (1967) ratio-
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Singh et. al (2005) and Singh and Tailor (2005) motivates authors to propose
dual to Singh and Tailor (2005) ratio-cum-product estimator for population mean and
study its properties.
Consider a finite population U of size N consisting of  units N U U U ,..., , 2 1 .
Let y and ) z , x (  be the study variate and auxiliary variates respectively. A random
sample of size n is drawn from U using simple random sampling without replacement.
Let i y  and ) z , x ( i i are observations taken on study variate y and auxiliary variates
(x, z) respectively.
The classical ratio and product estimators for population mean Y  are
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Population means of auxiliary variate x and z i.e. X and Z  respectively are assumed
to be known.
Singh (1967) suggested a ratio-cum-product estimator for population mean Y as
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Mean squared errors of ratio estimator R y , product estimator P y and ratio-cum-
product estimator RP y  respectively are
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Srivenkataramana  (1980)  applied  a  transformation
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*   on  auxiliary
variate x  and z  suggested dual to ratio and product estimators R y  and P y  as
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Singh et. al (2005) defined  dual to ratio-cum-product estimator

RP y  as
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Mean squared error of

R y ,

P y and

RP y up to the first degree of approximation are
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2. Proposed Estimator
Singh and Tailor (2005) defined a ratio-cum product estimator using known
correlation coefficient xz  between auxiliary variates x  and z as Journal of Reliability and Statistical Studies, June 2012, Vol. 5 (1) 68
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Mean squared error of Singh and Tailor (2005) estimator ST y  is
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Using  the  transformation
 x and
 z , suggested dual  to  Singh  and  Tailor  (2005)
estimator ST y  is proposed as
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To obtain the bias and mean squared error of
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ST y ,  we write
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Expressing (2.1) in terms of s ei we have
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Finally, the bias and mean squared error of proposed estimator
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Variance of simple  mean estimator y in simple random  sampling  without
replacement is defined as
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squared error of the suggested estimator
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Expressions (3.2)  to  (3.8)  provide  the  conditions  under  which  proposed
estimator
*
ST y would be more efficient thany, R y , P y , RP y

R y ,

P y ,
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RP y and ST y
.
4. Empirical Study
To  see  the  performance  of the  proposed estimator we  are  considering two
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Population I    [Source: Singh p.377]
y : Number of females employed
x : Number of females service
z: Number of educated females
46 . 7 Y  , 31 . 5 X  , 00 . 179 Z  , 5046 . 0 C
2
y  , 5737 . 0 C
2
x  ,
0633 . 0 C
2
z  , 7737 . 0 yx   , 2070 . 0 yz   
0033 . 0 xz    , 61 N  and 20 n  .
Population II [Source: Johnston p. 171]
y : Percentage of hives affected by disease
x : Mean January temperature
z:  Date of flowering of a particular summer species (number of days from January 1)
52 Y  , 42 X  , 200 Z  , 0244 . 0 C
2
y  , 0170 . 0 C
2
x  , 0021 . 0 C
2
z  ,
80 . 0 yx   , 94 . 0 yz   
73 . 0 xz    , 10 N  and 4 n  .
Percent Relative Efficiencies Estimators
Population I Population II
y 100.00 100.00
R y 205.34 276.85
P y 102.16 187.08
RP y 213.54 394.86

R y 214.74 238.49

P y 104.35 149.13

RP y 235.52 401.98
ST y 213.36 383.49
*
ST y 235.61 405.83
Table 4.1: Percent Relative Efficiencies of y, R y , P y , RP y

R y ,

P y ,

RP y ST y and
*
ST y  with respect to y
Section 3 provides the conditions under which mean squared error of proposed
estimator
*
ST y   would be less than  mean squared error of y, R y , P y ,

R y ,

P y  and

RP y . Table 4.1 reveals that suggested estimator
*
ST y  has maximum percent relative
efficiency in comparison to all other estimators considered in this paper. Thus if theDual to Ratio-Cum-Product Estimator … 71
correlation coefficient between auxiliary variates is known, the proposed estimator
*
ST y
is recommended for use in practice for estimating the population mean.
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