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Abstract:We investigate Kantowski-Sachs models in Einstein-æther theory with a perfect
fluid source using the singularity analysis to prove the integrability of the field equations
and dynamical system tools to study the evolution. We find an inflationary source at
early times, and an inflationary sink at late times, for a wide region in the parameter
space. The results by A. A. Coley, G. Leon, P. Sandin and J. Latta (JCAP 12, 010,
2015), are then re-obtained as particular cases. Additionally, we select other values for
the non-GR parameters which are consistent with current constraints, getting a very rich
phenomenology. In particular, we find solutions with infinite shear, zero curvature, and
infinite matter energy density in comparison with the Hubble scalar. We also have stiff-
like future attractors, anisotropic late-time attractors, or both, in some special cases. Such
results are developed analytically, and then verified by numerics. Finally, the physical
interpretation of the new critical points is discussed.
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1 Introduction
The cosmological acceleration of the Universe is a challenge to our knowledge of physics,
since it cannot be described within the framework of general relativity (GR) for a matter
content satisfying the strong energy condition. Thus, in order to explain it one should
either keep GR and modify the matter content of the universe, introducing the concept
of dark energy [1, 2], or modify the gravitational sector itself. In particular, one can
modify gravity by constructing various extensions of the Einstein-Hilbert action, such as
f(R) gravity [3] f(G) gravity [4], Lovelock gravity [5], Horˇava-Lifshitz gravity [6], massive
gravity [7], galileon modifications [8], etc. (for reviews see [9]).
One interesting class of gravitational modification is the Einstein-aether theories (Æ-
theories), which were investigated systematically in the last fifteen years [10–52], although
the work on the subject of Æ-theories started a long ago in special cases [53, 54]. Recently, in
[55], two of us studied spherically symmetric Æ-theories with a perfect fluid matter source
in a comprehensive manner. We have derived a well-posed system of first order partial
differential evolution equations in two variables with restrictions. Introducing normalized
variables, we obtained a set of equations well suited for numerical computations and for
the study of the qualitative properties of the models. Æ-theories consist of GR coupled,
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at second derivative order, to a dynamical timelike unit vector field, the aether, ua. This
vector can be thought of as the 4-velocity of a preferred frame.
The energy momentum tensor of the æther is built by contraction of ∇auc∇bud with
the tensor
Kabcd ≡ c1gabgcd + c2δac δbd + c3δadδbc + c4uaubgcd, (1.1)
that depends on four constants. We can study different models with different dimensionless
parameters ci. It is convenient to make a reparameterization of the aether parameters,
analogous to the one given in [33]:
cθ = c2 + (c1 + c3)/3, cσ = c1 + c3, cω = c1 − c3, ca = c4 − c1,
where the new parameters correspond to terms in the Lagrangian relating to expansion,
shear, acceleration, and twist of the aether respectively. As we know, spherically symmetric
models are hypersurface orthogonal, thus, the æther field has vanishing twist and therefore
it is independent of the twist parameter cω [33]. This freedom in the parameters choice
can be used to set c4 = 0 [12]. A second condition on the ci can effectively be specified
by a renormalization of the Newtonian gravitational constant G. From [12] we obtain that
GN = G
(
1− 12(cσ + cω + ca)
)−1
. As long as (cσ + cω + ca) < 2, so that the gravitational
constant is positive, we can effectively renormalize and specify cσ+ cω+ ca. The remaining
two non-trivial constant parameters in the model must satisfy additional constraints.
For the above models the values of the ci, i = 1 . . . 4 must be consistent with all
observations. In general, if the magnitudes of all the ci are non-zero and small, say, less
than 10−2, then the models will be physical [12, 56]. There are also a number of self-
consistency requirements [12, 56]. If we study the models in the early universe, where
the constants ci can be replaced with evolving parameters [15], then the observational
constraints introduced in [12, 56] need not be applied.
On the other hand, there is some interest in cosmological models with positive spatial
curvature (closed models) [57], but they have attracted less attention since they are more
complicated mathematically. Closed Friedmann-Lemaˆıtre-Robertson-Walker (FLRW) mod-
els were investigated, e.g., in [58–61]; Kantowski-Sachs models in [61, 62]; and Bianchi type
IX in [60, 62–64] using dynamical system techniques, while a compact phase space analysis
was performed in [57, 65, 66].
In our research we are interested in Kantowski-Sachs models, which are defined locally
as admitting a four-parameter continuous isometry group which acts on spacelike hyper-
surfaces, and which possesses a three-parameter subgroup whose orbits are 2-surfaces of
constant curvature. This implies that models possess spherical symmetry, combined with
a translational symmetry [60, 61, 67]. Earlier references to Kantowski-Sachs models can be
found in [67]. The Kantowski-Sachs models can be obtained from the locally rotationally
symmetric Bianchi type IX models by a Lie contraction, and thus, they can appear as
invariant sets in the boundary of the phase space of locally rotationally symmetric Bianchi
IX non-tilted perfect fluid models [60, 66].
The recollapse problem was solved in [67] for all general relativistic Kantowski-Sachs
models in which the matter content is a perfect fluid satisfying reasonable energy conditions.
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These models exhibit, in almost all cases, past asymptotes to a Big-Bang singularity and
future asymptotes to a Big Crunch [60]. Classically, these past and future singularities
can be an anisotropic structure such as a barrel, cigar or a pancake, or an isotropic point–
like structure depending on the initial conditions on anisotropic shear and matter [67].
Furthermore, in [57] closed FLRW models were investigated containing a perfect fluid and
an exponential scalar field, while in [62] both locally rotationally symmetric Bianchi type IX
and Kantowski-Sachs orthogonal perfect fluid models were investigated. Kantowski-Sachs
models were also investigated in some cosmological settings such that modified gravity
and scalar-field models [68–71]. Closed FLRW models were also investigated in [72, 73].
The global asymptotic behaviour of closed FLRW models is that they either expand from
an initial singularity, reach a maximum expansion and thereafter recollapse to a final
singularity, or else they expand forever towards a flat power-law inflationary solution, as
occurs in the Bianchi type IX models. Now, for the Kantowski-Sachs model there are two
asymptotic scenarios: (i) by qualitative analysis it was found that all models expand from
a singularity, reach a point of maximum expansion, and then recollapse to a singularity;
and (ii), it was numerically proven that there are solutions that expand from singularities
to infinitely dispersed isotropic states and solutions that contract from infinitely dispersed
isotropic states to singularities [61, 62]. Now, in our scenario, i.e. a perfect fluid in
Kantowski-Sachs Æ-theory without scalar field, we also found solutions that either expand
from or contract to anisotropic states. This result, to our knowledge, is new (a partial
proof of this was given by two us in [55]) and does not arise in GR. These solutions are a
non-trivial consequence of the presence of a non-zero Lorentz-violating vector field.
In this paper, we will investigate Kantowski-Sachs models in Æ-theory with a perfect
fluid source, extending the results presented in [55]. Since models of this kind may recol-
lapse, the expansion parameter θ, which is related to the Hubble parameter, is zero at the
time of maximal expansion, and thus, θ-normalization does not lead to a complete descrip-
tion of the dynamics. We derive the evolution equations in terms of normalized variables,
rather than θ-normalized, which reduce to a dynamical system. Our results extend and
complement those found in [55]. The formalism adopted here is appropriate for the study
of the qualitative properties of astrophysical and cosmological models with values for the
parameters ca, cθ, cσ of the æther field, which are consistent with current constraints. In
particular, for the range of parameters 0 ≤ γ < 2, cθ < −13 and cσ < 12 , where γ is the
barotropic index of the perfect fluid, we find an inflationary source at early times, and an
inflationary sink at late times. In the special case cσ =
1
2(1 − c2) ≥ 0, ca = − d(1+d)cσ ≤
0, cθ = 0, and under variable rescalings the system (5.27) investigated in [55] is recovered
and the results presented there are re-obtained. Additionally, we discuss two new cases
that arise for a special selection of the free parameters in accordance to physical bounds
(as discussed in [12, 15, 56] and summarized in Appendix A of [55]). For example, as-
suming ca = − (c1
2+c32)
c1
≤ 0, 0 ≤ cσ = c1 + c3 ≤ 1, cθ = − (c1
2−c32)
3c1
≤ 0, particularly,
for the choices c1 < 0,
1
2(1 − 2c1) < c3 ≤ 1 − c1 or 14 < c1 ≤ 12 , 12(1 − 2c1) < c3 ≤ c1 or
c1 >
1
2 ,
1
2(1 − 2c1) < c3 ≤ 1 − c1, we show that the phase space becomes unbounded. For
these ranges of parameters, we demonstrate the existence of solutions with infinite shear,
zero curvature and infinite mass energy density in comparison with the Hubble scalar. We
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also have stiff-like future attractors, anisotropic late-time attractors, or both, in some spe-
cial cases. Finally, in the case cσ =
1
2(1 − c2) ≥ 0, cθ = −13(1 − c2) ≤ 0, ca = 0, and under
a time rescaling, we show that the late-time attractors are stiff-like solutions. Such results
are developed analytically, and then verified numerically.
As far as concerns the critical points that are introduced by the Æ-theory, we discuss
the behavior of the solutions at such points and we find conditions for the non existence
of a Big Bang or a Big Crunch singularity, and compare them with that of the stability
analysis of the critical point.
2 The model
The action of Æ-gravity reads [12, 74]:
S =
∫
d4x
√−g
[
1
2
R−Kabcd∇auc∇bud + λ (ucuc + 1) + Lm
]
, (2.1)
where
Kabcd ≡ c1gabgcd + c2δac δbd + c3δadδbc + c4uaubgcd. (2.2)
The action (2.1) contains the Einstein-Hilbert term, a kinetic term for the æther with
four dimensionless coefficients ci, and the matter-energy density Lm. The constraint on
the æther to be time-like is guaranteed by means of the Lagrange multiplier λ [75]. The
Lagrange multiplier can be defined by [55]:
λ = −ub∇aJab − c4u˙au˙a (2.3)
where Jam = −Kabmn∇bun, u˙a = ub∇bua. Furthermore, the æther vector must satisfy the
restrictions [55]:
0 = hbc∇aJab + c4hbcu˙a∇bua, (2.4)
where hbc := gbc + ubuc denotes the induced metric.
The convention used in this paper for metric signature is (−+++) and the units are chosen
so that the speed of light defined by the metric gab is unity and κ
2 ≡ 8πG = 1. The field
equations from varying (2.1) with respect to gab are [24]:
Gab = T
æ
ab + T
m
ab (2.5)
where Gab is the Einstein tensor of the metric gab. The effective æther energy-momentum
tensor is given by
Tæab = 2c1(∇auc∇buc −∇cua∇cub)− 2[∇c(u(aJcb)) +∇c(ucJ(ab))−∇c(u(aJb)c)]
− 2c4u˙au˙b + 2λuaub + gabLu, (2.6)
and
Lu ≡ −Kabcd∇auc∇bud, (2.7)
is the Æ- lagrangian [12]. The energy momentum-tensor for the matter field is
Tmab ≡ −2
δLm
δgab
+ Lmgab = µuaub + p(gab + uaub). (2.8)
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We choose a linear equation of state for the perfect fluid:
p = (γ − 1)µ, (2.9)
where γ is a constant satisfying 0 ≤ γ < 2.
From before, it is convenient to introduce the redefinition of constants:
cθ = c2 + (c1 + c3)/3, cσ = c1 + c3, cω = c1 − c3, ca = c4 − c1.
Using the Kantowski-Sachs metric [76]:
ds2 = −N(t)2dt2 + (e11(t))−2dx2 + (e22(t))−2(dϑ2 + sin2 ϑdϕ2), (2.10)
and setting the lapse function toN = 1, the Lagrangian (2.7) becomes Lu = −
(
cθθ
2 + 6cσσ
2
)
,
and the æther components reduce to (µ, p, q1, π+) = (−cθθ2 − 6cσσ2, cθ(2∂t + θ)θ −
6cσσ
2, 0, 2cσ(∂t+θ)σ). While the evolution equations are given by the following algebraic-
differential system [55]:
˙e11 = −1
3
(θ − 6σ) e11 (2.11a)
θ˙ = −θ
2
3
+ 6
C1
C2
σ2 +
(2− 3γ)
2C2
µ (2.11b)
σ˙ = −1
9
C2
C1
θ2 − θσ − σ2 + 1
3C1
µ (2.11c)
µ˙ = −γθµ (2.11d)
K˙ = −2
3
(θ + 3σ)K (2.11e)
where the algebraic equation is
K = µ− 3C1σ2 − C2
3
θ2, (2.12)
where C1 = 2cσ − 1 , C2 = 3cθ + 1. The choice C1 = −1, C2 = 1 corresponds to GR.
It is possible to write (2.11) as a system of second-order differential equations but with
fewer independent variables. For the latter systems we apply the ARS algorithm (Ablowitz,
Ramani and Segur) [77–79]. Because of the algebraic equation (2.12) the dynamical system
reduces to that of four first-order differential equations, (2.11a)-(2.11d). Furthermore from
(2.11a) and (2.11d) we find that
θ = −1
γ
µ˙
µ
and σ =
θ
6
+
1
2
˙e11
e11
(2.13)
from which, if we substitute into (2.11b) and (2.11c), we have the following system of
second-order differential equations with respect to the variables µ and e1
1. The system is
0 = 9C1γ
2µ2
(
˙e11
)2
− 6C1γe11µ ˙e11µ˙+
+
(
e1
1
)2 (
3 (2− 3γ) γ2µ3 + (C1 − 2C2 − 6C2γ) µ˙2 + 6C2γµµ¨
)
(2.14a)
0 = 9C1 (C2 − C1) γ2µ2
(
˙e11
)2
+ 3γ2
(
e1
1
)2
(4C2 + 3C1γ − 2C1)µ3+
− (e11)2 (C1 + C2) (C1 + 4C2) µ˙2 + 6C1γe11µ((C1 + 4C2) e˙µ˙− 4C2γµ ¨e11) (2.14b)
With the method of singularity analysis we prove the integrability of the system (2.14).
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3 Integrability of the field equations
A dynamical system can either be studied by various approaches or be solved numerically.
However, in order to prove that there exists an actual solution the integrability of the
system should be studied. The integrability in gravitational theories is a subject of special
interest. For the silent universe the integrability of the irrotational models has been proven
in [80], while in case of the Szekeres system the integrability has been analyzed with the
method of Darboux polynomials in [81]. In this section we will use the method of movable
singularities in order to study the integrability of the field equations. Singularity analysis
has been applied previously to various cosmological models [82–84] and most recently in
the modified theories of gravity namely f (R) and f (T ) [85, 86]. In order to perform the
singularity analysis we follow the ARS (Ablowitz, Ramani and Segur) [77–79] algorithm.
Specifically the steps that we follow are: (a) determine dominant solution, (b) find the
resonances and (c) write the solution in a Laurent Series and prove the consistency of the
solution.
We substitute
(
µ (t) , e1
1 (t)
)
= (µ0τ
p, e0τ
q) , (τ = t− t0) into (2.14a) and (2.14b) and
we determine the dominant behavior. Easily we find that
p = −2 , q = − 2
3γ
, µ0 =
4C2
3γ2
(3.15)
p = −2, q = 2
(
1− 1
γ
)
, µ0 =
4
3γ2
((3γ − 2)C1 +C2) . (3.16)
We observe that (3.15) and (3.16) are also solutions of the field equations (2.14). This
is a particular solution and holds for specific initial conditions because the free parameter
is only the position of the singularity, t0. It is important to note here that solution (3.15)
is that which is given by the application of the zeroth-order invariants of the Lie symmetry
vector t∂t − 2µ∂µ − 23γ e11∂e11 of the system (2.14).
We continue with the determination of the resonances for the dominant terms (3.15).
In order to do that we substitute into the system (2.14),
µ (t) =
4
3
C2
γ2
t−2 +mt−2+s , e11 (t) = e0t
− 2
3γ + nt−2+s, (3.17)
where m, n are two arbitrary parameters. We linearize around m = 0 and n = 0, i.e.
m2 → 0, n2 → 0, mn→ 0 etc. We obtain two linear algebraic equations on m and n. The
system should have arbitrary solution for any values of m and n, that is, the determinant
of the matrix which defines the linear system has to vanish. From the latter we find the
algebraic equation
(1 + s) (8− 9γ + 3γs) (2− 6γ + 3γs) (4− 6γ + 3γs) = 0 (3.18)
in which the solution with respect to s gives.
s1 = −1 , s2 = 2
3γ
(3γ − 2) , s3 = 2
3
(3γ − 1) , s4 = (9γ − 8)
3γ
, (3.19)
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The resonance s1 = −1, is important for the existence of the singularity while it provides
us with the information that the singularity analysis have been done correctly. The other
three resonances give the positions of the three integration constants in the series expansion.
Recall that the fourth constant of integration is the position of the singularity, t0. An
important observation here is that for γ ∈ [1, 2) all the resonances (3.19) are positive
meaning that the solution is given by a Right Painleve´ Series.
In order for the equations to pass the singularity analysis we have to check the con-
sistency of the solution. For that reason we select γ = 1, a dust fluid, from which we
have that the dominant solution µd (t) =
4
3C2t
−2 , e11d (t) = e0t
− 2
3 , and the resonances are
s1 = −1, s2 = 43 , s3 = 23 , s4 = 13 . From the latter we extract the information that the
step of the series is 13 , meaning that the solution is
µ (t) = µ0t
−2 +
+∞∑
I
µIt
−2+ I
3 , e1
1 (t) = ν0t
− 2
3 +
+∞∑
J
νJ t
− 2
3
+J
3 . (3.20)
We substitute the solution (3.20) in the system (2.14), and we calculate the param-
eters µ0, µI and ν0, νJ . We find µI =
(
4
3C2, µ2, 0,
17C1−16C2
28C1C2
(µ2)
2 , 0, . . .
)
, and, νI =(
0, C1+4C24C1C2 , 0, 0, 0, . . .
)
, where µ2, ν0, are the constants of integration. The third constant
of integration is in the next coefficient. Therefore we say that for γ a rational number, for
which the dominant behavior and the resonances are rational numbers, the field equations
(2.14a), (2.14b) pass the singularity test.
Now, as we have proved that the field equations are integrable, that is, that there exists
an actual solution, the evolution of the field equations will be studied in the following by
using dynamical system tools.
4 Evolution on a phase-plane
In order to perform the dynamical-system analysis we need to introduce suitable normalized
variables that will reduce the system to a dimensionless form [60, 61, 87].
4.1 Dynamical system at the finite region
We follow the approach of Section 5.2 of [55], and define:
x =
√
µ
D
, y =
√
3σ
D
, z =
√
K
D
,Q =
θ√
3D
, (4.1)
where:
D =
√
K +
θ2
3
, (4.2)
and the new time variable f ′ := dfdτ ≡ 1D f˙ .
The variables (4.1) are related through the constraints
(1− C2)Q2 − C1y2 + x2 = 1, (4.3a)
Q2 + z2 = 1. (4.3b)
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From the equations (4.3) it follows that Q and z are bounded in the intervals Q ∈
[−1, 1], z ∈ [0, 1] (for expanding universes Q ≥ 0). x and y are bounded for C1 < 0,
i.e., for cσ ≤ 12 . Otherwise, they can be unbounded. That is x → ∞, y → ∞ while
maintaining −C1y2 + x2 bounded with the rough estimate | − C1y2 + x2| ≤ 1 + |1−C2|.
The restrictions (4.3) allow us to eliminate two variables, say x and z. This leads to
the following 2-dimensional dynamical system [55]:
y′ =
Qy
(
C2
(
(3γ − 2)Q2 − 4)− (3γ − 2) (Q2 − 1))
2
√
3C2
− Q
2 − 1√
3C1
+
√
3(γ − 2)C1Qy3
2C2
−
(
Q2 − 1) y2√
3
, (4.4a)
Q′ =
(
Q2 − 1) (C2Q(3γQ− 2(Q+ y)) + 3(γ − 2)C1y2 − (3γ − 2) (Q2 − 1))
2
√
3C2
, (4.4b)
defined in the invariant set:
{
(y,Q) : −C2Q2 − C1y2 +Q2 ≤ 1, Q ∈ [−1, 1]
}
.
The usual volume deceleration parameter, q = −1− 3θ˙/θ2, is given by
qQ2 =
(3γ − 2) (C2Q2 −Q2 + 1)+ 3(γ − 2)C1y2
2C2
. (4.5)
This system was deduced in [55], but the analysis was done for a special choice of
parameters. Now, we will discuss the system in detail, without specifying the values of the
æther parameters ca, cθ and cσ. As applications, we select values for the æther parameters
which are consistent with current constraints, generating a very rich phenomenology as
we will discuss shortly. Particularly, the results found in [55] are re-obtained as particular
cases. But first, let us comment on the stability conditions of the critical points of the
system (4.4) given in Table 1. Furthermore, at Table 2 the coordinates of the critical
points at the limit of GR, C2 = −C1 = 1, are presented.
The critical points P1 and P2 exist for C2 ≥ 0. P1 is a source and P2 is a sink for
C2 ≥ 0, and 0 ≤ γ < 23 . They are nonhyperbolic for γ = 23 and saddles otherwise. The
deceleration factor evaluated at the critical points P1 and P2 is given by q =
3γ
2 − 1. On
the other hand, the sign of Q means expansion if it is positive, and contraction if it is
negative. Thus, P1 (respectively, P2) corresponds to solutions with decelerated contraction
(respectively, decelerated expansion) for γ > 23 and accelerated contraction (respectively,
decelerated contraction) for 0 ≤ γ < 23 .
The critical points P3, P4, P5 and P6 exist for C1 < 0, C2 ≥ 0 or C1 > 0, C2 ≤ 0. P3 is:
1. nonhyperbolic for C2 6= 0, C2 = −4C1,
2. a sink for
(a) 0 ≤ γ < 2, C1 < 0, 0 ≤ C2 < −4C1, or
(b) 0 ≤ γ < 2, C1 > 0,−4C1 < C2 ≤ 0,
or
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Label Coordinates: (y,Q) Existence Eigenvalues
P1 (0,−1) C2 ≥ 0 12
√
3(2− γ), 2−3γ√
3
P2 (0, 1) C2 ≥ 0 −12
√
3(2− γ),−2−3γ√
3
P3
(
−
√
−C2C1 ,−1
)
C1 < 0, C2 ≥ 0 or C1 > 0, C2 ≤ 0 −
√
3(2− γ),− 4√
3
+ 2√
3
√
−C2C1
P4
(√
−C2C1 ,−1
)
C1 < 0, C2 ≥ 0 or C1 > 0, C2 ≤ 0 −
√
3(2− γ),− 4√
3
− 2√
3
√
−C2C1
P5
(
−
√
−C2C1 , 1
)
C1 < 0, C2 ≥ 0 C1 > 0, C2 ≤ 0
√
3(2− γ), 4√
3
+ 2√
3
√
−C2C1
P6
(√
−C2C1 , 1
)
C1 < 0, C2 ≥ 0 or C1 > 0, C2 ≤ 0
√
3(2− γ), 4√
3
− 2√
3
√
−C2C1
P7
(
C2
C3
,−2|C1|C3
)
C1 < 0, C2 ≤ 0 or
C1 < 0, C2 ≥ −4C1 or
C1 > 0,−4C1 ≤ C2 ≤ 0 4C1+C2√3C3 ,
2((3γ−2)C1+C2)√
3C3
P8
(
−C2C3 ,
2|C1|
C3
)
C1 < 0, C2 ≤ 0 or
C1 < 0, C2 ≥ −4C1 or
C1 > 0,−4C1 ≤ C2 ≤ 0 −4C1+C2√3C3 ,−
2((3γ−2)C1+C2)√
3C3
P9
(
2−3γ
C4
,− 2C4
)
0 ≤ γ ≤ 23 , C1 ≤ 0, C2 ≥ (2− 3γ)C1 or
2
3 ≤ γ < 2, C1 ≥ 0, C2 ≥ (2− 3γ)C1 −
√
3(γ−2)+C5
2C4
,−
√
3(γ−2)−C5
2C4
P10
(
−2−3γC4 , 2C4
)
0 ≤ γ ≤ 23 , C1 ≤ 0, C2 ≥ (2− 3γ)C1 or
2
3 ≤ γ < 2, C1 ≥ 0, C2 ≥ (2− 3γ)C1
√
3(γ−2)+C5
2C4
,
√
3(γ−2)−C5
2C4
Table 1. Critical points of the system (4.4). We use the notations C3 =
√
C1 (−C22 − 4C1 (C2 − 1))
and C4 =
√
4− 3(γ − 2)(3γ − 2)C1, and C5 =
√
(γ−2)(8(2−3γ)2C1+(27γ−22)C2)√
C2
. We have assumed
that 0 ≤ γ < 2.
3. a saddle otherwise.
P4 is a sink whenever exists. That is, for C1 < 0, C2 ≥ 0 or C1 > 0, C2 ≤ 0.
P5 is a source whenever exists. That is, for C1 < 0, C2 ≥ 0 or C1 > 0, C2 ≤ 0.
P6 is:
1. nonhyperbolic for C2 6= 0, C2 = −4C1,
2. a source for 0 ≤ γ < 2, C1 < 0, 0 ≤ C2 < −4C1, or 0 ≤ γ < 2, C1 > 0,−4C1 < C2 ≤ 0,
3. a saddle otherwise.
The deceleration parameter evaluated at the critical points P3 to P6 is given by q = 2.
Thus, P3 and P4 represent decelerated expanding stiff-like fluid solutions, while P5 and P4
corresponds to decelerated stiff-like contracting solutions.
The critical points P7 and P8 exist for
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Point Gen. Relat. (y,Q) Asymptotic behavior
P1 (0,−1) µ = µ˜0∆t2 ,K = K˜0∆t
− 4
3γ , e1
1 = e˜110∆t
− 2
3γ , ℓ = ℓ˜0∆t
2
3γ .
A point–like singularity as ℓ→ 0.
P2 (0, 1) µ =
µ˜0
∆t2
,K = K˜0∆t
− 4
3γ , e1
1 = e˜1
1
0∆t
− 2
3γ , ℓ = ℓ˜0∆t
2
3γ .
A point–like singularity as ℓ→ 0.
P3 (−1,−1) µ = µ˜0∆tγ ,K = K˜0∆t−
4
3 , e1
1 = e˜1
1
0∆t
1
3 , ℓ = ℓ˜0∆t
1
3 .
Cigar singularity as ℓ→ 0.
P4 (1,−1) µ = µ˜0∆tγ ,K = K˜0, e11 = e˜110∆t−1, ℓ = ℓ˜0∆t
1
3 .
A pancake singularity as ℓ→ 0.
P5 (−1, 1) µ = µ˜0∆tγ ,K = K˜0, e11 = e˜110∆t−1, ℓ = ℓ˜0∆t
1
3 .
A pancake singularity as ℓ→ 0.
P6 (1, 1) µ =
µ˜0
∆tγ ,K = K˜0∆t
− 4
3 , e1
1 = e˜1
1
0∆t
1
3 , ℓ = ℓ˜0∆t
1
3 .
Cigar singularity as ℓ→ 0.
P9
(
2−3γ
3γ−4 ,− 23γ−4
)
, γ < 23 µ =
µ˜0
∆t2
,K = K˜0
∆t2
, e1
1 = e˜110∆t
2− 2
γ , ℓ = ℓ˜0∆t
2
3γ .
A point–like singularity as ℓ→ 0.
P10
(
−2−3γ3γ−4 ,− 23γ−4
)
, γ < 23 µ =
µ˜0
∆t2
,K = K˜0
∆t2
, e1
1 = e˜110∆t
2− 2
γ , ℓ = ℓ˜0∆t
2
3γ .
A point–like singularity as ℓ→ 0.
Table 2. Critical points of the system (4.4) at the limit of GR, that is, C2 = −C1 = 1.
1. C1 < 0, C2 ≤ 0 or
2. C1 < 0, C2 ≥ −4C1 or
3. C1 > 0,−4C1 ≤ C2 ≤ 0.
Since GR is recovered for the specific choice of parameters C1 = −1, C2 = 1 it follows
that these points are not allowed in GR. To our knowledge, the existence of these non-
GR anisotropic states P7 and P8 was first partially proved in [55] for the specific case
cσ =
1
2(1 − c2) ≥ 0, ca = − d(1+d)cσ ≤ 0, cθ = 0, where c and d are constants. That is for
C1 = −c2 ≤ 0, C2 = 1, ca = −d(1−c
2)
2(1+d) . They are a non-trivial consequence of the presence
of a non-zero Lorentz-violating vector field. Now, let us discuss on their stability.
P7 (resp. P8) is:
1. nonhyperbolic for:
(a) C1 > 0, C2 = −4C1, 0 ≤ γ < 2 or
(b) C1 > 0,−4C1 < C2 ≤ 0, γ = 2C1−C23C1 .
2. a sink (resp. a source) for
(a) 0 ≤ γ ≤ 23 , C1 < 0, C2 < (2− 3γ)C1, or
(b) 23 < γ < 2, C1 < 0, C2 ≤ 0.
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3. a source (resp. a sink) for
(a) 0 ≤ γ < 2, C1 < 0, C2 > −4C1, or
(b) 23 < γ < 2, C1 > 0, (2 − 3γ)C1 < C2 ≤ 0.
4. a saddle otherwise.
The deceleration parameter evaluated at the critical points is given by q = − C22C1 , and
thus, the critical point represents:
1. an accelerated solution for
(a) 0 ≤ γ < 2, C1 < 0, C2 < 0 [P7 is a late-time accelerated solution, dark energy,
sink; P8 is an early-time accelerated, inflationary solution, source].
2. a decelerated solution for
(a) 0 ≤ γ < 2,−4C1 ≤ C2 < 0 [P7 and P8 are saddles] or
(b) 0 ≤ γ < 2, C1 < 0, C2 ≥ −4C1 [P7 is a sink; P8 is a source].
P9 and P10 exist for
1. 0 ≤ γ ≤ 23 , C1 ≤ 0, C2 ≥ (2− 3γ)C1 or
2. 23 ≤ γ < 2, C1 ≥ 0, C2 ≥ (2− 3γ)C1
P9 (resp. P10) is nonhyperbolic for
1. 0 ≤ γ < 23 , C1 < 0, C2 = (2− 3γ)C1, or
2. γ = 23 , C2 > 0, or
3. 23 < γ < 2, C1 > 0, C2 = (2− 3γ)C1.
The trace and the determinant of the Jacobian matrix evaluated at P9,10 are τ =
± 2−γ√
((8−3γ)γ−4)C1+ 43
, δ = 2(γ−2)(3γ−2)((3γ−2)C1+C2)C2(3(γ−2)(3γ−2)C1−4) , respectively. Thus, P9 (resp. P10) is:
1. a source (resp. a sink) for
(a) 0 ≤ γ < 23 , C1 < 0, (2 − 3γ)C1 < C2 < 0, or
(b) 23 < γ < 2, C1 ≥ 0, C2 > 0.
2. a saddle for
(a) 0 ≤ γ < 23 , C1 ≤ 0, C2 > 0, or
(b) 23 < γ < 2, C1 > 0, (2 − 3γ)C1 < C2 < 0.
The deceleration factor evaluated at the critical point is given by q = 3γ2 − 1. Thus,
the solutions are decelerated for γ > 23 and accelerated for 0 ≤ γ < 23 .
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4.2 Dynamical system at infinity.
Due to the fact that the dynamical system (4.4) is non-compact (along the y- direction,
since Q ∈ [−1, 1] is bounded), there could be features in the asymptotic regime which are
non trivial for the global dynamics. Thus, in order to complete the analysis of the phase
space we will now extend our study using in place of y a variable that remains finite in the
asymptotic regime. The new variable v = y/
√
1 + y2 ensures that the regimes y → ±∞
are mapped onto v → ±1.
The field equations becomes
dv
dT
=
(3γ − 2) (C2 − 1)Q3v
(
v2 − 1)2
2
√
3C2
−
(
Q2 − 1) (1− v2)3/2 (C1v2 − v2 + 1)√
3C1
− Qv
(
v2 − 1) (3(γ − 2)C1v2 − (v2 − 1) (3γ − 4C2 − 2))
2
√
3C2
, (4.6a)
dQ
dT
= − (3γ − 2) (C2 − 1)Q
4
(
v2 − 1)
2
√
3C2
+
Q2
(
3(γ − 2)C1v2 + (3γ − 2) (C2 − 2)
(
v2 − 1))
2
√
3C2
+
(3γ − 2) (v2 − 1)− 3(γ − 2)C1v2
2
√
3C2
− 1
3
(
Q2 − 1)Qv√3− 3v2, (4.6b)
where we have used the time rescaling dfdT = (1−v2) dfdτ . Hence, the phase space transforms
to {
(v,Q) : (1 −C2)Q2 − C1v
2
1− v2 ≤ 1, v ∈ [−1, 1], Q ∈ [−1, 1]
}
. (4.7)
Apart from the critical points analogous to P1-P10 in the (v,Q) plane we have the
addition of four critical points with coordinates Q1,2 : (v,Q) = (∓1,−1) and Q3,4 : (v,Q) =
(∓1, 1). The eigenvalues of the linearization of (4.6) around each of these fixed points are{
−
√
3(γ−2)C1
C2
,
√
3(γ−2)C1
C2
}
. Thus, they are always saddles for γ 6= 2 and C1 6= 0.
At the invariant set v = ±1 we have the solution
Q(T ) = − tanh
(
α−
√
3(2− γ)C1T
2C2
)
, (4.8)
where α is an integration constant such that α = 0 for the solution with initial condition
Q(0) = 0. This implies, for example, that the solutions with zero expansion but very high
shear σ/
√
3K + θ2 → ±∞, i.e., with v → ±1, satisfy Q → ±1, depending of the sign of
C1/C2. That is, they connect accelerated expansion era with a decelerated expansion era,
or viceversa. In GR, where C1/C2 = −1, and for 0 ≤ γ < 2, it follows that Q → +1 as
T → −∞ and Q → −1 as T → +∞, and we get early-time expanding solutions and late-
time contracting solution. When we depart from the invariant sets v = ±1, these solutions,
with extremely high anisotropy, are of saddle type. As long as y is infinite, |−3cθQ2+x2| is
infinite too, because the restriction (4.3a) has to be satisfied. Additionally, since Q→ ±1
according of the sign of C1/C2, it follows that extremely high anisotropic solutions also
have zero curvature (K → 0), and large matter energy density (|x| → ∞) in comparison
with the Hubble scalar.
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5 Exact solutions at the critical points
At the critical points the equations (2.11a), (2.11e), (2.11d), and the new equation ℓ˙/ℓ =
θ/3 (that defines the length scale ℓ along the flow lines) become:
dK
dτ
= −2(Q
∗ + y∗)K√
3
=⇒ K = K0e−
2(Q∗+y∗)τ√
3 , (5.1a)
de1
1
dτ
= −e1
1(Q∗ − 2y∗)√
3
=⇒ e11 = e110e−
(Q∗−2y∗)τ√
3 , (5.1b)
dℓ
dτ
=
Q∗ℓ√
3
=⇒ ℓ = ℓ0e
Q∗τ√
3 (5.1c)
dµ
dτ
= −
√
3γQ∗µ =⇒ µ = µ0e−
√
3γQ∗τ , (5.1d)
where the star-upperscript denotes the evaluation at a specific critical point. In order to
express the above determined functions of τ in terms of the comoving time variable t, we
solve the system:
dτ
dt
= D,
dD
dt
= D2Υ∗, (5.2)
where Υ∗ = (
C2(2(Q∗2−1)(Q∗+y∗)−3γQ∗3)−3(γ−2)C1Q∗y∗2+(3γ−2)Q∗(Q∗2−1))
2
√
3C2
.
Solving equations (5.2) (with initial conditions D(t0) = D0 and τ(t0) = 0) we obtain
τ =
ln
(
1
1−D0Υ∗(t−t0)
)
Υ∗
, D =
D0
1−D0Υ∗(t− t0) . (5.3)
Hence, we have
e1
1 = e1
1
0(1−D0Υ∗(t− t0))
Q∗−2y∗√
3Υ∗ , (5.4a)
K = K0(1−D0Υ∗(t− t0))
2(Q∗+y∗)√
3Υ∗ , (5.4b)
ℓ = ℓ0(1−D0Υ∗(t− t0))−
Q∗√
3Υ∗ , (5.4c)
µ = µ0(1−D0Υ∗(t− t0))
√
3γQ∗
Υ∗ . (5.4d)
For illustration we present the asymptotics for the new points P7 and P8. Redefining some
constants, we obtain for P7 the solution
e1
1 = e˜110(∆t)
2−3p, (5.5a)
K = K˜0(∆t)
−2, (5.5b)
ℓ = ℓ˜0 (∆t)
p , (5.5c)
µ = µ˜0 (∆t)
−3γp , (5.5d)
where p = − 2C1C2−2C1 . While for P8 we have similar behavior. From the power-law solution
of the volume at both points, we observe that when the power p > 0 the universe admits a
Big Bang or a Big Crunch. On the other hand for p < 0 at the limit ∆t→ 0, the volume
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becomes infinite. Taking into the account the existence conditions for P7,8 we find that for
C1 < 0, C2 < 2C1 the universe does not have a Big Bang or a Big Crunch solution. In this
case the point P7 is always a sink and P8 is always a source.
The expressions (5.5) are approximate solutions of (2.11) up to orderO(∆t−3γp) = O(ℓ−3γ).
The errors terms tend to zero when ∆t → +∞ for p > 0 and when ∆t → 0 for p < 0.
Note that the error terms are proportional to the matter energy density. Assume that the
matter density is constant and defines an order parameter, say µ = O(ǫ)2, with ǫ ≪ 1.
Then, we find the approximate solution
e1
1 = e˜1
1
0(∆t)
2−3p +
e˜110(3p − 2)ǫ(∆t)1−3p
3p
+O(ǫ)2, (5.6a)
K = K˜0(∆t)
−2 + K˜0ǫ
(
α(∆t)−3p−1
3p− 1 +
2
3p
(∆t)−3
)
+O(ǫ)2, (5.6b)
ℓ = ℓ˜0(∆t)
p + ℓ˜0ǫ
(
α(∆t)1−2p
3− 9p −
1
3
(∆t)p−1
)
+O(ǫ)2, (5.6c)
where α is an integration constant. Thus,
θ = 3p(∆t)−1 + ǫ
(
α(∆t)−3p + (∆t)−2
)
+O(ǫ)2, (5.7a)
σ = (1− p)(∆t)−1 + 1
6
ǫ
(
α(∆t)−3p +
2(1− p)
p
(∆t)−2
)
+O(ǫ)2 (5.7b)
Inverting (5.6c) we get
∆t =
(
ℓ
ℓ˜0
) 1
p
+ ǫ
α
(
ℓ
ℓ˜0
)3− 2
p
3p(3p − 1) +
1
3p
+O(ǫ)2. (5.8)
Thus,
e1
1
e˜1
1
0
=
(
ℓ
ℓ˜0
) 2
p
−3
+
α(2− 3p)ǫ
(
ℓ
ℓ˜0
)−1/p
3p(3p − 1) +O(ǫ)
2, (5.9a)
e2
2
e˜220
=
(
ℓ
ℓ˜0
)−1/p
+
ǫα
(
2
(
ℓ
ℓ˜0
)3− 4
p − 3p
(
ℓ
ℓ˜0
)−3)
6p(1− 3p) +O(ǫ)
2. (5.9b)
To finish this section we comment briefly about the nature of singularities.
To classify the singularities we construct the anisotropy tensor Θab = σab+
1
3θhab, where in
the Kantowski-Sachs metric Θab = diag(0,Θ1,Θ2,Θ3), Θ1 =
1
3θ − 2σ,Θ2 = Θ3 = 13θ + σ.
Each Θα defines a length scale through Θα =
ℓ˙α
ℓα
. The different singularity types are
distinguished by the behavior of the length scales ℓα as ℓ→ 0 [60], which in the Kantowski-
Sachs metric satisfies ℓ1 ∝ (e11)−1, ℓ2 and ℓ3 ∝ (e22)−1. The singularity is (see section
1.3.4 [60]):
• A point: if all the length scales shrink to zero, ℓ1, ℓ2, ℓ3 → 0, as ℓ→ 0. For Kantowski-
Sachs the condition is e1
1 →∞, e22 →∞ as ℓ→ 0.
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• cigar: if two of the length scales shrink to zero, and the third one increases without
bound as ℓ→ 0. For Kantowski-Sachs the condition is e11 → 0, e22 →∞ as ℓ→ 0.
• a barrel: if two of the length scales shrink to zero, and the third one tends to a finite
value as ℓ → 0. For Kantowski-Sachs the condition is e11 → C 6= 0, e22 → ∞ as
ℓ→ 0.
• a pancake: if one of the length scales tend to zero, and two approaches finite values
as ℓ→ 0. For Kantowski-Sachs the condition is e11 →∞, e22 → C 6= 0 as ℓ→ 0.
Hence, for P7, and assuming p > 0, this guarantees that the Big-bang/Big-cruch singular-
ities exists, and we can have anisotropic structures such as a barrel, cigar or a pancake, or
an isotropic point like structure, depending on the initial conditions on anisotropic shear
and matter. For example, assuming initial conditions such that α = 0, we have that the
singularity is point-like for p > 23 and a cigar for 0 < p <
2
3 . Now, for α 6= 0, and 0 < p < 23
or p > 43 , the singularity is point-like. For
2
3 < p <
4
3 , e1
1 exhibits a typical indeterminacy
∞ · 0, and e22 → ∞ as ℓ → 0. Thus, the singularity can be a point, cigar or a barrel.
However, the complete analysis of singularities is out the reach of the present research.
6 Applications
For the applications we use the parameter choices discussed in the papers [12, 15, 56] and
summarized in Appendix A of [55].
6.1 Case A
Let us choose cσ =
1
2(1− c2) ≥ 0, ca = − d(1+d)cσ ≤ 0, cθ = 0. Without the loss of generality
we can choose c > 0. In this special case the system (4.4) becomes
y′ = −
(
c2y2 − 1) (3(γ − 2)c2Qy + 2Q2 − 2)
2
√
3c2
, (6.1a)
Q′ = −
(
Q2 − 1) (3c2(γ − 2)y2 − 3γ + 2Qy + 2)
2
√
3
, (6.1b)
and the phase space becomes compact {(y,Q) : − 1|c| ≤ y ≤ 1|c| ,−1 ≤ Q ≤ 1}.
This case is not new and it was fully discussed in [55], but using different auxiliary variables.
From the mathematical point of view, the simulations displayed in figure 1 (a), (b), (c),
(d), and the simulations displayed in the figures 6, 7, 4, 5 of [55], represent topologically
equivalent flows. Indeed, under the rescaling y → y/c, t→ t/(2√3c), c > 0, we recover the
system (5.27) investigated in [55]. The following results are recovered: for cσ <
1
2 (i.e.,
c > 0), when γ < 23 , P2 is the unique shear-free, zero curvature (FLRW) inflationary future
attractor, and for 38 < cσ <
1
2 (i.e., 0 < c <
1
2) and 0 ≤ γ < 2 the sources and sinks are,
respectively, P5 & P8 and P4 & P7 (as confirmed in figure 1 (a)). All of these sources and
sinks are anisotropic and all, except P7, have zero curvature; the sink P7 does not have
zero curvature. For cσ <
3
8 (i.e., c >
1
2) the points P7 & P8 do not exist, and the sources
and sinks with non-zero shear are P5 and P4, respectively (as confirmed in figure 1 (b)).
1
1In this paper we changed the labels P4 and P5 in comparison with reference [55].
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Finally, we discuss the special case γ = 0, which corresponds to a Cosmological Con-
stant, due to its cosmological interest. In this case emerge additional source P1 and the
additional sink P2, as shown in Figures 1 (c,d), and they correspond to the de Sitter
solutions (q = −1). The anisotropic solutions P9 and P10 become saddles.
(a) cθ = 0, c = 0.3 and γ = 1. (b) cθ = 0, c =
√
3
5
and γ = 1
(c) cθ = 0, c = 0.3 and γ = 0. (d) cθ = 0, c = 0.6 and γ = 0.
Figure 1. Phase plots of the system (6.1).
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6.2 Case B
We choose ca = − (c1
2+c32)
c1
≤ 0, 0 ≤ cσ = c1 + c3 ≤ 1 and cθ = − (c1
2−c32)
3c1
≤ 0 which means
C1 = 2(c1 + c3)− 1, C2 = 1− c1 + c
2
3
c1
. 2 In this special case the system (4.4) becomes
y′ = y
 Q3 (c23 − c21)√
3 ((c1 − 1)c1 − c23)
+
Q
(
− c1−c2
1
+c1+c23
− 2
)
√
3
+ √3c1Qy3(2c1 + 2c3 − 1)
(c1 − 1)c1 − c23
+
Q2√
3(−2c1 − 2c3 + 1)
+
1√
3(2c1 + 2c3 − 1)
+
(
1√
3
− Q
2
√
3
)
y2, (6.2a)
Q′ =
Q4
(
c23 − c21
)
√
3 ((c1 − 1)c1 − c23)
+
Q2
(
1− 2c1−c2
1
+c1+c23
)
√
3
+
c1√
3 (−c21 + c1 + c23)
+ y2
(√
3c1Q
2(2c1 + 2c3 − 1)
(c1 − 1)c1 − c23
+
√
3c1(−2c1 − 2c3 + 1)
(c1 − 1)c1 − c23
)
+
(
Q√
3
− Q
3
√
3
)
y. (6.2b)
The phase space becomes{
(y,Q) : Q2
(
c1 − c
2
3
c1
)
+ y2(1− 2(c1 + c3)) ≤ 1,−1 ≤ Q ≤ 1
}
. (6.3)
It is compact for
1. c1 < 0,−c1 ≤ c3 ≤ 12 (1− 2c1) (see figure 2 (a)) or
2. 0 < c1 ≤ 14 ,−c1 ≤ c3 ≤ c1 (see figure 2 (b)) or
3. c1 >
1
4 ,−c1 ≤ c3 ≤ 12(1 − 2c1) (the flow is topologically equivalent to the previous
case).
It is unbounded for
1. c1 < 0,
1
2(1− 2c1) < c3 ≤ 1− c1 (see figure 3 (a)) or
2. 14 < c1 ≤ 12 , 12(1− 2c1) < c3 ≤ c1 (see figure 3 (b)) or
3. c1 >
1
2 ,
1
2(1 − 2c1) < c3 ≤ 1− c1 (the flow is topologically equivalent to the previous
case).
The conditions 0 ≤ γ < 2, cθ < −13 , cσ < 12 for which P7 is a late-time accelerated solution
and P8 is an early-time accelerated, inflationary solution, now become
1. c1 < 0, c3 < −
√
(c1 − 1)c1 or
2. c1 < 0,
√
(c1 − 1)c1 < c3 < 12(1− 2c1).
2Do not confuse the ci’s in this section with capital Ci’s in the previous analysis.
– 17 –
In the case of non-compact phase space we use the system (4.6) which becomes
v′ =
Qv5
(
c21
(
6γ + (3γ − 2)Q2 − 16)+ 6(γ − 2)c1(c3 − 1) + c23 ((2− 3γ)Q2 + 4))
2
√
3 ((c1 − 1)c1 − c23)
− Qv
3
(
c21
(
6γ + (6γ − 4)Q2 − 20)+ 3(γ − 2)c1(2c3 − 3) + 2c23 ((2− 3γ)Q2 + 4))
2
√
3 ((c1 − 1)c1 − c23)
+
Qv
(
c21
(
(3γ − 2)Q2 − 4)− 3(γ − 2)c1 + c23 ((2− 3γ)Q2 + 4))
2
√
3 ((c1 − 1)c1 − c23)
−
(
Q2 − 1)√3− 3v2v2(2c1 + 2c3 − 3)
6c1 + 6c3 − 3
−
(
Q2 − 1)√3− 3v2
6c1 + 6c3 − 3 +
2
(
Q2 − 1)√3− 3v2v4(c1 + c3 − 1)
6c1 + 6c3 − 3 , (6.4a)
Q′ = −
(
Q2 − 1) v2 (c21 (6(γ − 2) + (3γ − 2)Q2)+ 2c1(−3γ + 3(γ − 2)c3 + 4) + (2− 3γ)c23Q2)
2
√
3 ((c1 − 1)c1 − c23)
+
(3γ − 2) (Q2 − 1) (Q2(c1 − c3)(c1 + c3)− c1)
2
√
3 ((c1 − 1)c1 − c23)
− Q
(
Q2 − 1)√1− v2v√
3
. (6.4b)
In figures 2 are presented some phase plots of the system (6.2). There, the late-time at-
tractors are the stiff-like solutions (q = 2) P3 and/or P4. The transition from an expanding
to a contracting universe is demonstrated numerically (e.g., attractor P3, sources P5 & P6).
In figure 3 are presented some phase plots of the system (6.4). In Fig. 3 (a), the
sinks are P10 with eigenvalues {−0.286411 + 0.252591i,−0.286411 − 0.252591i} (it is a
stable focus) and P4 with eigenvalues {−0.433013,−0.0773503} (it is a stable node). The
physical portion of the phase space is enclosed by the red lines (hyperbolaes). Hence,
the only physical sink for the choice c1 = −12 , c3 = 32 , γ = 1 is P4. In figure 3 (b) we
use the values c1 =
1
2 , c3 =
1
4 , γ = 1. The sink is P10 with eigenvalues {−0.312463 +
0.609103i,−0.312463 − 0.609103i}. The critical points P3-P8 do not exist (since for them
Q > 1). In the plots the points Q1-Q4 are saddles. They represent the points at infinity of
the system (6.2). Additionally, in Figs. 3 (b,c), it is clearly illustrated that the transition
from the decelerated contracting solution P9 to the decelerated expanding solution P10 is
in fact valid.
6.2.1 Case B(ii)
Setting c1 = c3 in case B, and redefining c1 =
1
4 (1 − c2), we obtain cσ = 12 (1 − c2), ca =
−12(1 − c2), cθ = 0. The condition 0 ≤ cσ ≤ 1 implies −1 ≤ c ≤ 1. Without the loss
of generality we can choose c > 0. Since the Lagrangian is independent of ca for the
Kantowski-Sachs metric, the same results follow as for case A discussed in subsection 6.1.
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(a) c1 = −
1
3
, c3 =
3
5
, γ = 1 (b) c1 =
1
4
, c3 = 0, γ = 1
Figure 2. Streamline plot of the vector field (6.2). Red (continuous) lines represent the boundary
of the phase space.
(a) c1 = −
1
2
, c3 =
3
2
, γ = 1 (b) c1 =
1
2
, c3 =
1
4
, γ = 1
Figure 3. Streamline plot of the vector field (6.4). Red (continuous) lines represent the boundary
of the phase space.
6.3 Case C
Substituting the values cσ =
1
2(1− c2) ≥ 0, cθ = −13(1− c2) ≤ 0 and rescaling the equations
by the factor 2
√
3c2 (i.e., using the time reescaling t→ t/(2√3c2), c 6= 0) we obtain
y′ =
(
c2 − 1) (3γ − 2)Q3y + 2Q2 (1− c2y2)
+Qy
(
c2
(−3(γ − 2)y2 − 4) + 3γ − 2) + 2c2y2 − 2, (6.5a)
Q′ =
(
Q2 − 1) ((c2 − 1) (3γ − 2)Q2 − 2c2Qy − 3(γ − 2)c2y2 + 3γ − 2) , (6.5b)
defined on the phase space
{(y,Q) : (1− c2)Q2 + c2y2 ≤ 1,−1 ≤ Q ≤ 1, c2 ≤ 1}.
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In this example the points P7 and P8 do not exist, i.e., there are no accelerated so-
lutions. In the figures 4 (a,b) the late-time attractors are the stiff-like solutions (q = 2)
P3 and/or P4. Thus, this is a clear illustration that there is a transition from an expand-
ing to a contracting universe (e.g., attractor P3, source P5 & P6). Additionally, we have
presented some numerics for the special case γ = 0 which corresponds to a Cosmological
Constant due to its cosmological interest. In this case the anisotropic solutions P9 and
P10 become saddles. As shown in Figures 4 (c,d), we have the sink P2, which corresponds
to an accelerated de Sitter solution (q = −1). Additionally, we have solutions starting at
decelerated isotropic de Sitter solutions like P1 and ending up with decelerated anisotropic
solutions like P3. Furthermore, we have solutions starting with the expanding decelerated
solution P6, becoming a decelerated contracting solution near the anisotropic solution P9,
and ending up at the expanding de Sitter solution P2.
7 Discussion & outlook
In this paper we have studied Kantowski-Sachs Einstein-æther perfect fluid models using
the 1+3 frame formalism [60, 88, 89] in the so-called comoving æther gauge. The formalism
is particularly well-suited for numerical and qualitative analysis.
A special closed-form solution was found when for the perfect fluid the equation of
state parameter is pµ = γ − 1. That special solution is related with the existence of a
group invariant transformation (Lie symmetry) for the dynamical system. Furthermore,
that special solution gives us the dominant behavior of the system close to the movable
singularity of the differential equation and by applying the ARS algorithm we found that
the field equations form an integrable system. Specifically we showed that the resonances
which provides the Laurent expansion are always positive, for γ ∈ [0, 2), which means that
the solution is expressed as a Right Painleve´ Series. This means that in the complex plane
the integration evolves from the singularity until a border (for details see [90]).
In studying our model, it became apparent the system was not necessarily bounded
unless 1− 2cσ ≥ 0. In the case where the phase space is bounded, we found an inflationary
source at early times, and an inflationary sink at late times for the range of parameters
0 ≤ γ < 2, cθ < −13 and cσ < 12 . For non-compact phase space, we were able to analyze
the system at infinity by introducing a compactification scheme, and recasting the system
in new variables.
We have presented three applications:
• Case A: cσ = 12(1− c2) ≥ 0, ca = − d(1+d)cσ ≤ 0, cθ = 0.
Under the rescaling y → y/c, t → t/(2√3c), c > 0 we recover the system (5.27)
investigated in [55]. We have re-obtained the results: for c > 0, and when γ < 23 ,
P2 is the unique shear-free, zero curvature (FLRW) inflationary future attractor, and
for 0 < c < 12 and 0 ≤ γ < 2 the sources and sinks are, respectively, P5 & P8 and
P4 & P7 (as confirmed in figure 1 (a)). All of these sources and sinks are anisotropic
and all, except P7, have zero curvature; the sink P7 does not have zero curvature.
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(a) c =
√
3
5
and γ = 1 (b) c = 0.3 and γ = 1.
(c) c = 0.3 and γ = 0. (d) c = 0.6 and γ = 0.
Figure 4. Streamline plot of the vector field (6.5). Red (continuous) lines represent the boundary
of the phase space.
For c > 12 the points P7 & P8 do not exist, and the sources and sinks with non-zero
shear are P5 and P4, respectively, as confirmed numerically.
• Case B: ca = − (c1
2+c32)
c1
≤ 0, 0 ≤ cσ = c1 + c3 ≤ 1, cθ = − (c1
2−c32)
3c1
≤ 0.
For the choices
1. c1 < 0,
1
2(1− 2c1) < c3 ≤ 1− c1 or
2. 14 < c1 ≤ 12 , 12(1− 2c1) < c3 ≤ c1 or
3. c1 >
1
2 ,
1
2 (1− 2c1) < c3 ≤ 1− c1,
we find that the phase space becomes unbounded. We demonstrate for this range of
parameters the existence of solutions with infinite shear (y = ±∞). These solutions,
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with extremely high anisotropy, are of saddle type. As long as y is infinite the quantity
| − 3cθQ2 + x2| is infinite too, and the restriction (4.3a) is satisfied. Additionally,
since for v = ±1, Q → ±1 according to the sign of (2cσ−1)3cθ+1 , it thus follows that
extremely high anisotropic solutions also have zero curvature (K → 0) and infinite
matter energy density (|x| → ∞) in comparison with the Hubble scalar. The possible
sinks can be either P4 or P10, or both, in some special cases. The attractor P4
mimics a stiff-solution (i.e., q = 2) that is always decelerated. Thus, it is not a good
description of the late-time dynamics of the universe. Nor is P10 a good description
of the late-time universe for γ > 23 , since the deceleration factor evaluated at the
critical point is given by q = 3γ2 − 1. However, the solution is always accelerated for
0 ≤ γ < 23 , and then, the matter fluid behaves as dark energy.
• Case C: cσ = 12(1− c2) ≥ 0, cθ = −13(1− c2) ≤ 0, ca = 0.
Under the time rescaling t → t/(2√3c2), c 6= 0, we find that the late-time attrac-
tors can be P3 and P4, which mimic stiff-solutions (i.e., q = 2); that is, they are
always decelerated and do not accurately represent the late-time universe described
by observations.
From the cosmological point of view, the some of the more relevant critical points
are P7 and P8 since they can describe powerlaw accelerated solutions. Their existence
conditions are:
1. cσ <
1
2 , cθ ≤ −13 or
2. cσ <
1
2 , cθ ≥ 13 (3− 8cσ) or
3. cσ >
1
2 ,
1
3 (3− 8cσ) ≤ cθ ≤ −13 .
The deceleration parameter evaluated at the critical points is given by q = − 3cθ+12(2cσ−1) , thus
the critical points are:
1. an accelerated solution for
(a) 0 ≤ γ < 2, cθ < −13 , cσ < 12 (P7 is a late-time accelerated dark energy dominated
solution, while P8 is an accelerated inflationary early-time solution).
2. a decelerated solution for
(a) 0 ≤ γ < 2, cθ < −13 , cσ ≥ 38 (1− cθ) (P7 and P8 are saddles) or
(b) 0 ≤ γ < 2, cθ > −13 , 38 (1− cθ) < cσ < 12 (P7 is a sink and P8 is a source).
Furthermore, for P7,8 we find that for cθ < −13 , 34 (cθ + 1) < cσ < 12 , the universe does
not have a Big Bang or a Big Crunch solution. In such case the point P7 is always a sink
and P8 is always a source.
Finally, these solutions do not isotropize at late times. In fact, the criterion of late-
time isotropization in an expanding universe (θ > 0) is the vanishing of the shear σ [91],
or alternatively we can use the stronger condition σ/θ → 0 as t → +∞ [92]. However,
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for P7 we have, from (5.7),
σ
θ =
1
3
(
1
p − 1
)
+ O(∆t)1−3p which tends to − 3cθ+16(2cσ−1) 6= 0 as
t → +∞ if cθ < −13 , cσ < 34 (cθ + 1) or cθ < −13 , cσ > 38 (1− cθ). While for the choices
cθ < −13 , 34 (cθ + 1) < cσ < 12 or cθ > −13 , 38 (1− cθ) < cσ < 12 , the term O(∆t)1−3p becomes
infinite and again the model does not isotropize at late times. The same result is valid
for P8 after a time reversal. For other anisotropic inflationary models see [93–95] and
references therein.
Summarizing, it is well known that Kantowski-Sachs models in GR have two asymp-
totic scenarios: (i) all models expand from a singularity, reach a point of maximum expan-
sion, and then recollapse to a singularity; and (ii), there are solutions that expand from sin-
gularities to infinitely dispersed isotropic states and solutions that contract from infinitely
dispersed isotropic states to singularities [61, 62]. Now, in our scenario, i.e. a perfect
fluid in Kantowski-Sachs Æ-theory without scalar field, in addition to the two asymptotic
scenarios (i) and (ii) mentioned above, we also found solutions that either expand from or
contract to anisotropic states which not be in accordance with a Big Bang or a Big Crunch
behavior as mentioned above. This result, up to our knowledge, is new (a partial proof
of this was first given in [55]) and do not arise in GR. They are a non-trivial consequence
of the presence of a non-zero Lorentz-violating vector field. We are now exploring how to
get accelerated, power-law isotropic solutions in Kantowski-Sachs Æ-theories. Particularly,
by including an additional scalar field with a self-interaction potential which depends not
only on the scalar field, but also on the shear and the expansion parameter of the æther.
Einstein-æther models with an exponential potential were recently studied in [96–98]. We
expect to make further progress on this question.
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