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Abstract
Pandemic influenza has the epidemic potential to kill millions of peo-
ple. While various preventive measures exist (i.a., vaccination and school
closures), deciding on strategies that lead to their most effective and ef-
ficient use remains challenging. To this end, individual-based epidemio-
logical models are essential to assist decision makers in determining the
best strategy to curb epidemic spread. However, individual-based mod-
els are computationally intensive and it is therefore pivotal to identify
the optimal strategy using a minimal amount of model evaluations. Ad-
ditionally, as epidemiological modeling experiments need to be planned,
a computational budget needs to be specified a priori. Consequently, we
present a new sampling technique to optimize the evaluation of preventive
strategies using fixed budget best-arm identification algorithms. We use
epidemiological modeling theory to derive knowledge about the reward
distribution which we exploit using Bayesian best-arm identification algo-
rithms (i.e., Top-two Thompson sampling and BayesGap). We evaluate
these algorithms in a realistic experimental setting and demonstrate that
it is possible to identify the optimal strategy using only a limited number
of model evaluations, i.e., 2-to-3 times faster compared to the uniform
sampling method, the predominant technique used for epidemiological
decision making in the literature. Finally, we contribute and evaluate a
statistic for Top-two Thompson sampling to inform the decision makers
about the confidence of an arm recommendation.
1
1 Introduction
The influenza virus is responsible for the deaths of half of a million people each
year. In addition, seasonal influenza epidemics cause a significant economic bur-
den. While transmission is primarily local, a newly emerging variant may spread
to pandemic proportions in a fully susceptible host population [48]. Pandemic
influenza occurs less frequently than seasonal influenza but the outcome with
respect to morbidity and mortality can be much more severe, potentially killing
millions of people worldwide [48]. Therefore, it is essential to study mitigation
strategies to control influenza pandemics.
For influenza, different preventive measures exist: i.a., vaccination, social
measures (e.g., school closures and travel restrictions) and antiviral drugs. How-
ever, the efficiency of strategies greatly depends on the availability of preventive
compounds, as well as on the characteristics of the targeted epidemic. Further-
more, governments typically have limited resources to implement such measures.
Therefore, it remains challenging to formulate public health strategies that make
effective and efficient use of these preventive measures within the existing re-
source constraints.
Epidemiological models (i.e., compartment models and individual-based mod-
els) are essential to study the effects of preventive measures in silico [8, 27].
While individual-based models are usually associated with a greater model com-
plexity and computational cost than compartment models, they allow for a more
accurate evaluation of preventive strategies [19]. To capitalize on these advan-
tages and make it feasible to employ individual-based models, it is essential to
use the available computational resources as efficiently as possible.
In the literature, a set of possible preventive strategies is typically evalu-
ated by simulating each of the strategies an equal number of times [25, 22, 13].
However, this approach is inefficient to identify the optimal preventive strategy,
as a large proportion of computational resources will be used to explore sub-
optimal strategies. Furthermore, a consensus on the required number of model
evaluations per strategy is currently lacking [57] and we show that this number
depends on the hardness of the evaluation problem. Additionally, we recog-
nize that epidemiological modeling experiments need to be planned and that a
computational budget needs to be specified a priori. Therefore, we present a
novel approach where we formulate the evaluation of preventive strategies as a
best-arm identification problem using a fixed budget of model evaluations.
As running an individual-based model is computationally intensive (i.e., min-
utes to hours, depending on the complexity of the model), minimizing the num-
ber of required model evaluations reduces the total time required to evaluate
a given set of preventive strategies. This renders the use of individual-based
models attainable in studies where it would otherwise not be computationally
feasible. Additionally, reducing the number of model evaluations will free up
computational resources in studies that already use individual-based models,
capacitating researchers to explore a larget set of model scenarios. This is im-
portant, as considering a wider range of scenarios increases the confidence about
the overall utility of preventive strategies [58].
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In this paper, we contribute a novel technique to evaluate preventive strate-
gies as a fixed budget best-arm identification problem. We employ epidemi-
ological modeling theory to derive assumptions about the reward distribution
and exploit this knowledge using Bayesian algorithms. This new technique en-
ables decision makers to obtain recommendations in a reduced number of model
evaluations. We evaluate the technique in an experimental setting, where we
aim to find the best vaccine allocation strategy in a realistic simulation envi-
ronment that models an influenza pandemic on a large social network. Finally,
we contribute and evaluate a statistic to inform the decision makers about the
confidence of a particular recommendation.
2 Background
2.1 Pandemic influenza and vaccine production
The primary preventive strategy to mitigate seasonal influenza is to produce
vaccine prior to the epidemic, anticipating the virus strains that are expected
to circulate. This vaccine pool is used to inoculate the population before the
start of the epidemic.
While it is possible to stockpile vaccines to prepare for seasonal influenza,
this is not the case for influenza pandemics, as the vaccine should be specifically
tailored to the virus that is the source of the pandemic. Therefore, before an
appropriate vaccine can be produced, the responsible virus needs to be identified.
Hence, vaccines will be available only in limited supply at the beginning of the
pandemic [56]. In addition, production problems can result in vaccine shortages
[18]. When the number of vaccine doses is limited, it is imperative to identify
an optimal vaccine allocation strategy [43].
2.2 Modeling influenza
There is a long tradition of using individual-based models to study influenza
epidemics [8, 27, 25], as they allow for a more accurate evaluation of preventive
strategies. A state-of-the-art individual-based model that has been the driver
for many high impact research efforts [8, 27, 29], is FluTE [12].
FluTE implements a contact model where the population is divided into
communities of households [12]. The population is organized in a hierarchy
of social mixing groups where the contact intensity is inversely proportional
with the size of the group (e.g., closer contact between members of a household
than between colleagues). Additionally, FluTE implements an individual disease
progression model that associates different disease stages with different levels of
infectiousness. FluTE supports the evaluation of preventive strategies through
the simulation of therapeutic interventions (i.e., vaccines, antiviral compounds)
and non-therapeutic interventions (i.e., school closure, case isolation, household
quarantine).
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2.3 Bandits and best-arm identification
The multi-armed bandit game [6] involves a K-armed bandit (i.e., a slot machine
with K levers), where each arm Ak returns a reward rk when it is pulled (i.e.,
rk represents a sample from Ak’s reward distribution). A common use of the
bandit game is to pull a sequence of arms such that the cumulative regret is
minimized [32]. To fulfill this goal, the player needs to carefully balance between
exploitation and exploration.
In this paper, the objective is to recommend the best arm A∗ (i.e., the arm
with the highest average reward µ∗), after a fixed number of arm pulls. This is
referred to as the fixed budget best-arm identification problem [6], an instance
of the pure-exploration problem [10]. For a given budget T , the objective is
to minimize the simple regret µ∗ − µJ , where µJ is the average reward of the
recommended arm AJ , at time T [11]. Simple regret is inversely proportional
to the probability of recommending the correct arm A∗ [38].
3 Related work
As we established that a computational budget needs to be specified a priori, our
problem setting matches the fixed budget best-arm identification setting. This
differs from settings that attempt to identify the best arm with a predefined
confidence: i.e., racing strategies [21], strategies that exploit the confidence
bound of the arms’ means [37] and more recently fixed confidence best-arm
identification algorithms [26].
We selected Bayesian fixed budget best-arm identification algorithms, as we
aim to incorporate prior knowledge about the arms’ reward distributions and
use the arms’ posteriors to define a statistic to support policy makers with their
decisions. We refer to [38, 33], for a broader overview of the state of the art
with respect to (Bayesian) best-arm identification algorithms.
Best-arm identification algorithms have been used in a large set of applica-
tion domains: i.a., evaluation of response surfaces, the initialization of hyper-
parameters and traffic congestion.
While other algorithms exist to rank or select bandit arms, e.g. [49], best-
arm identification is best approached using adaptive sampling methods [36], as
the ones we study in this paper.
In preliminary work, we explored the potential of multi-armed bandits to
evaluate prevention strategies in a regret minimization setting, using default
strategies (i.e., ǫ-greedy and UCB1). We presented this work at the the ’Adap-
tive Learning Agents’ workshop hosted by the AAMAS conference [39]. This
setting is however inadequate to evaluate prevention strategies in silico, as min-
imizing cumulative regret is sub-optimal to identify the best arm. Additionally,
in this workshop paper, the experiments considered a small and less realistic
population, and only analyzed a limited range of R0 values that is not repre-
sentative for influenza pandemics.
4
4 Methods
We formulate the evaluation of preventive strategies as a multi-armed bandit
game with the aim of identifying the best arm using a fixed budget of model eval-
uations. The presented method is generic with respect to the type of epidemic
that is modeled (i.e., pathogen, contact network, preventive strategies). The
method is evaluated in the context of pandemic influenza in the next section.
4.1 Evaluating preventive strategies with bandits
A stochastic epidemiological model E is defined in terms of a model configura-
tion c ∈ C and can be used to evaluate a preventive strategy p ∈ P . The result of
a model evaluation is referred to as the model outcome (e.g., prevalence, propor-
tion of symptomatic individuals, morbidity, mortality, societal cost). Evaluating
the model E thus results in a sample of the model’s outcome distribution:
outcome ∼ E(c, p), where c ∈ C and p ∈ P (1)
Our objective is to find the optimal preventive strategy (i.e., the strat-
egy that minimizes the expected outcome) from a set of alternative strategies
{p1, ..., pK} ⊂ P for a particular configuration c0 ∈ C of a stochastic epidemi-
ological model, where c0 corresponds to the studied epidemic. To this end, we
consider a multi-armed bandit with K = |{p1, ..., pK}| arms. Pulling arm pk
corresponds to evaluating pk by running a simulation in the epidemiological
model E(c0, pk). The bandit thus has preventive strategies as arms with reward
distributions corresponding to the outcome distribution of a stochastic epidemi-
ological model E(c0, pk). While the parameters of the reward distribution are
known (i.e., the parameters of the epidemiological model), it is intractable to
determine the optimal reward analytically. Hence, we must learn about the out-
come distribution via interaction with the epidemiological model. In this work,
we consider prevention strategies of equal financial cost, which is a realistic
assumption, as governments typically operate within budget constraints.
4.2 Outcome distribution
As previously defined, the reward distribution associated with a bandit’s arm
corresponds to the outcome distribution of the epidemiological model that is
evaluated when pulling that arm. Therefore, employing insights from epidemi-
ological modeling theory allows us to specify prior knowledge about the reward
distribution.
It is well known that a disease outbreak has two possible outcomes: either
it is able to spread beyond a local context and becomes a fully established
epidemic or it fades out [55]. Most stochastic epidemiological models reflect
this reality and hence its epidemic size distribution is bimodal [55]. When
evaluating preventive strategies, the objective is to determine the preventive
strategy that is most suitable to mitigate an established epidemic. As in practice
we can only observe and act on established epidemics, epidemics that faded
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out in simulation would bias this evaluation. Consequently, it is necessary to
focus on the mode of the distribution that is associated with the established
epidemic. Therefore we censor (i.e., discard) the epidemic sizes that correspond
to the faded epidemic. The size distribution that remains (i.e., the one that
corresponds with the established epidemic) is approximately Gaussian [9].
In this study, we consider a scaled epidemic size distribution, i.e., the pro-
portion of symptomatic infections. Hence we can assume bimodality of the full
size distribution and an approximately Gaussian size distribution of the estab-
lished epidemic. We verified experimentally that these assumptions hold for all
the reward distributions that we observed in our experiments (see Section 5).
To censor the size distribution, we use a threshold that represents the number
of infectious individuals that are required to ensure an outbreak will only fade
out with a low probability.
4.3 Epidemic fade-out threshold
For heterogeneous host populations (i.e., a population with a significant variance
among individual transmission rates, as is the case for influenza epidemics [16,
24]), the number of secondary infections can be accurately modeled using a
negative binomial offspring distribution NB(R0, γ) [40], where R0 is the basic
reproductive number (i.e., the number of infections that is, by average, generated
by one single infection) and γ is a dispersion parameter that specifies the extent
of heterogeneity. The probability of epidemic extinction pext can be computed
by solving g(s) = s, where g(s) is the probability generating function (pgf) of
the offspring distribution [40]. For an epidemic where individuals are targeted
with preventive measures (i.e., vaccination in our case), we obtain the following
pgf
g(s) = popc + (1− popc)
(
1 +
R0
γ
(1 − s))−γ (2)
where popc signifies the random proportion of controlled individuals [40]. From
pext we can compute a threshold T0 to limit the probability of extinction to a
cutoff ℓ [31].
4.4 Best-arm identification with a fixed budget
Our objective is to identify the best preventive strategy (i.e., the strategy that
minimizes the expected outcome) out of a set of preventive strategies, for a
particular configuration c0 ∈ C using a fixed budget T of model evaluations.
To find the best prevention strategy, it suffices to focus on the mean of the
outcome distribution, as it is approximately Gaussian with an unknown yet
small variance [9], as we confirm in our experiments (see Figure 1).
Successive Rejects was the first algorithm to solve the best-arm identification
in a fixed budget setting [6]. For a K-armed bandit, Successive Rejects operates
in (K − 1) phases. At the end of each phase, the arm with the lowest average
reward is discarded. Thus, at the end of phase (K − 1) only one arm survives,
and this arm is recommended.
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Successive Rejects serves as a useful baseline, however, it has no support to
incorporate any prior knowledge. Bayesian best-arm identification algorithms
on the other hand, are able to take into account such knowledge by defining an
appropriate prior and posterior on the arms’ reward distribution. As we will
show, such prior knowledge can increase the best-arm identification accuracy.
Additionally, at the time an arm is recommended, the posteriors contain valu-
able information that can be used to formulate a variety of statistics helpful to
assist decision makers. We consider two state-of-the-art Bayesian algorithms:
BayesGap [33] and Top-two Thompson sampling [51]. For Top-two Thompson
sampling, we derive a statistic based on the posteriors to inform the decision
makers about the confidence of an arm recommendation: the probability of
success.
As we established in the previous section, each arm of our bandit has a
reward distribution that is approximately Gaussian with unknown mean and
variance. For the purpose of genericity, we assume an uninformative Jeffreys
prior (σk)
−3 on (µk, σ
2
k), which leads to the following posterior on µk at the n
th
k
pull [34]: √
n2k
Sk,nk
(µk − xk,nk) | xk,nk , Sk,nk ∼ Tnk (3)
where xk,nk is the reward mean, Sk,nk is the sum of squares
Sk,nk =
nk∑
m=1
(rk,m − xk,nk)2 (4)
and Tnk is the standard student t-distribution with nk degrees of freedom.
BayesGap is a gap-based Bayesian algorithm [33]. The algorithm requires
that for each arm Ak, a high-probability upper bound Uk(t) and lower bound
Lk(t) is defined on the posterior of µk at each time step t. Using these bounds,
the gap quantity
Bk(t) = max
l 6=k
Ul(t)− Lk(t) (5)
is defined for each arm Ak. Bk(t) represents an upper bound on the simple regret
(as defined in Section 2.3). At each step t of the algorithm, the arm J(t) that
minimizes the gap quantity Bk(t) is compared to the arm j(t) that maximizes
the upper bound Uk(t). From J(t) and j(t), the arm with the highest confidence
diameter Uk(t) − Lk(t) is pulled. The reward that results from this pull is
observed and used to update Ak’s posterior. When the budget is consumed, the
arm
J(argmin
t≤T
BJ(t)(t)) (6)
is recommended. This is the arm that minimizes the simple regret bound over
all times t ≤ T .
In order to use BayesGap to evaluate preventive strategies, we contribute
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problem-specific bounds. Given our posteriors (Equation 3), we define
Uk(t) = µˆk(t) + βσˆk(t)
Lk(t) = µˆk(t)− βσˆk(t)
(7)
where µˆk(t) and σˆk(t) are the respective mean and standard deviation of the
posterior of arm Ak at time step t, and β is the exploration coefficient.
The amount of exploration that is feasible given a particular bandit game, is
proportional to the available budget, and inversely proportional to the game’s
complexity [33]. This complexity can be modeled taking into account the game’s
hardness [6] and the variance of the rewards. We use the hardness quantity
defined in [33]:
Hǫ =
∑
k
H−2k,ǫ (8)
with arm-dependent hardness
Hk,ǫ = max(
1
2
(∆k + ǫ), ǫ), where ∆k = max
l 6=k
(µl)− µk (9)
Considering the budget T , hardness Hǫ and a generalized reward variance
σ2G over all arms, we define
β =
√
T − 3K
4Hǫσ2G
(10)
Theorem 1 in the Supplementary Information (Section 2) formally proves that
using these bounds results in a probability of simple regret that asymptotically
reaches the exponential lower bound of [33].
As both Hǫ and σ
2
G are unknown, in order to compute β, these quantities
need to be estimated. Firstly, we estimate Hǫ’s upper bound Hˆǫ by estimating
∆k as follows
∆ˆk = max
1≤l<K;l 6=k
(µˆl(t) + 3σˆl(t)
)− (µˆk(t)− 3σˆk(t)) (11)
as in [33], where µˆk(t) and σˆk(t) are the respective mean and standard deviation
of the posterior of arm Ak at time step t. Secondly, for σ
2
G we need a measure
of variance that is representative for the reward distribution of all arms. To this
end, when the arms are initialized, we observe their sample variance s2k, and
compute their average s¯2G.
As our bounds depend on the standard deviation σˆk(t) of the t-distributed
posterior, each arm’s posterior needs to be initialized 3 times (i.e., by pulling
the arm) to ensure that σˆk(t) is defined, this initialization also ensures proper
posteriors [34].
Top-two Thompson sampling is a reformulation of the Thompson sampling
algorithm, such that it can be used in a pure-exploration context [51]. Thomp-
son sampling operates directly on the arms’ posterior of the reward distribution’s
mean µk. At each time step, Thompson sampling obtains one sample for each
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arm’s posterior. The arm with the highest sample is pulled, and its reward is
subsequently used to update that arm’s posterior. While this approach has been
proven highly successful to minimize cumulative regret [14, 34], as it balances
the exploration-exploitation trade-off, it is sub-optimal to identify the best arm
[10]. To adapt Thompson sampling to minimize simple regret, Top-two Thomp-
son sampling increases the amount of exploration. To this end, an exploration
probability ω needs to be specified. At each time step, one sample is obtained
for each arm’s posterior. The arm Atop with the highest sample is only pulled
with probability ω. With probability 1−ω we repeat sampling from the posteri-
ors until we find an arm Atop-2 that has the highest posterior sample and where
Atop 6= Atop-2. When the arm Atop-2 is found, it is pulled and the observed
reward is used to update the posterior of the pulled arm. When the available
budget is consumed, the arm with the highest average reward is recommended.
As Top-two Thompson sampling only requires samples from the arms’ pos-
teriors, we can use the t-distributed posteriors from Equation 3 as is. To avoid
improper posteriors, each arm needs to be initialized 2 times [34].
As specified in the previous subsection, the reward distribution is censored.
We observe each reward, but only consider it to update the arm’s value when it
exceeds the threshold T0 (i.e., when we receive a sample from the mode of the
epidemic that represents the established epidemic).
4.5 Probability of success
The probability that an arm recommendation is correct presents a useful con-
fidence statistic to support policy makers with their decisions. As Top-two
Thompson sampling recommends the arm with the highest average reward, and
we assume that the arm’s reward distributions are independent, the probability
of success is
P (µ
J
= max
1≤k≤K
µ
k
) =
∫
x∈R
[ K∏
k 6=J
Fµk(x)
]
fµJ (x)dx (12)
where µ
J
is the random variable that represents the mean of the recommended
arm’s reward distribution, fµJ is the recommended arm’s posterior probability
density function and Fµk is the other arms’ cumulative density function. As
this integral cannot be computed analytically, we estimate it using Gaussian
quadrature.
It is important to note that, while aiming for generality, we made some con-
servative assumptions: the reward distributions are approximated as Gaussian
and the uninformative Jeffreys prior is used. These assumptions imply that the
derived probability of success will be an under-estimator for the actual recom-
mendation success, which is confirmed in our experiments.
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5 Experiments
We composed and performed an experiment in the context of pandemic in-
fluenza, where we analyze the mitigation strategy to vaccinate a population
when only a limited number of vaccine doses is available (details about the ra-
tionale behind this scenario in Section 2.1). In our experiment, we accommodate
a realistic setting to evaluate vaccine allocation, where we consider a large and
realistic social network and a wide range of R0 values.
We consider the scenario when a pandemic is emerging in a particular geo-
graphical region and vaccines becomes available, albeit in a limited number of
doses. When the number of vaccine doses is limited, it is imperative to identify
an optimal vaccine allocation strategy [43]. In our experiment, we explore the al-
location of vaccines over five different age groups, that can be easily approached
by health policy officials: pre-school children, school-age children, young adults,
older adults and the elderly, as proposed in [12].
5.1 Influenza model and configuration
The epidemiological model used in the experiments is the FluTE stochastic
individual-based model. In our experiment we consider the population of Seat-
tle (United States) that includes 560,000 individuals [12]. This population is
realistic both with respect to the number of individuals and its community struc-
ture, and provides an adequate setting for the validation of vaccine strategies
[57].
At the first day of the simulated epidemic, 10 random individuals are seeded
with an infection. The epidemic is simulated for 180 days, during which time no
more infections are seeded. Thus, all new infections established during the run
time of the simulation, result from the mixing between infectious and susceptible
individuals. We assume no pre-existing immunity towards the circulating virus
variant. We choose the number of vaccine doses to allocate to be approximately
4.5% of the population size [43].
We perform our experiment for a set of R0 values within the range of 1.4
to 2.4, in steps of 0.2. This range is considered representative for the epidemic
potential of influenza pandemics [8, 43]. We refer to this set of R0 values as R0.
Note that the setting described in this subsection, in conjunction with a
particular R0 value, corresponds to a model configuration (i.e., c0 ∈ C).
The computational complexity of FluTE simulations depends both on the
size of the susceptible population and the proportion of the population that
becomes infected. For the population of Seattle, the simulation run time was
up to 11 12 minutes (median of 10
1
2 minutes, standard deviation of 6 seconds),
on state-of-the-art hardware (details in Supplementary Information, Section 7).
5.2 Formulating vaccine allocation strategies
We consider 5 age groups to which vaccine doses can be allocated: pre-school
children (i.e., 0-4 years old), school-age children (i.e., 5-18 years old), young
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adults (i.e., 19-29 years old), older adults (i.e., 30-64 years old) and the elderly
(i.e., > 65 years old) [12]. An allocation scheme can be encoded as a Boolean 5-
tuple, where each position in the tuple corresponds to the respective age group.
The Boolean value at a particular position in the tuple denotes whether vac-
cines should be allocated to the respective age group. When vaccines are to be
allocated to a particular age group, this is done proportional to the size of the
population that is part of this age group [43]. To decide on the best vaccine
allocation strategy, we enumerate all possible combinations of this tuple.
5.3 Outcome distributions
To establish a proxy for the ground truth concerning the outcome distributions
of the 32 considered preventive strategies, all strategies were evaluated 1000
times, for each of the R0 values in R0. We will use this ground truth as a ref-
erence to validate the correctness of the recommendations obtained throughout
our experiments.
R0 presents us with an interesting evaluation problem. To demonstrate this,
we visualize the outcome distribution for R0 = 1.4 and for R0 = 2.4 in Figure 1
(the outcome distributions for the other R0 values are shown in Section 3 of
the Supplementary Information). Firstly, we observe that for different values
of R0, the distances between top arms’ means differ. Additionally, outcome
distribution variances vary over the set of R0 values in R0. These differences
produce distinct levels of evaluation hardness (see Section 4.4), and demonstrate
the setting’s usefulness as benchmark to evaluate preventive strategies. While
we discuss the hardness of the experimental settings under consideration, it
is important to state that our best-arm identification framework requires no
prior knowledge on the problem’s hardness. Secondly, we expect the outcome
distribution to be bimodal. However, the probability to sample from the mode of
the outcome distribution that represents the non-established epidemic decreases
as R0 increases [40]. This expectation is confirmed when we inspect Figure 1,
the left panel shows a bimodal distribution for R0 = 1.4, while the right panel
shows a unimodal outcome distribution for R0 = 2.4, as only samples from the
established epidemic were obtained.
Our analysis identified that the best vaccine allocation strategy was 〈0, 1, 0, 0, 0〉
(i.e., allocate vaccine to school children, strategy 8) for all R0 values in R0.
5.4 Best-arm identification experiment
To assess the performance of the different best-arm identification algorithms
(i.e., Successive Rejects, BayesGap and Top-two Thompson sampling) we run
each algorithm for all budgets in the range of 32 to 500. This evaluation is
performed on the influenza bandit game that we defined earlier. For each budget,
we run the algorithms 100 times, and report the recommendation success rate.
In the previous section, the optimal vaccine allocation strategy was identified
to be 〈0, 1, 0, 0, 0〉 (i.e., vaccine allocation strategy 8) for all R0 in R0. We thus
11
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Figure 1: Violin plot that depicts the density of the outcome distribution (i.e.,
epidemic size) for 32 vaccine allocation strategies (left panel Ro = 1.4, right
panel Ro = 2.4).
consider a recommendation to be correct when it equals this vaccine allocation
strategy.
We evaluate the algorithm’s performance with respect to each other and with
respect to uniform sampling, the current state-of-the art to evaluate preventive
strategies. The uniform sampling method pulls arm Au for each step t of the
given budget T , where Au’s index u is sampled from the uniform distribution
U(1,K). To consider different levels of hardness, we perform this analysis for
each R0 value in R0.
For the Bayesian best-arm identification algorithms, the prior specifications
are detailed in Section 4.4. BayesGap requires an upper and lower bound that
is defined in terms of the used posteriors. In our experiments, we use upper
bound Uk(t) and lower bound Lk(t) that were established in Section 4.4. Top-
two Thompson sampling requires a parameter that modulates the amount of
exploration ω. As it is important for best-arm identification algorithms to dif-
ferentiate between the top two arms, we choose ω = 0.5, such that, in the limit,
Top-two Thompson sampling will explore the top two arms uniformly.
We censor the reward distribution based on the threshold T0 we defined
in Section 4.3. This threshold depends on basic reproductive number R0 and
dispersion parameter γ. R0 is defined explicitly for each of our experimental
settings. For the dispersion parameter we choose γ = 0.5, which is a conservative
choice according to the literature [16, 24]. We define the probability cutoff
ℓ = 10−10.
Figure 2 shows recommendation success rate for each of the best-arm iden-
tification algorithms for R0 = 1.4 (left panel) and R0 = 2.4 (right panel). The
results for the other R0 values are visualized in Section 4 of the Supplemen-
tary Information. The results for different values of R0 clearly indicate that our
selection of best-arm identification algorithms significantly outperforms the uni-
12
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Figure 2: In this figure, we present the results for the experiment with R0 = 1.4
(left panel) and R0 = 2.4 (right panel). Each curve represents the rate of
successful arm recommendations (y-axis) for a range of budgets (x-axis). A
curve is shown for each of the considered algorithms: BayesGap (legend: BG),
Successive Rejects (legend: SR), Top-two Thompson sampling (legend: TtTs)
and Uniform sampling (legend: Uni).
form sampling method. Overall, the uniform sampling method requires more
than double the amount of evaluations to achieve a similar recommendation
performance. For the harder problems (e.g., setting with R0 = 2.4), recom-
mendation uncertainty remains considerable even after consuming 3 times the
budget required by Top-two Thompson sampling.
All best-arm identification algorithms require an initialization phase in or-
der to output a well-defined recommendation. Successive Rejects needs to pull
each arm at least once, while Top-two Thompson sampling and BayesGap need
to pull each arm respectively 2 and 3 times (details in Section 4.4). For this
reason, these algorithms’ performance can only be evaluated after this initializa-
tion phase. BayesGap’s performance is on par with Successive Rejects, except
for the hardest setting we studied (i.e., R0 = 2.4). In comparison, Top-two
Thompson sampling consistently outperforms Successive Rejects 30 pulls after
the initialization phase.
Top-two Thompson sampling needs to initialize each arm’s posterior with
2 pulls, i.e., double the amount of uniform sampling and Successive Rejects.
However, our experiments clearly show that none of the other algorithms reach
any acceptable recommendation rate using less than 64 pulls.
In Section 4 we derived a statistic to express the probability of success (Ps)
concerning a recommendation made by Top-two Thompson sampling. We ana-
lyzed this probability for all the Top-two Thompson sampling recommendations
that were obtained in the experiment described above. To provide some insights
on how this statistic can be used to support policy makers, we show the Ps val-
ues of all Top-two Thompson sampling recommendations for R0 = 2.4 in the left
panel of Figure 3 (Figures for the other R0 values in Section 5 of the Supplemen-
tary Information). This Figure indicates that Ps closely follows recommendation
correctness and that the uncertainty of Ps is inversely proportional to the size
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Figure 3: Top-two Thompson sampling was run 100 times for each budget for the
experiment with R0 = 2.4. For each of the recommendations, Ps was computed.
In the left panel, these Ps values are shown as a scatter plot, where each point’s
color reflects the correctness of the recommendation (see legend). In the right
panel, the Ps values were binned (i.e., 0.5 to 1 in steps of 0.05). Per bin,
we thus have a set of Bernoulli trials, for which we show the empirical success
rate (blue scatter) and the Clopper-Pearson confidence interval (blue confidence
bounds). The orange reference line denotes perfect correlation between the
empirical success rate and the estimated probability of success.
of the available budget. Additionally, in the right panel of Figure 3 (Figures for
the other R0 values in Section 6 of the Supplementary Information) we confirm
that Ps underestimates recommendation correctness. These observations show
that Ps has the potential to serve as a conservative statistic to inform policy
makers about the confidence of a particular recommendation, and thus can be
used to define meaningful cutoffs to guide policy makers in their interpretation
of the recommendation of preventive strategies.
6 Conclusion
We formulate the objective to select the best preventive strategy in an individual-
based model as a fixed budget best-arm identification problem. We set up an
experiment to evaluate this setting in the context of a realistic pandemic in-
fluenza. To assess the best arm recommendation performance of the preventive
bandit, we report a success rate over 100 independent bandit runs.
We demonstrate that it is possible to efficiently identify the optimal preven-
tive strategy using only a limited number of model evaluations, even if there
is a large number of preventive strategies to consider. Compared to uniform
sampling, our technique is able to recommend the best preventive strategy re-
ducing the number of required model evaluations 2-to-3 times, when using Top-
two Thompson sampling. Additionally, we defined a statistic to support policy
makers with their decisions, based on the posterior information obtained during
Top-two Thompson sampling. As such, we present a decision support tool to
assist policy makers to mitigate epidemics. Our framework will enable the use
14
of individual-based models in studies where it would otherwise be computation-
ally too prohibitive, and allow researchers to explore a wider variety of model
scenarios.
In this paper, we learn with respect to a single model outcome (i.e., single
objective). However, for many pathogens it can be interesting to incorporate
multiple objectives (e.g., morbidity, mortality, financial cost). Therefore, in
future work, we aim to use multi-objective multi-armed bandits.
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Supplementary Information
S1 Introduction
In this Supplementary Information we provide a proof for BayesGap’s simple
regret bound (Section 2). Furthermore, we provide additional figures that were
omitted from the main manuscript: figures for the outcome (i.e., epidemic size)
distributions (Section 3), figures for the experimental success rates (Section 4),
figures for the probabilities of success (i.e., Ps values) per budget (Section 5)
and figures for the binned distribution over Ps values (Section 6). Finally, in
Section 7, we describe the computational resources that were used to execute
the simulations.
S2 BayesGap simple regret bound for T-distributed
posteriors
Lemma 1. Consider a Jeffrey’s prior (µk, σ
2
k) ∼ σ−3k over the parameters of
the Gaussian reward distributions. Then the posterior mean of arm k has the
following nonstandardized t-distribution at pull nk:
µk | x¯k,nk , Sk,nk ∼ Tnk(x¯k,nk , n−1k
√
Sk,nk)
where nk is the number of pulls for arm k, x¯k,nk is the sample mean and Sk,nk
is the sum of squares.
Proof. This lemma was presented and proved by Honda et al. [34].
Lemma 2. Consider a random variable X ∼ Tν(µ, λ) with variance σ2 =
ν
ν−2λ
2, ν > 2 and β > 0. The probability that X is within a radius βσ from its
mean can then be written as:
P (|X − µ| < βσ) ≥ 1− 2 ν
ν − 1
C(ν)
β
(
1 +
β2
ν
)−0.5(ν−1)
where
C(ν) =
Γ(0.5ν + 0.5)
Γ(0.5ν)
√
πν
is the normalizing constant of a standard t-distribution.
Proof. Consider a random variable Z ∼ Tν(0, 1), ν > 2 and β > 0. Then the
1
probability of Z being greater than β
√
ν
ν−2 is:
P (Z > β
√
ν
ν − 2)
(1)
=
∫ +∞
β
√
ν
ν−2
Tν(z | 0, 1)dz
= C(ν)
∫ +∞
β
√
ν
ν−2
(
1 +
z2
ν
)−0.5(ν+1)
dz
(2)
≤ C(ν)
∫ +∞
β
√
ν
ν−2
z
β
√
ν
ν−2
(
1 +
z2
ν
)−0.5(ν+1)
dz
= − ν
ν − 1
√
ν − 2
β
√
ν
C(ν)
∫ +∞
β
√
ν
ν−2
−ν − 1
ν
z
(
1 +
z2
ν
)−0.5(ν+1)
dz
(3)
= −
√
ν(ν − 2)
ν − 1
C(ν)
β
(
1 +
z2
ν
)−0.5(ν−1)∣∣∣∣∣
+∞
β
√
ν
ν−2
(4)
=
√
ν(ν − 2)
ν − 1
C(ν)
β
(
1 +
β2
ν − 2
)−0.5(ν−1)
The probability of Z being greater than the lower bound β
√
ν
ν−2 is the integral
over its probability density function, starting from that lower bound (1). In the
integral, we introduce a factor z
β
√
ν
ν−2
, which is greater than 1 for the considered
values of z (2). We then take note of the following derivative, and use this result
to analytically solve the integral (3):
d
dx
(
1 +
x2
ν
)−0.5(ν−1)
= −ν − 1
ν
x
(
1 +
x2
ν
)−0.5(ν+1)
Finally, we solve the primitive from z
β
√
ν
ν−2
to infinity (4).
Next, we apply a union bound to obtain a lower bound on the probability
that the magnitude of Z is smaller than β
√
ν
ν−2 :
P (|Z| < β
√
ν
ν − 2) ≥ 1− 2
√
ν(ν − 2)
ν − 1
C(ν)
β
(
1 +
β2
ν − 2
)−0.5(ν−1)
Finally, consider Z = (X−µ)
λ
:
P (|X − µ| < β
√
ν
ν − 2λ) ≥ 1− 2
√
ν(ν − 2)
ν − 1
C(ν)
β
(
1 +
β2
ν − 2
)−0.5(ν−1)
Lemma 3. Consider a K-armed bandit problem with budget T and K arms.
Let Uk(t) and Lk(t) be upper and lower bounds that hold for all times t ≤ T and
2
all arms k ≤ K with probability 1 − δk(t). Finally, let gk be a monotonically
decreasing function such that Uk(t)−Lk(t) ≤ gk(nk(t−1)) and
K∑
k=1
g−1k (Hk,ǫ) ≤
T −K. We can then bound the simple regret RT as:
P (RT < ǫ) ≥ 1−
K∑
k=1
T∑
t=1
δk(t)
Proof. First, we define E as the event in which every mean µk is bounded by its
associated bounds (i.e., Uk(t) and Lk(t)) for each time step [33].
E := ∀k ≤ K, ∀t ≤ T : Lk(t) ≤ µk ≤ Uk(t)
The probability of µk deviating from a single bound at time t is by definition
δk(t). When applying the union bound, we obtain P (E) ≥ 1 −
K∑
k=1
T∑
t=1
δk(t).
The probability of regret is equal to the probability of the event E occuring, as
proven in [33].
Theorem 1. Consider a K-armed Gaussian bandit problem with budget T and
unknown variance. Let σ2G be a generalization of that variance over all arms,
and Uk(t) and Lk(t) respectively be the upper and lower bounds for each arm k
at time t, where Uk(t) = µˆk(t)+βσˆk(t) and Lk(t) = µˆk(t)−βσˆk(t). The simple
regret is then bounded as:
P (RT ≤ ǫ) ≥ 1− 2
K∑
k=1
T∑
t=1
√
nk(t)(nk(t)− 2)
nk(t)− 1
C(nk(t))
β
(
1 +
β2
nk(t)− 2
)−0.5(nk(t)−1)
≥ 1−O

KT

1 + β2
min
k,t
nk(t)


−0.5min
k,t
nk(t)


where:
β =
√
T − 3K
4Hǫσ2G
Note that when min
k,t
nk(t)→ +∞, the bound decreases exponentially in β, simi-
lar to the problem setting presented in [33]. Intuitively, this result makes sense,
as for known variances, a Gaussian can be used to describe the posterior means,
and indeed, as the number of pulls approaches infinity, our t-distributions con-
verge to Gaussians.
Proof. According to Lemma 1, the posterior over the average reward is a t-
3
distribution with scaling factor λk(t) = nk(t)
−1
√
Sk,nk(t). Therefore,
Uk(t+ 1)− Lk(t+ 1) = 2βσˆk(t)
(1)
= 2β
√
nk(t)(nk(t)− 2)−1λk(t)2
(2)
=
√
nk(t)(nk(t)− 2)−1nk(t)−2Sk,nk(t)
=
√
(nk(t)− 2)−1
Sk,nk(t)
nk(t)
(3)
=
√
(nk(t)− 2)−1s2k(t)
(4)
= gk(nk(t))
The variance of a t-distribution equals nk(t)
nk(t)−2
λk(t)
2 for arm k at time t, with
scaling factor λk(t) as described in Lemma 1 (1 + 2). We denote the variance
over rewards per arm as s2k(t) (3) and define gk(nk(t)) to be the upper bound
expression as specified in Lemma 3 (4).
Next, we compute the inverse of gk(n):
g−1k (m) =
4β2s2k(t)
m2
+ 2
We generalize s2k(t) to a variance σ
2
G representative for all arms.
1 Approximating
the hardness of the problem as Hǫ =
∑
kH
−2
k,ǫ , where Hk,ǫ is the arm-dependent
hardness defined in [33], we obtain β as follows:
K∑
k=1
g−1k (Hkǫ) ≈ 4β2σ2GHǫ + 2K = T −K
⇔ β =
√
T − 3K
4Hǫσ2G
Finally, as the conditions in Lemma 3 on the function gk are now satisfied,
the simple regret bound can be obtained using Lemma 3 and the probability
that the true mean is out of the arm-specific bounds Uk(t) and Lk(t), given in
Lemma 2.
1In the main paper, we choose σ2
G
= s¯2
G
to be the mean over all arm-specific variances
obtained after the initialization phase.
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S4 Bandit run success rates
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(a) Bandit run results for R0 = 1.4.
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(b) Bandit run results for R0 = 1.6.
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(c) Bandit run results for R0 = 1.8.
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(d) Bandit run results for R0 = 2.0.
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(e) Bandit run results for R0 = 2.2.
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(f) Bandit run results for R0 = 2.4.
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S5 Ps values for Top-two Thompson sampling
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(a) Ps values for R0 = 1.4.
100 200 300 400 500
budget
0.6
0.7
0.8
0.9
1.0
pr
ob
ab
ilit
y 
of
 su
cc
es
s
success
failure
(b) Ps values for R0 = 1.6.
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(c) Ps values for R0 = 1.8.
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(d) Ps values for R0 = 2.0.
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(e) Ps values for R0 = 2.2.
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(f) Ps values for R0 = 2.4.
7
S6 Binned distribution of Ps values for Top-two
Thompson sampling
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(a) Binned distribution for R0 = 1.4.
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(b) Binned distribution for R0 = 1.6.
0.5 0.6 0.7 0.8 0.9 1.0
estimated probability of succes
0.0
0.2
0.4
0.6
0.8
1.0
em
pi
ric
al
 su
cc
es
s r
at
e
(c) Binned distribution for R0 = 1.8.
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(d) Binned distribution for R0 = 2.0.
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(e) Binned distribution for R0 = 2.2.
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(f) Binned distribution for R0 = 2.4.
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S7 Computational resources
The simulations were run on a high performance cluster (HPC). On this HPC,
we used “Ivy Bridge” nodes, more specifically nodes with two 10-core ”Ivy
Bridge” Xeon E5-2680v2 CPUs (2.8 GHz, 25 MB level 3 cache) and 64 GB of
RAM. This infrastructure allowed us to run 20 FluTE simulations per node.
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