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Abstract
Stochastic processes on manifolds over non-Archimedean fields and
with transition measures having values in the field C of complex num-
bers are defined and investigated. The analogos of Markov, Pois-
son and Wiener processes are studied. For Poisson processes the
non-Archimedean analog of the Le`vy theorem is proved. Stochastic
antiderivational equations as well as pseudodifferential equations on
manifolds are investigated.
1 Introduction.
Stochastic processes and stochastic differential equations on real Banach
spaces and manifolds on them were intensively studied (see, for example,
[1, 4, 5, 9, 10, 12, 13, 30, 31, 33] and references therein). The considered
there stochastic processes were with values in either real Banach spaces or
manifolds on them. The results of these investigations were used in many
mathematical and theoretical physics problems. In particular stochastic pro-
cesses on some Lie groups were studied. On the other hand, the develop-
ment of non-Archimedean functional analysis and non-Archimedean quan-
tum physical theories and quantum mechanics poses problems of developing
measure theory and stochastic processes on non-Archimedean Banach spaces
∗Mathematics subject classification (1991 Revision) 28C20 and 46S10.
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and manifolds on them [35, 36, 37, 15, 16, 14]. Some steps in this direction
were made in [2, 7], but in these articles only realvalued and complexvalued
stochastic processes were considered.
In preceding works of the author measures and stochastic processes on
non-Archimedean Banach spaces and totally disconnected topological groups
with values in non-Archimedean spaces were investigated [19, 24, 25, 26,
27, 28]. Quasi-invariant measures on groups and manifolds were used for
investigations of their representations [20, 21, 23].
In this article non-Archimedean stochastic processes and stochastic an-
tiderivational equations on manifolds on Banach spaces over non-Archimedean
fields are investigated. Moreover, wider classes of stochastic processes are
considered in this work, than in preceding works of the author. Analogs of
Le`vy processes are studied. More general classes of analogs of Gaussian mea-
sures and Wiener processes are defined and investigated. Then it is found
and proved a non-Archimedean analog of the Itoˆ formula.
It is necessary to note that in this article are considered not only manifolds
treated by the rigid geometry, but much wider classes. For them the existence
of an exponential mapping is proved. A rigid non-Archimedean geometry
serves mainly for needs of the cohomology theory on such manifolds, but it
is too restictive and operates with narrow classes of analytic functions [8]. It
was introduced at the beginning of sixties of the 20-th century. Few years
later wider classes of functions were investigated by Schikhof [36]. In this
paper classes of functions and antiderivation operators by Schikhof and their
generalizations from works [24, 25] are used.
The results of this paper permit to consider stochastic processes on non-
Archimedean manifolds as well as more general classes of stochastic pro-
cesses on non-Archimedean Banach spaces and totally disconnected topo-
logical groups. Some other principal differences of the classical and non-
Archimedean stochastic analyses are discussed in [28].
2 Stochastic processes for non-Archimedean
locally K-convex spaces.
To avoid misunderstanding we first give our definitions and notations.
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2.1. Definitions and Notes. A measurable space (Ω, F) with a prob-
ability realvalued σ-additive measure λ on a covering σ-algebra F of a set
Ω is called a probability space and it is denoted by (Ω, F, λ). In the case
of a complexvalued σ-additive measure λ we suppose, that its variation |λ|
is a probability realvalued σ-additive measure, which is natural, since |λ|
is a nonegative σ-additive measure. Points ω ∈ Ω are called elementary
events and values λ(S) probabilities of events S ∈ F. A measurable map
ξ : (Ω, F)→ (X,B) is called a random variable with values in X , where B is
a covering σ-algebra of subsets of a locally K-convex space X , ξ−1(B) ⊂ F,
where K is a non-Archimedean field complete as an ultrametric space.
The random variable ξ induces a normalized measure νξ(A) := λ(ξ
−1(A))
in X and a new probability space (X,B, νξ).
Let T be a set with a covering σ-algebra R and a σ-additive measure
η : R → C. Consider the following Banach space Lq(T,R, η, H) as the
completion of the set of all R-step functions f : T → H relative to the
following norm:
(1) ‖f‖η,q := [
∫
T ‖f(t)‖
q
H|η|(dt)]
1/q for 1 ≤ q <∞ and
(2) ‖f‖η,∞ := ess − supt∈T,η ‖f(t)‖H , where H is a Banach space over
K, |η| is a variation of η, that is, |η| is a realvalued σ-additive measure. For
0 < q < 1 this is the metric space with the metric
(3) ρq(f, g) := [
∫
T ‖f(t)− g(t)‖
q
H|η|(dt)]
1/q.
Consider now a complete locallyK-convex spaceH , thenH is a projective
limit of Banach spaces H = lim{Hα, π
α
β ,Υ}, where Υ is a directed set, π
α
β :
Hα → Hβ is a K-linear continuous mapping for each α ≥ β, πα : H → Hα
is a K-linear continuous mapping such that παβ ◦ πα = πβ for each α ≥ β
(see §6.205 [32]). Each norm pα on Hα induces a seminorm p˜α on H . If
f : T → H , then πα ◦ f =: fα : T → Hα. In this case L
q(T,R, η, H) is
defined as a completion of a family of all step functions f : T → H relative
to the family of seminorms
(1′) ‖f‖η,q,α := [
∫
T p˜α(f(t))
q|η|(dt)]1/q, α ∈ Υ, for 1 ≤ q <∞ and
(2′) ‖f‖η,∞,α := ess− supt∈T,η p˜α(f(t)), α ∈ Υ, or pseudometrics
(3′) ρq,α(f, g) := [
∫
T p˜α((f(t) − g(t))
q|η|(dt)]1/q, α ∈ Υ, for 0 < q < 1.
Consequently, Lq(T,R, η, H) = lim{Lq(T,R, η, Hα), π
α
β ,Υ}. For example, T
may be a subset of F or of R, where F denotes a non-Archimedean field.
If T is a zero-dimensional T1-space, then denote by C
0
b (T,H) the Banach
space of all continuous bounded functions f : T → H supplied with the
3
norm:
(4) ‖f‖C0 := supt∈T ‖f(t)‖H <∞.
For a set T and a complete locally K-convex space H over K consider
the product HT of K-convex spaces HT :=
∏
t∈T Ht in the product topology,
where Ht := H for each t ∈ T .
Then take on either X := X(T,H) = Lq(T,R, η, H) or X := X(T,H) =
C0b (T,H) or on X = X(T,H) = H
T a covering σ-algebra B, for example,
B ⊃ Bf(X), where Bf(X) denotes the Borel σ-algebra of subsets of X for
a given topology on X . Consider a random variable ξ : ω 7→ ξ(t, ω) with
values in (X,B), where t ∈ T .
Events S1, ..., Sn are called independent in total if P (
∏n
k=1 Sk) =
∏n
k=1 P (Sk).
Subalgebras Fk ⊂ F are said to be independent if all collections of events
Sk ∈ Fk are independent in total, where k = 1, ..., n, n ∈ N. To each col-
lection of random variables ξγ on (Ω, F) with γ ∈ Υ is related the minimal
σ-algebra FΥ ⊂ F with respect to which all ξγ are measurable, where Υ is a
set. Collections {ξγ : γ ∈ Υj} are called independent if such are FΥj , where
Υj ⊂ Υ for each j = 1, ..., n, n ∈ N.
Let T be such that card(T ) > n. For X = C0b (T,H) or X = H
T
define X(T,H ; (t1, ..., tn); (z1, ..., zn)) as a closed submanifold in X of all
f : T → H , f ∈ X such that f(t1) = z1, ..., f(tn) = zn, where t1, ..., tn
are pairwise distinct points in T and z1, ..., zn are points in H . For X =
Lq(T,R, η, H) and pairwise distinct points t1, ..., tn in T ∩ supp(|η|) define a
set X(T,H ; (t1, ..., tn); (z1, ..., zn)) as a closed submanifold which is the com-
pletion relative to the metric ρq (or a family of pseudometrics {ρq,α : α} re-
spectively), where 0 < q ≤ ∞, of a family ofR-step functions f : T → H such
that f(t1) = z1, ..., f(tn) = zn. In these cases X(T,H ; (t1, ..., tn); (0, ..., 0)) is
the proper K-linear subspace of X(T,H) such that X(T,H) is isomorphic
with X(T,H ; (t1, ..., tn); (0, ..., 0))⊕H
n, since if f ∈ X , then f(t)− f(t1) =:
g(t) ∈ X(T,H ; t1; 0) (in the third case we use that T ∈ R and hence there
exists the embedding H →֒ X). For n = 1 and t0 ∈ T and z1 = 0 we denote
X0 := X0(T,H) := X(T,H ; t0; 0).
2.2. Definition. We define a stochastic process ξ(t, ω) with values in H
as a random variable such that:
(i) the differences ξ(t4, ω)−ξ(t3, ω) and ξ(t2, ω)−ξ(t1, ω) are independent
for each chosen (t1, t2) and (t3, t4) with t1 6= t2, t3 6= t4, such that either t1 or
t2 is not in the two-element set {t3, t4}, when T is a subset in R we suppose
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additionally, that t1 < t2 and t3 < t4, where ω ∈ Ω;
(ii) the random variable ξ(t, ω)−ξ(u, ω) has a distribution µFt,u, where µ
is a probability complexvalued measure on (X(T,H),B) from §2.1, µg(A) :=
µ(g−1(A)) for g : X → H such that g−1(RH) ⊂ B and for each A ∈ RH , a
continuous linear operator Ft,u : X → H is given by the formula Ft,u(ξ) :=
ξ(t, ω) − ξ(u, ω) for each ξ ∈ Lr(Ω, F, λ;X), where 0 < r ≤ ∞, RH is a
covering σ-algebra of H such that F−1t,u (RH) ⊂ B for each t 6= u in T ;
(iii) we also put ξ(0, ω) = 0, that is, we consider a K-linear subspace
Lr(Ω, F, λ;X0) of L
r(Ω, F, λ;X), where Ω 6= ∅, X0 is the closed subspace of
X as in §2.1.
It is seen that ξ(t, ω) is a Markov process with a transition measure
P (u, x, t, A) = µFt,u(A− x).
This definiton is justified by the following Theorem.
2.3. Theorem. Let either X = C0b (T,H) orX = H
T or X = Lg(T,R, η, H)
with 0 < g ≤ ∞ be the same spaces as in §2.1, where the valuation group
ΓK is discrete in (0,∞). Then there exists a family Ψ of pairwise inequiv-
alent stochastic processes on X of a cardinality card(Ψ) ≥ card(T )card(H)
or card(Ψ) ≥ card(R)card(H) respectively.
The proof is analogous to that of Theorem I.4.3 [28] and Theorem 4.3
[29] as well as Note 4.4 [29] can be applied to the considered here case also.
2.4. Definition. Let T be an additive group contained in R. Consider
a stochastic process ξ ∈ Lr(Ω, F, λ,X0(T,H)) such that a transition measure
has the form
P (t1, x, t2, A) := P (t2 − t1, x, A) := exp(−ρ(t2 − t1))P (A− x)
(see §3.2 [29] and §2.2 above) for each x ∈ H and A ∈ RH and t1 and t2 in T ,
where ρ > 0 is a constant. Then such process is called the Poisson process.
2.5. Proposition. Let
P (A− x) =
∫
H P (−x+ dy)P (A− y) for each x ∈ H and A ∈ RH , where
P is a probability measure on H and T is an interval in R,
then there exists a measure µ on X0(T,H) for which the Poisson process
exists.
Proof. We take
µt1,...,tn := P (t2 − t1, 0, ∗)...P (tn − tn−1, 0, ∗) on
Rt1,...,tn := Rt1 × ...×Rtn
for each pairwise distinct points t1, ..., tn ∈ T , where
µt1,...,tn = πt1,...,tn(µ) and
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πt1,...,tn : X0(T,H)→ Ht1 × ...×Htn
is the natural projection, Ht = H for each t ∈ T . There is a family Λ of all
finite subsets of T directed by inclusion. In view of the Kolmogorov theorem
(see Theorems I.1.3, I.1.4 [5] and [18]) the cylindrical distribution µ generated
by the family P (t2 − t1, x, A) has an extension to a measure on X0(T,H).
All others conditions are satisfied in accordance with §2.2 and §2.4.
2.6. Remark. Let K be a complete uniform (or in particular ultrauni-
form) Tychonoff space. Put
K˜n := (x ∈ Kn : xi 6= xj for each i 6= j).
Supply K˜n with a product topology. Let also BnK denotes the collection
of all n-point subsets of K. For each subset A ⊂ K a number mapping
NA : B
n
K → No is defined by the following formula: NA(γ) := card(γ ∩ A),
where N := {1, 2, 3, ...}, No := {0, 1, 2, 3, ...}.
2.7. Definitions and Remarks. As usually let
BK :=
⊕∞
n=0B
n
K ,
where B0K := {∅} is a singleton, BK ∋ x = (xn : xn ∈ B
n
K , n = 0, 1, 2, ...).
If a complete (ultra)uniform space X is not compact, then there exists an
increasing sequence of subsets Kn ⊂ X such that X =
⋃
nKn and Kn are
complete spaces in the uniformity induced from X . Moreover, Kn can be
chosen clopen in X , when X is ultrauniform. Then the following space
ΓX := {γ : γ ⊂ X and card(γ ∩Kn) <∞ for each n}
is called the configuration space and it is isomorphic with the projective limit
pr − lim{BKn, π
n
m,N}, where π
n
m(γm) = γn for each m > n and γn ∈ BKn .
Then
∏∞
n=1BKn =: Y in the Tychonoff product topology is ultrauniformiz-
able, that induces the ultrauniformity in ΓX , for example,
ρ(x, y) := dn(xn, yn)p
−n is the pseudoultrametric in ΓX for a family of
pseudoultrametrics dn on BKn,
where n = n(x, y) := min(xj 6=yj) j, x = (xj : j ∈ N, xj ∈ BKj), 1 < p ∈
N, since each complete ultrauniform space is a projective limit of complete
ultrametric spaces [6, 22] (about dn in the case of ultrametric spaces see [21]).
Let K ∈ {Kn : n ∈ N}, then mK denotes the restriction m|K , where
m : R → C is a σ-additive measure on a covering σ-algebra Rm of X ,
Kn ∈ Rm for each n ∈ N. Suppose that K
n
l ∈ Rmn for each n and l
in N, where Rmn is the completion of the covering σ-algebra R
n of Xn
relative to the product measure mn =
⊗n
j=1mj , mj = m for each j. Then
mnK :=
⊗n
j=1(mK)j is a measure on K
n and hence on K˜n, when m is such
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that |m|(Kn \ K˜n) = 0, where (mK)j = mK for each j. Let |m|(X) < ∞.
Then
(i) PK,m := exp(−m(K))
∑∞
n=0mK,n/n!
is a measure on R(BK), where
R(BK) = BK ∩ (
⊕∞
n=0Rmn),
mK,0 is a probability measure on the singleton B
0
K , and mK,n are images of
mnK under the following mappings:
pnK : K˜
n ∋ (x1, ..., xn) 7→ {x1, ..., xn} ∈ B
n
K .
Such system of measures PK,n is consistent, that is,
πnl (PKl,m) = PKn,m for each n ≤ l.
This defines the unique measure Pm on R(ΓX), which is called the Poisson
measure, where πn : Y → BKn is the natural projection for each n ∈ N.
For each n1, .., nl ∈ No and disjoint subsets B1, ..., Bl in X belonging to Rm
there is the following equality:
(ii) Pm(
⋂l
j=1{γ : card(γ ∩ Bi) = ni}) =
∏l
i=1m(Bi)
ni exp(−m(Bi))/ni!.
There exists the following embedding ΓX →֒ SX , where
SX := lim{EKn , π
n
m,N} is the limit of an inverse mapping sequence,
EK :=
⊕∞
l=0K
l for each K ∈ {Kn : n = 0, 1, 2, ...}.
The Poisson measure Pm on R(ΓX) considered above has an extension on
R(SX) such that |Pm|(SX \ ΓX) = 0. If each Kn is a complete K-linear space
(not open in K), then EK and SX are complete K-linear spaces, since
SX ⊂ (
∏∞
n=1EKn).
Then on R(SX) there exists a Poisson measure Pm, but without the restric-
tion |mnK |(K
n \ K˜n) = 0, where
(iii) PK,m := exp(−m(K))
∑∞
n=0m
n
K/n!,
πnl (PKl,m) = PKn,m for each n ≤ l.
2.8. Corollary. Let suppositions of Proposition 2.5 be satisfied with
H = SX for a complete K-linear space X and P (A) = Pm(A) for each
A ∈ R(SX) (see §2.7), then there exists a measure µ on X0(T,H) for which
the Poisson process exists.
2.9. Definition. The stochastic process of Corollary 2.8 is called the
Poisson process with values in X .
2.10. Note. If ξ ∈ Lr(Ω, F, λ;X0(T, Y )) is a stochastic process with
values in a Hilbert space Y over C, then its mean value for t1, t2 ∈ T is
defined by the following formula:
(i) Mt1,t2(η) :=
∫
Y
yP (t1, 0, t2, dy),
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where P (t1, y1, t2, A) is a transition probability of ξ corresponding to ξ(t1, ω) =
y1, ξ(t2, ω) ∈ A, A ∈ Bf(Y ). For t1 = t0 we may simply writeMt2 , if t1 and t2
are definite moments, then they may be omitted and we may writeM instead
of Mt1,t2 . Let H = K be a field, where Qp ⊂ K ⊂ Cp, let also λ be a prob-
ability realvalued measure. Let T be an interval [t0, R] in R, where R > t0.
Consider a multiplicative character for a field K, π : K \ {0} → C, π = πa
for some a ∈ C such that πa(x) := |x|
a−1
K π0(x|x|K), where π0 : S1 → S
1 is
a multiplicative character on S1 := {x ∈ K : |x|K = 1}, Cp ⊃ K ⊃ Qp,
S1 := {z ∈ C : |z| = 1} (about a character see, for example, §VI.25 [11] and
§III.2 [37]). We take a with Re(a) > 1 and consider an extension of πa as a
continuous function such that πa(0) = 0.
2.11. Theorem. Let ψ be a continuously differentiable function, from
an interval T ⊂ R into R and ψ(0) = 0. Then there exists a stochastic
process ξ(t, ω) such that
Mt(exp(−ρπ[ξ(t, ω)])) = exp(−tψ(ρ))
for each t in T and each constant ρ > 0, where π : K \ {0} → C is a
multiplicative continuous character as in §2.10.
Proof. We consider solution of the following equation
Mt[exp(−ρπ[ξ(t, ω)])] = exp(−tψ(ρ))
taking t0 = 0 without loss of generality. Then e(t) = e(t− s)e(s) for each t
and s in T and each ρ > 0, where
eρ(t) := e(t) := Mt(exp(−ρπ[ξ(t, ω)])).
Hence
∂eρ(t)/∂ρ = −tψ
′(ρ) exp(−tψ(ρ)), consequently,
ψ′(ρ) = t−1(
∫
K π(l) exp(−ρπ(l))P ({ω : ξ(t, ω) ∈ dl})
for each t 6= 0. In particular,
ψ′(ρ) = limt→0,t6=0 t
−1(
∫
K π(l) exp(−ρπ(l))P ({ω : ξ(t, ω) ∈ dl}).
By the conditions of this theorem we have
ψ(α) =
∫ α
0 ψ
′(β)dβ.
Consider a σ-additive measure m on a separating covering ring R(K) such
that R(K) ⊃ Bf(K) ∪ {0} with values in C given by the formula
m(dl) := limt→0,t6=0 π(l)P ({ω : ξ(t, ω) ∈ dl})/t
on K \ {0}, m({0}) = m0 and consider a σ-additive measure n such that
m(dl) = π(l)n(dl) for l 6= 0.
Therefore,
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ψ(ρ) =
∫ ρ
0 (
∫
K exp(−βπ(l))m(dl))dβ.
The character π is continuous and multiplicative, that is, π(ab) = π(a)π(b)
for each a and b ∈ K \ {0}. From ψ(0) = 0 we have e0(t) = 1 for each t ≥ 0,
consequently,
ψ(ρ) = ρm0 +
∫
K\{0}[1− exp(−ρπ(l))]n(dl),
since π as the continuous function has the extension on K with π(0) = 0 and
liml→0,l 6=0[1− exp(−ρπ(l))]/π(l) = ρ and
lim
ρ→0,ρ6=0
∫
B(K,0,k)
[1− exp(−ρπ(l))]n(dl) = 0
for each k > 0. Then
ψ(ρ) =
∫
K[1− exp(−ρπ(l))]n(dl). We search a solution of the problem in
the form
π(ξ(t, ω)) = tm0 +
∫
K π(l)η([0, t], dl, ω),
where η(dt, dl, ω) is the realvalued σ-additive measure on Bf(T )×R(K) for
each ω ∈ Ω such that its moments satisfy the Poisson distribution with the
Poisson measure Ptn, that is,
Mt[η
k([0, t], dl, ω)] =
∑
s≤k as,k(tn)
s(dl)/s!
for each 0 < t ∈ T , where
ak,j =
∑
s1+...+sk=j,s1≥1,...,sk≥1
j!/(s1!...sk!)
for each k ≤ j. Using the fact that the set of step functions is dense in
Lr(K,R(K), n,Cp) we get
Mt[exp(−ρ
∫
K
π(l)η([0, t], dl, ω))] = lim
Z
Mt[
∏
j
exp(−ρπ(lj)η([0, t], δj, ω))]
= lim
Z
∏
j
Mt[exp(−ρπ(lj)η([0, t], δj, ω))] = lim
Z
exp(−ρt
∑
j
(1−exp(−ρπ(lj)))n(δj))
= exp[−ρt
∫
K
{1− exp(−ρπ(l))}n(dl)],
where Z is an ordered family of partitions U of K into disjoint union of
elements of R(K), U ≤ V in Z if and only if each element of the disjoint
covering U is a union of elements of V, lj ∈ δj ∈ U ∈ Z. We get the equation
Mt[exp(−ρπ[ξ(t, ω)])] = Mt[exp(−ρ
∫
K
π(l)η([0, t], dl, ω))].
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This defines the stochastic process π[ξ(t, ω)] with the probability space (Ω, F, λ).
If f ∈ Lr(Ω, F, λ;X0(T,C)) and f(Ω × T ) ⊂ π(K) ⊂ C, then there exists
h ∈ Lr(Ω, F, λ;X0(T,K)) such that f = π[h]. Since π is continuous onK and
locally constant on K \ {0}, then due to §2.3 and Corollary 2.8 above there
exists a K-valued stochastic process ξ for a given complexvalued stochastic
process π[ξ] with the measure space (Ω, F, λ) (see also §4.3 [29]).
2.12.1. Notes. For a continuous function c(t) and a nonnegative mea-
sure n on T ×K such that
∫
K\{0}(1− exp(−π(l))n((0, t]× dl) <∞ for each
t > 0 there exists a K-valued stochastic process ξ(t, ω) such that
Mt1,t2 [exp{−ρ(π(ξ(t2, ω))− π(ξ(t1, ω)))}] = exp[−ρ(c(t2)− c(t1))]
−
∫
K\{0}
[1− exp(−ρπ(l))]n((t1, t2]× dl)]
for each ρ > 0 and t1 < t2 with a Poisson measure η having mean n(dt× dl).
This can be proved analogously to §4.10 [13] using §2.11 above and with the
help of disjoint pavings of K by clopen balls instead of intervals (l1, l2] in the
real case. For this put
π(ξ(t, ω)) = c(t) +
∫
K\{0}
π(l)η([0, t]× dl)
for each t ≥ 0, where η(dt× dl) is a number of jumps of magnitude s ∈ dl in
time dt.
2.12.2. Notes. In [25] and in II [28] was considered an analog of a
Gaussian measure and of a Wiener process. That construction is generalized
below and additional properties are proved conserning moments of a Gaussian
measure and an analog of the Itoˆ formula.
LetX be a locallyK-convex space equal to a projective limit lim{Xj, φ
j
l ,Υ}
of Banach spaces over a local fieldK such that Xj = c0(αj ,K), where the lat-
ter space consists of vectors x = (xk : k ∈ αj), xk ∈ K, ‖x‖ := supk |xk|K <
∞ and such that for each ǫ > 0 the set {k : |xk|K > ǫ} is finite, αj is a set, that
is convenient to consider as an ordinal due to Kuratowski-Zorn lemma [6, 35];
Υ is an ordered set, φjl : Xj → Xl is a K-linear continuous mapping for each
j ≥ l ∈ Υ, φj : X → Xj is a projection on Xj , φl◦φ
j
l = φj for each j ≥ l ∈ Υ,
φlk ◦ φ
j
l = φ
j
k for each j ≥ l ≥ k in Υ. Consider also a locally R-convex
space, that is a projective limit Y = lim{l2(αj ,R), ψ
j
l ,Υ}, where l2(αj ,R) is
the real Hilbert space of the topological weight w(l2(αj ,R)) = card(αj)ℵ0.
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Suppose B is a symmetric nonegative definite (bilinear) nonzero functional
B : Y 2 → R.
2.13. Definitions and Notes. A measure µ = µq,B,γ on X with values
in R is called a q-Gaussian measure, if its characteristic functional µˆ has the
form
µˆ(z) = exp[−B(vq(z), vq(z))]χγ(z)
on a dense K-linear subspace Dq,B,X in X
∗ of all continuous K-linear func-
tionals z : X → K of the form z(x) = zj(φj(x)) for each x ∈ X with
vq(z) ∈ DB,Y , where B is a nonegative definite symmetric operator (that
is, bilinear R-valued symmetric functional) on a dense R-linear subspace
DB,Y in Y
∗, B : D2B,Y → R, j ∈ Υ may depend on z, zj : Xj → K is
a continuous K-linear functional such that zj =
∑
k∈αj e
k
j zk,j is a count-
able convergent series such that zk,j ∈ K, e
k
j is a continuous K-linear func-
tional on Xj such that e
k
j (el,j) = δ
k
l is the Kroneker delta symbol, el,j is the
standard orthonormal (in the non-Archimedean sence) basis in c0(αj,K),
vq(z) = vq(zj) := {|zk,j|
q/2
K : k ∈ αj}. It is supposed that z is such that
vq(z) ∈ l2(αj ,R), where q is a positive constant, χγ(z) : X → S
1 is a contin-
uous character such that χγ(z) = χ(z(γ)), γ ∈ X , χ : K→ S
1 is a character
of K as an additive group (about a character see, for example, §VI.25 [11]
and §III.1 [37]).
A symmetric nonegative definite operator B is called a correlation oper-
ator of a measure µ. If Y is a Hilbert space with a scalar product (∗, ∗),
then due to the Riesz theorem there exists E ∈ L(Y ) such that B(y1, y2) =
(Ey1, y2) for each y1, y2 ∈ Y . Therefore, B is also called operator.
2.14. Proposition. A q-Gaussian measure on X is σ-additive on some
σ-algebra A of subsets of X. Moreover, a correlation operator B is of class L1,
that is, Tr(B) <∞, if and only if each finite dimensional over K projection
of µ is a σ-additive q-Gaussian Borel measure.
Proof. From Definition 2.13 it follows, that each one dimensional over K
projection µxK of a measure µ is σ-additive on the Borel σ-algebra Bf(K),
where 0 6= x = ek,l ∈ Xl. Therefore, µ is defined and finite additive on a
cylindrical algebra U :=
⋃
k1,...,kn;l φ
−1
l [(φ
l
k1,...,kn
)−1(Bf(spK{ek1,l, ..., ekn,l}))],
where φlk1,...,kn : Xl → spK(ek1,l, ..., ekn,l) is a projection on a K-linear span
of vectors ek1,l, ..., ekn,l. This means that µ is a bounded quasimeasure on
U. Since µˆ is the positive definite function, then µ is realvalued. In view
of the non-Archimedean analog of the Bochner-Kolmogorov theorem (see
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I.2.27 [26]) µ has an extension to a σ-additive probability measure on a σ-
algbera σU, that is, a minimal σ-algebra of subsets of X containing U. If
J : Xj → Xj is a K-linear operator diagonal in the basis {ek,j : k}, then for
z such that z(x) = zj(φj(x)) for each x ∈ X and a symmetric nonegative
definite operator F as in §2.13
(i) F (vq(z ◦ J), vq(z ◦ J)) = E(vq(z), vq(z)), where
(ii) Ek,l = Fk,l|Jk,k|
q/2|Jl,l|
q/2 for each k, l ∈ αj. If F ∈ La (that is,
F a ∈ L1) and J ∈ Lq (that is, diag(v1(Jl,l) : l) ∈ Lq), then
(iii) E ∈ Laq/(a+q) for each a > 0 (see Theorem 8.2.7 [34]). In particular,
taking a tending to ∞ and F = I we get E ∈ Lq, since L∞ is the space
of bounded linear operators. Using the orthonormal bases in Xj for each
j we get the embedding of Xj into its topologically adjoint space X
∗
j of all
continuous K-linear functionals on Xj. For each z ∈ X
∗ there exists a non-
Archimedean direct sum decomposition X = Xz ⊕ ker(z), where Xz is a one
dimensional over K subspace in X . Therefore, the set Dq,B,X of functionals z
on X from §2.13 separates points of X . If for a given one dimensional over K
subspace W in X it is the equality B(vq(z), vq(z)) = 0 for each z ∈ W , then
the projection µW of µ is the atomic measure with one atom being a singleton.
If B ∈ L1, then B(vq(z), vq(z)) and hence µˆ(z) is correctly defined for each
z ∈ Dq,B,X . From Equalities (i, ii), Inclusion (iii) above and analogously to
Theorem II.2.2 [28] we get the second statement of this theorem.
2.15. Corollary. Let X be a complete locally K-convex space of sep-
arable type over a local field K, then for each constant q > 0 there exists
a nondegenerate symmetric positive definite operator B ∈ L1 such that a
q-Gaussian measure is σ-additive on Bf(X) and each its one dimensional
over K projection is absolutely continuous relative to the nonnegative Haar
measure on K.
Proof. A space Y from §2.12 corresponding to X is a separable locally
R-convex space. Therefore, Y in a weak topology is isomorphic with Rℵ0
from which the existence of B follows. For each K-linear finite dimensional
over K subspace S a projection µS of µ on S ⊂ X exists and its density
µS(dx)/w(dx) relative to the nonegative nondegenerate Haar measure w on
S is the inverse Fourier transform F−1(µˆ|S∗) of the restriction of µˆ on S
∗ (see
about the Fourier transform on non-Archimedean spaces §VII [37]). For such
B each one dimensional projection of µ corresponding to µˆ has a density that
is a continuous function belonging to L1(K, w, Bf(K),R), where w denotes
the nonnegative Haar measure on K.
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2.16. Proposition. Let µq,B,γ and µq,E,δ be two q-Gaussian measures
with correlation operators B and E of class L1, then there exists a convolution
of these measures µq,B,γ ∗ µq,E,δ, which is a q-Gaussian measure µq,B+E,γ+δ.
Proof. Since B and E are nonnegative, then (B + E)(y, y) = B(y, y) +
E(y, y) ≥ 0 for each y ∈ Y , that is, B+E is nonegative. Evidently, B+E is
symmetric. In view of [34] B +E is of class L1. Therefore, µq,B+E,γ+δ is the
σ-additive q-Gaussian measure together with µq,B,γ and µq,E,δ in accordance
with Theorem 2.14. Moreover, µq,B+E,γ+δ is defined on the σ-algebra σUB+E
containing the union of σ-algebras σUB and σUE on which µq,B,γ and µq,E,δ
are defined correspondingly, since ker(B + E) ⊂ ker(B) ∩ ker(E). Since
µˆq,B+E,γ+δ = µˆq,B,γµˆq,E,δ, then µq,B+E,γ+δ = µq,B,γ ∗ µq,E,δ (see Proposition
I.2.11 [26] and use projective limits).
2.17. Definitions. Let B and q be as in §2.14 and denote by µq,B,γ
the corresponding q-Gaussian measure on H . Let ξ be a stochastic process
with a real time t ∈ T ⊂ R (see §2.2), then it is called a non-Archimedean
q-Wiener process with real time, if
(ii)′ the random variable ξ(t, ω)− ξ(u, ω) has a distribution µq,(t−u)B,γ for
each t 6= u ∈ T .
Let ξ be a stochastic process with a non-Archimedean time t ∈ T ⊂ F,
where F is a local field, then ξ is called a non-Archimedean q-Wiener process
with F-time, if
(ii)” the random variable ξ(t, ω)−ξ(u, ω) has a distribution µq,ln[χF(t−u)]B,γ
for each t 6= u ∈ T , where χF : F→ S
1 is a continuous character of F as the
additive group.
2.18. Proposition. For each given q-Gaussian measure a non-Archimedean
q-Wiener process with real (F respectively) time exists.
Proof. In view of Proposition 2.16 for each t > u > b a random variable
ξ(t, ω)− ξ(b, ω) has a distribution µq,(t−b)B,γ for real time parameter. If t, u,
b are pairwise different points in F, then ξ(t, ω)− ξ(b, ω) has a distribution
µq,ln[χF(t−b)]B,γ , since ln[χF(t − u)] + ln[χF(u − b)] = ln[χF(t − b)]. This
induces the Markov quasimeasure µ(q)x0,τ on (
∏
t∈T (Ht,Ut)), where Ht = H
and Ut = Bf(H) for each t ∈ T (see §VI.1.1 [5] and §3 in I [28]). Therefore,
the Chapman-Kolmogorov equation is accomplished:
P (b, x, t, A) =
∫
H
P (b, x, u, dy)P (u, y, t, A)
for each A ∈ Bf(H). An abstract probability space (Ω, F, λ) exists due to the
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Kolmogorov theorem, hence the corresponding space Lr exists. Therefore,
conditions of defintions 2.2 and 2.17 are satisfied.
2.19. Proposition. Let ξ be a q-Gaussian process with values in a
Banach space H = c0(α,K) a time parameter t ∈ T and a positive definite
correlation operator B of trace class and γ = 0, where card(α) ≤ ℵ0, either
T ⊂ R or T ⊂ F. Then either
(i) lim
N∈α
Mt‖(vq(e
1(ξ(t, ω)), ..., vq(e
N(ξ(t, ω)))‖2l2 = tT r(B) or
(ii) lim
N∈α
Mt‖(vq(e
1(ξ(t, ω)), ..., vq(e
N(ξ(t, ω))‖2l2 = [ln(χF(t))]Tr(B) respectively.
Proof. At first we consider moments of a q-Gaussian measure µq,B,γ.
We define momentsmqk(e
j1 , ..., ejk) :=
∫
H v2q(e
j1(x))...v2q(e
jk(x))µq,B,γ(dx) for
linear continuous functionals ej1 , ..., ejk on H such that el(ej) = δ
l
j , where in
our previous notation {ej : j ∈ α} is the standard orthonormal base in H .
Consider partial pseudodifferential operators P∂
u
j given by the equation
(iii) P∂
u
j ψ(x) := F
−1
j (|x˜j|
u
Kψˆ(x˜))(x),
where the norm |b|K = modK(b) on K is chosen coinciding with the modular
function associated with the nonnegative nondegenerate Haar measure w on
K (about the modular function see [38]), u ∈ C \ {−1}, ψˆ := Fj(ψ) is
the Fourier transform of ψ by a variable xj ∈ K such that Fj is defined
relative to the Haar measure w on K [37]. From the change of variables
formula
∫
K f(ax + b)g(x)w(dx) =
∫
K f(y)g((y − b)/a)|a|
−1
K w(dy) for each f
and g ∈ L2(K, Bf(K), w,C), a 6= 0 and b ∈ K, also the Fubini theorem and
the Fourier transform on K it follows that f−α ∗fu+1 = fu+1−α for u 6= α and
ΓK(u+ 1)|ξj|
−u−1
K = F(|xj |
u), where fu(xj) := |xj |
u−1/ΓK(u), ΓK is the non-
Archimedean gamma function, ΓK(u) :=
∫
K |z|
u−1
K χ(z)w(dz), χ : K→ S
1 is
the character ofK as the additive group such that χ(z) :=
∏m
j=1 χp(z
′
j), z
′
j ∈
Qp, z = (z
′
1, ..., z
′
m) ∈ K for K considered as the Qp-linear space, m ∈ N,
dimQpK = m, χp : Qp → S
1 is the standard character such that χp(y) :=
exp(2πi{y}p), {y}p :=
∑
l<0 alp
l for |y|Qp > 1 and {y}p = 0 for |y|Qp ≤ 1,
y =
∑
l alp
l, al ∈ {0, 1, ..., p − 1}, l ∈ Z, min(l : al 6= 0) =: ordp(y) > −∞.
Therefore, P∂
u
j |xj |
n = |xj|
n−uΓK(n)/ΓK(n − u), where n ∈ C \ {−1}. A
function ψ for which P∂
u
j ψ exists is called pseudodifferentiable of order u by
variable xj .
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Fromm
q/2
k (e
j1 , ..., ejk) = F−1(|xj1 |
q/2...|xjk |
q/2
F(µ))(0), since F(hg) = F(h)∗
F(g) for functions h and g in the Hilbert space L2(K, Bf(K), w,C) it follows
that m
q/2
2k (e
j1 , ..., ej2k) = P∂
q/2
j1 ... P∂
q/2
j2k
µˆ(0) = ([ PD
q/2]2kµˆ(0)).(ej1, ..., ej2k),
where PD
q/2 is a K-linear pseudodifferential operator by x ∈ H such that
( PD
q/2ψ(x)).ej := P∂
q/2
j ψ(x). Then
(iv)m
q/2
2n (e
j1, ..., ej2n) = (−1)n(n!)−12−n[ PD
q/2]2n[B(vq(z), vq(z)]
n.(ej1, ..., ej2n)
= (n!)−12−n
∑
σ∈Σ2n Bσ(j1),σ(j2)...Bσ(j2n−1),σ(j2n),
since γ = 0 and χγ(z) = 1, where Σk is the symmetric group of all bijective
mappings σ of the set {1, ..., k} onto itself, Bl,j := B(ej , el), since Y
∗ =
Y for Y = l2(α,R). Therefore, for each B ∈ L1 and A ∈ L∞ we have∫
H A(vq(x), vq(x))µq,B,0(dx) = limN∈α
∑N
j=1
∑N
k=1Aj,km
q/2
2 (ej , ek) = Tr(AB).
In particular for A = I and µq,tB,0 corresponding to the transition measure
of ξ(t, ω) we get Formula (i) for a real time parameter, using µq,ln[χF(t)]B,0 we
get Formula (ii) for a time parameter belonging to F, since ξ(t0, ω) = 0 for
each ω.
2.20. Corollary. Let H = K and ξ, B = 1, γ be as in Proposition 2.19,
then
(i) M(
∫
t∈[a,b]
φ(t, ω)|dξ(t, ω)|qK) = M [
∫ b
a
φ(t, ω)dt]
for each a < b ∈ T with real time, where φ(t, ω) ∈ L2(Ω,U, λ, C00(T,R))
ξ ∈ Lq(Ω,U, λ, C00(T,K)), (Ω,U, λ) is a probability measure space.
Proof. Since
∫
t∈[a,b] φ(t, ω)|dξ(t, ω)|
q
K
= limmaxj(tj+1−tj)→0
∑N
j=1 φ(tj, ω)|ξ(tj+1, ω) − ξ(tj, ω)|
q
K for λ-almost all ω ∈
Ω, then applying Fromula 2.19.(i) to each |ξ(tj+1, ω)− ξ(tj , ω)|
q
K and taking
the limit by finite partitions a = t1 < t2 < ... < tN+1 = b of the segment
[a, b] we get Formula 2.20.(i).
2.21. Remarks. In the classical case with q = 2 and R instead of
K there is analogous formula M([
∫
t∈[a,b] φ(t, ω)dBt(ω)]
2) = M [
∫ b
a φ(t, ω)
2dt
known as the Itoˆ formula (see the classical case in [3, 4, 5, 9, 10, 12, 13, 30,
33]). Another analogs of the Itoˆ formula were given in II [28]. Certainly it
is impossible to get in the non-Archimedean case all the same properties of
Gaussian measures and Wiener process (Brownian motion) as in the classical
case. Therefore, there are different possibilities for seeking non-Archimedean
analogs of Gaussian measures and Wiener processes depending on a set of
properties supplied with these objects. Giving our definitions we had the
intention to take into account the most important properties.
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Since F(χγ)(y) = δ(y − γ) and [δ(y − γ) ∗ h(y)](x) = h(x − γ) for
any continuous function h, then
∫
H |xj1 − γj1|
q/2...|xjk − γjk|
q/2dµq,B,γ =∫
H |xj1|
q/2...|xjk |
q/2dµq,B,0, consequently, γ plays in some sence the mean value
role.
If A > 0 on Y = l2(α,K), then
µq,B,0{x : A(vq(x), vq(x)) ≥ 1} ≤ Tr(AB) and
µq,B,0{x : |A(vq(x), vq(x)) − Tr(AB)| ≤ c(Tr(AB))
1/2} ≥ 1 − 2‖AB‖/c2
for each c > 0 due to the Chebyshev inequality and Formula 2.19.(iv).
2.22. Definitions and Notes. Consider a pseudodifferential operator
on H = c0(α,K) such that
(i) A =
∑
0≤k∈Z;j1,...,jk∈α
(−i)kbkj1,...,jk P∂j1 ... P∂jk ,
where bkj1,...,jk ∈ R, P∂jk := P∂
1
jk
. If there exists n := max{k : bkj1,...,jk 6=
0, j1, ..., jk ∈ α}, then n is called an order of A, Ord(A). If A = 0, then by
definition Ord(A) = 0. If there is not any such finite n, then Ord(A) = ∞.
We suppose that the corresponding form A˜ on
⊕
k Y
k is continuous into C,
where
(ii) A˜(y) = −
∑
0≤k∈Z;j1,...,jk∈α
(−i)kbkj1,...,jkyj1...yjk ,
y ∈ l2(α,R) =: Y . If A˜(y) > 0 for each y 6= 0 in Y , then A is called
strictly elliptic pseudodifferential operator. The phase multiplier (−i)k is
inserted into the definition of A for in the definition of P∂j it was omitted
in comparison with the classical case.
Let X be a complete locally K-convex space, let Y be a corresponding
complete locally R-convex space (see §2.12), let Z be a complete locally C-
convex space. For 0 ≤ n ∈ R a space of all functions f : X → Z such that
f(x) and ( PD
kf(x)).(y1, ..., yl(k)) are continuous functions on X × Y l(k),
l(k) := [k] + sign{k} for each k ∈ N such that k ≤ [n] and also for
k = n is denoted by PC
n(X, Y, Z) and f ∈ PC
n(X, Y, Z) is called n times
continuously pseudodifferentiable, where [n] ≤ n is an integer part of n,
1 > {n} := n − [n] ≥ 0 is a fractional part of n, sign(b) = 1 for each
b > 0, sign(0) = 0, sign(b) = −1 for b < 0, y1, ..., yl(k) ∈ Y . Then
PC
∞(X, Y, Z) :=
⋂∞
n=1 PC
n(X, Y, Z) denotes a space of all infinitely pseu-
dodifferentiable functions.
2.23. Theorem. Let A be a strictly elliptic pseudodifferential operator
on H = c0(α,K), card(α) ≤ ℵ0, and let t ∈ T = [0, b] ⊂ R. Suppose also
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that u0(x− y) ∈ L
2(H,Bf(H), µtA˜,C) for each marked y ∈ H as a function
by x ∈ H, u0(x) ∈ PC
Ord(A)(H, Y,C). Then the non-Archimedean analog of
the Cauchy problem
(i) ∂u(t, x)/∂t = Au, u(0, x) = u0(x)
has a solution given by
(ii) u(t, x) =
∫
H
u0(x− y)µtA˜(dy),
where µtA˜ is a σ-additive Borel measure on H with a characteristic functional
µˆtA˜(z) := exp[−tA˜(v1(z))].
Proof. In accordance with §§2.12 and 2.22 we have Y = l2(α,R). In
view of the conditions of this theorem the function exp[−tA˜(v1(z))] is con-
tinuous on H →֒ H∗ for each t ∈ R such that the family H of continuous
K-linear functionals on H separates points in H . In view of the Minlos-
Sazonov theorem I.2.35 [26] it defines a σ-additive Borel measure on H for
each t > 0 and hence for each t ∈ (0, b]. The functional A˜ on each ball of ra-
dius 0 < R <∞ in Y is a uniform limit of its restrictions A˜|⊕
k
[spK(e1,...,en)]
k ,
when n tends to the infinity, since A˜ is continuous on
⊕
k Y
k. Since u0(x−y) ∈
L2(H,Bf(H), µtA˜,C) and a space of cylindrical functions is dense in the lat-
ter Hilbert space, then due to the Parceval-Steclov equality and the Fu-
bini theorem it follows that limP→I FPxu0(Px))µˆtA˜(y + Px) converges in
L2(H,Bf(H), µtA˜,C) for each t, since µt1A˜∗µt2A˜ = µ(t1+t2)A˜ for each t1, t2 and
t1 + t2 ∈ T , where P is a projection on a finite dimensional over K subspace
HP := P (H) in H , HP →֒ H , P tends to the unit operator I in the strong op-
erator topology, FPxu0(Px) denotes a Fourier transform by the variable Px ∈
HP . Consider a function v := Fx(u), then ∂v(t, x)/∂t = −A˜(v1(x))v(t, x),
consequently, v(t, x) = v0(x) exp[−tA˜(v1(x))]. From u(t, x) = F
−1
x (v(t, x)),
where as above Fx(u) denotes the Fourier transform by the variable x ∈ H
such that Fx(u(t, x)) = limn→∞ Fx1,...,xnu(t, x). Therefore, u(t, x) = u0(x) ∗
F
−1
x (µˆtA˜) =
∫
H u0(x − y)µtA˜(dy), since u0(x − y) ∈ L
2(H,Bf(H), µtA˜,C)
and µtA˜ is the bounded measure on Bf(H) and |
∫
H u0(x − y)µtA˜(dy)| ≤
(
∫
H |u0(x− y)|
2µtA˜(dy))µtA˜(H) <∞.
2.24. Note. In the particular case of Ord(A) = 2 and A˜ corresponding
to the Laplace operator, that is, A˜(y) =
∑
l,j gl,jylyj, Equation 2.23.(i) is
(the non-Archimedean analog of) the heat equation on H . This provides the
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interpretation of the 2-Gaussian measure µtA˜ = µ2,tA˜,0. For dimKH <∞ the
density µtA˜(dx)/w(dx) is called the heat kernel, where w is the nonnegative
nondegenerate Haar measure on H .
For Ord(A) < ∞ the form A˜0(y) corresponding to sum of terms with
k = Ord(A) in Formula 2.22.(ii) is called the principal symbol of operator
A. If A˜0(y) > 0 for each y 6= 0, then A is called an elliptic pseudodifferential
operator. Evidently, Theorem 2.23 is true for elliptic A of Ord(A) < ∞,
since exp[−tA˜(v1(z))] is the bounded continuous realvalued positive definite
function.
2.25. Remark and Definitions. Let linear spaces X over K and Y
over R be as in §2.12 and B be a symmetric nonegative definite (bilinear)
operator on a dense R-linear subspace DB,Y in Y
∗. A quasimeasure µ with
a characteristic functional
µˆ(ζ, x) := exp[−ζB(vq(z), vq(z))/2]χγ(z)
for a parameter ζ ∈ C with Re(ζ) ≥ 0 defined on Dq,B,X is called a complex-
valued Gaussian measure and is denoted by µq,ζB,γ also, where Dq,B,X := {z ∈
X∗ : there exists j ∈ Υ such that z(x) = zj(φj(x)) ∀x ∈ X, vq(z) ∈ DB,Y }.
2.26. Proposition. Let X = Dq,B,X and B be positive definite, then
for each function f(z) :=
∫
X χz(x)ν(dx) with a complexvalued measure ν of
finite variation and each Re(ζ) > 0 there exists
(i)
∫
X
f(z)µζB(dz) = lim
P→I
∫
X
f(Pz)µ
(P )
ζB (dz)
=
∫
X
exp(−ζB(vq(z), vq(z))/2)χγ(z)ν(dz),
where µ(P )(P−1(A)) := µ(P−1(A)) for each A ∈ Bf(XP ), P : X → XP is
a projection on a K-linear subspace XP , a convergence P → I is considered
relative to a strong operator topology.
Proof. A complexvalued measure ν can be presented as ν = ν1 − ν2 +
iν3− iν4, where νj are nonnegative measures, j = 1, ..., 4, i = (−1)
1/2. Using
the projective limit decomposition of X and §2.27 in I [26] we get that
(ii)
∫
X f(z)µζB(dz) = limP→I
∫
X f(Pz)µ
(P )
ζB (dz). On the other hand, for
each finite dimensional over K subspace XP
(iii)
∫
X f(Pz)µ
(P )
ζB (dz) =
∫
XP
{exp(−ζB(vq(z), vq(z))/2)χγ(z)}|XP ν
XP (dz).
Since each measure νj is nonegative and finite, then due to Lemma 2.3 and
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§2.6 in I [26] there exists the limit
limP→I
∫
XP
{exp[−ζB(vq(z), vq(z))/2]χγ(z)}|XP ν
XP (dz)
=
∫
X exp(−ζB(vq(z), vq(z))/2)χγ(z)ν(dz).
2.27. Proposition. If conditions of Proposition 2.26 are satisfied and
(i)
∫
XP
|f(Px)|wXP (dx) <∞
for each finite dimensional over K subspace XP in X, then Formula 2.26.(i)
is accomplished for ζ with Re(ζ) = 0, where wXP is a nonegative nondegen-
erate Haar measure on XP .
Proof. The finite dimensional over K distribution µXPq,iB,γ/w
XP (dx) =
F
−1(µˆq,iB,γ|XP ) is locally w
XP -integrable, but does not belong to the space
L1(XP , Bf(XP ), w
XP ,C). In view of Condition 2.27.(i) above and the Fubini
theorem and using the Fourier transform of generalized functions (see §VII.3
[37]) we get Formulas 2.26.(ii, iii). Taking the limit by P → I we get Formula
2.26.(i) in the sence of distributions.
2.28. Remark. A measure µq,iB,γ is the non-Archimedean analog of the
Feynman quasimeasure. Put
(i) F
∫
X
f(x)µq,iB,γ(dx) := lim
ζ→i
∫
X
f(x)µq,ζB,γ(dx)
if such limit exists. If conditions of Proposition 2.26 are satisfied, then
ψ(ζ) :=
∫
X f(x)µq,ζB,γ(dx) is the holomorphic function on {ζ ∈ C : Re(ζ) >
0} and it is continuous on {ζ ∈ C : Re(ζ) ≥ 0}, consequently,
(ii) F
∫
X
f(x)µq,iB,γ(dx) =
∫
X
exp{−iB(vq(x), vq(x))/2}χγ(x)ν(dx).
3 Stochastic processes on non-Archimedean
manifolds.
To avoid misunderstanding at first definitions and notations are given.
3.1. Definitions and Notes. Let M be a Cn-manifold on a Banach
space X over a non-Archimedean field K complete relative to its norm with
an atlas At(M) := {(Uj, φj) : j ∈ ΛM} such that Uj is an open covering
of M and φj : Uj → φj(Uj) is a homeomorphism, φj(Uj) is open in X ,
φl ◦ φ
−1
j : φj(Uj ∩ Ul)→ φl(Uj ∩ Ul) is a diffeomorphism of class C
n for each
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Uj ∩ Ul 6= ∅, the space C
n(U, Y ) of functions from an open subset U ⊂ X
into a Banach space Y over K is defined in terms of difference quotients (see
[36, 25]).
Since the derivative (φl◦φ
−1
j )
′(x) is a linear continuous operator on φj(Uj∩
Ul)×X of class C
n−1 for each n ≥ 1 and there exists a derivative of an inverse
operator (φj◦φ
−1
l )
′(y) on φl(Uj∩Ul)×X , then (φl◦φ
−1
j )
′(x) ∈ GL(X) for each
x ∈ φj(Uj ∩ Ul), where GL(X) is the group of invertable K-linear bounded
operators of X onto X . Therefore, for each n ≥ 1 there exists a functor T
such that T (φl ◦ φ
−1
j )(x) := (φl,j(x), φ
′
l,j(x)) for each x ∈ (φl ◦ φ
−1
j )(Uj ∩ Ul),
T (φj(Uj)) := φj(Uj) × X , where φl,j := (φl ◦ φ
−1
j ). For n ≥ 1 put TM =⋃
j∈ΛM TUj with the atlas At(TM) := {(Uj × X, Tφj) : j ∈ ΛM} such that
Tφj : TUj → φj(Uj) × X is a homeomorphism, Tφj|{x}×X =: Txφj is a
bounded continuous operator on X by the second argument for each x ∈ Uj .
Thus TM =
⋃
x∈M TxM , where Txφj : TxUj → Tφj(x)φj(Uj) is a K-linear
isomorphism for each j ∈ ΥM , where Tφj(x)φj(Uj) = {φj(x)} × X . TM is
called the total tangent space of M , TxM is called the tangent space of M at
x. The projection τ := τM : TM →M is given by τM (s) = x for each vector
s ∈ TxM , τM is called the tangent bundle.
3.1.1 If M and N are two C l-manifolds on Banach spaces X and S over
K with l ≥ n, where At(N) := {(Vj, ψj) : j ∈ ΛN} and f : M → N is a
continuous mapping, then by the definition f ∈ Cn(M,N), if ψl ◦ f ◦ φ
−1
j ∈
Cn(Wl,j, Y ) for each Wl,j := φj(f
−1(Vl) ∩ Uj) 6= ∅. A norm in C
n(X,S)
induces a complete uniformity in Cn(M,N). If n ≥ 1 and f ∈ Cn(M,N),
then there exists Tf : TM → TN and Tf ∈ Cn−1(TM, TN).
3.1.2. Let H and X be two Banach spaces over a non-Archimedean field
K. Let M be a C l-manifold on X and let P be a manifold with a mapping
π : P → M such that π is surjective and π−1(x) =: Px =: Hx is a Banach
space over K isomorphic to H for each x ∈ M , π is called a projection,
π−1(x) is called a fibre of π over x. Suppose that P is supplied with an
atlas At(P ) = {(Uj, φj, Pφj) : j ∈ ΛM} consistent with At(M) such that
pr1 ◦ Pφj = φj ◦ π|PUj on π
−1(Uj) for each j, where pr1 : Uj × H → Uj
and pr2 : Uj × H → H are projections, Pφj is bijective, Pxφj = Pφj|Hx :
Hx → {φj(x)} ×H is a Banach space isomorphism, Pφl ◦ (Pφj|P (Ul∩Uj))
−1 :
φj(Uj ∩ Ul) × H → φl(Uj ∩ Ul) × H is a C
n-diffeomorphism, l ≥ n. Two
atlases are called equivalent, if their union is an atlas. (P,M, π) is called a
vector bundle over M with fibre on H . P is called the total space of π and
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M the base space of π.
Let (P1,M1, π1) and (P2,M2, π2) be two vector bundles with spaces H1
and H2 for the fibres of π1 and π2 respectively. Suppose there are two C
n-
mappings F : M1 →M2 and PF : P1 → P2 such that π2 ◦PF = F ◦ π on P1
and the restriction PxF := PF |H1,x : H1,x → H2,F (x) is a K-linear mapping.
Then (F, PF ) is called a morphism from (P1,M1, π1) to (P2,M2, π2).
3.1.3. A Cm-vector field onM is a Cm-mapping Ψ :M → TM such that
τM ◦ Ψ = id. If F : M → N is a C
m-morphism and Ψ : M → TN is such
that τN ◦Ψ = F , then Ψ is called a vector field along F .
Suppose thatK is spherically complete, then a topologically adjoint space
H∗ of K-linear functionals on a Banach space H over K separates points of
H , H∗ 6= ∅ (see Lemma 4.3.5 [35]). The bundle of r-fold contravariant
and s-fold covariant tensors over M is defined by L(τ ∗, ..., τ ∗, τ, ..., τ ; ρ) :
L(T ∗M, ..., T ∗M,TM, ..., TM ;KM) → M or shortly τ rs : T
r
sM → M , where
τ ∗ and T ∗M are repeated r times, τ and TM are repeated s times, ρ :
KM = M × K → M is the trivial bundle over M . Here L(α1, ..., αr; β) :
L(A1, ..., Ar;B) → M denotes a vector bundle over M , where (Aj ,M, αj)
and (B,M, β) are vector bundles, α−1k (x) = Hk,x, k = 1, ..., r, β
−1
H (x) = Yx,
L(A1, ..., Ar;B) :=
⋃
x∈M L(H1,x, ..., Hr,x; Yx), Hk,x and Yx are isomorphic to
Banach spacesHk and Y respectively overK. For each chart (Uj , φj) ofM the
bundle chart (Uj , φj, L(A1, ..., Ar;B)φj) is given by L(A1φj(x), ..., Arφj(x);Bφj(x)) :
L(H1,x, ..., Hr,x; Yx)→ L(H1, ..., Hr; Y ) such that for Ψx ∈ L(H1,x, ..., Hr,x; Yx)
its image is L(A1φj(x), ...;Bφj(x))Ψx = Bφj(x) ◦ Ψx ◦ (A1φj(x)
−1 × ... ×
Arφj(x)
−1), Akφj(x)
−1 : Hk,x → Hk is the K-linear isomorphism of Ba-
nach spaces, L(H1, ..., Hr; Y ) is the Banach space of all continuous mappings
f : H1 × ... × Hr → Y such that f is K-linear by each variable zk ∈ Hk,
k = 1, ..., r.
If Ψ : M → κTM is a Cm-mapping such that κ ◦ Ψ = id, then Ψ is
called a tensor field (of type κ), where (κTM,M, κ(τ)) is a tensor bundle
over M . If (P,N, π) is a vector bundle and F :M → N is a morphism, then
a morphism θ : M → P with π ◦ θ = F is called a section along F .
3.1.4. Let M be a Cn-manifold on a Banach space X over a spherically
complete non-Archimedean field K and BnM denotes the set of all C
n-vector
fields on M , where n ≥ 2. Let Γ = jΓ : φj(Uj) ∋ yj 7→ Γ(yj) ∈ L(X,X ;X)
be a Cn−2-mapping such that
(i) φ′l,j. jΓ(yj) = φl,j” + lΓ(yl) ◦ (φ
′
l,j × φ
′
l,j)
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for each two charts with Uj ∩ Ul 6= ∅. This { jΓ} is called the family of
Christoffel symbols jΓ on M .
A covariant derivation Bn−1M
2 ∋ (Ψ,Φ) 7→ ∇ΨΦ ∈ Bn−2M is given by
(ii) ∇ΨΦ(yj) = Φ
′(yj).Ψ(yj) + Γ(yj)(Ψ(yj),Φ(yj)),
where Ψ(yj) and Φ(yj) are principal parts of Ψ and Φ on (Uj , φj). If M with
At(M) is supplied with Γ, then M possesses a covariant derivation.
3.1.5. For a Cn-vector bundle (P,M, π) on X × H with n ≥ 2 define a
K-(linear) connection as a bundle morphism K : TP → P such that π ◦K =
π◦τP . This mapping K in its local representation jK = Pφj ◦K ◦TPφ
−1
j for
bundle charts (Uj , φj, Pφj) of (P,M, π) and (TUj , Tφj, TPφj) of (TP, P, τP )
is given by {Uj ,Ξ}×(X×H) ∋ (x,Ψ,Φ, z) 7→ (x, z+ jΓ(x)(Φ,Ψ)) ∈ {x}×H .
The Christoffel symbol jΓ(x) : Uj → L(X,H ;H) is of class of smoothness
Cn−2. For it the horizontal space TΨh is defined as the kernel of K|TΨP :
TΨP → Hq, q = π(Ψ).
For a section Ψ : M → P in (P,M, π) define the covariant derivation of
Ψ in the direction Φ ∈ TxM by
(i) ∇ΦΨ(x) = K ◦ TxΨ.Φ.
3.2. Let X be either a finite dimensional over a local field K space or of
countable type such that a sequence of subspaces Sn be given with Sn ⊂ Sn+1
and Sn 6= Sn+1 for each n ∈ N, cl(
⋃
n Sn) = X , a dimension dimKSn =: m(n)
of Sn over K is finite. Let U be a clopen bounded subset in Sn. Consider
an antiderivation operator P (l, s) on the Banach space C((t, s− 1), U → K)
of functions f : U → K with definite partial difference quotients having
continuous extensions (see §I.2 [25]) and denote P (l, s) on U by PU(l, s),
where t ∈ [0,∞), 1 ≤ s ∈ Z, l = [t] + 1, [t] is an integer part of t. In
particular, C((t, 0), U → K) is denoted here by Ct(U,K).
3.3. Definition and Note. Let now U be a clopen bounded subset in X
with dimKX =∞. For each f ∈ C0((t, s−1), U → K) there exists a sequence
of cylindrical functions fn such that f =
∑
n fn and limn ‖fˆn‖C((t,s−1),Un→K) =
0, where fn is a cylindrical function on U such that fn(x) = fˆn(πnx), fˆn is a
function on Un := Sn∩U , πn : X → Sn is a projection on Sn. For each t <∞
there exists U of sufficiently small diameter δ such that ‖PUn(l, s)‖ ≤ 1 for
each n, since it is sufficient to take δ|j|+n/|(j + u¯)!| ≤ 1 for each j with |j′| =
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0, ..., l − 1, j = j′ + s′u¯, s′ ∈ {0, 1, ..., s− 1} (see Definition I.2.11 [25]). For
U of diam(U) satisfying such condition define PU(l, s)f :=
∑
n PUn(l, s)fn.
For U as above is defined the space PC0((t, s), U → Y ) := PU(l, s)C0((t, s−
1), U → Y ), where Y is a Banach space over K.
3.4. Lemma. An image PU(t, s)(C((t, s − 1), U → Y )) denoted by
PC((t, s), U → Y ) is contained in C((t, s), U → Y ) and does not coincide
with the latter space. The space PC((t, s), U → Y ) can be supplied with a
norm denoted by ‖ ∗ ‖U,(t,s),P relative to which it is complete and PU(l, s) :
(C((t, s− 1), U → Y ), ‖ ∗ ‖C((t,s−1),U→Y ))→ ( PC((t, s), U → Y ), ‖ ∗ ‖U,(t,s),P )
is continuous.
Proof. Consider at first dimKX < ∞. If f ∈ PC((t, s), U → Y ), then
∂u¯(P (t, s)f)(x) = f(x) for each x ∈ U (see Corollary I.2.16 [25]). On the
other hand, there are g ∈ C((t, s), U → Y ) for which ∂ejg(x) = 0 in the
notation of Definitions 2.4.1 and 2.11 I.[25], for example, locally constant g.
Let now X may be infinite dimensional, then from taking the limit of fn
this statement follows in the general case. Consider an image PU(l, s)(B(C((t, s−
1), U → Y ), 0, 1))) =: V of the closed ball in C((t, s), U → Y ) containing
0 and with the unit radius. Let f ∈ PC((t, s), U → Y ), then there exists
g ∈ C((t, s − 1), U → Y ) such that PU(l, s)g = f . On the other hand,
‖g‖C((t,s−1),U→Y ) < ∞ and there exists a constant 0 6= c ∈ K such that
cg ∈ B(C((t, s − 1), U → Y ), 0, 1)). Therefore, cf ∈ V , since PU(l, s) is
the K-linear operator, that is, V is the absorbing subset. Since the ball
B(C((t, s − 1), U → Y ), 0, 1) is K-convex, then V is K-convex. Evidently,
0 ∈ V .
Consider a weak topology on C((t, s), U → Y ), then it induces a weak
topology on its K-linear subspace PC((t, s), U → Y ). In particular, each
evaluation functional hx(f) := f(x) is K-linear and continuous on the latter
space, where x ∈ U . In view of Theorem I.2.15 [25] PU(l, s) is continuous from
C((t, s− 1), U → Y ) → C((t, s), U → Y ). Therefore, V is bounded relative
to the weak topology, since U is compact and V is bounded relative to a
weaker topology generated by evaluation functionals. Let η be a Minkowski
functional on PC((t, s), U → Y ) generated by V . It generates a norm in
PC((t, s), U → Y ) relative to which it is complete. Since V is the unit ball
relative to this norm and PU(l, s)
−1(V ) is the unit ball in C((t, s−1), U → Y ),
then PU(l, s) is continuous relative to this topology.
3.5. Note. In view of Lemma 3.4 Definitions 3.1.1-3.1.5 can be spread on
C0((t, s)) and PC0((t, s))-manifolds, that is, (φl,j−id) ∈ C0((t, s),Wl,j → X)
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and (φl,j− id) ∈ PC0((t, s),Wl,j → X) respectively for each charts Ul and Uj
with Ul∩Uj 6= ∅, where φj(Uj) are bounded clopen subsets inX of sufficiently
small diameter as in §3.3 if X is infinite dimensional over K.
3.6. Note. Consider the space of functions F(t,s)M = C0((t, s),M → K),
then
∇S(aV + bW ) = a∇SV + b∇SW , ∇S(fV ) = S(f)V + f∇SV , where S,
V , W ∈ B(t,s)M , B(t,s)M denotes the set of all C0((t, s))-vector fields on M .
Considering the foliation of M and taking the limit we get for a given chart
(Uj , φj):
∇SV (φj) =
∑
k{
∑
i S
i(φj)(∂V
k/∂φij)(φj)
+
∑
i,l S
i(φj)V
l(φj)Γ
k
i,l(φj)}ek,
where (φj, ei) are basic vector fields on φj(Uj), S(φj) =
∑
i S
i(φj)ei, Γ(φj) =∑
i,l,k Γ
k
i,l(φj)e
i ⊗ ej ⊗ ek, e
i(ej) = δ
i
j for each i and j ∈ α. Therefore, there
exists a torsion tensor
T (S, V ) = ∇SV −∇V S − [S, V ] and a curvature tensor
R(S, V )W = ∇S∇VW −∇V∇SW −∇[S,V ]W
for each S, V and W ∈ B(t,s)M such that T (S, V ) = −T (V, S), R(S, V )W =
−R(V, S)W and
T (φj)(S, V ) = Γ(φj)(S, V )− Γ(φj)(V, S) ∈ L(X,X ;X),
R(φj)(S, V )W = DΓ(φj).S(V,W )−DΓ(φj).V (S,W )
+Γ(φj)(S,Γ(φj)(V,W ))−Γ(φj)(V,Γ(φj)(S,W )) ∈ L(X,X,X ;X) analogously
to Lemma 1.5.3 [17].
3.7. Theorem. Let M be a PC0((t, s))-manifold with s ≥ 2, then
there exists a clopen neighbourhood T˜M of M in TM and an exponential
C0((t, s))-mapping exp : T˜M →M of T˜M on M .
Proof. Let M be embedded into TM as the zero section of the bundle
τM . Consider the non-Archimedean geodesic equation ∇c˙c˙ = 0 with initial
conditions c(0) = x0, c˙(0) = y0, x0 ∈ M , y0 ∈ Tx0M , where c(b) is a
PC0((t, s))-curve on M , c : B(K, 0, 1)→ M . For a chart (Uj , φj) containing
a point x of M let φj ◦ c(b) := ψj(b), thus
(i) ψj”(b) + Γ(ψj(b))(ψ˙j(b), ψ˙j(b)) = 0.
Since ψj ∈ PC0((t, s)), then there exists f ∈ C((t, s − 2), B → X) such
that ψj = PB(l, s)PB(l, s − 1)f , where B := B(K, 0, 1). Therefore, ψ˙j =
PB(l, s− 1)f and ψj” = f , consequently, f satisfies the equation
(ii) f(b) + Γ(P 2f |b)(P
1f |b, P
1f |b) = 0,
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where P 2 := PB(l, s)PB(l, s− 1) and P
1 := PB(l, s− 1). Consider a marked
point b0 ∈ B. At first there exists r > 0 such that Equation (ii) and hence
(i) has a unique solution in B(K, b0, r). For this consider the iterational
equation:
(iii) fm+1(b) + Γ(P
2fm|b)(P
1fm|b, P
1fm|b) = 0,
where fm is a sequence of functions. From Γ ∈ PC0((t, s − 2)), since M
is the PC0((t, s))-manifold, it follows, that fm+1 ∈ PC((t, s − 2)) for each
fm ∈ PC((t, s− 2)). Then fm+1(t)− fm(t) = −Γ(P
2fm|t)(P
1fm|t, P
1fm|t)+
Γ(P 2fm|t)(P
1fm−1|t, P
1fm−1|t)− Γ(P
2fm|t)(P
1fm−1|t, P
1fm−1|t)
+Γ(P 2fm−1|t)(P
1fm−1|t, P
1fm−1|t). In view of the ultrametric inequality,
bilinearity of Γ(x)(a, b) by a, b and continuity by x, and continuity of P 1 and
P 2 for each x0 ∈ M and each t0 ∈ B(K, 0, 1) there exists r > 0 and ǫ > 0
such that
(iv) ‖fm+1 − fm‖ ≤ Cǫ
2‖Γ‖‖fm − fm−1‖ for each t ∈ B(K, t0, r) and each
‖y0‖ < ǫ, where C > 0 is a constant related with P
1 and P 2. There exists
0 < r < ∞ such that ‖P 1‖ ≤ 1 and ‖P 2‖ ≤ 1 and P 2f ∈ Gj,k ⊂ Uj for
each f ∈ Gj,k, since t and s are finite (see above), where Gj,k is a clopen
subset in Uj , ‖Γ‖ is a norm of Γ on Gj,k × X
2 as a bilinear operator on X
for each x ∈ Gj,k. In view of continuity of Γ and boundedness of φj(Uj) for
each j it is possible to choose a locally finite covering Gj,k subordinated to
Uj such that ‖Γ‖ is finite on Gj,k, k ∈ N. Therefore, choosing Cǫ
2‖Γ‖ < 1
we get a convergent sequence on B(K, t0, r) × Gj,k × B(X, 0, δ) and due to
the fixed point theorem there exists a unique solution in B(K, t0, r). In
view of compactness of B(K, 0, 1) there exists a solution on it. Let f and
g be two functions providing solutions ψf = P 2f and ψg = P 2g of the
problem on B(K, 0, 1), then P 2f(tl) = P
2g(tl), P
1f(tl) = P
1g(tl) for a finite
number of points t0 = 0, t1, ..., tk ∈ B(K, 0, 1) such that on each B(K, tj , rj)
a solution is unique for a given initial conditions, 0 < rj ≤ 1 for each j and⋃
j B(K, tj , rj) = B(K, 0, 1). This imply that
(v) Γ(P 2f |t)(P
1f |t, P
1f |t)−Γ(P
2(f+c1,l)|t)(P
1(f+c2,l)|t, P
1(f+c2,l)|t) = c1,l
for each l and each t ∈ B(K, tl, rl). On the other hand, P
1c and P 2c are not
locally constant for a constant c 6= 0, Γ(φj)(a, b) is bilinear by (a, b) ∈ X
2
and satisfies Equation 3.1.4.(i), hence Equation (v) may be satisfied only for
c1,l = c2,l = 0 for each l, consequently, a solution is unique.
Since f ∈ PC0((t, s − 2)), then ψj ∈ PC0((t, s)) for each j. More-
over, caS(t) = cS(at) for each a ∈ B(K, 0, 1) such that |aS(φj(q))| < ǫ,
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since dcS(at)/dt = a(dcS(z)/dz)|z=at. In view of continuity of P
2 and P 1
and Γ operators, for each x0 ∈ M there exists a chart (Uj , φj) and clopen
neighbourhoods V1 and V2, φj(x0) ∈ V1 ⊂ V2 ⊂ φj(Uj) and δ > 0 such
that from S ∈ TM with τMS = q ∈ φ
−1
j (V1) and |S(φj(q))| < δ it follows,
that the geodesic cS with cS(0) = S is defined for each t ∈ B(K, 0, 1) and
cS(t) ∈ φ
−1
j (V2). Due to paracompactness of TM and M this covering can
be chosen locally finite [6].
This means that there exists a clopen neighbourhood T˜M of M in TM
such that a geodesic cS(t) is defined for each S ∈ T˜M and each t ∈ B(K, 0, 1).
Therefore, define the exponential mapping exp : T˜M → M by S 7→ cS(1),
denote by expx := exp |T˜M∩TxM a restriction to a fibre. Then exp has a local
representation (x0, y0) ∈ V1×B(X, 0, δ) 7→ ψj(1; x0, y0) ∈ V2 ⊂ φj(Uj). From
Equations (i, ii) it follows that exp is of C0((t, s))-class of smoothness from
T˜M onto M .
3.8. Corollary. If M is a PC0((t, s)) ∩ C
∞-manifold with s ≥ 2, then
exp ∈ C∞(T˜M,M).
3.9. Note. IfM is an analytic manifold, then exp : T˜M →M is a locally
analytic mapping. Theorem 3.7 gives an exponential manifold mapping for
wider class of manifolds, than treated by the rigid geometry.
3.10. Note and Definitions. Let M be a C∞-manifold and let τM :
TM → M be the tangent bundle, θ : M ×H → M be a trivial bundle over
M with a Banach space fibre H over K. There exists the bundle L1,r(θ, τM)
over M with the fibre L1,r(H,X), where r ≥ 1 and spaces Ln,r(H,X) were
defined in [27] and §2 in I.[28] (but with the notation Lr,n there).
LetM be a C∞-manifold with functions φl,j satisfying Conditions I.4.8.(i)
[28]. Suppose that w is a stochastic process with values in H and ξ is a
stochastic process with values in X such that λ{ω : w(t, ω) ∈ C0 \ C1} = 0,
where H and X are Banach spaces over a local field K.
Let a ∈ Lq(Ω, F, λ;C0(BR, L
q(Ω, F, λ;C0(BR, X)))) and
E ∈ Lr(Ω, F, λ;C0(BR, L(L
q(Ω, F, λ;C0(BR, H), L
q(Ω, F, λ;C0(BR, X))))),
(i) ξ(t, ω) = ξ0(ω) + (Pˆua)(u, ω, ξ)|u=t+ (Pˆw(u,ω)E)(u, ω, ξ)|u=t,
where 1 ≤ r, s, q ≤ ∞, 1/r + 1/s = 1/q, w ∈ Ls(Ω, F, λ;C00(BR, H)), ξ ∈
Lq(Ω, F, λ;C0(BR, X)). Since H and X are isomorphic with c0(αH ,K) and
c0(αX ,K), then Ln,r(X,H) has the embedding into Ln,r(H,H) for αX ⊂ αH
and Ln,r(H,H) has an embedding into Ln,r(X,X) for αH ⊂ αX . Inclusions
Range(E) ⊂ X , Range(w) ⊂ H and Range(ξ) ⊂ X reduce this case to
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Theorem II.3.4 [28]. In view of Lemma I.2.3 and Formula I.4.8.(ii) [28]
(ii) dφ(ξ(t, ω)) = J(φ, a, E)adt+ J(φ, a, E)Edw, where,
(iii) J(φ, a, E) :=
∞∑
m=0
[m!]−1
m∑
l=0
(
m
l
)
Pˆul,wm−lφ
(m+1) ◦ (a⊗l ⊗E⊗(m−l))|u=t.
For stochastic processes of type II.3.5 [28] it is necessary to consider the
following generalization of Theorem I.4.8 [28].
3.11. Note. Consider a ∈ L∞(Ω, F, λ;C0(BR, L
q(Ω, F, λ;C0(BR, X))))
and E ∈ L∞(Ω, F, λ;C0(BR, L(L
q(Ω, F, λ;C0(BR, H), L
q(Ω, F, λ;C0(BR, X))))),
a = a(t, ω, ξ), E = E(t, ω, ξ), t ∈ BR, ω ∈ Ω, ξ ∈ L
q(Ω, F, λ;C0(BR, X)) and
ξ0 ∈ L
q(Ω, F, λ;X), w ∈ L∞(Ω, F, λ;C00(BR, H)), 1 ≤ q ≤ ∞, where a and
E satisfy the local Lipschitz condition (see II.3.4.(LLC)[28]). Suppose ξ is a
stochastic process of the type
(i) ξ(t, ω) = ξ0(ω)+
∑∞
m+b=1
∑m
l=0(Pˆub+m−l,w(u,ω)l[am−l+b,l(u, ξ(u, ω))◦(I
⊗b⊗
a⊗(m−l) ⊗ E⊗l)])|u=t
such that am−l,l ∈ C
0(BR1 × B(L
q(Ω, F, λ;C0(BR, X)), 0, R2), Lm(X
⊗m;X))
(continuous and bounded on its domain) for each n, l, 0 < R2 <∞ and
(ii) limn→∞ sup0≤l≤n ‖an−l,l‖C0(BR1×B(Lq(Ω,F,λ;C0(BR,X)),0,R2),Ln(X⊗n,X)) = 0
for each 0 < R1 ≤ R when 0 < R < ∞, or each 0 < R1 < R when R = ∞,
for each 0 < R2 <∞.
Moreover, suppose that a function f satisfies the conditions:
(iii) f(u, x) ∈ C∞(T ×H,X)
and
(iv) lim
n→∞
max
0≤l≤n
‖(Φ¯nf)(t, x; h1, ..., hn;
ζ1, ..., ζn)‖C0(T×B(K,0,r)l×B(H,0,1)n−l×B(K,0,R1)n−l,X) = 0
for each 0 < R1 < ∞, where hj = e1 and ζj ∈ B(K, 0, r) for variables
corresponding to t ∈ T = B(K, t0, r) and hj ∈ B(H, 0, 1), ζj ∈ B(K, 0, R1)
for variables corresponding to x ∈ H .
Analogously a, E, al,m for ξ with values in M are considered substituting
C0(BR, H) on C
0(BR,M).
3.12. Theorem. If Conditions 3.11.(ii) are satisfied, then (i) has the
unique solution in BR. If in addition Conditions 3.11.(iii, iv) are satisfied,
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then
(i) f(t, ξ(t, ω)) = f(t0, ξ0) +
∑
m+b≥1,0≤m∈Z,0≤b∈Z
((m+ b)!)−1
∑
l1,...,lm
(
m+ b
m
)
(Pˆub+m−l,w(u,ω)l[(∂
(m+b)f/∂ub∂xm)(u, ξ(u, ω))◦(al1,n1⊗...⊗alm ,nm)◦(I
⊗b⊗a⊗(m−l)⊗E⊗l)])|u=t,
where l1 + ... + lm = m + b − l, n1 + ... + nm = l, l1, ..., lm, n1, ..., nm are
nonnegative integers.
Proof. The first part of the theorem follows from II.3.5 [28] and embed-
dings of §3.10. Since σn ◦ σm(t) = σn ◦ σm+j(t) for each n ≥ m, j > 0 and
σ0(t) = t0, then from Formula I.2.1.(4) it follows, that
Pˆul+b,wmal+b,m ◦ (I
⊗b ⊗ a⊗l ⊗ E⊗m)|u=tn+1u=tn = al+b,m(tn) ◦ ((tn+1 − tn)
⊗b ⊗
(a(tn)(tn+1 − tn))
⊗l ⊗ (E(tn)(w(tn+1 − w(tn)))
⊗m),
where other arguments are omitted for shortening the notation. Therefore,
the second part of this theorem follows from Formulas I.4.8.(iii) [28] and
3.11.(i).
3.13. Note. Let Conditions 3.11.(i − iv) be satisfied and φ = f be
independent from t. Then due to Lemma I.2.3 [28] and Theorem 3.12 above
Formula 3.10.(ii) is valid with new operator J :
(i) J(φ, a, E) :=
∞∑
m=0
[m!]−1
∑
l1,...,lm
Pˆul,wm−lφ
(m+1)◦(al1,n1...alm,nm)◦(a
⊗l⊗E⊗(m−l)),
where l1 + ... + lm = l, n1 + ... + nm = m− l.
3.14. Definition. Let (Π,M, π) be a bundle on a manifold M with
fibres X⊕L(H,X) for each x ∈M and with transition functions J(φ, a, E) :
(a, E) 7→ (J(φ, a, E)a, J(φ, a, E)E), where φ = φj,l for each pair of charts
(Uj , φj) and (Ul, φl) with Uj ∩ Ul 6= ∅, a ∈ X , E ∈ L(H,X), J(φ, a, E) is
given either by Equation 3.10.(iii) or by 3.13.(i).
3.15. Definition and Note. Let t ∈ T ⊂ K, where K is a local field,
T is clopen in K. Let also (Uj , φj) be a chart of a manifold M on a Banach
space X over K, x ∈ Uj ⊂ M , (a, E) ∈ π
−1(x) (see §3.14). By Gx(a, E)
is denoted a collection of M-valued stochastic processes ξ such that ξ ∈ Uj
with probability 1, where φj ◦ ξ is a solution of Equation either 3.10.(i) or
3.11.(i) for each j. Then Gx(a, E) is called the germ of the diffusion process
at the point x defined by a pair (a, E). It is in addition with a given family
of sections al,m of bundles (Πl+m,M, πl+m) with fibres Lm+l(X
⊗m+l;X) such
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that al,m,x ∈ π
−1
l+m(x) in the case 3.11. Therefore, 3.10 is the particular case
of 3.11.
A section U of the vector bundle (Π,M, π) is the non-Archimedean analog
of Itoˆ’s field over M .
3.16. Theorem. Let φ and ψ be two functions satisfying conditions
either of §3.10 or §3.11 such that Dom(φ) ⊃ Range(ψ). Then
(i) Jψ(x)(φ, a, E) ◦ Jx(ψ, a, E) = Jx(φ ◦ ψ, a, E),
(ii) Jx(id, a, E) = id.
Proof. Since al,m,x ∈ Ll+m(X
⊗l+m;X), then Jx(φ, a, E)al,m,x ◦ (a
⊗l ⊗
E⊗m) = al,m,x ◦ ((Jx(φ, a, E)a)
⊗l ⊗ (Jx(φ, a, E)E)
⊗m) for each 0 ≤ l, m ∈ Z
and x ∈ M , where a = ax, E = Ex, (ax, Ex) ∈ π
−1(x). Each derivative
φ(m) and ψ(m) is a m-polylinear operator on X . Therefore, (φ ◦ ψ)(m)(x) =∑
l1+...+lb≥m,1≤b≤mRb ◦ (Ql1 ⊗ ...⊗Qlb), where Rb and Ql are the b-linear and
l-linear operators corresponding up to constant multipliers to φ(b)(z)|z=ψ(x)
and ψ(l)(x). Then
∑
kQlj (∆kξ1, ...,∆kξlj) = Pˆulj,1 ,wlj,2Qlj (a
⊗lj,1 ⊗ E⊗lj,2) for
nonegative lj,1 and lj,2 with lj,1 + lj,2 = lj and ξi(t, ω) = Pˆua|u=t for i =
1, ..., lj,1, ξi(t, ω) = PˆwE|u=t for i = lj,1 + 1, ..., lj. Moreover,∑
kQlj (∆kξ1, ...,∆kξlj−1, ξlj) = Pˆulj,1 ,wlj,2Qlj (a
⊗lj,1 ⊗E⊗lj,2)v
for nonegative lj,1 and lj,2 lj,1 + lj,2 = lj − 1 and ξi(t, ω) = Pˆua|u=t for i =
1, ..., lj,1, ξi(t, ω) = PˆwE|u=t for i = lj,1+1, ..., lj−1, ξlj = v, where either v = a
or v = E. Therefore, φ : Gx(a, E)→ Gφ(x)(Ja, JE), where J = J(φ, a, E). In
view of Theorems I.4.8 [28] and 3.12, Formulas 3.10.(iii) and 3.13.(i) there
is satisfied the equality
(iii) Jx(φ, a, E) = φ
′(ξ0x),
where ξ0 is a stochastic process being the solution either of Equation 3.10.(i)
or 3.11.(i), x ∈M , ξ0x ∈ TxM . On the other hand, (φ(ψ)(x))
′ = φ′(ψ(x)).ψ′(x)
for each x ∈ Dom(ψ). Therefore, from ξ ∈ Dom(ψ) and Range(ψ) ⊂
Dom(φ), Formula 3.16.(i) follows. From id′ = I, where I is a unit operator,
Formula 3.16.(ii) follows.
3.17. Remark and Definition. Apart from the classical case here the
bundle associated with the operator J(φ, a, E) in general is not quadratic. It
may be polynomial only in a particular case given by theorem I.4.6 [28].
Let f = exp, where exp := expM is the exponential mapping forM . Con-
sider G(x,0)(a, E) a stochastic processes germ at a point y = 0 in the tangent
space TxM . Then exp
∗
x G(x,0)(a, E) = Gx(J(expx, a, E))(a, E) is a stochastic
processes germ at x ∈ M . Therefore, φj ◦ exp
∗
x G(x,0)(a, E) = Gφ(x)(J(φj ◦
29
expx, a, E))(a, E) for each chart (Uj, φj) of M . The germ exp
∗
x G(x,0)(a, E) is
called a stochastic differential bundle.
3.18. Corollary. To a functor J there corresponds a bundle (JM ,M, πJ)
and a fibre JMx := π
−1
J (x) may be identified with the space Gx(J
M) of stochas-
tic processes germ. To a morphism f : M → N of manifolds there corre-
sponds a bundle morphism G(f) = f ∗ f ∗, where f ∗ξ := f(ξ).
Proof. If f : M → N is a manifold morphism, then U is trans-
formed as (ax, Ex) 7→ (a
f
f(x), E
f
f(x)), where a
f
f(x) = J(f, a, E)ax and E
f
f(x) =
J(f, a, E)Ex, a
f
l,m,f(x)(t, f
∗ξ) = al,m,x(t, ξ) for each x ∈ M . The stochastic
process ξ0x satisfies the antiderivational equation
(i) ξ0x =
∑
l,m
Pˆul,wmal,m,x ◦ (a
⊗l
x ⊗E
⊗m
x )
and its differential has the form:
(ii) dξ0x =
∑
l,m
lPˆul−1,wmal,m,x ◦ (a
⊗(l−1)
x ⊗E
⊗m
x )axdt
+
∑
l,m
mPˆul,wm−1al,m,x ◦ (a
⊗l
x ⊗ E
⊗(m−1)
x )Exdwx.
Hence
(iii) f(ξ0x(t, ω)) =
∑
l,m
Pˆul,wma
f
l,m,f(x)(u, f(ξ
0
x(u, ω)))◦ (a
f
f(x)
⊗l
⊗Eff(x)
⊗m
)|u=t.
Therefore, f ∗ : expM∗x (dξ
0
x) 7→ exp
N∗
f(x)(f
∗dξ0x), where
(iv) f ∗dξ0x =
∑
l,m
lPˆul−1,wma
f
l,m,f(x) ◦ (a
f
f(x)
⊗(l−1)
⊗ Eff(x)
⊗m
)aff(x)dt
+
∑
l,m
mPˆul,wm−1a
f
l,m,f(x) ◦ (a
f
f(x)
⊗l
⊗ Eff(x)
⊗(m−1)
)Eff(x)df(wx)
for f -related mappings expM and expN .
3.19. Theorem. Let exp : T˜M → M be the exponential mapping of
a manifold M . Then J(exp, a, E) : J T˜M → JM is a bundle morphism. If
(U, φ) is a chart of M , then
(i) J(expφφ(x), a
φ
x, E
φ
x )(a
φ
x, E
φ
x ) = (Sa
φ
x, SE
φ
x ),
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where S := (d[φ ◦ expx ◦[φ
′(x)]−1](z)/dz)|z=ξ0x .
Proof. The first statement of the theorem follows from Theorem 3.16
and Corollary 3.18. Consider the mapping F (z) := [φ◦expx ◦[φ
′(x)]−1](z) for
a chart (TUj , Tφj) of TM , where φ = φj. The mapping F is the local repre-
sentation of exp in terms of coordinate mappings. Hence J(expφφ(x), a
φ
x, E
φ
x ) =
[dF (z)/dz]|z=ξ0x , where ξ
0
x is a solution of Equation either 3.10(i) or 3.11.(i)
in TxM . In particular, F
′(0) = id and F”(0).(v, v) = −Γ(x)(v, v), but in
general ξ0x may be nonzero.
3.20. Definition. Let U be a section of the bundle (Π,M, π). Consider
the differential
(i) dξ(t, ω) = exp∗ξ(t,ω) G(aξ(t,ω), Eξ(t,ω))
and the corresponding antiderivational equation:
(ii) ξ(t, ω) = expξ(t,ω){
∑
l,b,m
Pˆul+b,wmab+l,m,ξ(t,ω)(u, ξ(u, ω)))◦(I
⊗b⊗a⊗lξ(t,ω)⊗E
⊗m
ξ(t,ω))|u=t}.
Suppose that there exists a neighbourhood Vx ∋ x and a stochastic process
belonging to the germ expx(G(ax, Ex)) = Gx(J(expx, ax, Ex))(ax, Ex) such
that Ps,x{ω : ξx(t, ω) ∈ Vx, t 6= s} = 1, where Ps,x(W ) := P (W : ξ(s, ω) = x),
W ∈ F. If this is satisfied for νξ(s)-a.e. x ∈ M , then it is said, that ξ(t, ω)
possesses a stochastic differential governed by the field U , where νξ(s)(∗) :=
P ◦ ξ−1(s, ∗). An M-valued ξ satisfying (ii) is called an integral process of
the field U(t).
3.21. Definition. An atlas At(M) = {(Uj , φj) : j} of a manifold M on
a Banach space X over K is called uniform, if its charts satisfy the following
conditions:
(U1) for each x ∈ M there exist neighbourhoods U2x ⊂ U
1
x ⊂ Uj such that
for each y ∈ U2x there is the inclusion U
2
x ⊂ U
1
y ;
(U2) the image φj(U
2
x) ⊂ X contains a ball of the fixed positive radius
φj(U
2
x) ⊃ B(X, 0, r) := {y : y ∈ X, ‖y‖ ≤ r};
(U3) for each pair of intersecting charts (U1, φ1) and (U2, φ2) transition map-
pings φl,j = φl ◦ φ
−1
j are such that supx ‖φ
′
l,j‖ ≤ C and supx ‖φl,j(x)‖ ≤ C,
where C = const > 0 does not depend on φl and φj .
3.22. Remark. Consider a measurable space (M,L), where L is a σ-
algebra onM , define a random mapping S(t, τ ;ω) : M → M for each t, τ ∈ T
by x 7→ S(t, τ ;ω; x) = S(t, τ ;ω) ◦ x. Suppose that
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(1) the mapping x×ω 7→ S(t, τ ;ω; x) is L×F-measurable for each t, τ ∈ T ;
(2) the random variable S(t, τ ;ω; x) is F-measurable and does not depend
on F for each t, τ, x, moreover, all others conditions of §II.3.9 [28] let also be
satisfied (with the notation S(t, τ ;ω) here instead of T (t, s;ω) there).
3.23. Proposition. Let ξ be a stochastic process given by Equation
3.11.(i) and let also max(‖a(t, ω, x)−a(v, ω, x)‖, ‖E(t, ω, x)−E(v, ω, x)‖)≤
|t− v|(C1 + C2‖x‖
b) for each t and v ∈ B(K, t0, R) λ-almost everywhere by
ω ∈ Ω, where b, C1 and C2 are non-negative constants. Then ξ with the
probability 1 has a C0-modification and q(t) ≤ max{M‖ξ0‖
s, |t − t0|(C1 +
C2q(t))} for each t ∈ B(K, t0, R), where q(t) := sup|u−t0|≤|t−t0|M‖ξ(u, ω)‖
s
and N ∋ s ≥ b ≥ 0. Moreover, if λ{ω : w(t, ω) ∈ C0 \ C1} = 0, then for
λ-a.e. ω there exists ξ′ and λ{ω : ξ(t, ω) ∈ C0 \ C1} = 0.
Proof. In view of Theorem 3.12 applied to f(t, x) = xs we have
f(t, ξ(t, ω)) = f(t0, ξ0) +
s∑
k=1
∑
l1,...,lk
(Pˆuk−l,w(u,ω)l[(
(
s
k
)
ξ(t, ω)s−k(u, ξ(u, ω))◦
(al1,n1 ⊗ ...⊗ alk,nk) ◦ (a
⊗(k−l) ⊗ E⊗l)])|u=t,
where l1+...+lk = k−l, n1+...+nk = l. From Conditions of §3.11 and in par-
ticular 3.11.(ii) it follows, thatM‖ξ(t, ω)‖s ≤ max(M‖ξ0‖
s, |t−t0|d(Pˆ
s
∗ )(C1+
C2 sup|u−t0|≤|t−t0|M‖ξ(u, ω)‖
s), since |tj − t0| ≤ |t − t0| for each j ∈ N and
M‖ξ(t, ω)−ξ(v, ω)‖s ≤ |t−v|(1+C1+C2d(Pˆ
s
∗ ) sup|u−t0|≤max(|t−t0|,|v−t0|)M‖ξ(u, ω)‖
s),
since |tj − vj | ≤ |t− v|+ ρ
j for each j ∈ N, where 0 < ρ < 1,
d(Pˆ s∗ ) := sup
(a6=0,E 6=0,f 6=0,alj ,nj 6=0,j=1,...,k)
max
s≥k≥l≥0
‖(k!)−1Pˆuk−l,wl(∂
kf/∂kx)◦(al1,n1⊗...⊗alk ,nk)
◦(a⊗(k−l) ⊗ E⊗l)‖/(‖a‖k−lC0(BR,H)‖E‖
l
C0(BR,L(H))
‖f‖Cs(BR,H)
k∏
j=1
‖alj ,nj‖),
hence d(Pˆ s∗ ) ≤ 1, since f ∈ C
s as a function by x and (Φ¯sg)(x; h1, ..., hs; 0, ..., 0) =
Dsxg(x).(h1, ..., hs)/s! for each g ∈ C
s and due to the definition of ‖g‖Cs. Con-
sidering in particular polyhomogeneous g on which d(Pˆ s∗ ) takes its maximum
value we get d(Pˆ s∗ ) = 1. From conditions on w, al,k, a and E it follows, that
ξ(t, ω) with the probability 1 has a C0-modification (see Theorem II.3.5
[28]), ξ ∈ Lq(Ω, F, λ;C0(BR, H)).
The last statement of this proposition follows from Lemma I.2.3 [28].
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3.24. Theorem. Suppose that M is a manifold either satisfying condi-
tions of Corollary 3.8 or is analytic, At(M) is uniform (see §3.21). Let a,
E, am,l and w corresponding to a section U satisfy conditions of §3.11 with
λ{ω : w(t, ω) ∈ C0 \ C1} = 0. Then there exists a unique up to stochas-
tic equivalence random evolution family S(t, τ ;ω) for a solution ξ(t, ω) of
Equation 3.20.(ii).
Proof. Consider a solution of the non-Archimedean stochastic equation:
(i) ξ(t, ω) = expξ(t,ω){
∑
m,b,l
Pˆum+b,wlam+b,l,ξ(t,ω)(u, ξ(u, ω))◦(I
⊗b⊗a⊗mξ(t,ω)⊗E
⊗l
ξ(t,ω))|u=t}
corresponding to 3.20.(i). On each chart of the uniform atlas At(M) of M
fields {am,l : m, l}, a, E and w are λ-a.e. bounded due to conditons of §3.11.
For each two charts (Uj , φj) and (Ul, φl) with Uj∩Ul 6= ∅ a transition mapping
φ := φj,l is bounded together with its derivatives, hence Γ is bounded on
each Uj, since the covering {Uj : j} of M can be chosen locally finite due to
paracompactness of M [6].
In view of Theorem II.3.5 [28], Corollary 3.18 and Theorem 3.19 Equation
(i) has a unique solution onM . Let (a, E) be a section of the bundle (Π,M, π)
and al,m be sections of the bundles (Πl+m,M, πl+m) (see §§3.14 and 3.15).
Consider a family ζy(x) of functions on M of the class C
1(M,K) such that
ζy(x) = 0 if x /∈ U
1
y , ζy(x) = 1 if x ∈ U
2
y of the uniform atlas (see §3.21),
then ayx := ζy(x)ax, E
y
x := ζy(x)Ex, a
y
l,m,x := ζy(x)al,m are local fields. Then
there exists the local evolution family Sy(t, τ ;ω) for each local solution (that
is, with local coefficients):
(ii) ξy(t, ω) = expξy(t,ω){
∑
m,b,l
Pˆum+b,wla
y
m+b,l,ξy(t,ω)(u, ξ(u, ω))◦
(I⊗b ⊗ (ayξy(t,ω))
⊗m ⊗ (Eyξy(t,ω))
⊗l)|u=t}
due to Theorem II.3.5 [28] and Theorem 3.12 above. Therefore, Sy(t, τ ;ω) ◦
x ∈ U1y for each x ∈ U
2
y . Glueing together local solutions with the help of
transition functions φl,j of charts with nonvoid intersections Ul ∩ Uj leads
to the conclusion that a stochastic process ξ is a solution of the stochastic
antiderivational equation (i) on M if and only if for each t ∈ T for νξ(t)-a.e.
x ∈ M it coincides Pt,x-a.e. with some local solution of this equation inside
U2x , since {U
2
x : x ∈M} is a covering of M .
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Consider a local representation ξφ := φ(ξ), then there exists the corre-
sponding Sφ generated by dξφ such that Sφ(t, τ ;ω) ◦ ξφ(τ, ω) = φ(S(t, τ ;ω) ◦
ξ(τ, ω)) for each t and τ ∈ T ⊂ K, φ ∈ {φj : j}.
In view of Proposition 3.23 there exists δ > 0 such that P{ω : Sx(t, τ ;ω)◦
x /∈ U2x} ≤ P{sup ‖φ(Sx(t, τ ;ω) ◦ x)‖ > 1} ≤ C|t− τ | for each t, τ ∈ T such
that |t− τ | < δ, where C > 0 is a constant. Consider a family Υ of all finite
partitions q of T into disjoint unions of balls B(K, tqk, r
q
k), where t
q
k ∈ T ,
0 < rqk ≤ ǫq, 0 < ǫq < δ for each q ∈ Υ. Let q ≤ v if and only if q ⊂ v,
then Υ is ordered by this relation. Consider a linearly ordered subsequence
Υ0 := {qk : k ∈ N} in Υ with limk→∞ sup{r
qk
j : j ∈ qk} = 0 and for it define
ξk(t, ω) := Sξk−1(tl,ω)(t, tl;ω) ◦ ξk−1(tl, ω) for each k and t ∈ B(K, t
v
l , r
v
l ) for
each tl ∈ qk−1 and each k ≥ 1, where v = qk−1, ξ(t0, ω) = x, ξ1(tl, ω) :=
ξ(tl, ω) for each tl ∈ q1. Also define S
k(t, t0;ω) ◦ x = Sξk−1(tl,ω)(t, tl;ω) ◦
ξk−1(tl). Consider z(s, ω) := Sy(s, t
q
k;ω) ◦ y ∈ U
2
y for each s ∈ B(K, t
q
k, r
q
k).
For each t ∈ B(K, tqk, r
q
k) there is satisfied the equality Sy(t, t
q
k;ω) ◦ y =
Sz(s,ω)(t, s;ω) ◦ z(s, ω), since Sy(t, t
q
k;ω) ◦ y = Sy(t, s;ω) ◦ Sy(s, t
q
k;ω) ◦ y due
to the existence of a local solution.
Put ΩΥ0 :=
⋃
k∈Υ0 Ωk, where Ωk :=
⋂
l∈qk Ωk,l, where Ωk,l := {ω : Sξk(tl,ω)(s, tl)◦
ξk(tl, ω) ∈ U
2
ξk(tl,ω)
, s ∈ B(K, tvl , r
v
l )}. From the existence of a local solution
it follows, that Sk(t, t0) ◦ x = S
l(t, t0) ◦ x for each k ≥ l and each ω ∈ Ωl.
In view of Theorem 3.19 there exists limqk∈Υ0 S
k(t, t0;ω) = S(t, t0;ω). For
each two linearly ordered subsets Λ1 and Λ2 in Υ there exists a linearly
ordered subset Λ in Υ such that Λ ⊃ Λ1 ∪ Λ2, hence this limit does not
depend on the choice of Υ0. Events Ωk,l and Ωk,j are independent in to-
tal for each l 6= j: P (Ωk,l ∩ Ωk,j) = P (Ωk,l)P (Ωk,j). Since K is a fi-
nite algebraic extension of the corresponding Qp, then there exists n ∈ N
such that K as the Qp-linear space is isomorphic with Q
n
p. Choose Υ0
such that for each qk ∈ Υ0 the supremum supl∈qk r
qk
l =: δk ≤ p
−k and
card(tl : tl ∈ qk ∩ B(K, t0, p
s)) =: mk,s ≤ p
snk. In view of the ultrametric
inequality from ‖α(ω)+β(ω)‖ ≥ δ it follows, that max(|α(ω)|, |β(ω)|)≥ δ for
each two random variables α and β. Therefore, from Proposition 3.23 applied
to φj(ξ)−φj(ξ0), and the inclusion ξ(t, ω) ∈ L
q(Ω, F, λ;C0(T,M)) it follows,
that P{Ωk : t ∈ T ∩B(K, t0, p
s)} ≥ (1−Ckp
−k)p
snk
, where limk Ck = 0, since
ξ(t, ω) is uniformly continuous on T ∩ B(K, t0, p
s) for λ-a.e. ω. Therefore,
P{ΩΥ0 : t ∈ T ∩B(K, t0, p
s)} ≥ limk exp(−Cksn) = 1 for each given s ∈ N.
From Sk(t, t0;ω) ◦ x = S
k(t, s;ω) ◦ Sk(s, t0;ω) ◦ x and taking the limit
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by q ∈ Υ it follows, that S satisfies the evolution property S(t, t0;ω) ◦ x =
S(t, s;ω) ◦ S(s, t0;ω) ◦ x. Then S(t, t0;ω) ◦ x is a measurable function of x,
since it is a superposition S(t, t0;ω)◦x = S
k(t, t0;ω)◦x of locally measurable
functions.
3.25. Corollary. Let conditions of Theorem 3.24 be satisfied, f be a
function on T ×M such that each f ◦ φ−1j satisfies Conditions 3.11.(iii, iv)
on its domain. Then a generating operator of an evolution family S(t, τ ;ω)
of a stochastic process η(t, ω) = f(t, ξ(t, ω)) is given by the equation:
(i) A(t;ω)η(t, ω) =
∑
m+b≥1,0≤m∈Z,0≤b∈Z
((m+ b)!)−1
m∑
l=0
(
m+ b
m
)
∑
l1+...+lm=m−l,n1+...+nm=l
{b(Pˆub+m−l−1,w(u,ω)l[(∂
b∇mf/∂ub∂xm)(u, ξ(u, ω))◦(al1,n1⊗
...⊗ alm,nm) ◦ (I
⊗(b−1) ⊗ a⊗(m−l) ⊗E⊗l)])|u=t+
(m− l)(Pˆub+m−l−1,w(u,ω)l[(∂
b∇mf/∂ub∂xm)(u, ξ(u, ω)) ◦ (al1,n1 ⊗ ...⊗ alm,nm)◦
(I⊗b ⊗ a⊗(m−l−1) ⊗ E⊗l)]a)|u=t+
l(Pˆub+m−l,w(u,ω)l−1[(∂
b∇mf/∂ub∂xm)(u, ξ(u, ω)) ◦ (al1,n1 ⊗ ...⊗ alm,nm)◦
(I⊗b ⊗ a⊗(m−l) ⊗E⊗(l−1))]Ew′u(u, ω))|u=t}.
Proof. In view of Theorem 3.24 there exists a generating operator
S(t, τ ;ω) of an evolution family. For each chart (Uj, φj) the stochastic pro-
cess f ◦ φ−1j (ξ) is given by Equation 3.12.(i). Consider the covariant differ-
entiation (∇f/∂x).h = ∇hf on the manifold M , where h ∈ TxM . For a
random variable belonging to Lq(Ω, F, λ;C1(M,X)) its derivative and par-
tial difference quotients Φ¯1f ◦ φ−1j (x; h; b) are naturally understood as el-
ements of the corresponding spaces Lq(Ω, F, λ;C0(Wj , X)) such that each
limit limx→x0 g(x, ω) = c(ω) is taken in L
q(Ω, F, λ;C0(M,X)), where Wj :=
{(x, h, b) ∈ Uj×X×K : x+bh ∈ Uj}. In another words it exists if and only if
limx→x0 ‖g(x, ω)−c(ω)‖Lq = 0, where c ∈ L
q(Ω, F, λ;X). Then f(t, ξ(t, ω)) =
limk f(t, S
k(t, t0;ω) ◦ x). For each chart put fj(t, ∗) := f(t, φ
−1
j (∗)φj ◦ Sy),
where Sy(t, τ ;ω)y does not leave for λ-a.e. ω ∈ Ω a clopen subset Uj in M
for each t and τ ∈ Tj , Tj ⊂ T ,
⋃
j Tj = T , Tj is a clopen subset in T . Then
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define (f(t, Sk(t, τ ;ω)x)′x.h = f
′
x(t, S
k(t, τ)◦x)Ak(t, τ ;ω)h and take the limit.
From Lemma I.2.3 [28] it follows the statement of this Corollary.
3.26. Remarks. In the particular case 3.10 Formula 3.25.(i) simplifies.
When the family of Γ together with all its covariant derivatives along a and
Ew′ is equiuniformly bounded on each Uj, then 3.25.(i) can be written in an-
other form using the identity∇m+1f.(h1, ..., hm) = ∇hm+1(∇
mf.(h1, ..., hm))−∑m
l=1(∇
mf).(h1, ..., hl−1,∇hm+1hl, hl+1, ..., hm), in particular with hl ∈ {a, Ew
′}.
In a weak topology C0(T, c0(α,K)) is isomorphic with c0(α,K)
T . Let θ :
K→ R be a continuous surjective quotient mapping such that θ(B(K, 0, 1)) =
[0, 1]. Then for each ξ ∈ Lq(Ω, F, λ; c0(α,K)
T ) there exists θ(ξ) ∈ Lq(Ω, F, λ;
c0(α,R)
θ(T )), that induces a surjective mapping θ∗ from Lq(Ω, F, λ; c0(α,K)
T )
onto Lq(Ω, F, λ; c0(α,R)
θ(T )). Therefore, for each stochastic process η in
Lq(Ω, F, λ; c0(α,R)
θ(T )) there exists a stochastic process ξ in Lq(Ω, F, λ; c0(α,K)
T )
such that θ(ξ) = η. On the other hand,K is a projective limit of discrete rings
Spin isomorphic to the quotient of K by the equivalence relation associated
with disjoint subsets xj + π
nB(K, 0, 1) in K, j = 0, 1, 2, ..., x0 := 0, π ∈ K,
|π| = max{|x| : |x| < 1, x ∈ K}. Therefore, Lq(Ω, F, λ; c0(α,K)
T ) is isomor-
phic as the topological space to projective limit of modules Lq(Ω, F, λ; c0(α,Spin)
S
pin )
over discrete rings Spin, since simple functions are dense in L
q, consequently,
ξ is equal to the projective limit of stochastic processes with values in discrete
modules c0(α,Spin) over rings Spin. This opens a possibility of approxima-
tion of stochastic processes by stochastic processes with values in discrete
modules. Certainly there is not any simple relation between classical and
non-Archimedean stochastic equations, so if ξ satisfies definite stochastic
antiderivational equation relative to w it is a problem to find a classical
stochastic equation to which θ(ξ) satisfies relative to either θ(w) or a stan-
dard stochastic process (Wiener, Le`vy) and vice versa.
Theorem 3.24 and Corollary 3.25 are applicable in particular to totally
disconnected Lie groups over non-Archimedean fields of characteristic zero.
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