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Abstract
We study global dynamics of the Poisson-Nernst-Planck (PNP) system for flows of two types
of ions through a narrow tubular-like membrane channel. As the radius of the cross-section of the
three-dimensional tubular-like membrane channel approaches zero, a one-dimensional limiting
PNP system is derived. This one-dimensional limiting system differs from previous studied
one-dimensional PNP systems in that it encodes the defining geometry of the three-dimensional
membrane channel. To justify this limiting process, we show that the global attractors of the
three-dimensional PNP systems are upper semi-continuous to that of the limiting PNP system.
We then examine the dynamics of the one-dimensional limiting PNP system. For large Debye
number, the steady-state of the one-dimensional limiting PNP system is completed analyzed
using the geometric singular perturbation theory. For a special case, an entropy-type Lyapunov
functional is constructed to show the global, asymptotic stability of the steady-state.
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1
1 Introduction
Poisson-Nernst-Planck (PNP) systems serve as basic electro-diffusion equations modeling, for ex-
ample, ion flow through membrane channels, transport of holes and electrons in semiconductors
(see, e.g., [1, 2, 21, 27] and the references therein). There are many excellent works on derivation
of PNP systems from Boltzmann equations (see [1] and reference therein) by assuming the colli-
sion time is much smaller than the characteristic time. The PNP systems have been studied under
various physical relevant boundary conditions such as the non-flux, homogeneous Dirichlet and Neu-
mann boundary conditions. For those types of boundary conditions, in addition to the total charge
conservation and the existence of various first integrals, Boltzmann H-functionals or entropy-like
functionals are successfully constructed, which, together with the advances of Csisza´r-Kullback-
type or logarithmic Soblev inequalities, are applied to investigate the asymptotic behavior of the
PNP systems and stability of steady-state or self-similar solutions (see, e.g., [3, 4, 8, 9, 10, 24, 28]).
In the context of ion flow through membrane channels, it is physically unreasonable to impose the
above mentioned boundary conditions on the whole boundary, particularly at the two “ends” of the
channels. Instead, non-homogeneous Dirichlet conditions on the two “ends” are typically assumed.
PNP systems supplemented with this type of boundary conditions result in quite different dynam-
ical behavior. The total charges within the channels are not conserved and entropy-like functionals
are not available in general, and, most significantly, the asymptotic behavior is different as showed
in special cases in the present paper.
In this work, we start a systematic study of the PNP systems modeling ion flows through narrow
tubular-like membrane channels in physiology. For definiteness, consider flow of two types of ions,
S1 and S2, one with the positive valence α1 > 0 and the other with the negative valence −α2 < 0,
passing through a membrane channel with length normalized from X = 0 to X = 1. Denote the
concentrations of S1 and S2 at location (X,Y,Z) and time t by c1(t,X, Y, Z) and c2(t,X, Y, Z).
Then the electric potential Φ(t,X, Y, Z) in the channel is governed by the Poisson equation
△Φ = −λ(α1c1 − α2c2),
where the parameter λ is the Debye number related to the ratio of the Debye length to a character-
istic length scale. The flux densities, J¯1 and J¯2, of the two ions contributed from the concentration
gradients of the two ions and the electric field satisfy the Nernst-Planck equations
D1(∇c1 + α1c1∇Φ) = −J¯1 and D2(∇c2 − α2c2∇Φ) = −J¯2,
and the continuity equations
∂c1
∂t
+∇J¯1 = 0, ∂c2
∂t
+∇J¯2 = 0,
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where D1 and D2 are the diffusion constants of ions S1 and S2 relative to the membrane channel.
The Poisson-Nernst-Planck system is thus given by
△Φ =− λ(α1c1 − α2c2),
∂c1
∂t
=D1∇ · (∇c1 + α1c1∇Φ),
∂c2
∂t
=D2∇ · (∇c2 − α2c2∇Φ).
(1.1)
PNP systems have been studied by many authors (see, e.g., [1, 2, 3, 4, 8, 9, 10, 15, 16, 17,
21, 24, 25, 27, 28]). Many works have been attributed to the one-dimensional PNP systems and
particularly the steady-state problems (see, e.g., [15, 16, 25, 17]). Consideration of one-dimensional
PNP systems is motivated naturally by the fact that membrane channels are narrow. To make this
reduction more rigorous, we present a mathematical framework based on the ideas in [12, 13] and
investigate mathematically the limiting process as the three-dimensional domain shrinks to a line
segment. More specifically, starting with the situation that Ωǫ is a revolution domain about its
length (ǫ is related to the maximal radius of the cross-sections of the channel), we will derive a one-
dimensional limiting PNP system as ǫ → 0. Differing from the simple one-dimensional version of
the PNP system, this limiting PNP system encodes the defining geometry of the three-dimensional
channel. As the first step in justifying the limiting process, we show the upper semi-continuity of the
global attractors Aǫ of the three-dimensional systems at ǫ = 0. The existence of global attractors
for the PNP systems can be found in [9]. It is expected that if the one-dimensional limiting
system is structurally stable, then its dynamics determines that of three-dimensional system for
ǫ > 0 small. We will thus examine, in this paper, the steady-state problem of the one-dimensional
limiting system. For large Debye number, the steady-state problem can be viewed as a singularly
perturbed one. We show that this problem can be completely analyzed using the geometric singular
perturbation theory as in [23].
The rest of the paper is organized as follows. In Section 2, we give detailed formulation of our
problem. The domain for the three-dimensional PNP system will be specified and, as the domain
shrinks to a one-dimensional segment, a one-dimensional limiting PNP system is derived. We then
state our results on the upper semi-continuity of attractors, on the singular boundary value problem
of the steady-state PNP system. The proofs are provided in Sections 3 and 4. In Section 3, after
some technical preparations, we show the upper semi-continuity of attractors. Section 4 is devoted
to the geometric analysis of the singularly perturbed steady-state problem of the one-dimensional
limiting PNP system. At the end of this section, a special case is studied for which a H-function
is found and used to establish the asymptotic stability of the steady-state.
3
2 Formulation of the problem and the statements of main results
2.1 Three-dimensional PNP and a one-dimensional limit
We start with setting up our problem. The membrane channel considered here is special and will
be viewed as a tubular-like domain Ωǫ in R
3 as follows:
Ωǫ = {(X,Y,Z) : 0 < X < 1, Y 2 + Z2 < g2(X, ǫ)},
where g is a smooth (at least C3) function satisfying
g(X, 0) = 0 and g0(X) =
∂g
∂ǫ
(X, 0) > 0 for X ∈ [0, 1]. (2.1)
The positive parameter ǫ measures the sizes of cross-sections of the membrane channel. For a
technical reason (used in Lemma 3.1), we also assume that
∂g
∂X
(0, ǫ) =
∂g
∂X
(1, ǫ) = 0.
The boundary ∂Ωǫ of Ωǫ will be divided into three portions as follows:
Lˆǫ ={(X,Y,Z) ∈ ∂Ωǫ : X = 0},
Rˆǫ ={(X,Y,Z) ∈ ∂Ωǫ : X = 1},
Mˆǫ ={(X,Y,Z) ∈ ∂Ωǫ : Y 2 + Z2 = g2(X, ǫ)}.
Thus, Lˆǫ and Rˆǫ are viewed as the two ends of the channel and Mˆǫ the wall of the channel. The
boundary conditions considered in this paper are
Φ|Lˆǫ = φ0 > 0, Φ|Rˆǫ = 0, ck|Lˆǫ = lk > 0, ck|Rˆǫ = rk > 0,
∂Φ
∂n
|Mˆǫ =
∂ck
∂n
|Mˆǫ = 0,
(2.2)
where φ0, lk and rk (k = 1, 2) are constants, and n is the outward unit normal vector to Mˆǫ.
Although the most natural boundary conditions on Mˆǫ would be the non-flux one(
∂c1
∂n
+ α1c1
∂Φ
∂n
)
|Mˆǫ =
(
∂c2
∂n
− α2c2 ∂Φ
∂n
)
|Mˆǫ = 0,
the above homogeneous Neumann conditions on Mˆǫ are reasonable (they are the consequences of
the non-flux and zero-outward electric field conditions).
In this paper, we are interested in the limiting behavior of the PNP system when the three-
dimensional tubular-like domain Ωǫ collapses to a one-dimensional interval as ǫ→ 0. Naturally we
expect a one-dimensional limiting system whose global dynamics is comparable with those of PNP
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systems for ǫ > 0 small. This important idea was applied by many researchers in studying the
dynamics of equations defined on thin domains (see, e.g., [12, 13, 26, 29]). We follow the procedure
in [13] to derive a one-dimensional limiting system but avoid expressing differential operators and
transformations in local coordinates. As a result, the expected one-dimensional limiting system is
more transparent.
To derive the limiting PNP system, we transfer the ǫ-dependent domain Ωǫ into a fixed domain
Ω = [0, 1] × D, where D is the unit disk, by applying the following change of coordinates:
x = X, y =
Y
g(X, ǫ)
, z =
Z
g(X, ǫ)
. (2.3)
In the sequel, we denote by L, R and M , respectively, the boundaries of Ω corresponding to
Lˆǫ, Rˆǫ and Mˆǫ under the transformation. Let J denote the Jacobian matrix of the change of
coordinates. Then,
J =
∂(x, y, z)
∂(X,Y,Z)
=
1
g2

 g2 0 0−ggxy g 0
−ggxz 0 g

 , J−1 = ∂(X,Y,Z)
∂(x, y, z)
=

 1 0 0gxy g 0
gxz 0 g


with det(J−1) = g2(x, ǫ), and
JJτ =
1
g4

 g4 −g3gxy −g3gxz−g3gxy g2 + g2g2xy2 g2g2xyz
−g3gxz g2g2xyz g2 + g2g2xz2

 .
The following result, which can be verified by direct computations, is useful for a clean derivation
of a limiting PNP system.
Lemma 2.1. Let ψ : Rn → Rn, ψ(p) = q, be a diffeomorphism, and let J(q) = ∂q∂p(ψ−1(q)) be the
Jacobian matrix and d(q) = (det J(q))−1. If α(p) = β(ψ(p)) : Rn → R is a smooth function, then
the gradients in the two coordinates are related as
∇pα(p) = Jτ (q)∇qβ(q).
Further, if
n∑
j=1
∂
∂qj
(
d(q)
∂qj
∂pi
)
= 0 for all i = 1, · · · , n, and f : Rn → Rn is a smooth vector field,
then F (p) = f(ψ(p)) satisfies
∇p · F (p) = 1
d(q)
∇q · (d(q)J(q)f(q)) ,
and hence, the Laplace operators are related as
△pα(p) = 1
d(q)
∇q · (d(q)J(q)Jτ (q)∇qβ(q)) .
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It can be checked that the change of variables in (2.3) with p = (X,Y,Z) and q = (x, y, z) satisfies
n∑
j=1
∂
∂qj
(
d(q)
∂qj
∂pi
)
= 0.
Therefore, applying Lemma 2.1, system (1.1) can be rewritten, in terms of (x, y, z), as follows.
1
g2
∇ · (g2JJτ∇Φ) = −λ(α1c1 − α2c2),
∂c1
∂t
=
D1
g2
∇ · (g2JJτ∇c1 + α1c1g2JJτ∇Φ),
∂c2
∂t
=
D2
g2
∇ · (g2JJτ∇c2 − α2c2g2JJτ∇Φ),
(2.4)
with the boundary conditions
Φ|L = φ0, Φ|R = 0, ck|L = lk, ck|R = rk,
〈∇Φ, JJτν〉|M = 〈∇ck, JJτν〉|M = 0,
(2.5)
where k = 1, 2 and ν is the outward unit normal vector to M .
By inspecting the structural dependence of JJτ on ǫ, we expect the one-dimensional limiting
PNP system to be
1
g20
∂
∂x
(
g20
∂
∂x
Φ
)
= −λ(α1c1 − α2c2),
∂c1
∂t
=
D1
g20
∂
∂x
(
g20
∂
∂x
c1 + α1c1g
2
0
∂
∂x
Φ
)
,
∂c2
∂t
=
D2
g20
∂
∂x
(
g20
∂
∂x
c2 − α2c2g20
∂
∂x
Φ
)
,
(2.6)
on x ∈ (0, 1) with the boundary conditions
Φ(t, 0) = φ0, Φ(t, 1) = 0, ck(t, 0) = lk, ck(t, 1) = rk, (2.7)
where g0(x) is defined in (2.1).
It was shown in [9] that, for any ǫ > 0, the three-dimensional PNP system has a global attractor
Aǫ which is a compact subset and attracts all solutions with respect to the norm topology ofH1×H1.
This result is based on an invariant principle discovered in [10, 11, 9, 28] for the van Roosbroeck
models of semi-conductor. The PNP systems are basically the same as the van Roosbroeck models
and we recall the invariant principle using the above setting.
Proposition 2.2. Let M be a positive constant with
M ≥ max{α1l1, α1r1, α2l2, α2r2},
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and let Σ˜ be the subset of H1(Ωǫ)×H1(Ωǫ) given by
Σ˜ = {(c1, c2) ∈ H1(Ωǫ)×H1(Ωǫ) : 0 ≤ α1c1 ≤M, 0 ≤ α2c2 ≤M}.
Then Σ˜ is positively invariant for the PNP system. More precisely, if the initial datum (c1(0), c2(0)) ∈
Σ˜ and (c1, c2) is the solution of the PNP system, then (c1(t), c2(t)) ∈ Σ˜ for all t ≥ 0.
We remark that, for PNP systems with three or more types of ions, the above invariant principle
is not available. It is not clear to us whether or not a similar principle still holds in this case. PNP
systems with more than two types of ions are worth further studying.
The results in [10, 11, 9, 28] show also that the one-dimensional problem (2.6)-(2.7) has a posi-
tively invariant region
Σ˜0 = {(c1, c2) ∈ H1(0, 1) ×H1(0, 1) : 0 ≤ α1c1 ≤M, 0 ≤ α2c2 ≤M},
where M is the constant in Proposition 2.2, and problem (2.6)-(2.7) is globally well-posed in Σ˜0
and has a global attractor A0 in Σ˜0 ∩H1(0, 1) ×H1(0, 1).
Our first result claims that the global attractors Aǫ of the three-dimensional PNP systems are
upper semi-continuous to the global attractor A0 of the one-dimensional limiting system as ǫ→ 0,
which partially justify the limiting process.
Theorem 2.3. The global attractors Aǫ of the three-dimensional PNP systems are upper semi-
continuous at ǫ = 0, that is, for any η > 0, there exists a positive number ǫ1 = ǫ1(η) such that for
all 0 < ǫ ≤ ǫ1 and all w ∈ Aǫ,
distXǫ (w,A0) ≤ η,
where Xǫ =
{
w : ‖w‖2Xǫ = ‖w‖2L2 + ‖∇w‖2L2 + 1ǫ2‖wy‖2L2 + 1ǫ2‖wz‖2L2 <∞
}
.
2.2 Steady-state problem of the one-dimensional limiting PNP system
The steady-state of problem (2.6) and (2.7) can be rewritten as
µ2
d
dx
(
h(x)
dφ
dx
)
= −h(x)(αc1 − βc2), dJ1
dx
= 0,
dJ2
dx
= 0,
h(x)
dc1
dx
+ αc1h(x)
dφ
dx
=− J1, h(x)dc2
dx
− βc2h(x)dφ
dx
= −J2
(2.8)
where µ2 = 1/λ, J1 = J¯1/D1, J2 = J¯2/D2 and h(x) = g
2
0(x), and the boundary conditions are
φ(0) = φ0, c1(0) = l1, c2(0) = l2,
φ(1) = 0, c1(1) = r1, c2(1) = r2.
(2.9)
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Since λ is large, we can treat the problem (2.8) and (2.9) as a singularly perturbed problem with
µ as the singular parameter. We will recast the singularly perturbed PNP system into a system of
first order equations.
Denote derivatives with respect to x by overdot and introduce
τ = x, u = µh(τ)φ˙, v = −h(τ)(α1c1 − α2c2), and w = α21c1 + α22c2.
System (2.8) becomes
µφ˙ =
1
h(τ)
u, µu˙ = v, µv˙ = uw + µ
hτ (τ)
h(τ)
v + µ(α1J1 − α2J2),
µw˙ =
α1α2
h2(τ)
uv +
α2 − α1
h(τ)
uw − µ
h(τ)
(α21J1 + α
2
2J2),
J˙1 =0, J˙2 = 0, τ˙ = 1.
(2.10)
System (2.10) – the slow system – will be treated as a dynamical system with the phase space
R
7 = {(φ, u, v, w, J1 , J2, τ)}
and the independent variable x will be viewed as time. The boundary condition (2.9) becomes
φ(0) =φ0, v(0) = −h(0)(α1l1 − α2l2), w(0) = α2L1 + β2L2, τ(0) = 0,
φ(1) =0, v(1) = −h(1)(α1r1 − α2r2), w(1) = α21r1 + α22r2, τ(1) = 1.
(2.11)
Setting µ = 0 in system (2.10), we get the limiting slow system
0 =
1
h(τ)
u, 0 = v, 0 = uw,
0 =
α1α2
h2(τ)
uv +
α2 − α1
h(τ)
uw,
J˙1 =0, J˙2 = 0, τ˙ = 1.
(2.12)
The set Z0 = {u = v = 0} is called the slow manifold which supports the regular layer of the
boundary value problem. The regular layer will not satisfy all conditions in (2.11) if α2l2−α1l1 6= 0
or α2r2 − α1r1 6= 0, and this defect has to be remedied by boundary layers. The boundary layer
behavior will be determined by the fast system resulting from the slow system (2.10) by the rescaling
of time x = µξ. Thus, in terms of ξ, the fast system of (2.10) is
φ′ =
1
h(τ)
u, u′ = v, v′ = uw + µ
hτ (τ)
h(τ)
v + µ(α1J1 − α2J2),
w′ =
α1α2
h2(τ)
uv +
α2 − α1
h(τ)
uw − µ
h(τ)
(α21J1 + α
2
2J2),
J ′1 =0, J
′
2 = 0, τ
′ = µ.
(2.13)
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where prime denotes the derivative with respect to the variable ξ. The limiting fast system at µ = 0
is
φ′ =
1
h(τ)
u, u′ = v, v′ = uw, w′ =
α1α2
h2(τ)
uv +
α2 − α1
h(τ)
uw,
J ′1 =0, J
′
2 = 0, τ
′ = 0.
(2.14)
The slow manifold Z0 is precisely the set of equilibria of (2.14).
Concerning the steady-state problem of the one-dimensional limiting PNP system, we have
Theorem 2.4. Assume that α1l1 6= α2l2 and α1r1 6= α2r2 (otherwise, see Remark 4.1). For µ > 0
small, the boundary value problem (2.10) and (2.11) has a unique solution near a singular orbit.
The singular orbit is the union of two fast orbits of system (2.14) representing the boundary layers
and one slow orbit of a blow-up system of (2.12) (see Section 4 for details) for the regular layer.
The limiting flux densities are explicitly given by
J¯1 =D1J1 =
D1
(
ln r1l1 − α1φ0
)(
(α1l1)
α2
α1+α2 (α2l2)
α1
α1+α2 − (α1r1)
α2
α1+α2 (α2r2)
α1
α1+α2
)
(
α1α2
α1+α2
ln r1l1 +
α2
1
α1+α2
ln r2l2
) ∫ 1
0 h
−1(x) dx
,
J¯2 =D2J2 =
D2
(
ln r2l2 + α2φ0
)(
(α1l1)
α2
α1+α2 (α2l2)
α1
α1+α2 − (α1r1)
α2
α1+α2 (α2r2)
α1
α1+α2
)
(
α2
2
α1+α2
ln r1l1 +
α1α2
α1+α2
ln r2l2
) ∫ 1
0 h
−1(x) dx
.
Remark 2.1. Note that the factor
∫ 1
0 h
−1(x) dx on the denominators in the expressions for the
flux densities J1 and J2 reflects the effect of the geometry of the three-dimensional channel. Let’s
compare this effect with that of a cylindrical channel where the wall is defined by {Y 2 + Z2 = ǫ}.
In this case, the corresponding integral factor on the denominators for the flux densities J1 and
J2 is 1. The volume of the channel is πǫ
2. For general channels that we considered here, we thus
assume
Vol =
∫ 1
0
πg2(x; ǫ) dx = πǫ2.
From which we have
∫ 1
0 h(x) dx = 1. Therefore,
1 =
(∫ 1
0
h−1/2(x)h1/2(x) dx
)2
≤
∫ 1
0
h−1(x) dx
∫ 1
0
h(x) dx =
∫ 1
0
h−1(x) dx.
The inequality indicates that the more complicated the geometry of the channel, the smaller the
flux for the ion flow, which agrees with our common sense.
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3 Upper semi-continuity of attractors
3.1 Homogenization of boundary conditions
In this section, we convert the non-homogeneous Dirichlet boundary conditions on L ∪ R in (2.5)
to homogeneous ones, while keeping the homogeneous Neumann boundary conditions on M . For
this purpose, the following technical result is needed.
Lemma 3.1. Let h : [0, 1] → R be a smooth function. Then, for any ǫ > 0, there is a func-
tion Hǫ : Ωǫ → R such that Hǫ(X, 0, 0) = h(X), Hǫ(0, Y, Z) = h(0), Hǫ(1, Y, Z) = h(1), and
〈∇Hǫ(X,Y,Z),n〉 = 0 for (X,Y,Z) ∈ Mˆǫ.
Proof. We provide a specific construction of a function Hǫ. For convenience, hereafter, we denote
by g′(X, ǫ) = ∂g∂X (X, ǫ). For any ǫ > 0 and X0 ∈ [0, 1], let X = ψǫ(t,X0) be the solution of
dX
dt
= −tg
′(X, ǫ)
g(X, ǫ)
(3.1)
with ψǫ(0,X0) = X0. It is easy to see that ψ
ǫ(t,X0) is even in t from the equation. Since g
′(0, ǫ) =
g′(1, ǫ) = 0, ψǫ(t, 0) = 0 and ψǫ(t, 1) = 1 for all t. Therefore, for any (X, t) ∈ [0, 1]×[0, g(X, ǫ)], there
is a unique X0 ∈ [0, 1] such that X = ψǫ(t,X0), and hence, for any (X,Y,Z) ∈ Ωǫ, there is a unique
X0 ∈ [0, 1] such that X = ψǫ(
√
Y 2 + Z2,X0). Set H
ǫ(X,Y,Z) = h(X0) if X = ψ
ǫ(
√
Y 2 + Z2,X0).
Then, Hǫ(X, 0, 0) = h(X), Hǫ(0, Y, Z) = h(0) and Hǫ(1, Y, Z) = h(1). It remains to show that, for
(X,Y,Z) ∈ Mˆǫ, 〈∇Hǫ(X,Y,Z),n〉 = 0. For any X0 ∈ [0, 1], the set
D(X0) = {(X,Y,Z) : X = ψǫ(
√
Y 2 + Z2,X0)} = {(X,Y,Z) : H(X,Y,Z) = h(X0)},
is a level set of Hǫ. Note also that the curve {(X,Y, 0) : X = ψǫ(Y,X0)} lies on D(X0) and it is a
solution curve to (3.1) if Y is viewed as the t-variable. Therefore, at (X,Y, 0) = (X, g(X, ǫ), 0) ∈
D(X0) ∩ Mˆǫ, the vector (
−Y g
′(X, ǫ)
g(X, ǫ)
, 1, 0
)
= (−g′(X, ǫ), 1, 0)
is tangent to D(X0), and hence, 〈∇Hǫ(X, g(X, ǫ), 0), (−g′(X, ǫ), 1, 0)〉 = 0. Since n is parallel to
(−g′(X, ǫ), 1, 0), 〈∇Hǫ(X, g(X, ǫ), 0),n〉 = 0. Due to the rotation symmetry of Mˆǫ and Hǫ about
the X-axis, we conclude that, for (X,Y,Z) ∈ Mˆǫ, 〈∇Hǫ(X,Y,Z),n〉 = 0.
Let L0k(X), for k = 1, 2, 3, be the linear functions satisfying L
0
k(0) = lk, L
0
k(1) = rk for k = 1, 2,
L03(0) = φ0 and L
0
3(1) = 0. Lemma 3.1 guarantees the existence of functions Lk(X,Y,Z, ǫ) for
k = 1, 2, 3 such that for each ǫ > 0 and Y 2 + Z2 < g2(X, ǫ), Lk(X, 0, 0, ǫ) = L
0
k, Lk(0, Y, Z, ǫ) =
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L0k(0), Lk(1, Y, Z, ǫ) = L
0
k(1), and
∂
∂nLk(X,Y,Z, ǫ) = 0 when (X,Y,Z) ∈ Mˆǫ. For each ǫ > 0 and
k = 1, 2, 3, introduce the functions Lǫk in terms of variables x, y and z:
Lǫk(x, y, z) = Lk(X,Y,Z, ǫ) = Lk(x, g(x, ǫ)y, g(x, ǫ)z, ǫ). (3.2)
Set
u(x, y, z) =Lǫ1(x, y, z) − c1(x, y, z),
v(x, y, z) =Lǫ2(x, y, z) − c2(x, y, z),
φ(x, y, z) =Lǫ3(x, y, z) − Φ(x, y, z).
Then, problem (2.4)-(2.5) is transformed into
1
g2
∇ · (g2JJτ∇(φ− Lǫ3)) = −λ(α1(u− Lǫ1)− α2(v − Lǫ2)),
∂u
∂t
=
D1
g2
∇ · (g2JJτ∇(u− Lǫ1)− α1(u− Lǫ1(x))g2JJτ∇(φ− Lǫ3)) ,
∂v
∂t
=
D2
g2
∇ · (g2JJτ∇(v − Lǫ2) + α2(v − Lǫ2(x))g2JJτ∇(φ− Lǫ3)) ,
(3.3)
with the homogeneous boundary conditions:
φ|L∪R =u|L∪R = v|L∪R = 0,
〈∇φ, JJτν〉|M =〈∇u, JJτν〉|M = 〈∇v, JJτν〉|M = 0.
(3.4)
System (3.3) is supplemented with the initial conditions:
u(0) = u0, v(0) = v0. (3.5)
Introduce the subspace H1D(Ω) of H
1(Ω):
H1D(Ω) = {u ∈ H1(Ω) : u|L∪R = 0}.
Let M be the constant in Proposition 2.2 and let Σǫ be the subset of H
1
D(Ω)×H1D(Ω) given by
Σǫ = {(u, v) ∈ H1D(Ω)×H1D(Ω) : α1Lǫ1 −M ≤ α1u ≤ α1Lǫ1, α2Lǫ2 −M ≤ α2v ≤ α2Lǫ2}. (3.6)
It follows from Proposition 2.2 that, if (u0, v0) ∈ Σǫ, then (u(t), v(t)) ∈ Σǫ for every t ≥ 0.
Throughout this paper, for every ǫ > 0, we denote by Sǫ(t)t≥0 the solution operator associated
with problem (3.3)-(3.5). We will use the same symbol Aǫ to denote the global attractors of
Sǫ(t)t≥0 and that of problem (2.4)-(2.5) when no confusion arises.
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The corresponding one-dimensional limiting system (2.6) is transformed into
1
g20
∂
∂x
(
g20
∂
∂x
(
φ− L03
))
= −λ (α1(u− L01)− α2(v − L02)) ,
∂u
∂t
=
D1
g20
∂
∂x
(
g20
∂
∂x
(u− L01)− α1(u− L01)g20
∂
∂x
(φ− L03)
)
,
∂v
∂t
=
D2
g20
∂
∂x
(
g20
∂
∂x
(v − L02) + α2(v − L02)g20
∂
∂x
(φ− L03)
)
,
(3.7)
with the homogeneous Dirichlet boundary conditions
φ = u = v = 0, x = 0, 1, (3.8)
and the initial conditions
u(0) = u0, and v(0) = v0. (3.9)
Since Σ˜0 is an invariant region for problem (2.6)-(2.7), we find that the one-dimensional problem
(3.7)-(3.9) also has a positively invariant region which is given by
Σ0 = {(u, v) ∈ H10 (0, 1)×H10 (0, 1) : α1L01 −M ≤ α1u ≤ α1L01, α2L02 −M ≤ α2v ≤ α2L02}. (3.10)
Similar to system (2.6)-(2.7), problem (3.7)-(3.9) is well-posed in Σ0, that is, for each (u0, v0) ∈ Σ0,
there exists a unique solution (u, v) for problem (3.7)-(3.9) which is defined for all t ≥ 0 and (u, v) ∈
C([0,∞),Σ0). Further, the solutions are continuous in initial data with respect to the topology of
H10 (0, 1) × H10 (0, 1). Therefore, there is a continuous dynamical system S0(t)t≥0 associated with
problem (3.7)-(3.9) such that for each t ≥ 0 and (u0, v0) ∈ Σ0, S0(t)(u0, v0) = (u(t), v(t)), the
solution of problem (3.7)-(3.9). When no confusion arises, we use the same symbol A0 to denote
the global attractors of S0(t)t≥0 and problem (2.6)-(2.7).
3.2 Uniform estimates of global attractors
In this section, we derive uniform estimates of the global attractors Aǫ in ǫ which are necessary
for establishing the upper semi-continuity of Aǫ at ǫ = 0. In what follows, we reformulate problem
(3.3)-(3.5) as an abstract differential equation in H1D(Ω)×H1D(Ω).
Given ǫ > 0, define an inner product (·, ·)Hǫ on L2(Ω) by
(v,w)Hǫ =
∫
Ω
g2
ǫ2
vw dx dy dz,
and a bilinear form aǫ(·, ·) on
(
H1D(Ω)
)2
by
aǫ(w1, w2) = (J
τ∇w1, Jτ∇w2)Hǫ =
∫
Ω
g2
ǫ2
Jτ∇w1 · Jτ∇w2 dx dy dz.
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In the sequel, we denote ‖w‖p the standard norm of w for w ∈ Lp(Ω) or w ∈ Lp([0, 1]), ‖w‖Hs the
standard norm of w for w ∈ Hs(Ω) or w ∈ Hs([0, 1]). Also, denote Hǫ the space L2(Ω) with the
inner product (·, ·)Hǫ , and Xǫ the space H1D(Ω) with the norm
‖w‖Xǫ =
(
‖∇w‖22 +
1
ǫ2
‖wy‖22 +
1
ǫ2
‖wz‖22
)1/2
.
Since Poincare inequality holds in H1D(Ω), the norm ‖w‖Xǫ for w ∈ H1D(Ω) is equivalent to the
norm given by (
‖w‖2H1 +
1
ǫ2
‖wy‖22 +
1
ǫ2
‖wz‖22
)1/2
.
Due to assumption (2.1), there exist positive constants C1, C2, C3 (independent of ǫ) and ǫ1 such
that, for all 0 < ǫ ≤ ǫ1 and x ∈ (0, 1),
|gx|
g
≤ C1, C2 ≤ g
ǫ
≤ C3. (3.11)
Consequently,
√
aǫ(w,w) is equivalent to the norm ‖w‖Xǫ , that is,
C4‖w‖2Xǫ ≤ aǫ(w,w) ≤ C5‖w‖2Xǫ (3.12)
for some constants C4 and C5 (independent of ǫ). It follows from (3.12) that for each ǫ > 0, the
triple {H1D(Ω),Hǫ, aǫ(·, ·)} defines a unique unbounded operator Lǫ on H1D(Ω) with domain D(Lǫ)
in the following way: an element u ∈ H1D(Ω) belongs to D(Lǫ) if aǫ(u, v) is continuous in v ∈ H1D(Ω)
for the topology induced from Hǫ and (Lǫu, v)Hǫ = aǫ(u, v) for (u, v) ∈ D(Lǫ)×H1D(Ω). In fact,
D(Lǫ) = {u ∈ H1D(Ω) : Lǫu ∈ Hǫ},
and for every u ∈ D(Lǫ),
Lǫu = − 1
g2
∇ · (g2JJτ∇u) .
Since the operator Lǫ is self-adjoint on Hǫ and positive, the fractional power L1/2ǫ is well-defined
with domain D(L1/2ǫ ) = H1D(Ω), and for u ∈ H1D(Ω),
‖L
1
2
ǫ u‖2Hǫ = aǫ(u, u).
In view of (3.12) there exist C6 and C7 such that
C6‖u‖Xǫ ≤ ‖L
1
2
ǫ u‖Hǫ ≤ C7‖u‖Xǫ . (3.13)
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With the above notations, system (3.3) can be rewritten as
Lǫφ = λα1(u− Lǫ1)− λα2(v − Lǫ2)−
1
g2
∇ · (g2JJτ∇Lǫ3) ,
∂u
∂t
+D1Lǫu = −D1
g2
∇ · (g2JJτ∇Lǫ1 + α1(u− Lǫ1)g2JJτ∇(φ− Lǫ3)) ,
∂v
∂t
+D2Lǫv = −D2
g2
∇ · (g2JJτ∇Lǫ2 − α2(v − Lǫ2)g2JJτ∇(φ− Lǫ3)) .
(3.14)
By the construction of functions Lǫk (k = 1, 2, 3), there exists ǫ1 > 0 such that for any 0 < ǫ ≤ ǫ1,
the following uniform bounds in ǫ hold:
‖Lǫk‖∞ + ‖Lǫk‖Hǫ + ‖Jτ∇Lǫk‖Hǫ + ‖JJτ∇Lǫk‖Hǫ + ‖
1
g2
∇ · (g2JJτ∇Lǫk) ‖Hǫ ≤ C, (3.15)
where C is independent of ǫ. Then it follows from the positive invariance of Σǫ that there exists a
constant C (independent of ǫ) such that for any initial datum (u0, v0) ∈ Σǫ, the solution (u, v) of
problem (3.3)-(3.5) satisfies, for all t ≥ 0:
‖u(t)‖∞ + ‖v(t)‖∞ ≤ C and ‖u(t)‖Hǫ + ‖v(t)‖Hǫ ≤ C. (3.16)
Next, we start to derive uniform estimates of solutions in ǫ in the space H1D(Ω)×H1D(Ω).
Lemma 3.2. There exist a constant C (independent of ǫ) and ǫ1 > 0 such that for any 0 < ǫ ≤ ǫ1
and (u0, v0) ∈ Σǫ, the solution (u, v) of problem (3.3)-(3.5) satisfies, for all t ≥ 0:∫ t+1
t
(‖u(t)‖Xǫ + ‖v(t)‖Xǫ) dt ≤ C.
Proof. Taking the inner product of the first equation in (3.14) with φ in Hǫ, we find that
‖L
1
2
ǫ φ‖2Hǫ = λα1(u− Lǫ1, φ)Hǫ − λα2(v − Lǫ2, φ)Hǫ + (Jτ∇Lǫ3, Jτ∇φ)Hǫ .
By (3.15) and (3.16) we have
‖L
1
2
ǫ φ‖2Hǫ ≤λα1(‖u‖Hǫ + ‖Lǫ1‖Hǫ)‖φ‖Hǫ + λα2(‖v‖Hǫ + ‖Lǫ2‖Hǫ)‖φ‖Hǫ + ‖Jτ∇Lǫ3‖Hǫ‖L
1
2
ǫ φ‖Hǫ
≤C‖L
1
2
ǫ φ‖Hǫ ≤
1
2
‖L
1
2
ǫ φ‖2Hǫ +
1
2
C2,
which implies that
‖L
1
2
ǫ φ‖Hǫ ≤ C. (3.17)
Now, taking the inner product of the second equation in (3.14) with u in Hǫ, we get
1
2
d
dt
‖u‖2Hǫ +D1‖L
1
2
ǫ u‖2Hǫ = D1 (Jτ∇Lǫ1, Jτ∇u)Hǫ +D1α1 ((u− Lǫ1)Jτ∇(φ− Lǫ3), Jτ∇u)Hǫ .
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It follows from (3.15)-(3.17) that the right-hand side of the above is bounded by
C1‖Jτ∇Lǫ1‖Hǫ‖L
1
2
ǫ u‖Hǫ+D1α1(‖u‖∞ + ‖Lǫ1‖∞)(‖L
1
2
ǫ φ‖Hǫ + ‖Jτ∇Lǫ3‖Hǫ)‖L
1
2
ǫ u‖Hǫ
≤C‖L
1
2
ǫ u‖Hǫ ≤
1
2
D1‖L
1
2
ǫ u‖2Hǫ + C1.
Therefore,
d
dt
‖u‖2Hǫ +D1‖L
1
2
ǫ u‖2Hǫ ≤ C2. (3.18)
Similarly,
d
dt
‖v‖2Hǫ +D2‖L
1
2
ǫ v‖2Hǫ ≤ C3. (3.19)
Hence, for all t ≥ 0:
d
dt
(‖u‖2Hǫ + ‖v‖2Hǫ)+ C4
(
‖L
1
2
ǫ u‖2Hǫ + ‖L
1
2
ǫ v‖2Hǫ
)
≤ C2 + C3,
which, along (3.13) and (3.16), implies Lemma 3.2.
Lemma 3.3. There exist positive constants ǫ1 and C such that for any 0 < ǫ ≤ ǫ1 and (u0, v0) ∈ Σǫ,
the solution (u, v) of problem (3.3)-(3.5) satisfies, for all t ≥ 1:
‖Lǫφ(t)‖Xǫ + ‖u(t)‖Xǫ + ‖v(t)‖Xǫ ≤ C.
Proof. By (3.15), (3.16) and the first equation in (3.14) we get
‖Lǫφ‖Hǫ ≤ C
(
‖u‖Hǫ + ‖v‖Hǫ + ‖Lǫ1‖Hǫ + ‖Lǫ2‖Hǫ + ‖
1
g2
∇ · (g2JJτ∇Lǫ3) ‖Hǫ
)
≤ C. (3.20)
Taking the inner product of the second equation in (3.14) with Lǫu in Hǫ, we find
1
2
d
dt
‖L
1
2
ǫ u‖2Hǫ +D1‖Lǫu‖2Hǫ =−
(
D1
g2
∇ · (g2JJτ∇Lǫ1),Lǫu
)
Hǫ
−
(
D1α1
g2
∇ · ((u− Lǫ1)g2JJτ∇(φ− Lǫ3)),Lǫu
)
Hǫ
. (3.21)
By (3.15), the first term on the right-hand side of (3.21) is bounded by
|
(
D1
g2
∇ · (g2JJτ∇Lǫ1),Lǫu
)
Hǫ
| ≤ D1‖ 1
g2
∇ · (g2JJτ∇Lǫ1)‖Hǫ‖Lǫu‖Hǫ ≤
1
4
D1‖Lǫu‖2Hǫ +C. (3.22)
For the second term on the right-hand side of (3.21), we have
−
(
D1α1
g2
∇ · ((u− Lǫ1)g2JJτ∇(φ− Lǫ3)),Lǫu
)
Hǫ
= −D1α1 (∇(u− Lǫ1) · JJτ∇(φ− Lǫ3),Lǫu)Hǫ
−D1α1
(
(u− Lǫ1)
1
g2
∇ · (g2JJτ∇(φ− Lǫ3)),Lǫu
)
Hǫ
. (3.23)
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Using (3.15) and (3.20), the first term on the right-hand side of (3.23) is bounded by
D1α1| (∇(u− Lǫ1) · JJτ∇(φ− Lǫ3),Lǫu)Hǫ |
≤ D1α1‖∇(u− Lǫ1)‖3‖
g2
ǫ2
JJτ∇(φ− Lǫ3)‖6‖Lǫu‖2
≤ C‖∇(u− Lǫ1)‖
1
2
2 ‖∇(u− Lǫ1)‖
1
2
H1
‖g
2
ǫ2
JJτ∇(φ− Lǫ3)‖H1‖Lǫu‖2
≤
(
‖L
1
2
ǫ u‖Hǫ + ‖Jτ∇Lǫ1‖Hǫ
) 1
2
(
‖Lǫu‖Hǫ + ‖Jτ∇Lǫ1‖Hǫ + ‖
1
g2
∇ · (g2JJτ∇Lǫ1)‖Hǫ
) 1
2
×
(
‖Lǫφ‖Hǫ + ‖JJτ∇Lǫ3‖Hǫ + ‖
1
g2
∇ · (g2JJτ∇Lǫ3)‖Hǫ
)
‖Lǫu‖Hǫ
≤ C
(
‖L
1
2
ǫ u‖Hǫ + C
)1
2
(‖Lǫu‖Hǫ + C)
1
2 ‖Lǫu‖Hǫ
≤ 1
8
D1‖Lǫu‖2Hǫ + C‖L
1
2
ǫ u‖2Hǫ + C. (3.24)
The second term on the right-hand side of (3.23) can be estimated as
D1α1
∣∣∣∣∣
(
(u− Lǫ1)
1
g2
∇ · (g2JJτ∇(φ− Lǫ3)),Lǫu
)
Hǫ
∣∣∣∣∣
≤ D1α1 (‖u‖∞ + ‖Lǫ1‖∞) ‖
1
g2
∇ · (g2JJτ∇(φ− Lǫ3))‖Hǫ‖Lǫu‖Hǫ
≤ D1α1 (‖u‖∞ + ‖Lǫ1‖∞)
(
‖Lǫφ‖Hǫ + ‖
1
g2
∇ · (g2JJτ∇Lǫ3)‖Hǫ
)
‖Lǫu‖Hǫ
≤ C‖Lǫu‖Hǫ ≤
1
8
D1‖Lǫu‖2Hǫ + C. (3.25)
Combining the estimates (3.23)-(3.25), we obtain
|
(
D1α1
g2
∇ · ((u− Lǫ1)g2JJτ∇(φ− Lǫ3)),Lǫu
)
Hǫ
| ≤ 1
4
D1‖Lǫu‖2Hǫ +C‖L
1
2
ǫ u‖2Hǫ + C. (3.26)
It follows from (3.21), (3.22) and (3.26) that, for all t ≥ 0,
d
dt
‖L
1
2
ǫ u‖2Hǫ +D1‖Lǫu‖2Hǫ ≤ C1‖L
1
2
ǫ u‖2Hǫ + C2. (3.27)
Similarly, for all t ≥ 0,
d
dt
‖L
1
2
ǫ v‖2Hǫ +D2‖Lǫv‖2Hǫ ≤ C1‖L
1
2
ǫ v‖2Hǫ + C2. (3.28)
Hence, we have, for all t ≥ 0,
d
dt
(
‖L
1
2
ǫ u‖2Hǫ + ‖L
1
2
ǫ v‖2Hǫ
)
+ C3
(‖Lǫu‖2Hǫ + ‖Lǫv‖2Hǫ) ≤ C1
(
‖L
1
2
ǫ u‖2Hǫ + ‖L
1
2
ǫ v‖2Hǫ
)
+ C2, (3.29)
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which, along with Lemma 3.2 and the uniform Gronwall’s lemma, implies that, for all t ≥ 1,
‖L
1
2
ǫ u(t)‖2Hǫ + ‖L
1
2
ǫ v(t)‖2Hǫ ≤ C.
The above estimate and the first equation in (3.14) conclude the proof.
Applying Gronwall’s lemma to (3.29) for t ∈ (0, 1), then by Lemma 3.3 and the first equation in
(3.14) we find that there exists ǫ1 > 0 such that, for any R > 0, there exists K depending on R
such that for any 0 < ǫ ≤ ǫ1 and (u0, v0) ∈ Σǫ with ‖(u0, v0)‖Xǫ×Xǫ ≤ R, the following holds:
‖Lǫφ(t)‖Xǫ + ‖u(t)‖Xǫ + ‖v(t)‖Xǫ ≤ K, for t ≥ 0. (3.30)
An immediate consequence of Lemma 3.3 also shows that all the global attractors Aǫ are uniformly
bounded in ǫ in the space H1D(Ω)×H1D(Ω), that is, the following statement is true.
Proposition 3.4. There exist positive constants ǫ1 and C such that for all 0 < ǫ ≤ ǫ1 and (u, v) ∈
Aǫ, the following holds:
‖(u, v)‖Xǫ×Xǫ ≤ C.
The following is an analogue of Lemma 3.3 for the limiting system (3.7)-(3.9).
Lemma 3.5. There exists C > 0 such that for any (u0, v0) ∈ Σ0, the solution (u, v) of problem
(3.7)-(3.9) satisfies, for all t ≥ 1:
‖u(t)‖H1 + ‖v(t)‖H1 ≤ C.
In addition, there exists K depending on R when ‖(u0, v0)‖H1×H1 ≤ R such that for all t ≥ 0:
‖u(t)‖H1 + ‖v(t)‖H1 ≤ K.
Next, we establish estimates on time derivatives of solutions for both the three-dimensional
system and the one-dimensional limiting system.
Lemma 3.6. There exists ǫ1 > 0 such that for any R > 0, there exists K depending only on R
such that for any 0 < ǫ ≤ ǫ1 and (u0, v0) ∈ Σǫ with ‖(u0, v0)‖Xǫ×Xǫ ≤ R, the solution (u, v) of
problem (3.3)-(3.5) satisfies
t2
(
‖Lǫ∂φ
∂t
‖2Hǫ + ‖
∂u
∂t
‖2Hǫ + ‖
∂v
∂t
‖2Hǫ
)
+
∫ t
0
s2
(
‖∂u
∂s
‖2Xǫ + ‖
∂v
∂s
‖2Xǫ
)
ds ≤ KeKt, t ≥ 0.
Proof. Denote by
φ˜ =
∂φ
∂t
, u˜ =
∂u
∂t
, v˜ =
∂v
∂t
.
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Differentiating (3.14) with respect to t, we get
Lǫφ˜ = λα1u˜− λα2v˜,
∂u˜
∂t
+D1Lǫu˜ = −D1
g2
∇ ·
(
α1u˜g
2JJτ∇(φ− Lǫ3) + α1(u− Lǫ1)g2JJτ∇φ˜
)
,
∂v˜
∂t
+D2Lǫv˜ = −D2
g2
∇ ·
(
α2v˜g
2JJτ∇(φ− Lǫ3) + α2(v − Lǫ2)g2JJτ∇φ˜
)
.
From the above system, one derives
Lǫ(tφ˜) = λα1tu˜− λα2tv˜,
∂
∂t
(tu˜) +D1Lǫ(tu˜) = u˜− D1
g2
∇ ·
(
α1(tu˜)g
2JJτ∇(φ− Lǫ3) + α1(u− Lǫ1)g2JJτ∇(tφ˜)
)
,
∂
∂t
(tv˜) +D2Lǫ(tv˜) = v˜ + D2
g2
∇ ·
(
α2(tv˜)g
2JJτ∇(φ− Lǫ3) + α2(v − Lǫ2)g2JJτ∇(tφ˜)
)
.
(3.31)
The first equation in (3.31) gives
‖Lǫ(tφ˜)‖Hǫ ≤ C (‖tu˜‖Hǫ + ‖tv˜‖Hǫ) . (3.32)
Taking the inner product of the second equation in (3.31) with tu˜ in Hǫ, we have
1
2
d
dt
‖tu˜‖2Hǫ +D1‖L
1
2
ǫ (tu˜)‖2Hǫ =D1α1
∫
g2
ǫ2
tu˜Jτ∇(φ− Lǫ3) · Jτ∇(tu˜)
+D1α1
∫
g2
ǫ2
(u− Lǫ1)Jτ∇(tφ˜) · Jτ∇(tu˜) + t‖u˜‖2Hǫ .
(3.33)
By (3.30), the first term on the right-hand side of (3.33) is bounded by
C‖tu˜‖3‖Jτ∇(φ− Lǫ3)‖6‖Jτ∇(tu˜)‖2 ≤ C‖tu˜‖
1
2
2 ‖tu˜‖
1
2
H1
‖Jτ∇(φ− Lǫ3)‖H1‖Jτ∇(tu˜)‖2
≤ C‖tu˜‖
1
2
Hǫ
‖L
1
2
ǫ (tu˜)‖
3
2
Hǫ
(‖Lǫφ‖Hǫ + ‖LǫLǫ3‖Hǫ)
≤ C‖tu˜‖
1
2
Hǫ
‖L
1
2
ǫ (tu˜)‖
3
2
Hǫ
≤ 1
8
D1‖L
1
2
ǫ (tu˜)‖2Hǫ + C‖tu˜‖2Hǫ .
(3.34)
By (3.32), the second term on the right-hand side of (3.33) is less than
C‖u− Lǫ1‖∞‖Jτ∇(tφ˜)‖2‖Jτ∇(tu˜)‖2 ≤
1
8
D1‖L
1
2
ǫ (tu˜)‖2Hǫ + C‖L
1
2
ǫ (tφ˜)‖2Hǫ
≤ 1
8
D1‖L
1
2
ǫ (tu˜)‖2Hǫ + C
(‖tu˜‖2Hǫ + ‖tv˜‖2Hǫ) .
(3.35)
Multiplying the second equation in (3.14) by tu˜, after simple computations, we find that the last
term on the right-hand side of (3.33) satisfies
t‖u˜‖2Hǫ ≤C‖L
1
2
ǫ (tu˜)‖Hǫ
(
‖L
1
2
ǫ u‖Hǫ + ‖L
1
2
ǫ L
ǫ
1‖Hǫ + ‖L
1
2
ǫ φ‖Hǫ + ‖L
1
2
ǫ L
ǫ
3‖Hǫ
)
≤1
8
D1‖L
1
2
ǫ (tu˜)‖2Hǫ + C.
(3.36)
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Combining the estimates in (3.33)-(3.36), we get
d
dt
‖tu˜‖2Hǫ +D1‖L
1
2
ǫ (tu˜)‖2Hǫ ≤ C
(‖tu˜‖2Hǫ + ‖tv˜‖2Hǫ)+ C. (3.37)
Similarly,
d
dt
‖tv˜‖2Hǫ +D1‖L
1
2
ǫ (tv˜)‖2Hǫ ≤ C
(‖tu˜‖2Hǫ + ‖tv˜‖2Hǫ)+ C. (3.38)
Finally, from (3.37)-(3.38), we have
d
dt
(‖tu˜‖2Hǫ + ‖tv˜‖2Hǫ)+ C1
(
‖L
1
2
ǫ (tu˜)‖2Hǫ + ‖L
1
2
ǫ (tv˜)‖2Hǫ
)
≤ C (‖tu˜‖2Hǫ + ‖tv˜‖2Hǫ)+ C,
which, along with Gronwall’s lemma, concludes the proof.
We now describe the analogue of Lemma 3.6 for the one-dimensional limiting system (3.7)-(3.9).
Lemma 3.7. Given R > 0, there exists K depending only on R such that for any (u0, v0) ∈ Σ0
with ‖(u0, v0)‖H1×H1 ≤ R, the solution (u, v) of problem (3.7)-(3.9) satisfies
t2
(
‖∂φ
∂t
‖2H2 + ‖
∂u
∂t
‖22 + ‖
∂v
∂t
‖22
)
+
∫ t
0
s2
(
‖∂u
∂s
‖2H1 + ‖
∂v
∂s
‖2H1
)
ds ≤ KeKt, t ≥ 0.
Proof. The proof is similar to that of Lemma 3.6 but simpler, and therefore omitted here.
3.3 Upper Semicontinuity
In this section, we establish the upper semicontinuity of global attractors Aǫ at ǫ = 0. We first
compare the solutions of the three-dimensional problem (3.3)-(3.5) and the one-dimensional limiting
problem (3.7)-(3.9), and then establish the relationships between the global attractors of the two
dynamical systems.
In what follows, we reformulate limiting system (3.7) as an operator equation. Let H0 be the
L2(0, 1) space with the inner product (·, ·)H0 given by
(u, v)H0 =
∫ 1
0
g20uv dx,
and let a0(·, ·) be the bilinear form on
(
H10 (0, 1)
)2
:
a0(w1, w2) =
(
dw1
dx
,
dw2
dx
)
H0
=
∫ 1
0
g20
dw1
dx
dw2
dx
dx.
For f ∈ L2(Ω), let M(f) ∈ L2(0, 1) be the function:
(M(f))(x) =
1
π
∫
D
f(x, y, z) dy dz.
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Lemma 3.8. Suppose f ∈ H1(Ω). Then we have
‖f −M(f)‖Hǫ ≤ Cǫ‖f‖Xǫ .
Proof. Notice that
‖f −M(f)‖22 =
∫ 1
x=0
∫
D
∣∣∣∣f(x, y, z)− 1π
∫
D
f(x, u, v)dudv
∣∣∣∣
2
dydzdx. (3.39)
Using the identity
f(x, r cos θ, r sin θ) =f(x, ρ cosφ, ρ sin φ)−
∫ φ
θ
∂
∂t
f(x, ρ cos t, ρ sin t)dt
−
∫ ρ
r
∂
∂τ
f(x, τ cos θ, τ sin θ)dτ,
one can write
1
π
∫ 1
r=0
∫ 2π
θ=0
f(x, r cos θ, r sin θ)rdrdθ = f(x, ρ cosφ, ρ sinφ)
− 1
π
∫ 1
r=0
∫ 2π
θ=0
(∫ φ
t=θ
(
−ρ sin t∂f
∂y
(x, ρ cos t, ρ sin t) + ρ cos t
∂f
∂z
(x, ρ cos t, ρ sin t)
)
dt
)
rdrdθ
− 1
π
∫ 1
r=0
∫ 2π
θ=0
(∫ ρ
τ=r
(
cos θ
∂f
∂y
(x, τ cos θ, τ sin θ) + sin θ
∂f
∂z
(x, τ cos θ, τ sin θ)
)
dτ
)
rdrdθ
Then, after simple computations, Lemma 3.8 follows from (3.39) and the above.
Let (ψ,P,Q) ∈ (H1D(Ω))3 and let (φǫ, uǫ, vǫ) be a solution of system (3.3). In view of the boundary
condition (3.4) and the choices of Lǫk for k = 1, 2, 3, we have
−aǫ(φǫ − Lǫ3, ψ) =− λα1(uǫ − Lǫ1, ψ)Hǫ + λα2(vǫ − Lǫ2, ψ)Hǫ ,
1
D1
(
∂uǫ
∂t
, P
)
Hǫ
=− aǫ(uǫ − Lǫ1, P ) + α1
(
(uǫ − Lǫ1)L1/2ǫ (φǫ − Lǫ3),L1/2ǫ P
)
Hǫ
,
1
D2
(
∂vǫ
∂t
,Q
)
Hǫ
=− aǫ(vǫ − Lǫ2, Q)− α2
(
(vǫ − Lǫ2)L1/2ǫ (φǫ − Lǫ3),L1/2ǫ Q
)
Hǫ
.
(3.40)
Let (φ, u, v) be the solution of the limiting system (3.7). View (φ, u, v) as an element in (H1D(Ω))
3.
Then a direct computation yields that, for (ψ,P,Q) ∈ (H1D(Ω))3,
−aǫ(φ− L03, ψ) =− λα1(u− L01, ψ)Hǫ + λα2(v − L02, ψ)Hǫ + F (φ− L03, ψ),
1
D1
(
∂u
∂t
, P
)
Hǫ
=− aǫ(u− L01, P ) + α1
(
(u− L01)L1/2ǫ (φ− L03),L1/2ǫ P
)
Hǫ
+G1(u− L01, φ− L03, P ),
1
D2
(
∂v
∂t
,Q
)
Hǫ
=− aǫ(v − L02, Q)− α2
(
(v − L02)L1/2ǫ (φ− L03),L1/2ǫ Q
)
Hǫ
+G2(v − L02, φ− L03, Q),
(3.41)
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where, for appropriate functions p, q and r, and for i = 1, 2,
F (p, q) =
((
∂xg
2
g2
− ∂xg
2
0
g20
)
px, q
)
Hǫ
+
(
gx
g
px, yqy + zqz
)
Hǫ
,
Gi(p, q, r) =−
((
∂xg
2
g2
− ∂xg
2
0
g20
)
px, r
)
Hǫ
−
(
gx
g
px, yry + zrz
)
Hǫ
+ (−1)i+1αi
((
∂xg
2
g2
− ∂xg
2
0
g20
)
pqx, r
)
Hǫ
+ (−1)i+1αi
(
gx
g
pqx, yry + zrz
)
Hǫ
.
(3.42)
Let
ψǫ = φǫ − Lǫ3 − (φ− L03), P ǫ = uǫ − Lǫ1 − (u− L01), Qǫ = vǫ − Lǫ2 − (v − L02). (3.43)
Upon subtracting (3.41) from (3.40), we obtain that for any (ψ,P,Q) ∈ H1D(Ω)3,
aǫ(ψ
ǫ, ψ) =λα1(P
ǫ, ψ)Hǫ − λα2(Qǫ, ψ)Hǫ + F (φ− L03, ψ), (3.44)
1
D1
(∂tP
ǫ, P )Hǫ =− aǫ(P ǫ, P ) + α1
(
(uǫ − Lǫ1)L
1
2
ǫ ψ
ǫ,L
1
2
ǫ P
)
Hǫ
+ α1
(
P ǫL
1
2
ǫ (φ− L03),L
1
2
ǫ P
)
Hǫ
−G1(u− L01, φ− L03, P ), (3.45)
1
D2
(∂tQ
ǫ, Q)Hǫ =− aǫ(Qǫ, Q)− α2
(
(vǫ − Lǫ2)L
1
2
ǫ ψ
ǫ,L
1
2
ǫ Q
)
Hǫ
− α2
(
QǫL
1
2
ǫ (φ− L03),L
1
2
ǫ Q
)
Hǫ
−G2(v − L02, φ− L03, Q). (3.46)
For the above system, we have the following estimates.
Lemma 3.9. There exists ǫ1 > 0 such that, for any R > 0, there exists a constant K depending on
R such that, for any 0 < ǫ ≤ ǫ1 and (u0, v0) ∈ Σǫ with ‖(u0, v0)‖Xǫ×Xǫ ≤ R, the following holds:
‖P ǫ(t)‖2Hǫ + ‖Qǫ(t)‖2Hǫ + ‖ψǫ(t)‖2Xǫ +
∫ t
0
(‖P ǫ(s)‖2Xǫ + ‖Qǫ(s)‖2Xǫ) ds ≤ ǫKeKt, t ≥ 0,
where (φǫ, uǫ, vǫ) is the solution of problem (3.3)-(3.5) with the initial condition (u0, v0), (φ, u, v)
is the solution of problem (3.7)-(3.9) with the initial condition (M(u0),M(v0)), and (ψ
ǫ, P ǫ, Qǫ) is
given by (3.43).
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Proof. It follows from (3.44)–(3.46) that
aǫ(ψ
ǫ, ψǫ) =λα1(P
ǫ, ψǫ)Hǫ − λα2(Qǫ, ψǫ)Hǫ + F (φ− L03, ψǫ), (3.47)
1
D1
(∂tP
ǫ, P ǫ)Hǫ =− aǫ(P ǫ, P ǫ) + α1
(
(uǫ − Lǫ1)L
1
2
ǫ ψ
ǫ,L
1
2
ǫ P
ǫ
)
Hǫ
+ α1
(
P ǫL
1
2
ǫ (φ− L03),L
1
2
ǫ P
ǫ
)
Hǫ
−G1(u− L01, φ− L03, P ǫ), (3.48)
1
D2
(∂tQ
ǫ, Qǫ)Hǫ =− aǫ(Qǫ, Qǫ)− α2
(
(vǫ − Lǫ2)L
1
2
ǫ ψ
ǫ,L
1
2
ǫ Q
ǫ
)
Hǫ
− α2
(
QǫL
1
2
ǫ (φ− L03),L
1
2
ǫ Q
ǫ
)
Hǫ
−G2(v − L02, φ− L03, Qǫ). (3.49)
Next, we estimate each term on the right-hand sides of (3.47)-(3.49). The first two terms on the
right-hand side of (3.47) are bounded by:
λα1 |(P ǫ, ψǫ)Hǫ |+ λα2 |(Qǫ, ψǫ)Hǫ | ≤C (‖P ǫ‖Hǫ + ‖Qǫ‖Hǫ) ‖ψǫ‖Hǫ
≤C (‖P ǫ‖2Hǫ + ‖Qǫ‖2Hǫ)+ 14aǫ(ψǫ, ψǫ). (3.50)
By (3.11) we find that g satisfies ∣∣∣∣∂xg2g2 − ∂xg
2
0
g20
∣∣∣∣ ≤ Cǫ.
Then, by Lemma 3.5, the first term in F (φ− L03, ψǫ) on the right-hand side of (3.47) is less than∣∣∣∣∣
((
∂xg
2
g2
− ∂xg
2
0
g20
)
(φ− L03)x, ψǫ
)
Hǫ
∣∣∣∣∣ ≤ Cǫ‖ψǫ‖2Hǫ ≤ Cǫ2 + 14aǫ(ψǫ, ψǫ). (3.51)
It follows from (3.30) and Lemma 3.5 that the second term in F (φ−L03, ψǫ) on the right-hand side
of (3.47) is bounded by, for t ≥ 0,∣∣∣∣∣
(
gx
g
(φ− L03)x, y∂y(φǫ − Lǫ3) + z∂z(φǫ − Lǫ3)
)
Hǫ
∣∣∣∣∣
≤ C (‖∂yφǫ‖Hǫ + ‖∂zφǫ‖Hǫ + ‖∂yLǫ3‖Hǫ + ‖∂zLǫ3‖Hǫ) ≤ Cǫ. (3.52)
By (3.47) and (3.50)-(3.52), we obtain, for all t ≥ 0,
‖ψǫ(t)‖2Xǫ ≤ Caǫ(ψǫ, ψǫ) ≤ C
(‖P ǫ‖2Hǫ + ‖Qǫ‖2Hǫ)+ Cǫ. (3.53)
We now deal with the right-hand side of (3.48). By (3.53), the second term on the right-hand side
of (3.48) is less than
α1
∣∣∣∣∣
(
(uǫ − L1)L
1
2
ǫ ψ
ǫ,L
1
2
ǫ P
ǫ
)
Hǫ
∣∣∣∣∣ ≤ C(‖ψǫ‖2Xǫ + ‖P ǫ‖2Xǫ) ≤ C(‖P ǫ‖2Xǫ + ‖Qǫ‖2Xǫ) + Cǫ. (3.54)
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Since the functions φ and L03 depend on x ∈ (0, 1) only, we have
L
1
2
ǫ φ = J
τ∇φ = (∂xφ, 0, 0)τ , L
1
2
ǫ L
0
3 = J
τ∇L03 = (∂xL03, 0, 0)τ ,
which, along with Lemma 3.5 and the first equation of (3.7), implies that, for all t ≥ 0,
‖L
1
2
ǫ φ‖∞ = ‖∂xφ‖∞ ≤ C‖∂xφ‖H1 ≤ C‖φ‖H2 ≤ C. (3.55)
By (3.55), the third term on the right-hand side of (3.48) is bounded by
α1
∣∣∣∣∣
(
P ǫL
1
2
ǫ (φ− L03),L
1
2
ǫ P
ǫ
)
Hǫ
∣∣∣∣∣ ≤ α1
(
‖L
1
2
ǫ φ‖∞ + ‖L
1
2
ǫ L
0
3‖∞
)
‖P ǫ‖Hǫ‖L
1
2
ǫ P
ǫ‖Hǫ
≤ C‖P ǫ‖2Hǫ +
1
4
aǫ(P
ǫ, P ǫ). (3.56)
Note that the term G1 on the right-hand side of (3.48) can be estimated in a similar manner as
(3.50)-(3.52). Therefore, it follows from (3.48) and (3.53)-(3.56) that, for t ≥ 0,
d
dt
‖P ǫ‖2Hǫ + ‖P ǫ‖2Xǫ ≤ C(‖P ǫ‖2Hǫ + ‖Qǫ‖2Hǫ) + Cǫ. (3.57)
Similarly, Qǫ satisfies, for t ≥ 0,
d
dt
‖Qǫ‖2Hǫ + ‖Qǫ‖2Xǫ ≤ C(‖P ǫ‖2Hǫ + ‖Qǫ‖2Hǫ) + Cǫ. (3.58)
Then, it follows from (3.57)-(3.58) that, for t ≥ 0,
d
dt
(‖P ǫ‖2Hǫ + ‖Qǫ‖2Hǫ)+ ‖P ǫ‖2Xǫ + ‖Qǫ‖2Xǫ ≤ C(‖P ǫ‖2Hǫ + ‖Qǫ‖2Hǫ) + Cǫ. (3.59)
By Gronwall’s lemma, we get
‖P ǫ(t)‖2Hǫ + ‖Qǫ(t)‖2Hǫ ≤ eCt
(‖P ǫ(0)‖2Hǫ + ‖Qǫ(0)‖2Hǫ)+ ǫeCt
≤ CeCt (‖u0 −M(u0)‖2Hǫ + ‖Lǫ1 − L01‖2Hǫ + ‖v0 −M(v0)‖2Hǫ + ‖Lǫ2 − L02‖2Hǫ)+ ǫeCt. (3.60)
By (3.2) we see that L1, L2 ∈W 1,∞(Ωǫ), and hence, for k = 1, 2,
‖Lǫk − L0k‖2Hǫ = ‖
∫ 1
0
(
yg
∂Lk
∂Y
(x, sgy, sgz) + zg
∂Lk
∂Z
(x, sgy, sgz)
)
ds‖2Hǫ ≤ Cǫ2. (3.61)
From (3.60)-(3.61) and Lemma 3.8, we find that
‖P ǫ(t)‖2Hǫ + ‖Qǫ(t)‖2Hǫ ≤ ǫ(C + 1)eCt. (3.62)
Integrating (3.59) between 0 and t, by (3.62) we conclude Lemma 3.9.
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Next, we improve the uniform estimates in ǫ given in Lemma 3.9.
Lemma 3.10. There exists ǫ1 > 0 such that, for any R > 0, there exists a constant K depending
on R such that, for any 0 < ǫ ≤ ǫ1 and (u0, v0) ∈ Σǫ with ‖(u0, v0)‖Xǫ×Xǫ ≤ R, the following holds:
t2
(
‖∂P
ǫ
∂t
‖2Hǫ + ‖
∂Qǫ
∂t
‖2Hǫ
)
+ t
(‖P ǫ‖2Xǫ + ‖Qǫ‖2Xǫ) ≤ √ǫKeKt, t ≥ 0,
where (ψǫ, P ǫ, Qǫ) is given by (3.43), (φǫ, uǫ, vǫ) is the solution of problem (3.3)-(3.5) with the
initial condition (u0, v0), and (φ, u, v) is the solution of problem (3.7)-(3.9) with the initial condition
(M(u0),M(v0)).
Proof. Denote by
P˜ ǫ =
∂P ǫ
∂t
, Q˜ǫ =
∂Qǫ
∂t
, ψ˜ǫ =
∂ψǫ
∂t
. (3.63)
Differentiating systems (3.44)–(3.46) with respect to t, multiplying the resulting systems by t,
replacing ψ, P and Q by tψ˜, tP˜ and tQ˜, respectively, we obtain
aǫ(tψ˜
ǫ, tψ˜ǫ) =λα1(tP˜
ǫ, tψ˜ǫ)Hǫ − λα2(tQ˜ǫ, tψ˜ǫ)Hǫ + tF (φt, tψ˜ǫ), (3.64)
1
2D1
d
dt
‖tP˜ ǫ‖2Hǫ + aǫ(tP˜ ǫ, tP˜ ǫ) = α1t
(
∂tuǫL
1
2
ǫ ψ
ǫ,L
1
2
ǫ tP˜
ǫ
)
Hǫ
+ α1t
(
(uǫ − Lǫ1)L
1
2
ǫ ψ˜
ǫ,L
1
2
ǫ tP˜
ǫ
)
Hǫ
+ α1t
(
P˜ ǫL
1
2
ǫ (φ− L03),L
1
2
ǫ tP˜
ǫ
)
Hǫ
+ α1t
(
P ǫL
1
2
ǫ φt,L
1
2
ǫ tP˜
ǫ
)
Hǫ
− α1t
((
∂xg
2
g2
− ∂xg
2
0
g20
)
(u− L01)φtx, tP˜ ǫ
)
Hǫ
(3.65)
− α1t
(
gx
g
(u− L01)φtx, ty∂yP˜ ǫ + tz∂zP˜ ǫ
)
Hǫ
− tG1(ut, φ− L03, tP˜ ǫ) +
1
D1
(P˜ ǫ, tP˜ ǫ)Hǫ ,
1
2D2
d
dt
‖tQ˜ǫ‖2Hǫ + aǫ(tQ˜ǫ, tQ˜ǫ) = −α2t
(
∂tvǫL
1
2
ǫ ψ
ǫ,L
1
2
ǫ tQ˜
ǫ
)
Hǫ
− α2t
(
(vǫ − Lǫ2)L
1
2
ǫ ψ˜
ǫ,L
1
2
ǫ tQ˜
ǫ
)
Hǫ
− α2t
(
Q˜ǫL
1
2
ǫ (φ− L03),L
1
2
ǫ tQ˜
ǫ
)
Hǫ
− α2t
(
QǫL
1
2
ǫ φt,L
1
2
ǫ tQ˜
ǫ
)
Hǫ
+ α2t
((
∂xg
2
g2
− ∂xg
2
0
g20
)
(v − L02)φtx, tQ˜ǫ
)
Hǫ
(3.66)
+ α2t
(
gx
g
(v − L02)φtx, ty∂yQ˜ǫ + tz∂zQ˜ǫ
)
Hǫ
− tG2(vt, φ− L03, tQ˜ǫ) +
1
D2
(Q˜ǫ, tQ˜ǫ)Hǫ .
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We now estimate every term involved in the above system. Note that (3.64) implies that
‖L
1
2
ǫ tψ˜
ǫ‖2Hǫ ≤ C
(
‖tP˜ ǫ‖2Hǫ + ‖tQ˜ǫ‖2Hǫ
)
+ Cǫ2t2. (3.67)
By (3.30) and Lemma 3.9, we see that the first term on the right-hand side of (3.65) is bounded by
|α1t
(
∂tuǫL
1
2
ǫ ψ
ǫ,L
1
2
ǫ tP˜
ǫ
)
Hǫ
| ≤ Ct‖∂tuǫ‖6‖L
1
2
ǫ ψ
ǫ‖3‖L
1
2
ǫ tP˜
ǫ‖2
≤ Ct‖∂tuǫ‖H1‖L
1
2
ǫ ψ
ǫ‖
1
2
2 ‖L
1
2
ǫ ψ
ǫ‖
1
2
H1
‖L
1
2
ǫ tP˜
ǫ‖2
≤ 1
32
‖L
1
2
ǫ tP˜
ǫ‖2Hǫ + Ct2‖L
1
2
ǫ ∂tuǫ‖2Hǫ‖L
1
2
ǫ ψ
ǫ‖Hǫ‖Lǫψǫ‖Hǫ
≤ 1
32
‖L
1
2
ǫ tP˜
ǫ‖2Hǫ +
√
ǫCeCt‖tL
1
2
ǫ ∂tuǫ‖2Hǫ . (3.68)
By (3.67), the second term on the right-hand side of (3.65) is less than
α1t
(
(uǫ − Lǫ1)L
1
2
ǫ ψ˜
ǫ,L
1
2
ǫ tP˜
ǫ
)
Hǫ
≤ 1
32
‖L
1
2
ǫ tP˜
ǫ‖2Hǫ + C
(
‖tP˜ ǫ‖2Hǫ + ‖tQ˜ǫ‖2Hǫ
)
+ ǫ2Ct2. (3.69)
By Lemma 3.7, the fourth term on the right-hand side of (3.65) is bounded by
C‖tL
1
2
ǫ φt‖∞‖P ǫ‖2‖L
1
2
ǫ tP˜
ǫ‖2 ≤ 1
32
‖L
1
2
ǫ tP˜
ǫ‖2Hǫ + C‖tφt‖2H2‖P ǫ‖2Hǫ ≤
1
32
‖L
1
2
ǫ tP˜
ǫ‖2Hǫ + ǫCeCt. (3.70)
Other terms on the right-hand side of (3.65) can be estimated in a similar way as the proof of
Lemma 3.9. Therefore, by (3.65), (3.68)-(3.70) and the estimates for other terms, we have
1
2D1
d
dt
‖tP˜ ǫ‖2Hǫ +
3
4
‖L
1
2
ǫ tP˜
ǫ‖2Hǫ ≤C
(
‖tP˜ ǫ‖2Hǫ + ‖tQ˜ǫ‖2Hǫ
)
+ ǫCeCt + ǫ2C
(‖tut‖2H1 + ‖tvt‖2H1)
+
√
ǫCeCt‖tL
1
2
ǫ ∂tuǫ‖2Hǫ +
1
D1
(P˜ ǫ, tP˜ ǫ)Hǫ . (3.71)
Next, we deal with the last term on the right-hand side of the above inequality. Replacing P in
(3.45) by t∂tP
ǫ = tP˜ ǫ, we get
1
D1
(P˜ ǫ, tP˜ ǫ)Hǫ +
1
2
t
d
dt
‖L
1
2
ǫ P
ǫ‖2Hǫ = α1
(
(uǫ − Lǫ1)L
1
2
ǫ ψ
ǫ,L
1
2
ǫ tP˜
ǫ
)
Hǫ
+ α1
(
P ǫL
1
2
ǫ (φ− L03),L
1
2
ǫ tP˜
ǫ
)
Hǫ
−G1(u− L01, φ− L03, tP˜ ǫ).
Using Lemma 3.9 and proceeding as before, we obtain from the above that
1
D1
(P˜ ǫ, tP˜ ǫ)Hǫ +
1
2
t
d
dt
‖L
1
2
ǫ P
ǫ‖2Hǫ ≤
1
4
‖L
1
2
ǫ tP˜
ǫ‖2Hǫ + ǫCeCt + ǫ2C. (3.72)
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Then it follows from (3.71)-(3.72) that
1
2D1
d
dt
‖tP˜ ǫ‖2Hǫ+
1
2
‖L
1
2
ǫ tP˜
ǫ‖2Hǫ +
1
2
t
d
dt
‖L
1
2
ǫ P
ǫ‖2Hǫ
≤ C
(
‖tP˜ ǫ‖2Hǫ + ‖tQ˜ǫ‖2Hǫ
)
+ ǫCeCt
+ ǫ2C
(‖tut‖2H1 + ‖tvt‖2H1)+√ǫCeCt‖tL 12ǫ ∂tuǫ‖2Hǫ ,
which implies that
1
2
d
dt
(
1
D1
‖tP˜ ǫ‖2Hǫ + t‖L
1
2
ǫ P
ǫ‖2Hǫ
)
≤ 1
2
‖L
1
2
ǫ P
ǫ‖2Hǫ + C
(
‖tP˜ ǫ‖2Hǫ + ‖tQ˜ǫ‖2Hǫ
)
+ ǫCeCt
+ ǫ2C
(‖tut‖2H1 + ‖tvt‖2H1)+√ǫCeCt‖tL 12ǫ ∂tuǫ‖2Hǫ . (3.73)
Similarly, by equation (3.66), we can show that
1
2
d
dt
(
1
D2
‖tQ˜ǫ‖2Hǫ + t‖L
1
2
ǫ Q
ǫ‖2Hǫ
)
≤ 1
2
‖L
1
2
ǫ Q
ǫ‖2Hǫ + C
(
‖tP˜ ǫ‖2Hǫ + ‖tQ˜ǫ‖2Hǫ
)
+ ǫCeCt
+ ǫ2C
(‖tut‖2H1 + ‖tvt‖2H1)+√ǫCeCt‖tL 12ǫ ∂tvǫ‖2Hǫ . (3.74)
By (3.73)-(3.74) we find that
d
dt
(
1
D1
‖tP˜ ǫ‖2Hǫ + t‖L
1
2
ǫ P
ǫ‖2Hǫ +
1
D2
‖tQ˜ǫ‖2Hǫ + t‖L
1
2
ǫ Q
ǫ‖2Hǫ
)
≤ C
(
1
D1
‖tP˜ ǫ‖2Hǫ + t‖L
1
2
ǫ P
ǫ‖2Hǫ +
1
D2
‖tQ˜ǫ‖2Hǫ + t‖L
1
2
ǫ Q
ǫ‖2Hǫ
)
+ ‖L
1
2
ǫ P
ǫ‖2Hǫ + ‖L
1
2
ǫ Q
ǫ‖2Hǫ
+ ǫCeCt + ǫ2C
(‖tut‖2H1 + ‖tvt‖2H1)+√ǫCeCt
(
‖tL
1
2
ǫ ∂tuǫ‖2Hǫ + ‖tL
1
2
ǫ ∂tvǫ‖2Hǫ
)
,
which, along with Gronwall’s lemma and Lemmas 3.6, 3.7 and 3.9, implies Lemma 3.10.
Let (cǫ1, c
ǫ
2,Φ
ǫ) be the solutions of problem (2.4)-(2.5) with initial datum (c1,0, c2,0), and (c1, c2,Φ)
be the solutions of problem (2.6)-(2.7) with initial datum (M(c1,0),M(c2,0)). Then as an immediate
consequence of Lemma 3.10, we find the following estimates which are essential to prove the upper
semi-continuity of the global attractors.
Lemma 3.11. There exists ǫ1 > 0 such that, for any R > 0, there exists a constant K depending
on R such that, for any 0 < ǫ ≤ ǫ1 and (c1,0, c2,0) ∈ Σ˜ with ‖(c1,0, c2,0)‖Xǫ×Xǫ ≤ R, the following
holds: (‖cǫ1(t)− c1(t)‖2Xǫ + ‖cǫ2(t)− c2(t)‖2Xǫ) ≤ √ǫKeKt, t ≥ 1.
We are now in a position to prove the upper semi-continuity of global attractors.
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Proof of Theorem 2.3. Let T ǫ(t)t≥0 and T
0(t)t≥0 be the solution operators of problem (2.4)-
(2.5) and problem (2.6)-(2.7), respectively. Then it follows from Proposition 3.4 that there is a
constant R > 0 (independent of ǫ) such that
‖(c1, c2)‖Xǫ×Xǫ ≤ R, for all (c1, c2) ∈ Aǫ.
For the given η > 0, since A0 is the global attractor of T 0(t), there exists τ0 = τ0(η,R) ≥ 1 such
that, for any t ≥ τ0,
inf
z0∈A0
‖T 0(t)(Mz) − z0‖Xǫ×Xǫ ≤
η
2
,
for any z = (c1, c2) ∈ Aǫ. On the other hand, by Lemma 3.11 we find that
‖T ǫ(τ0)z − T 0(τ0)(Mz)‖Xǫ×Xǫ ≤ ǫ
1
4K(R)eK(R)τ0 ,
for some constant K(R). Therefore, we obtain that, for any z = (c1, c2) ∈ Aǫ:
inf
z0∈A0
‖T ǫ(τ0)z − z0‖Xǫ×Xǫ ≤
η
2
+ ǫ
1
4K(R)eK(R)τ0 ,
which implies that, for ǫ > 0 small enough:
distXǫ×Xǫ (T
ǫ(τ0)Aǫ,A0) ≤ η.
The proof is completed since T ǫ(τ0)Aǫ = Aǫ.
4 Steady-states for the one-dimensional limiting PNP system
Many mathematical works have been done on the existence, uniqueness and qualitative properties of
boundary value problems even for high dimensional systems and algorithms have been developed
toward numerical approximations (see, e.g. [15, 16, 25, 17]). Under the assumption that µ ≪
1, the problem can be viewed as a singularly perturbed system. Typical solutions of singularly
perturbed systems exhibit different time scales; for example, boundary and internal layers (inner
solutions) evolve at fast pace and regular layers (outer solutions) vary slowly. For the boundary
value problem (2.8) and (2.9), there are two boundary layers one at each end. Physically, near
boundaries x = 0 and x = 1, the potential function φ(x) and the concentration functions c1(x)
and c2(x) exhibit a large gradient or a sharp change. In [2], for α1 = α2 = 1, the boundary value
problem for the direct (with h(x) = 1 in (2.8)) one-dimensional PNP system was studied using
the method of matched asymptotic expansions as well as numerical simulations, which provide
a good quantitative and qualitative understanding of the problem. In [23], geometric singular
perturbation theory (see, e.g. [6, 18, 20, 22]) was applied to the study of this singular boundary
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value problem. The treatment for the limiting one-dimensional PNP system (2.8) carrying the
geometric information of the three-dimensional channel follows that in [23].
It is convenient to study an equivalent connecting problem to the boundary value problem (2.8)
and (2.9). Let BL and BR be the subsets of R
7 defined, respectively, by
BL ={φ = φ0, v = −h(0)(α1l1 − α2l2), w = α21l1 + α22l2, τ = 0},
BR ={φ = 0, v = −h(1)(α1r1 − α2r2), w = α21r1 + α22r2, τ = 1}.
(4.1)
The boundary value problem is then equivalent to the following connecting problem: finding a
solution of (2.10) from BL to BR.
For µ > 0, letMµL be the union of all forward orbits of (2.10) starting from BL and let M
µ
R be the
union of all backward orbits starting from BR. To obtain the existence and (local) uniqueness of a
solution for the connecting problem, it thus suffices to showMµL andM
µ
R intersect transversally. The
intersection is exactly the orbit of a solution of the boundary value problem, and the transversality
implies the local uniqueness. The strategy is to obtain a singular orbit and track the evolution of
MµL and M
µ
R along the singular orbit. As discussed in the introduction, a singular orbit will be a
union of orbits of subsystems of (2.10) with different time scales.
The boundary layers will be two orbits of (2.14): one from BL to Z0 in forward time along the
stable manifold of Z0 and the other from BR to Z0 in backward time along the unstable manifold
of Z0. The two boundary layers will be connected by a regular layer on Z0, which is an orbit of a
limiting system of (2.10). The next two subsections are devoted to the study of boundary layers
and regular layers.
4.1 Fast dynamics and boundary layers
We start with the study of boundary layers governed by system (2.14). This system has many
invariant structures that are useful for characterizing the global dynamics.
The slow manifold Z0 = {u = v = 0} consisting of entirely equilibria of system (2.14) is a
5-dimensional manifold of the phase space R7. For each equilibrium z = (φ, 0, 0, w, J1 , J2, τ) ∈ Z0,
the linearization of system (2.14) has five zero eigenvalues corresponding to the dimension of Z0,
and two eigenvalues in directions normal to Z0. The latter two eigenvalues and their associated
eigenvectors are given by
λ± = ±
√
w and n± =
(
(±√w)−1, 1,±√w,±(α2 − α1)
√
w, 0, 0, 0
)τ
. (4.2)
Thus, every equilibrium has a one-dimensional stable manifold and a one-dimensional unstable
manifold. The global configurations of the stable and unstable manifolds will be needed for the
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boundary layer behavior. For any constants J∗1 , J
∗
2 and τ
∗, the set N = {J1 = J∗1 , J2 = J∗2 , τ = τ∗}
is a 4-dimensional invariant subspace of the phase space R7.
Surprisingly, system (2.14) possesses a complete set of integrals with which the dynamics can
be fully analyzed; in particular, the stable and unstable manifolds can be characterized and the
behavior of boundary layers can be described in detail.
Proposition 4.1. (i) System (2.14) has a complete set of six integrals given by
H1 = w − α2 − α1
h(τ)
v − α1α2
2h2(τ)
u2, H2 = φ− ln |α1v/h(τ) + w|
α2
,
H3 =φ+
ln |α2v/h(τ) − w|
α1
, H4 = J1, H5 = J2 and H6 = τ,
where the argument of Hi’s is (φ, u, v, w, J1 , J2, τ).
(ii) The stable and unstable manifolds W s(Z0) and W u(Z0) of Z0 are characterized as follows:
W s(Z0) = ∪{W s(z∗) : z∗ ∈ Z0} and W u(Z0) = ∪{W u(z∗) : z∗ ∈ Z0}
and, for z∗ = (φ∗, 0, 0, w∗, J∗1 , J
∗
2 , τ
∗) ∈ Z0, a point z = (φ, u, v, w, J1 , J2, τ) ∈ W s(z∗) ∪W u(z∗) if
and only if
H1(z) =w
∗, H2(z) = φ
∗ − lnw
∗
α2
, H3(z) = φ
∗ +
lnw∗
α1
,
J1 =J
∗
1 , J2 = J
∗
2 , τ = τ
∗.
(iii) The stable manifold W s(Z0) intersects BL transversally at points with
u = −[sgn (α2l2 − α1l1)]
√
2h(0)
√
l1 + l2 − (α1 + α2)(α1l1)
α2
α1+α2 (α2l2)
α1
α1+α2
α1α2
(4.3)
and arbitrary J1 and J2, where sgn is the sign function. The unstable manifold W
u(Z0) intersects
BR transversally at points with
u = [sgn (α2r2 − α1r1)]
√
2h(1)
√
r1 + r2 − (α1 + α2)(α1r1)
α2
α1+α2 (α2r2)
α1
α1+α2
α1α2
(4.4)
and arbitrary J1 and J2. Let NL = BL ∩W s(Z0) and NR = BR ∩W u(Z0). Then,
ω(NL) =
{(
φ0 +
1
α1 + α2
ln
α1l1
α2l2
, 0, 0, (α1 + α2)(α1l1)
α2
α1+α2 (α2l2)
α1
α1+α2 , J1, J2, 0
)}
,
α(NR) =
{(
1
α1 + α2
ln
α1r1
α2r2
, 0, 0, (α1 + α2)(α1r1)
α2
α1+α2 (α2r2)
α1
α1+α2 , J1, J2, 1
)}
for all J1 and J2.
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Proof. The statement (i) can be verified directly. The statement (ii) is a simple consequence of (i)
together with the fact that φ(ξ)→ φ∗, w(ξ)→ w∗, u(ξ)→ 0 and v(ξ)→ 0 as ξ →∞ for the stable
manifold and as ξ → −∞ for the unstable manifold.
For the statement (iii), we present only the proof regarding the intersection of W s(Z0) and BL.
Suppose
z0 = (φ0, u0, v0, w0, J01 , J
0
2 , 0) = (φ0, u
0, h(0)(α2l2 − α1l1), α21l1 + α22l2, J01 , J02 , 0)
is a point in BL ∩ W s(Z0). Then, using the integrals H1, H2 and H3, the solution z(ξ) =
(φ(ξ), u(ξ), v(ξ), w(ξ), J01 , J
0
2 , 0) of system (2.14) with initial condition z(0) = z
0 satisfies
H1(z(ξ)) =w(ξ)− α2 − α1
h(0)
v(ξ) − α1α2
2h2(0)
u2(ξ) = A,
H2(z(ξ)) =φ(ξ)− 1
α2
ln |α1v(ξ)/h(0) + w(ξ)| = B,
H3(z(ξ)) =φ(ξ) +
1
α1
ln |α2v(ξ)/h(0) − w(ξ)| = C
for some constants A, B and C, and for all ξ. From the initial condition, we get
B = φ0 − ln(α1 + α2)
α2
− ln(α2l2)
α2
and C = φ0 +
ln(α1 + α2)
α1
+
ln(α1l1)
α1
.
Since u(ξ)→ 0 and v(ξ)→ 0 as ξ → +∞, we have that w(+∞) = A and
C −B = α1 + α2
α1α2
lnw(+∞) = α1 + α2
α1α2
lnA.
Hence,
w(+∞) = A = (α1 + α2)(α1l1)
α2
α1+α2 (α2l2)
α1
α1+α2 .
Therefore,
u0 = −[sgn (v0)]
√
2h(0)
√
l1 + l2 − A
α1α2
and φ(+∞) = φ0 + 1
α1 + α2
ln
α1l1
α2l2
.
The choice of the sign for u0 comes from the consideration that the stable eigenvector n− in (4.2) has
u and v components with opposite signs. Thus, BL andW
s(Z0) intersect at the points with u = u0
given above, and all J1 and J2. IfNL = BL∩W s(Z0), then ω(NL) = {(φ(+∞), 0, 0, w(+∞), J1 , J2, 0)}.
The above formulas for φ(+∞) and w(+∞) = A gives the desired characterization of ω(NL). Lastly,
since the stable manifold is completely characterized, one can compute its tangent space at each
intersection point to verify the transversality of the intersection. It is slightly complicated but
straightforward. We will omit the detail here.
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Part (iii) of this result implies that the boundary layer on the left end will be an orbit of (2.14)
from (φ0, uL, α2l2 − α1l1, α21l1 + α22l2, J1, J2, 0) ∈ BL to the point
zL =
(
φ0 +
1
α1 + α2
ln
α1l1
α2l2
, 0, 0, (α1 + α2)(α1l1)
α2
α1+α2 (α2l2)
α1
α1+α2 , J1, J2, 0
)
∈ Z0,
where UL is given by the display (4.3) and I1 and I2 are arbitrary at this moment; and that on the
right end will be a backward orbit of (2.14) from the point (0, uR, α2r2−α1r1, α21r1+α22r2, J1, J2, 1) ∈
BR to the point
zR =
(
1
α1 + α2
ln
α1r1
α2r2
, 0, 0, (α1 + α2)(α1r1)
α2
α1+α2 (α2r2)
α1
α1+α2 , J1, J2, 1
)
∈ Z0,
where uR is given by the display (4.4) and J1 and J2 are arbitrary at this moment. It turns out
that there is a unique pair of numbers J1 and J2 so that the corresponding points zL and zR can
be connected by a regular layer solution on Z0. The regular orbit together with the two boundary
layer orbits provide the singular orbit.
4.2 Slow dynamics and regular layers
We now examine the slow flow in the vicinity of the slow manifold Z0 = {u = v = 0} for regular
layers. Note that system (2.12) resulting from (2.10) by setting µ = 0 reduces to u = v = 0 and
J˙1 = 0, J˙2 = 0, τ˙ = 1.
The information on φ and w is lost. This indicates that the slow flow in the vicinity of Z0 is itself a
singular perturbation problem. To see this, we zoom into an O(µ)-neighborhood of Z0 by blowing
up the u and v coordinates; that is, we make a scaling u = µp and v = µq. System (2.10) becomes
φ˙ =
1
h(τ)
p, µp˙ = q, µq˙ = pw + µ
hτ (τ)
h(τ)
q + (α1J1 − α2J2),
w˙ =µ
α1α2
h2(τ)
pq +
α2 − α1
h(τ)
pw − α
2
1J1 + α
2
2J2
h(τ)
,
J˙1 =0, J˙2 = 0, τ˙ = 1,
(4.5)
which is indeed a singular perturbation problem. When µ = 0, the system reduces to
φ˙ =
1
h(τ)
p, 0 = q, 0 = pw + (α1J1 − α2J2),
w˙ =
α2 − α1
h(τ)
pw − α
2
1J1 + α
2
2J2
h(τ)
,
J˙1 =0, J˙2 = 0, τ˙ = 1.
(4.6)
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Dynamics of φ and w survives in this limiting process. For this system, the slow manifold is
S0 =
{
p =
α2J2 − α1J1
w
, q = 0
}
.
The corresponding fast system is
φ′ =µ
p
h(τ)
, p′ = q, q′ = pw + (α1J1 − α2J2) + µhτ (τ)
h(τ)
q,
w′ =µ2
α1α2
h2(τ)
pq + µ
α2 − α1
h(τ)
pw − µα
2
1J1 + α
2
2J2
h(τ)
,
J ′1 =0, J
′
2 = 0, τ
′ = 0.
(4.7)
The limiting system of (4.7) when µ = 0 is
φ′ =0, p′ = q, q′ = pw + (α1J1 − α2J2),
w′ =0, J ′1 = 0, J
′
2 = 0, τ
′ = 0.
(4.8)
The slow manifold S0 is the set of equilibria of (4.8). The eigenvalues normal to S0 are λ±(p) =
±√w. In particular, the slow manifold S0 is normally hyperbolic, and hence, it persists for sys-
tem (4.7) for µ > 0 small (see [6]).
The limiting slow dynamic on S0 is governed by system (4.6), which reads
φ˙ =
α2J2 − α1J1
h(τ)w
, w˙ = −α1α2(J1 + J2)
h(τ)
, J˙i = 0, τ˙ = 1.
The general solution is characterized as: J1 and J2 are arbitrary constants, and
τ(x) =τ0 + x, w(x) = w0 − α1α2(J1 + J2)
∫ x
0
1
h(τ0 + s)
ds,
φ(x) =ν0 + (α2J2 − α1J1)
∫ x
0
1
h(τ0 + s)w(s)
ds
=ν0 − α2J2 − α1J1
α1α2(J1 + J2)
ln
∣∣∣∣1− α1α2(J1 + J2)w0
∫ x
0
1
h(τ0 + s)
ds
∣∣∣∣ .
(4.9)
where τ0 = τ(0), φ(0) = ν0 and w(0) = w0. Note that, if J1 + J2 = 0, then w(x) = w0 and
φ(x) = ν0 +
α2J2 − α1J1
w0
∫ x
0
1
h(τ0 + s)
ds.
The latter is the limit of φ(x) in (4.9) as J1 + J2 → 0. We thus use the unified formula (4.9) even
if J1 + J2 = 0.
To identify the slow portion of the singular orbit on S0, we need to examine the ω-limit (resp.
the α-limit) set of MµL ∩ W s(S0) (resp. MµR ∩W u(S0)) as µ → 0. To do this, we fix an O(1)-
neighborhood of S0. In terms of U and V , this neighborhood is of order O(µ). For µ > 0 small,
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the time taken in terms of ξ for MµL and M
µ
R to evolve to any O(µ)-neighborhood of {u = v = 0}
is of order O(µ| lnµ|). Thus, the λ-Lemma ([5]) implies that MµL (resp. MµR) is C1 O(µ)-close to
M0L (resp. M
0
R) in any O(µ)-neighborhood of {u = v = 0}. Therefore, in an O(1)-neighborhood of
S0 in terms of p and q, MµL (resp. MµR) intersects W s(S0) (resp. W u(S0)) transversally. And, by
abusing the notations, if NL =M
0
L∩W s(S0) and NR =M0R∩W u(S0), then ω(NL) and α(NR) have
the same descriptions as those in Proposition 4.1 with u = v = 0 replacing by p = (α2J2−α1J1)/w
and q = 0.
The slow orbit should be one given by (4.9) that connects ω(NL) and α(NR). Let M¯L (rep. M¯R)
be the forward (resp. backward) image of ω(NL) (resp. α(NR)) under the slow flow (4.6).
Proposition 4.2. M¯L and M¯R intersect transversally along the unique orbit given by (4.9) from
x = 0 to x = 1 with
τ0 = 0, w0 = (α1 + α2)(α1l1)
α2
α1+α2 (α2l2)
α1
α1+α2 , ν0 = φ0 +
1
α1 + α2
ln
α1l1
α2l2
,
and J1 and J2 are as given in Theorem 2.4.
Proof. We show first that M¯L and M¯R intersect along the orbit with the above characterization.
In view of (4.9) and the descriptions for ω(NL) and α(NR) in Proposition 4.1, the intersection is
uniquely determined by
τ0 = 0, w(0) = (α1 + α2)(α1l1)
α2
α1+α2 (α2l2)
α1
α1+α2 ,
w(1) = (α1 + α2)(α1r1)
α2
α1+α2 (α2r2)
α1
α1+α2 ,
ν0 = φ(0) = φ0 +
1
α1 + α2
ln
α1l1
α2l2
, φ(1) =
1
α1 + α2
ln
α1r1
α2r2
.
Substituting into (4.9) gives
J1 + J2 =
α1 + α2
α1α2
∫ 1
0 h
−1(x) dx
(
(α1l1)
α2
α1+α2 (α2l2)
α1
α1+α2 − (α1r1)
α2
α1+α2 (α2r2)
α1
α1+α2
)
,
α2J2 − α1J1 =
(α1 + α2)
(
(α1l1)
α2
α1+α2 (α2l2)
α1
α1+α2 − (α1r1)
α2
α1+α2 (α2r2)
α1
α1+α2
)
(
α2
α1+α2
ln r1l1 +
α1
α1+α2
ln r2l2
) ∫ 1
0 h
−1(x) dx
×
×
(
φ0 +
1
α1 + α2
ln
l1r2
l2r1
)
,
which in turn yields the expressions for J1 and J2. To see the transversality of the intersection,
it suffices to show that ω(NL) · 1 (the image of ω(NL) under the time one map of the flow of
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system (4.6)) is transversal to α(NR) on S0 ∩ {τ = 1}. If we use (φ,w, J1, J2) as a coordinate
system on S0 ∩ {τ = 1}, then the set ω(NL) · 1 is given by {(φ(J1, J2), w(J1, J2), J1, J2)} with
φ(J1, J2) =φ0 +
1
α1 + α2
ln
α1l1
α2l2
− α2J2 − α1J1
α1α2(J1 + J2)
ln
(
1− ρ0α1α2(J1 + J2)
w0
)
,
w(J1, J2) =(α1 + α2)(α1l1)
α2
α1+α2 (α2l2)
α1
α1+α2 − ρ0α1α2(J1 + J2),
where ρ0 =
∫ 1
0 h
−1(x) dx. Thus, the tangent space to ω(NL) · 1 restricted on S0 ∩ {τ = 1} is
spanned by (φJ1 , wJ1 , 1, 0) = (φJ1 ,−ρ0αβ, 1, 0) and (φJ2 , wJ2 , 0, 1) = (φJ2 ,−ρ0αβ, 0, 1). In view of
the display in Proposition 4.1, the tangent space to α(NR) restricted on S0 ∩ {τ = 1} is spanned
by (0, 0, 1, 0) and (0, 0, 0, 1). Note that S0 ∩ {τ = 1} is four dimensional. Thus, it suffices to show
that the above four vectors are linearly independent, or equivalently, φJ1 6= φJ2 . The latter can be
verified by a direct computation. Indeed, if J1 + J2 6= 0 at the intersection points, then
φJ1 − φJ2 =
α1 + α2
α1α2(J1 + J2)
ln
(
1− ρ0α1α2(J1 + J2)
w0
)
6= 0;
if J1+J2 = 0 at intersection points, then φ(J1, J2) = ν0+ρ0(α2J2−α1J1)/w0 and hence φJ1−φJ2 =
−ρ0(α1 + α2)/w0 6= 0.
4.3 Proof of Theorem 2.4
We provide a detailed version of Theorem 2.4 and its proof.
Theorem 4.3. Assume that α1l1 6= α2l2 and α1r1 6= α2r2. For µ > 0 small, the connecting
problem (2.10) and (4.1) has a unique solution near a singular orbit. The singular orbit is the
union of two fast orbits of system (2.14) and one slow orbit of system (4.6); more precisely, with
both J1 and J2 given in Theorem 2.4,
(i) the fast orbit representing the limiting boundary layer at x = 0 lies on BL ∩W s(Z0) from BL
to ω(NL) ⊂ Z0 whose starting point has the u-component given by (4.3) in Propositions 4.1,
(ii) the fast orbit representing the limiting boundary layer at x = 1 lies on BR ∩W u(Z0) from
BR to α(NR) ⊂ Z0 whose starting point has the u-component given by (4.4) in Propositions 4.1,
(iii) the slow orbit on S0 connecting the two boundary layers from x = 0 to x = 1 is displayed
in (4.9) together with the quantities in Proposition 4.2.
Proof. The singular orbit has been studied in Sections 4.1 and 4.2, which is summarized in (i), (ii)
and (iii) of this theorem. It remains to show the existence and uniqueness of a solution near the
singular orbit for µ > 0. Recall that MµL (resp., M
µ
R) is the union of all forward (resp., backward)
orbits starting from BL (resp., BR). It suffices to show that, for µ > 0 small, M
µ
L and M
µ
R intersect
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transversally with each other around the singular orbit. We note that the assumption α1l1 6= α2l2
and α1r1 6= α2r2 imply the vector field of (2.10) is not tangent to BL and BR, and hence, MµL and
MµR are smooth invariant manifolds.
For µ > 0 small, the evolutions of MµL and M
µ
R from BL and BR, respectively, to an µ-
neighborhood of Z0 along the two boundary layers are governed by system (2.13). Since, for
system (2.14), M0L and M
0
R intersect W
s(Z0) and W u(Z0) transversally, we have that MµL and MµR
intersect W s(Z0) and W u(Z0) transversally. As discussed in Section 4.2, in terms of the blow-up
coordinates, MµL and M
µ
R intersect W
s(S0) and W u(S0) transversally for system (4.7). And, if we
denote NL =M
0
L ∩W s(S0) and NR =M0R ∩W u(S0), then the vector field on S0 is not tangent to
ω(NL) and α(NR). Furthermore, the traces M¯L and M¯R of ω(NL) and α(NR) respectively under
the slow flow on S0 intersect transversally. All conditions for the Exchange Lemma (see [30] and
also [20, 18, 19]) are satisfied, and hence, MµL and M
µ
R intersect transversally. The intersection has
dimension
dimMµL + dimM
µ
R − 7 = 4 + 4− 7 = 1,
which is the orbit of the unique solution for the connecting problem near the singular orbit.
Remark 4.1. We have considered the situation that α1l1 6= α2l2 and α1r1 6= α2r2. In case that
α1l1 = α2l2 or α1r1 = α2r2, then BL or BR are on the slow manifold S0 and hence there is no
boundary layer at x = 0 or x = 1.
4.4 A Special Case
We conclude the paper by examining a special case. Consider the one-dimensional limit PNP
system (1.1) with the special boundary conditions
φ(0) = φ0, φ(1) = 0, α1c1(0) = α1c1(1) = α2c2(0) = α2c2(1) = k > 0. (4.10)
One sees that (c01(x), c
0
2(x), φ
0(x)) = (k/α1, k/α2, (1 − x)φ0) is a steady-state solution. Motivated
by many works on Lyapunov functions for systems of PNP-types (see, e.g., [3]), we set
L(t) =
2∑
j=1
1
Dj
∫ 1
0
h(x)
(
cj(x, t)− c0j (x)
)
ln
cj(x, t)
c0j (x)
.
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It turns out that L(t) is a Lyapunov functional. In fact, using the equation and integration by
parts,
L′(t) =
2∑
j=1
1
Dj
∫ 1
0
h(x)∂tcj(x, t)
(
ln
cj(x, t)
c0j (x)
+
(cj(x, t)− c0j (x))
cj(x, t)
)
=−
∫ 1
0
h
(
c1 + c
0
1
c21
(∂xc1)
2 +
c2 + c
0
2
c22
(∂xc2)
2
)
− λ
∫ 1
0
h(α1c1 − α2c2)2 − λk
∫ 1
0
h(α1c1 − α2c2)(ln(α1c1)− ln(α2c2)) ≤ 0.
Also, L′(t) = 0 if and only if ∂xc1 = ∂xc2 = α1c1 − α2c2 = 0, which in turn imply that c1 = c01,
c2 = c
0
2 and φ = φ
0. Due to the invariant principle (Proposition 2.2 for one-dimensional case), one
can check that L(t) is equivalent to
2∑
i=1
∫ 1
0
(ci(x, t)− c0i (x))2 dx
if ci(x, 0) > 0 for x ∈ [0, 1], and hence, ci → c0i in L2(0, 1) exponentially as t → ∞. This shows
a significant difference in asymptotic behavior between the total non-flux boundary conditions
(see [3]) and the boundary conditions (3.4) considered in this work for the PNP systems.
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