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ABSTRACT 
Human listeners can direct top-down spatial auditory attention to listen selectively 
to one sound source amidst competing sounds. However, many listeners with hearing loss 
(HL) have trouble on tasks requiring selective auditory attention; even listeners with 
normal hearing thresholds (NHTs) differ in this ability. Selective attention depends on 
both top-down executive control and coding fidelity of the peripheral auditory system. 
Here we explore how low-level sensory perception and high-level attentional modulation 
interact to contribute to auditory selective attention for listeners with NHTs and HL. In 
the first study, we designed a paradigm to allow simultaneous measurement of envelope 
following responses (EFRs), onset event-related potentials (ERPs), and behavioral 
performance. We varied conditions to alter the degree to which the bottleneck limiting 
behavior was due to the coding of fine stimulus details vs. top-down control of attentional 
focus. We found attention modulated ERPs, from cortex, but not EFRs from the 
brainstem. Importantly, when coding fidelity limited the task, EFRs but not ERPs 
correlated with behavior; conversely, when sensory cues for segregation were robust, 
		 vii 
individual behavior correlated with both EFR strength and strength of attentional 
modulation of cortical responses. In the second study, we explored how HL affects 
control of auditory selective attention. Listeners with NHTs or with HL identified a 
simple melody presented simultaneously with two competing melodies, each from 
different spatial locations. Compared to NHT listeners, HL listeners both performed more 
poorly and showed less robust attentional modulation of cortical ERPs. While both 
groups showed some cortical suppression of distracting streams, this modulation was 
weaker in HL listeners, especially when spatial separation between attended and 
distracting streams was small. In the final study, we compared temporal coding precision 
in listeners with NHT and HL using both behavioral and physiological measures. We 
found that listeners with HL are more sensitive than listeners with NHT to amplitude 
modulation in both measures. Within the NHT listener group, we found a strong 
correlation between behavioral and electrophysiological measurements, consistent with 
cochlear synaptopathy. Overall, these studies demonstrate that everyday communication 
abilities depend jointly on both low-level differences in sensory coding and high-level 
ability to control attention. 
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CHAPTER 1 
1. INTRODUCTION 
In everyday life, listeners process a mix from multiple acoustic sources, including 
speech, melodies, and ambient noises. In order to focus on a desired sound, the human 
auditory nervous system works to segregate auditory objects from different sources. This 
process, called auditory scene analysis (Bregman, 1990), relies on the fundamental 
structure of natural sounds. For instance, the brain groups together sound elements that 
switch on and off simultaneously, have a common fundamental frequency, originate from 
the same location, or share other spectro-temporal properties (Shinn-Cunningham, 2012). 
In many cases, the goal of the listener is to select the acoustic information they care about 
(like the speech from a person of interest) while tuning out undesired sounds. Together, 
automatic competition between short-term auditory segments and top-down focus of a 
listener’s attention help the auditory streaming process and the formation of auditory 
objects, so that one stream is analyzed in detail, while other competing sounds are 
suppressed (Shinn-Cunningham, 2008).  This selection of auditory objects requires either 
a priori knowledge about properties that distinguish the desired auditory stream from 
competing sources or a serial search process that examines the auditory objects one by 
one (Shinn-Cunningham and Best, 2008). These bottom-up stimulus-based processes as 
well as top-down task-goal based process are how listeners solve the so-called “cocktail 
party problem” (Cherry, 1953). Hence, peripheral processes like spectro-temporal coding 
in the brainstem and central processes like cortical control from auditory cortex can 
contribute to auditory selective attention in complex acoustic scenes. 
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For listeners with hearing loss, reduced temporal and spectral acuity may “smear 
out” the spectro-temporal structure that enables auditory objects to form, which may then 
lead to the failure of object streaming and selection. Indeed, listeners with hearing loss 
are more likely to experience difficulties in selective attention in settings with competing 
sound sources; it has been argued that such problems are the result of poor spectro-
temporal resolution that directly impairs auditory scene analysis (Shinn-Cunningham, 
2007; Shinn-Cunningham and Best, 2008). Although it makes sense that sensorineural 
hearing loss might lead to degradations in object formation, there is to date little direct 
evidence for this idea. 
Most individuals with normal hearing thresholds (NHTs) are adept at tasks 
involving auditory selective attention (Shinn-Cunningham, 2008; Shinn-Cunningham, 
2009). However, a number of patients who seek audiological treatment are found to have 
NHTs; often their main complaint is that they struggle to communicate in the presence of 
noise or other competing sounds (Hind et al., 2011). Recent pertinent studies illustrate 
that listeners with NHTs differ widely in both electrophysiological and behavioral 
measures of temporal coding fidelity; importantly, these individual differences are 
correlated and also predict how well listeners can perform on selective attention tasks 
(Bharadwaj et al., 2015; Choi et al., 2014; Dai and Shinn-Cunningham, 2016; Shinn-
cunningham, 2012; Dai, in review). Such studies are consistent with the idea that human 
listeners with NHTs may suffer from different degrees of cochlear synaptopathy (Kujawa 
and Liberman 2009, 2015), or a loss of auditory nerve fibers coming out of the cochlea, 
despite having intact inner and outer hair cells and normal cochlear-mechanical function. 
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The thesis explores differences in how well individual listeners can deploy 
auditory selective attention, using a combination of computational modeling, behavioral 
performance, electrophysiological measures of temporal coding fidelity in the brainstem, 
and electrophysiological measures of attentional modulation of the representation of 
auditory scenes in the cortex. These tools are used to understand the causes of individual 
differences in ability both in listeners with normal hearing (NH) and in hearing impaired 
(HI) listeners. 
1.1 Specific aims 
Chapter 2 studies how individual differences in auditory attention in NH listeners 
arise in cortical and subcortical fields. We measured cortical responses, subcortical 
responses, and behavioral performance simultaneously in different acoustic scenes. In 
one experiment, the stimuli were engineered so that the bottleneck on performance was 
low-level sensory perception; in a second experiment, stimuli were constructed so that 
both low-level sensory perception and high-level top-down control ability might be 
factors limiting performance on the auditory attention task. The main purpose of the 
chapter is to demonstrate how individual differences at different levels of the auditory 
pathway contribute to difficulties with auditory attention. This chapter was published in 
Frontiers of Human Neuroscience in 2016 (Dai and Shinn-Cunningham 2016), and has 
been reformatted to fit as a chapter in this dissertation. 
Chapter 3 focuses on the impact of sensorineural hearing loss on the ability to 
direct selective attention to a source in a particular direction (spatial selective attention). 
A secondary goal of this study is to explore individual differences in spatial selective 
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attention ability amongst listeners with NHTs, and to see if these differences are 
consistent across measures. In this study, listeners with NHTs and HI listeners performed 
a spatial selective attention task while we measured electroencephalography (EEG) to 
quantify how strongly they were able to modulate the cortical representation of the 
acoustic scene with attentional focus. We also measured basic spatial sensitivity in a 
psychophysical JND task. In addition to showing that HI listeners’ poorer spatial hearing 
acuity is related to an inability to suppress the neural representation of distracting sounds, 
this study analyzes the dynamics of selective attention and how it builds up through time, 
when successfully deployed. This study has been submitted for review as a stand-alone 
manuscript, and has been reformatted for inclusion in this dissertation. 
Chapter 4 explores how differences in low-level sensory coding due to 
sensorineural hearing loss affects amplitude modulation sensitivity, comparing results for 
groups comprising listeners with NHTs and HI listeners. Within the group of NHT 
listeners, individual differences are investigated to try to better understand “hidden 
hearing loss” (cochlear synaptopathy). This study uses behavioral tests, 
electrophysiological measures, and computational modeling to gain insight into how 
differences in the population of responses in the auditory nerve influence perception. This 
study has been submitted for review as a stand-alone manuscript, and has been 
reformatted for inclusion in this dissertation.   
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1.1.1 Aim 1: Explore the contributions of sensory coding and top-down control to 
individual differences in performance in spatial auditory selective attention tasks 
Listeners with normal hearing thresholds differ in their ability to steer attention to 
whatever sound source is important. This ability depends on top-down executive control, 
which modulates the sensory representation of sound in the cortex. Yet, this sensory 
representation also depends on the coding fidelity of the peripheral auditory system. Both 
of these factors may thus contribute to the individual differences in performance. We 
designed a selective auditory attention paradigm in which we could simultaneously 
measure envelope following responses (EFRs, reflecting peripheral coding), onset event-
related potentials (ERPs) from the scalp (reflecting cortical responses to sound) and 
behavioral scores. We performed two experiments that varied stimulus conditions to alter 
the degree to which performance might be limited due to the coding of fine stimulus 
details vs. due to control of attentional focus. Consistent with past work, in both 
experiments we found that attention strongly modulated cortical ERPs. Importantly, in 
Experiment I, where coding fidelity limited the task, individual behavioral performance 
correlated with subcortical coding strength (derived by computing how the EFR is 
degraded for fully masked tones compared to partially masked tones); however, in this 
experiment, the effects of attention on cortical ERPs were unrelated to individual subject 
performance. In contrast, in Experiment II, where sensory cues for segregation were 
robust (and thus less of a limiting factor on task performance), inter-subject behavioral 
differences correlated with subcortical coding strength. In addition, after factoring out the 
influence of subcortical coding strength, behavioral differences were also correlated with 
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the strength of attentional modulation of ERPs. These results support the hypothesis that 
behavioral abilities amongst listeners with NHTs can arise due to both subcortical coding 
differences and differences in attentional control, depending on stimulus characteristics 
and task demands. 
1.1.2 Aim 2: Compare spatial selective attention between NH and HI listeners 
Listeners with sensorineural hearing loss often have trouble understanding speech 
amidst other voices. While poor spatial hearing is often implicated, direct evidence is 
weak; moreover, studies suggest that reduced audibility and degraded spectro-temporal 
coding may explain such problems. We hypothesized that poor spatial acuity leads to 
difficulty deploying selective attention, which normally filters out distracting sounds. In 
listeners with normal hearing, selective attention causes changes in the neural responses 
evoked by competing sounds, which can be used to quantify the effectiveness of 
attentional control. Here, we used behavior and EEG to explore whether control of 
selective auditory attention is degraded in HI listeners. NH and HI listeners identified a 
simple melody presented simultaneously with two competing melodies, each from 
different spatial locations. We quantified performance and attentional modulation of 
cortical responses evoked by these competing streams (measured using EEG). Compared 
to NH listeners, HI listeners had poorer sensitivity to spatial cues, performed more poorly 
on the selective attention task, and showed less robust attentional modulation of cortical 
responses. Moreover, these measures were correlated. While both groups showed cortical 
suppression of distracting streams, this modulation was weaker in HI listeners, especially 
when the spatial separation between the attended and distracting streams was small. 
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These findings suggest that hearing loss interferes with the ability to filter out sound 
sources based on location, which undoubtedly contributes to communication difficulties 
in social situations. These findings also have implications for technologies aiming to use 
neural signals to guide hearing aid processing. 
1.1.3 Aim 3: Explore amplitude modulation sensitivity in NH and HI listeners using 
behavioral measures, electrophysiological responses, and computational modeling  
Listeners with sensorineural hearing loss suffer from a range of perceptual 
deficits; however, they sometimes are reported to have better-than-normal sensitivity to 
amplitude modulation (AM). In addition, listeners with normal hearing often exhibit large 
individual differences in AM sensitivity. To understand both these group level effects and 
variations within the NH population, we explored AM coding using behavioral measures, 
electrophysiological measures, and computational modeling. We compared AM detection 
thresholds in NH listeners and HI listeners for sounds at a relatively low sensation level 
(20 dB SL) and found that HI listeners are more sensitive to AM then NH listeners. We 
used scalp electrodes to measure the temporal fidelity of the brainstem EFR elicited by a 
low-intensity, sinusoidally amplitude modulated (SAM) tone, and found that EFRs were 
stronger in HI than in NH listeners. In our NH listeners, we also measured EFRs in 
response to a higher-intensity SAM tone (50 dB SL). For our NH listeners, inter-subject 
differences in AM detection ability were significantly correlated with the strength of the 
EFR for the higher-intensity, but not the lower-intensity SAM tone. Finally, we employed 
computational models of the auditory nerve fiber (ANF) to examine effects of 
sensorineural hearing loss and of cochlear synaptopathy on AM coding. Modeling results 
		
8 
suggest that for low-intensity sounds, loss of compression produces better-than-normal 
AM coding in listeners with sensorineural hearing loss. In contrast, for NH listeners, 
predicted differences in AM coding strength arise from differences in the number of low-
spontaneous rate (low-SR) auditory nerve fibers enervating the cochlea. These results 
suggest that AM coding of low-intensity sound is enhanced in sensorineural hearing loss 
due to a loss of cochlear-mechanical compression. Amongst listeners with normal 
cochlear-mechanical function, cochlear synaptopathy (which preferentially damages low-
SR ANFs) can explain large inter-subject differences in AM sensitivity.
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CHAPTER 2 
2. CONTRIBUTIONS OF SENSORY CODING AND ATTENTIONAL CONTROL TO 
INDIVIDUAL DIFFERENCES IN PERFORMANCE IN SPATIAL AUDITORY 
SELECTIVE ATTENTION TASKS 
This chapter was published previously as [Dai, L. and Shinn-Cunningham, B. G. (2016). 
Contributions of sensory coding and attentional control to individual differences in 
performance in spatial auditory selective attention tasks. Frontiers in Human 
Neuroscience, 10, 530.] 
 
2.1 Introduction 
A number of recent studies suggest that listeners with NHTs may suffer from 
auditory neuropathy, or a loss of ascending auditory nerve fibers (Bharadwaj et al., 2015; 
Plack, et al, 2014; Schaette and McAlpine, 2011). This kind of loss appears to have a 
particularly strong impact on how well listeners can understand speech in noise or when 
there are competing sources (Hind et al., 2011; Ruggles and Shinn-Cunningham, 2011). 
Recent work in animal models are consistent with these reports, showing that auditory 
neuropathy can be fairly severe without impacting the quietest sound that can be detected 
(e.g., see Kujawa and Liberman, 2009; Lin et al., 2011; Lobarinas et al. 2013). Evidence 
suggests that low-spontaneous rate auditory nerve fibers, which only become active at 
supra-threshold levels, are more susceptible to damage from noise exposure than high-
spontaneous rate fibers, which respond at hearing threshold (Furman et al., 2013a); this 
helps explain why supra-threshold sound perception is degraded even though detection 
thresholds are unaffected. Given this, auditory neuropathy, very like driven by noise 
exposure and aging (Bharadwaj et al., 2014; Plack et al., 2014; Schaette and McAlpine, 
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2011), is a likely contributor to individual differences in the encoding of subtle spectro-
temporal features of supra-threshold sound. Such features are critical for segregating 
sound sources; if a listener cannot segregate sources, then they will have trouble directing 
attention to whichever source is of interest. Given this, auditory neuropathy may explain 
why some NHT listeners experience communication problems in noisy environments 
(Shinn-Cunningham et al., 2017a).  
Consistent with this, in one recent set of studies, NHT subjects were asked to 
report spoken digits from straight ahead while ignoring otherwise identical digits ±15˚ off 
center. Despite having normal auditory thresholds, performance varied from below 40% 
to nearly 90%; moreover, almost all mistakes arose because listeners reported the content 
of one of the competing streams, rather than because they failed to understand the digits 
in the mixture (Ruggles et al., 2011, 2012) . Importantly, these difficulties in focusing on 
target speech amidst competing speech were correlated with the strength of the 
subcortical response to periodic sound, known variously as the frequency-following 
response or the envelope following response (FFR or EFR; see Ruggles et al., 2012; 
Ruggles and Shinn-Cunningham, 2011). These results suggest that poor subcortical 
encoding can lead to deficits in the ability to focus selective auditory attention on a 
source from a particular direction.  
Still, it is clear that individual differences in the ability of listeners to understand 
speech in noisy settings are not always due to differences in sensory coding fidelity; 
everything from general cognitive ability to aging affects the ability to understand speech 
in complex settings (e.g., see Anderson et al., 2013; Banh et al., 2012; Benichov et al., 
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2011; Brungart et al., 2013; Gordon-Salant et al., 2007; Gordon-Salant et al., 2006; Grose 
and Mamo, 2010, 2012; Grose et al., 2009; Hall et al., 2012; Nakamura and Gordon-
Salant, 2011; Noble et al, 2012; Ronnberg et al, 2011; Singh et al., 2008, 2013; Tun et al, 
2012; Veneman et al., 2013; Weisz et al., 2011). Consistent with this, most of the studies 
demonstrating a link between sensory coding deficits and failures of selective auditory 
attention were designed so that the features that distinguished the target source from 
competing speech streams differed only modestly (e.g., only 15˚ of separation between 
competing streams; see Ruggles et al., 2011, 2012), on the edge of what even “good” 
listeners are able to use reliably. By design, performance in such paradigms depends on 
subtle differences in the robustness of temporal coding of supra-threshold, audible sound. 
These subtle differences are likely the primary limitation on performance in these 
experiments, and thus correlate with individual differences in ability, even though more 
central differences in processing ability may also be present.  
Selective auditory attention engages multiple regions that must work together to 
modulate the sensory representation of sound based on task demands (e.g., see Fritz et al., 
2007; Giesbrecht et al., 2003; Hill and Miller, 2010). In situations where streams are easy 
to segregate and have perceptually distinct features, differences in the efficacy of these 
cortical control networks are likely to determine individual performance and perceptual 
ability. Indeed, one recent study shows that there is large inter-subject difference in how 
well listeners can identify melody contours when there are competing melodies from far-
separated directions, a task in which segregation and selection probably does not depend 
on individual differences in sensory coding (Choi et al., 2014). Yet, in this study, 
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individual differences in performance were consistent across conditions, and performance 
correlated with how strongly cortical responses to the competing melodies are modulated 
by attentional focus (Choi et al., 2014). These results suggest that in addition to 
differences in subcortical coding fidelity, there are significant, relatively central 
individual differences in the ability to control selective auditory attention, and that these 
consistent individual differences determine behavioral ability on tasks where peripheral 
coding does not limit performance.  
Still, the relationship between sensory coding differences and differences in 
cortical control of attention are not entirely clear. For instance, it is possible that 
differences in the strength of attentional modulation arise not from differences in central 
control, but are driven instead by differences in sensory coding fidelity. For instance, if 
coding fidelity is so poor that a listener cannot separate the target source from competing 
sources, it will necessarily lead to failures in suppressing neural responses to competing 
sound sources ( Shinn-Cunningham and Best, 2008; Shinn-Cunningham and Wang, 
2008). It is possible that this kind of cascade could explain the individual differences 
observed by Choi and colleagues(Choi et al., 2014). Specifically, they did not measure 
subcortical coding fidelity in their subjects; it is possible that listeners who performed 
well and were able to modulate cortical auditory responses strongly were the listeners 
with the most robust peripheral encoding of supra-threshold sound. As a result, these 
listeners may have been best at segregating the competing melodies and suppressing the 
unimportant streams in the mixture.  
The current study was designed to test directly whether individual differences in 
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sensory coding and differences in the central control of attention both contribute to the 
ability to analyze one target sound stream when it is presented with simultaneous, 
competing streams. We undertook two experiments to examine the relationships between 
subcortical sensory coding fidelity, the strength of attentional modulation of cortical 
responses, and behavior performance. In both experiments, we measured all three 
(subcortical coding, attentional modulation, and performance) in the same listeners at the 
same time. By varying stimulus characteristics, we expected to shift the balance in how 
important peripheral and central factors were in determining performance, allowing us to 
demonstrate that these factors interact to affect the ability to perform spatial auditory 
attention tasks. 
Both subcortical and cortical responses can be measured using EEG. However, 
the experimental design typically depends on which kind of response a study aims to 
measure; the type of stimuli, timing of the stimuli, number of stimulus repetitions, EEG 
sampling rate, electrode configuration, and EEG data pre-processing and processing 
schemes (to name some of the experimental parameters) usually are set differently 
depending on which kind of measure is desired. Perhaps as a result, few studies have 
simultaneously measured subcortical and cortical responses. Still, if an experiment is 
designed with both subcortical and cortical response characteristics in mind, they can be 
measured in the same experiment, at the same time (e.g., see Hackley et al., 1990; 
Krishnan et al., 2012). In the current study, we measured cortical and subcortical 
responses during selective auditory attention tasks in order to examine individual 
differences in performance and how they relate to both measures. By recording 
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subcortical and cortical data at the same time in our subjects, we guaranteed that the same 
physiological and psychological conditions were at play in each measurement, allowing 
us to compare outcomes directly. 
To measure cortical responses, we considered auditory ERPs, which are elicited 
by auditory events such as onsets of notes in a melody or syllables in an ongoing stream 
of speech. By comparing the magnitude of ERPs to the same mixture of auditory inputs 
when listeners attend to one stream versus when they attend to a different stream, we can 
quantify the degree of top-down control of selective attention for individual listeners 
(e.g., see Choi et al., 2014).  
We analyzed subcortical responses using the EFR, a measure that quantifies the 
degree to which the subcortical portions of the pathway phase lock to ongoing temporal 
periodicities in an input acoustic stimulus (Zhu et al., 2013). By focusing on relatively 
high-frequency modulation (above 100 Hz), the brainstem response, rather than cortical 
activity, dominates this measure (see Shinn-Cunningham et al., 2017a). In addition, a 
number of past studies have related EFRs to perceptual ability (Bidelman et al., 2011; 
Carcagno and Plack, 2011; Gockel et al., 2011; Krishnan et al., 2009). 
The two different experiments were similar, but we hypothesized that they would 
yield different results. In both experiments, there were two potential target streams, one 
from the left and one from the right of the listener. From trial to trial, we randomly varied 
which stream was the target, using a visual cue to indicate whether the listener should 
direct attention to the stream on the left or the stream on the right. While the overall 
structure of the two experiments was grossly similar, the tasks and auditory stimuli 
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differed in order to try to isolate different factors contributing to individual differences.  
Experiment I presented listeners with two streams of repeated complex tones and 
asked listeners to count pitch deviants in the attended stream. Because the pitch 
deviations were small, we hypothesized that subject differences in the ability to report the 
correct number of deviants would be related to differences in subcortical temporal 
coding. In Experiment I, the spatial separation of the two streams was large. Therefore, 
we did not expect differences in subcortical temporal coding to limit how well or fully 
listeners could focus spatial attention on the target stream. While we expected subjects to 
differ from one another in the degree to which they could focus spatial attention and 
modulate cortical responses to the competing streams, we did not expect these subject 
differences in cortical control to correlate with either behavioral performance or with the 
subcortical coding fidelity given how clearly segregated we expected the competing 
streams to be. 
Experiment II presented listeners with two potential target streams that each 
comprised simple melody contours. Listeners were asked to report the shape of the 
melody of the attended stream, which consisted of sequences of high and low pitches 
separated by a small pitch difference. Thus, as in Experiment I, the task required listeners 
to judge small pitch variations within an ongoing stream. In contrast to Experiment I, we 
made the ability to selectively focus attention on the target stream challenging by 
including a third, distractor stream melody from straight ahead, and by reducing the 
spatial separation between the competing streams. As a result, the ability to selectively 
focus attention was more of a bottleneck in Experiment II than in Experiment I. We 
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hypothesized that in Experiment II, performance would depend on individual differences 
in subcortical temporal coding, because coding fidelity would determine both how well 
listeners could hear the melody contour and how well they could use the modest spatial 
differences that differentiated the target stream from the two competing streams. We 
further hypothesized that individual differences in the strength of subcortical coding 
would partially correlate with both the degree of cortical modulation of ERPs and with 
performance on the selective attention task. However, we also hypothesized that even 
after factoring out correlations with subcortical responses, remaining differences in 
performance would correlate with attentional modulation strength. This final result would 
suggest that in Experiment II, central differences in attentional control differed across 
listeners and directly impacted individual differences in the ability to perform the task, 
even after accounting for the effects of sensory coding fidelity. 
 
2.2 Common Methods 
2.2.1 Subjects 
All subjects were screened to confirm that they had normal hearing thresholds at 
frequencies between 250 Hz and 8000 Hz (thresholds of at most 20 dB HL) for both ears. 
Subjects gave informed consent as approved by the Boston University Charles River 
Campus IRB. All subjects were compensated at the rate of $25 per hour, and were paid a 
$0.02 bonus for each correct response to ensure that they remained attentive throughout 
the task. 
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2.2.2 Equipment 
Subjects sat in a sound-treated booth while performing the tasks using a PC 
keyboard and monitor. The PC controlled the experiment using Psychtoolbox 3 
(Brainard, 1997) and Matlab (Mathworks; Natick, MA). The control code also generated 
triggers that were recorded to mark the times of key events. Auditory stimuli were 
presented through a TDT System 3 unit (Tucker-Davis Technologies, Alachua, FL) and 
ER-1 insert headphones (Etymotic, Elk Grove Village, IL).  
A BioSemi Active Two System (Amsterdam, The Netherlands) recorded EEG 
signals using a 4.096 kHz sampling rate. Recordings were taken from 32 active scalp 
electrodes in the standard 10/20 configuration. Two additional electrodes were placed on 
the mastoids; during analysis, the EEG recordings were re-referenced to the mean of the 
two mastoid electrodes. Synchronized triggers from the TDT system were recorded 
simultaneously with the EEG data, which was stored on the controlling PC. 
2.2.3 Stimuli 
Stimuli were generated in Matlab (Mathworks; Natick, MA) using a sampling rate 
of 48.828 kHz. Each trial consisted of a mixture of simultaneous, isochronous sequences 
of complex tones that had different repetition rates, so that onsets of the notes in the 
different sequences were resolvable in time. In both experiments, two of these streams 
were potential target streams (Stream A and Stream B). On each trial, we varied the 
perceived laterality of the streams using interaural time differences (ITDs) so that one of 
the potential target streams was heard from one hemifield, and the other potential target 
from the opposite hemifield (chosen randomly from trial to trial). Experiment I presented 
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only two streams, while Experiment II included a third, central stream that was never the 
focus of attention (Stream C). Each of the complex tones in both Stream A and Stream B 
consisted of the first 33 harmonics of some fundamental frequency, all of equal 
amplitude, added in sine phase. In Experiment II, the notes in Stream C were made up of 
the first three harmonics of their fundamentals, all of equal amplitude, added in sine 
phase. All notes in both experiments were played at a level of 70 dB sound pressure level 
(SPL, root-mean-squared [RMS]). The reason we used sine phase instead of other phases 
(e.g., random phase) is sine phase can be used to evoke the EFRs to tones with identical 
onset phase so we could determine the phase coherency across all EFRs. By calculating 
the phase locking values, we may quantitatively measure the subcortical coding fidelity 
of the brainstem but not necessarily affect the perceptual measures. 
The fundamental frequencies of the notes in each stream as well as the repetition 
rates of the notes were carefully chosen to ensure that they were not harmonically related 
to each other or to 60 Hz. Because of this design, when we binned responses to notes in 
each stream, any interference from neural responses to competing streams and any 
ongoing line noise was random across bins, and tended to cancel out. The temporal 
structure of the trials permitted us to analyze cortical EEG responses to note onsets in 
each stream by examining responses at the correct time points; as a consequence of this 
design, the number of notes in Stream A and Stream B differed (For Stream A and 
Stream B, respectively, the number of notes was 10 and 8 in Experiment I and 5 and 4 in 
Experiment II; Stream C in Experiment II had 4 notes). In order to extract the brainstem 
envelope following responses from the EEG, the stimuli in half of the trials in each 
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experiment were presented in negative polarity (see Skoe and Kraus, 2010). 
2.2.4 Task design 
The general task structure is shown in Figure 2.1. Each trial started with the 
presentation of a 0.4-s long fixation dot, followed by a 1-s long visual cue. The cue was 
an arrowhead that appeared to one side of the fixation dot and pointed either to the left or 
right, indicating the direction of the target stream on that trial (selected randomly for each 
trial, separately for each subject). After the cue ended, there was a 0.3 s of pre-stimulus 
quiet period, then the auditory stimulus began (6.8 s of duration for Experiment I and 3.8 
s of duration for Experiment II). A 0.4 s of post-stimulus silent period followed the 
auditory stimulus presented on each trial, after which a circle appeared around the 
fixation dot to indicate the response period, which lasted 1.5 s. Listeners were instructed 
to maintain gaze to the fixation dot/cue, and then, during the response period, to use 
number keys on the computer keyboard to provide their response. The program recorded 
the last button push within the response period as the registered answer, so subjects could 
correct a mistaken button push if they changed their answer within that time (if there was 
no response during the response period, no response was recorded and the trial was 
counted as incorrect). Feedback was given after the response period ended: the fixation 
dot flashed for 0.3 s, either red for an incorrect response or blue for a correct response. 
After the end of the visual feedback, the next trial began after a random pause (0-0.1 s, 
randomly selected on each trial from a uniform distribution). In addition to the regular 
training to be described in this chapter, each subject first received the preliminary training 
that contains a few sample task trials in order to help them get used to the task in both  
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Figure 2.1. General structure of the experiments. Both experiments start with the 
presentation of a fixation dot on the screen, after which a visual cue appears to indicate 
the direction to which listeners should attend. Two potential target streams are presented 
symmetrically in the left and right hemispheres using interaural time differences 
(Experiment II also presents a distractor stream from the center, which is always 
ignored). Listeners have a brief response period after the conclusion of the auditory 
stimuli in which to respond using a computer keypad. Feedback is then provided to tell 
them whether or not their response was correct. After a random pause, the next trial 
begins. 
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experiments. We rejected the learning effect by checking the slope of first order fitting 
curve of the function between performance in the block and block number. An additional 
block would be performed while the foremost block would be dropped until the slope was 
not significantly different from 0. 
2.2.5 Cortical ERP analysis 
To isolate cortical responses from the scalp-recorded EEG, signals were band-
pass filtered from 2-25 Hz using the eegfiltfft.m function in EEGLab toolbox (Delorme 
and Makeig, 2004). We focused our cortical analysis of auditory ERPs on channel Cz 
(channel 32 in the 10/20 system), where they tend to be greatest. For each trial, we 
analyzed epochs of the EEG from -0.2 s (before the sound stimulus began) to the end of 
the stimulus. For each such epoch, we found the maximum absolute peak voltage. In 
order to reduce contamination from movement and other artifacts, for each subject we 
created a histogram of peak values across trials, and then rejected trials in the top 15% of 
each subject’s distribution from further analysis.  
Using the remaining trials, we used a bootstrap procedure to compute average 
ERPs to the onsets of notes in Stream A and Stream B separately for when Stream A was 
the target and when Stream B was the target. Specifically, for each attention condition for 
each subject, we used a 200-draw bootstrap procedure with replacement (100 trials per 
draw). The N1 magnitude of each note onset ERP was taken to be the local minimum 
between 100–220 ms after the onset of the corresponding note. The P1 magnitude of each 
ERP was taken to be the local maximum in the period from 30–100 ms after the note 
onset. We computed the difference in these magnitudes to estimate the average peak-to-
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peak P1-N1 magnitude. Thus, for each subject, we estimated the P1-N1 magnitude in 
response to each note onset in Stream A and Stream B when Stream A was the target and 
separately when Stream B was the target.  We denote these magnitudes as 𝑀",$%&'(", where 𝑠 is the stream containing the note onset being analyzed (either A or B),	𝑓𝑜𝑐𝑢𝑠 denotes 
whether that stream was 𝐴𝑡𝑡𝑒𝑛𝑑𝑒𝑑 or 𝐼𝑔𝑛𝑜𝑟𝑒𝑑, and 𝑛 denotes the temporal position of 
the note in the corresponding stream.  
Since it takes time for an auditory stream to be perceptually segregated from a 
sound mixture (Best et al., 2008; Cusack et al., 2004), we quantified the strength of top-
down attentional modulation for each individual note in each stream. However, because 
effects of endogenous attention and attention switching could interfere with top-down 
modulation of responses to the first notes in each stream, we omitted these from analysis 
of the effects of top-down attention on the P1-N1 magnitude.  
Top-down executive control is expected to modulate the sensory representation of 
sound in the cortex, leading to reduced responses when a stream is ignored compared to 
when it is attended, which may be due to both suppression of the stream when it is 
ignored and enhancements of the stream when it is attended (e.g., see Choi et al., 2014; 
Picton and Hillyard, 1974). Given this, we expected 𝑀",$7889$:9: to be larger 
than	𝑀",$;<$&=9:. However, ERP magnitudes vary significantly across subject, due to 
differences in brain geometry, electrode impedance, and other “nuisance” factors; these 
factors cause shifts in measured ERPs that are constant on a logarithmic scale. 
Computing differences in ERP amplitudes on a linear scale would not compensate for 
these changes in overall strength. Consistent with this, past experiments in our lab 
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suggest that the percentage change in ERP amplitudes, or (equivalently in a mathematical 
sense) the difference of the ERP amplitudes on a logarithmic scale, is a good way to 
quantify individual differences in how strongly attention modulated responses, as if the 
effect of attention is better modulated as a multiplicative gain change in response 
amplitude (e.g., Choi et al., 2014). Therefore, to quantify an individual’s ability to 
modulate the neural representation based on top-down attention, we computed the 
Attentional Modulation Index (AMI) for each stream by computing the difference of the 
log of the magnitudes of 𝑀",$7889$:9: and	𝑀",$;<$&=9:. Specifically, the AMI was computed 
for each subject as the average across note onsets (from the second to final note) of the 
log of the ratio of 𝑀",$7889$:9: over	𝑀",$;<$&=9:: 
𝐴𝑀𝐼" = ?@A? 𝑙𝑜𝑔 CD,EFGGHEIHICD,EJKELMHI@$NO  (Equation 2.1) 
where 𝑁 is the number of notes comprising stream	𝑠 (in Experiment I, N = 10 for Stream 
A and N = 8 for Stream B; in Experiment II, N = 5 for Stream A and N = 4 for Stream B). 
Defined this way, the AMI should be zero if attention has no effect on the neural 
representation of the stream (𝑀",$7889$:9: equals	𝑀",$;<$&=9:) and increases monotonically 
with the strength of attentional modulation of the neural responses. 
2.2.6 EFR analysis 
To isolate subcortical responses from the scalp-recorded EEG, signals were high-
pass filtered with a 65 Hz cutoff using the eegfiltfft.m function in EEGLab toolbox 
(Delorme and Makeig, 2004). We then quantified the fidelity with which the subcortical 
response of each subject encoded the fundamental frequency of identical complex tones 
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in the presented streams (Bharadwaj and Shinn-Cunningham, 2014). 
For each complex tone that we analyzed, we treated each identical tone repetition 
as an independent sample, regardless of its temporal position in a stream. For each of 
these repetitions, we analyzed the epoch from the note onset to the end of the note. We 
combined an equal number of positive polarity and negative polarity repetitions to 
compute the EFR (Shinn-Cunningham et al, 2017a; Skoe and Kraus, 2010). In order to 
achieve the best possible signal-to-noise ratio (SNR) in our estimates, we combined 
measurements across the EEG sensors using complex principal components analysis 
(Bharadwaj and Shinn-Cunningham, 2014). We quantified the EFR using the phase 
locking value (PLV; see Lachaux et al., 1999), a normalized index that ranges from 0 (no 
phase locking across trials) to 1 (perfect phase locking). Importantly, the number of 
repetitions used in analysis determines the noise floor of the PLV, making it easy to 
interpret the results (Zhu et al., 2013).  
Past work shows that selective auditory attention has a negligible effect on the 
EFRs generated by subcortical structures (Varghese et al., 2015). In Experiment I, we 
tested this by comparing PLVs in response to the most commonly repeated notes in each 
stream when that stream was attended versus when it was ignored. For this analysis, we 
used a 200-draw bootstrap procedure with replacement (400 repetitions per polarity per 
draw) separately when listeners attended to the stream the notes were in and when 
listeners ignored the stream they were in. In Experiment II, we reduced the number of 
notes per stream and had fewer repetitions of the same notes per trial. Because of this, 
there were not enough trials to allow a direct comparison of EFRs to the same notes when 
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listeners attended to the stream they were in versus when that stream was ignored. 
In both experiments, we quantified the strength of the EFRs for individual 
subjects by combining all repetitions of the most commonly repeated notes in Stream A 
and in Stream B, collapsing across conditions when the stream containing the notes was 
attended and when it was ignored. We used a 200-draw bootstrapping with replacement, 
with 500 repetitions per polarity per draw. 
Like cortical ERPs, individual differences in the absolute EFR are influenced by 
various nuisance factors (e.g., brain geometry, electrode impedance, overall cortical noise 
levels; Bharadwaj et al., 2015; Bharadwaj et al., 2014). Within an experimental session 
for a given subject, these factors should affect both Stream A and Stream B EFRs 
identically on a logarithmic scale. Thus, we planned to quantify individual differences in 
subcortical coding using “normalized” EFR measures computed as the ratio of the EFR to 
Stream B notes to the ratio in Stream A notes, thereby canceling out nuisance factors (see 
also  Bharadwaj et al., 2015, which demonstrates that individual differences in 
subcortical coding fidelity are better described by normalized EFRs than by absolute EFR 
strength). 
Mid-to-high-frequency stimulus content is the dominant signal driving EFRs (Zhu 
et al., 2013). As described in detail below, in both Experiment I and Experiment II, all of 
the harmonics but the fundamental in Stream A overlapped with the lower half of the 
spectral content of the notes in Stream B. However, the upper half of the spectrum of the 
notes in Stream B did not overlap with any other stimulus components. Because of this 
design, we expected the EFR in response to the notes of Stream B to be relatively strong 
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for all subjects; the mid- to high-frequencies in the Stream B notes were not masked and 
also had deep modulations to drive the EFR (see Bharadwaj et al., 2015; Bharadwaj et al., 
2014). In contrast, because Stream A notes were spectrally masked due to the interfering 
spectral content of Stream B (and thus had reduced modulation depth in the mid- and 
high-frequency portions of the stimulus), we expected these EFRs to depend more 
directly on the degree of cochlear neuropathy in an individual subject (Bharadwaj et al., 
2015; Bharadwaj et al., 2014). Therefore, the ratio of the PLV to notes in Stream B 
divided by the PLV to notes in Stream A should be relatively small in good listeners 
(strong EFR to Stream B notes divided by a relatively strong EFR to Stream A notes) and 
large in listeners with a reduced number of auditory nerve fibers (strong EFR to Stream B 
notes divided by a relatively weak EFR to Stream A notes). By this logic, we expected 
this ratio to be negatively correlated with differences in how well listeners could perform 
the behavioral task, which relied, in both tasks, on the ability to discern small pitch 
differences between notes in the attended stream. To quantify these individual 
differences, we thus computed the PLV ratio for each subject as:  PLVRU = VWXYZ[\]^	_,`VWXYZ[\]^	a,`	 (Equation 2.2)	
where 𝑃𝐿𝑉g8=9hi	j," is the PLV of the EFR to the repeated notes in Stream x for subject s. 
2.2.7 Statistical tests 
Experimental factors were analyzed using multi-way ANOVAs based on mixed-
effects models (Baayen et al., 2008) implemented in R (Foundation for Statistical 
Computing). Subject-related factors, which were not assumed to comply with 
homoscedasticity, were treated as random effects. All other factors and interactions were 
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treated as fixed-effect terms (although some factors were nested, precluding inclusion of 
some interaction terms). To prevent over-fitting and determine the most parsimonious 
model, we compared models with and without each random effect term using the Akaike 
information criterion (AIC) (Pinheiro and Bates, 2000). All data sets were checked for 
normality using the Kolmogorov–Smirnov test.  
In addition, we examined individual differences by looking for correlations 
between variables. Significance was tested by computing the Pearson correlation 
coefficient; p-values were then computed using a two-tailed student’s t test. 
2.3 Experiment I 
Experiment I presented listeners with two ongoing tone streams with different 
spectral content, and asked listeners to count pitch deviants in the attended stream. We 
measured the strength with which the subcortical EFR phase locked to the pitch of notes 
making up each stream, and the strength of cortical responses to the onsets of the notes in 
each stream.  
2.3.1 Materials and Methods 
2.3.1.1 Subjects 
Eleven subjects (8 males, 3 females, aged 21–41) were recruited.  
2.3.1.2 Stimuli 
Figure 2.2 illustrates the auditory stimuli used in Experiment I. Stream A was 
made up of 10 tones of 200 ms duration, separated by an inter-stimulus (onset to onset) 
interval (ISI) of 668 ms. Stream B was made up of 8 complex tones of 300 ms duration, 
		
28 
 
Figure 2.2. (A). Power spectrum of the auditory streams in Experiment I. Tones in 
Stream A were wholly masked by tones in Stream B, but not vice versa. (B). Sample 
schematic of auditory stimuli in Experiment I. “Stream A,” which is the target, has two 
“deviant” tones, while “Stream B” presents only standard tones. Listeners must report the 
number of deviant tones in the target. 
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separated by an ISI of 849 ms. Most of the notes of each stream had the same 
fundamental frequency, of either 97 Hz (Stream A) or 159 Hz (Stream B); however, 
occasional “deviant” notes had a fundamental frequency that differed from the “standard” 
notes by 0.3 semitones (95 Hz and 162 Hz for Stream A and Stream B, respectively). All 
tones were time windowed with cosine-squared onset and offset ramps to reduce spectral 
splatter (10-ms duration). With this design, the spectral content of Stream A (97 Hz to 
3201 Hz) overlapped with the lower end of the spectrum of Stream B (159 Hz to 5247 
Hz); however, the content of Stream A did not interfere with the representation of the 
upper harmonics of the notes in Stream B (see Figure 2.2A). Stream A and Stream B 
were simulated from different hemifields using interaural time differences or ITDs of 
±676 µs, chosen randomly on each trial. The distractor stream (chosen randomly on each 
trial) only contained standard tones. On any given trial, the target stream was randomly 
set to have 0, 1, or 2 deviants, with likelihoods of 50%, 35%, and 15%, respectively. The 
deviant notes in the target stream were chosen randomly, with the constraint that the first 
note was always a standard, a fact of which the subjects were aware. The pitch difference 
between standard and deviant tones (0.3 semitones) is close to the difference 
limen(Moore and Peters, 1992), making the task challenging and encouraging listeners to 
focus attention on the target stream to perform the task well.  
2.3.1.3 Task design 
The experiment was organized into blocks of 40 trials. The first block was a 
training session (data not included in later analysis), followed by 7 test blocks (280 
trials). Within each block, Stream A was the target stream for 20 trials and Stream B was 
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the target stream in the other 20 trials. The trials were presented in a different random 
order for each subject. 
During the response period (when a circle appeared around the fixation dot), 
listeners were asked to report the number of deviants in the target stream (0, 1, or 2) 
using the numbers on a computer keyboard. The chance performance correct rate is 
33.3%. Feedback indicated whether the reported count was correct (fixation dot flashed 
to blue) or not (fixation dot flashed to red). 
2.3.2 Data analyses 
2.3.2.1 Behavior  
Percent correct responses were calculated separately when the target stream was 
Stream A and when it was Stream B. These values were computed independently for 
each subject, averaging across trials in the seven test blocks.  
2.3.2.2 ERP measurement 
We computed 𝑀",$7889$:9: and 𝑀",$;<$&=9: for notes 2-10 (Stream A) and notes 2-8 
(Stream B) for each subject.  We averaged these magnitudes over notes to summarize the 
strength of the attentional modulation for each subject (𝐴𝑀𝐼"). 
2.3.2.3 Subcortical measurement 
In each trial, we obtained responses to a minimum of eight identical standard 
tones from Stream A and six identical standard tones from Stream B; the number on a 
given trial depended on which stream contained deviants and how many deviants were 
present on that trial. For instance, in the example shown in Figure 2.2, where Stream A 
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was the target and contained two deviants, the trial generated 8 standard-tone repetitions 
for Stream A and 8 standard-tone repetitions for Stream B. Thus, across all trials, there 
were at least 1120 (8 x 140) repetitions of the standard from Stream A in both attention 
conditions (when Stream A was attended and when Stream B was attended). Similarly, 
there were at least 840 (6 x 140) repetitions of the standard from Stream B in the two 
attention conditions. 
2.3.3 Results 
2.3.3.1 Behavior 
The mean percentage of correct responses was 76.49% when listeners attended to 
Stream A (range: 50.00%–97.14%; standard deviation: 16.21%) and 85.47% when they 
attended to Stream B (range: 68.75%–99.29%; standard deviation: 11.02%). Subjects 
were significantly better at the task when attending to Stream B (the stream suffering 
from less spectral masking) than Stream A [single-factor ANOVA yields F(1,10)=6.38, 
p=0.03]. 
2.3.3.2 Cortical responses  
Figure 2.3 shows the averaged P1–N1 magnitudes of onset ERPs for all but the 
first notes in each of Stream A and Stream B. Top-down control appeared to modulate the 
P1-N1 magnitude, with a larger magnitude for note onsets in a stream when listeners 
attended to that stream compared to when they attended to the competing stream (green 
bars are higher than corresponding gray bars in Figure 2.3). The overall magnitude of the 
response, however, seems to vary with the temporal position of the notes in each stream, 
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Figure 2.3. Attentional modulation effects on the P1–N1 peak-to-peak magnitudes in 
Experiment I. Each note (except the initial note) is analyzed for Stream A (left) and 
Stream B (right). Green bars represent response magnitudes when the corresponding 
stream is attended and gray bars when that stream is ignored. Error bars indicate the 
standard error of the mean across subjects. Main effects of both attention and note 
position were statistically significant (as denoted in the legend).  
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idiosyncratically.  
We tested these observations using a multi-way ANOVA with main effects of 
attention condition (attended / ignored), temporal position of notes, and stream (A or B). 
There was a significant main effect of attention condition [F(1,310)=42.314, p<0.01], 
confirming that attention to a stream enhances the P1-N1 response magnitude. The main 
effect of temporal position also was significant [F(14,310)=4.462, p<0.01], showing that 
the P1-N1 magnitude varied from note to note (perhaps due to interactions between notes 
in Stream A and Stream B). However, neither the main effect of auditory stream 
[F(1,310)=0.869, p=0.35] nor the interaction of stream and attention condition 
[F(1,310)=6.169×10-3, p=0.98] reached significance. In addition, the interaction of 
temporal position and attention condition did not reach significance [F(14,310)=0.819, 
p=0.65] (note that temporal position was a nested factor, so there was no interaction term 
with stream). These results suggest that the strength of attentional modulation was similar 
across all notes in both streams, even though the average magnitude of the ERPs varied, 
depending on which note in which stream was considered.  
Figure 2.4 shows a scatterplot of the AMIs for Stream A versus Stream B for each 
subject. All but one of the points falls in the upper right quadrant (positive AMI for both 
streams), confirming that the AMI tends to be positive (ERPs to a particular note are 
larger when is attended vs. when it is ignored). Statistically analysis confirms that at the 
group level, the AMI is significantly greater than zero for both Stream A and Stream B 
(Wilcoxon signed rank test, p < 0.01, signed rank = 2 for Stream A and 0 for Stream B).  
AMIs were similar for Stream A (mean=0.121, standard deviation=0.086) and 
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Figure 2.4. Scatterplot of the AMI for Stream A versus Stream B for each subject in 
Experiment I. Values generally fall in the top right quadrant (positive for both streams); 
however, the AMI for individual subjects is not correlated across conditions. 
  
		
35 
Stream B (mean=0.196, standard deviation=0.101); repeated-measures ANOVA finds no 
effect of condition [F(1,10)=3.420, p =0.09]. While the individual variation in the AMI is 
large, individual subject AMIs for Stream A and Stream B are not correlated (Pearson’s 
r=-0.014, p=0.97), showing that the inter-subject differences in the strength of attentional 
modulation are not very consistent in this task, with the rank ordering of the AMI across 
subjects varying for trials where listeners are attending to Stream A compared to trials 
where they are attending to Stream B. 
2.3.3.3 Envelope following responses  
We compared the EFR strength in response to tones when the stream they were in 
was attended and when it was ignored. For standard notes in Stream A, the PLV varied 
from 0.095 to 0.325 (mean of 0.173) when Stream A was attended to, and from 0.094 to 
0.298 (mean of 0.165) when Stream A was ignored. For standard notes in Stream B, the 
PLVs varied from 0.108 to 0.495 (mean of 0.188) when Stream B was attended, and from 
0.115 to 0.539 (mean of 0.193) when Stream B was ignored. There was no significant 
main effect of attention for either Stream A [ANOVA: F (1,10)=1.325, p=0.28] or Stream 
B [ANOVA: F(1,10)=0.572, p=0.47].  
Raw EFRs from the standard notes in Streams A and B are shown in Figure 2.5. 
The PLVs are relatively low for most listeners (most falling below 0.2), and on average 
are similar in magnitude for Stream A (97 Hz) and Stream B (159 Hz). Individual 
variability is large, consistent with past reports (Ruggles et al., 2012; Bharadwaj et al., 
2015). For most subjects, the PLVs for the (spectrally masked) standard notes in Stream 
A are similar to the PLVs for the (not fully masked) standard notes in Stream B. 
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Figure 2.5. PLVs of brainstem envelope following responses from standard tones in 
Stream A, which was spectrally fully masked (left), and Stream B, which was only 
partially masked (right) in Experiment I. Connected points show results for individual 
subjects. Box plots denote the median (center), 25th, and 75th percentiles.  
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2.3.3.4 Relationships between behavior and physiological measures 
Simultaneous measurements of behavior scores, EFRs, and ERPs allowed us to 
assess if behavioral performance was related to the fidelity of subcortical coding or/and 
attention modulation efficacy. To quantify subcortical coding fidelity, we used the PLV 
ratio; as discussed above, we expected smaller PLV ratios in subjects who had more 
robust coding fidelity, since small ratios arise when the EFR to the masked standard notes 
from Stream A are more similar in size to the EFR in response to the notes from Stream 
B. We used the AMI to quantify the strength of top-down attentional control. Figure 2.6 
compares behavioral performance to the PLV ratio (first column) and the AMI (second 
column) separately for Stream A (top row) and Stream B (bottom row); the third column 
directly compares the PLV Ratio to the AMI for Stream A and Stream B. 
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Figure 2.6. Scatterplots of individual subject results in Experiment I for notes in Stream 
A (top) and Stream B (bottom). White panels show pairs of measurements for which 
individual results show a significant correlation, while gray panels show measurement 
pairs for which there is not a statistically significant correlation. For both streams, the 
PLV ratio correlates with the behavioral performance but the AMI does not. There is no 
significant correlation between the PLV ratio and the AMI. 
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Performance for both Stream A and Stream B was significantly correlated with 
the PLV ratio (Pearson’s r=-0.610, p=0.05 for Stream A and Pearson’s r=-0.692, p=0.02 
for Stream B). Thus, listener performance was related to how well the brainstem encoded 
temporal features. In contrast, behavioral performance was unrelated to attentional 
modulation of cortical responses (Pearson’s r=0.304, p=0.36 for Stream A and Pearson’s 
r=0.071, p=0.83 for Stream B). In addition, the PLV Ratio was unrelated to the AMI 
(Pearson’s r=0.132, p=0.70 for Stream A and Pearson’s r=-0.536, p=0.09 for Stream B). 
We used a multi-regression linear model to fit the behavior data using the PLV ratio and 
AMI. Regression models for both performance on Stream A and on Stream B were both 
significant [F(2,8)=4.379, p=0.05, R2=0.523, betas: intercept AMI PLVR = (105.19 73.45 
-32.65) for Stream A; F(2,8)=6.106, p=0.02, R2=0.604, betas: intercept AMI PLVR= 
(129.82 -45.69 -30.74) for Stream B]. We tested model fitting by dropping either the PLV 
ratio or the AMI (as described in Pinheiro and Bates, 2000). Dropping the PLV ratio 
resulted in a significantly worse fit (with a larger AIC value) to the results [F(1,8)=7.212, 
p=0.03 for Stream A; F(1,8)=12.108, p<0.01 for Stream B], whereas dropping the AMI 
did not [F(1,8)=2.520, p=0.15 for Stream A; F(1,8)=2.538, p=0.15 for Stream B]. Thus, 
the most parsimonious model included the PLVR as a regressor, but not the AMI. 
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2.3.4 Discussion 
2.3.4.1 Listeners engaged attention during the task, but it was not what determined 
performance 
In some ways, selective focus of attention may not have been absolutely critical 
for performing the task of counting the number of pitch deviants contained in the target 
stream. Because there were never any deviants in the distracting stream, listeners could 
have adopted a strategy of just counting any deviant they heard. However, the pitch 
deviations that they had to detect were small, on the order of a third of a semitone. If 
listeners had been able to listen holistically to both streams at once, these small changes 
would likely have been hard to detect in the context of the large pitch range of the two 
streams, which were over 8 semitones apart (e.g., see Bregman, 1990). Thus, we expected 
listeners to engage selective auditory attention during the task. 
The data show that selective attention is deployed. The AMI, which measures 
how strongly the neural representation is modulated by the focus of attention, was 
positive both when listeners attended to Stream A and when they attended to Stream B. In 
other words, neural responses depended on what stream the listener was attending. It is 
worth noting that the strength of the neural response to individual notes varied 
significantly throughout the note sequences; however, these differences were likely due 
to systematic interactions of the overlapping neural responses to the notes making up the 
two streams. Consistent with this view, the degree to which attention modulated the 
responses to individual notes was the same across notes, whether they were in Stream A 
or in Stream B. 
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While selective attention was deployed during the task, there was no systematic 
relationship between the strength of attentional modulation of notes in a stream and how 
well listeners performed when attending that stream. Similarly, across individual subjects 
there was no consistent relationship in the strength of the AMI; intra-subject differences 
in the strength of attentional modulation to notes in Stream A and Stream B were similar 
to intra-subject differences in attentional modulation. These results contrast with previous 
studies from our lab in which individual differences in the strength of attentional 
modulation were related to performance and were consistent across various stimulus 
conditions (Choi et al., 2014).  
We believe one key difference between the previous task and the current task is 
that it was hard to segregate the competing melodic streams in the prior study. Here, we 
used only two, rather than three competing streams; moreover, the spatial separation here 
was large (1352 µs difference between the two streams’ ITDs), whereas it was very 
modest in the prior experiment (100 µs difference in ITD between the adjacent streams). 
Because there were only two streams that were far apart, it was likely easy to direct 
attention to the desired stream here; listeners may have had to expend less effort to 
achieve suppression of the distracting stream than in the previous study.  
Another key difference between the current results and those of the previous task 
is that the other study required listeners to judge the direction of pitch changes within the 
target stream while ignoring ongoing pitch changes in the distracting streams. Here, as 
noted above, the listeners only had to count deviants; there were no pitch variations in the 
distracting stream. Novel and unexpected events are salient compared to expected events; 
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they tend to draw attention exogenously and produce bigger-than-normal neural 
responses. By including unpredictable deviants note patterns in the distractor, the 
previous task made it harder to maintain focus on the ongoing target stream. Top-down 
control of attention seems to have directly determined performance in that task. In turn, 
listeners seem to have focused attention as “strongly” as they could to perform as well as 
possible. Because attentional focus was not critical here, the strength of the neural 
modulation appears to be noisy, rather than reflecting differences in ability. This idea is 
consistent with the fact that although the AMI was generally positive, inter-subject 
differences in the AMI were not robust, differing between trials in which listeners 
attended to Stream A vs. trials in which they attended to Stream B. 
2.3.4.2 Attention did not affect the envelope following response  
Some studies suggest that auditory brainstem responses are modulated by 
attention (Coffey et al., 2016; Galbraith and Arroyo, 1993; Galbraith et al., 2003; 
Hackley et al., 1990; Lehmann and Schönwiesner, 2014). Similarly, a recently published 
study concluded that top-down control influences the distortion product otoacoustic 
emission (DPOAE) (Wittekindt et al., 2014). However, in our lab, we have not found a 
significant effect of selective auditory attention on the EFR; indeed, using a Bayesian 
analysis, we previously concluded that any attentional effects on the EFR must be small 
in magnitude (Varghese et al., 2015). In reviewing other studies, we see some evidence 
that attention to non-auditory stimuli can affect EFRs in response to sound, but no strong 
evidence that the EFR strength to a particular note depends on whether listeners are 
attending to it or ignoring it in favor of a different sound (Varghese et al., 2015). 
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Consistent with this view, here we found no significant effects of attention on the 
strength of the EFR for either stream. This negative result should not be taken as proof 
that neural responses in the brainstem are unaffected by top-down signals related to 
attention. Instead, this lack of effect only allows us to conclude that the EFR metric we 
use (a coarse measure that depends upon a sum of an enormous number of distant 
electrical sources in the brain) is not sensitive to any effects of attentional modulation that 
may be present in the brainstem.  
2.3.4.3 Individual differences in sensory coding determined performance 
While attentional modulation was similar for the two streams, performance was 
better for Stream B than for Stream A. By design, roughly half of its components in the 
notes of Stream B were not masked by Stream A, while all but the fundamental of the 
notes in Stream A overlapped in spectrum with Stream B. In other words, performance 
was better for the less-masked stream than the stream that was more fully masked. In 
addition, for both Stream A and Stream B, an individual’s performance was inversely 
proportional to the PLV ratio, which is a measure that should reflect differences in the 
strength of subcortical coding. Unlike some past studies, even though attention 
modulated the representations of Stream A and Stream B, the strength of this cortical 
effect was unrelated to performance. Together, all of these results support the idea that 
individual differences in the fidelity of the low-level sensory representation limited 
performance on this task. Indeed, the individual differences that we observe may well 
reflect differences in the number of auditory nerve fibers and the degree of hidden 
hearing loss, similar to what we have observed in a number of other recent studies of 
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individual differences in hearing ability amongst listeners with normal hearing thresholds 
(Bharadwaj et al., 2015; Bharadwaj et al., 2014; Ruggles et al., 2011, 2012). 
2.3.4.4 Brainstem responses were not particularly strong for these stimuli  
There were systematic relationships between the PLV ratio to notes in a stream 
and how well listeners performed when counting pitch deviants in that stream. Despite 
this, the PLVs that we measured were not particularly strong compared to in other 
studies. Looking at the stimuli themselves, this is not particularly surprising. The 
stimulus parameters were not optimized to elicit a strong EFR: each epoch was very 
brief, reducing the SNR in the computed EFRs. Noise in the EFR measurement tends to 
be inversely proportional to frequency, and we chose rather low fundamental frequencies 
for the notes we used to elicit EFRs. Even so, the PLV ratio successfully captures 
individual differences in sensory coding strength.  To enhance sensitivity to these 
individual differences, in Experiment II we changed the stimuli to try to improve the 
SNR in the EFRs we measured. 
2.4 Experiment II 
Experiment II was designed to be similar in structure to Experiment I, but to 
reveal individual differences in the ability to focus attention. To achieve this, we adapted 
a “melody contour” identification task that we have previously used to study selective 
auditory attention (see Choi et al., 2014; the current task is described fully below). As 
discussed above, this previous task produced consistent individual differences in the 
ability to focus selective auditory attention, and these differences were related to how 
well listeners could identify the melody contour of the target stream. 
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Some key differences between Experiment I and this adapted task are summarized 
here. We made it harder to focus attention on the stream of interest by 1) creating a sound 
mixture of three competing streams rather than two by adding a distractor (Stream C) that 
was presented diotically, 2) decreasing the interaural time differences used to lateralize 
Stream A and Stream B, so that the spatial cues defining the target were more subtle than 
in Experiment I, and 3) having each of the competing streams contain changes in pitch, 
rather than having pitch changes only occur in the target stream, to ensure that listeners 
had to concentrate on important pitch changes and block out unimportant pitch changes. 
All of these changes increased the need to focus attention on the target in order to make 
sense of its content.  
We made some other changes to increase the SNR in the measured EFRs. In 
particular, we increased the duration of individual notes in the streams and increased the 
F0 of the notes used to measure EFRs. By using longer analysis epochs, each note 
included more cycles of the fundamental frequency, producing a less noisy estimate of 
the brainstem response phase. Increasing the F0 also should also increase the SNR of the 
EFR. Given that we did not find any effects of attentional modulation on EFRs in 
Experiment I (consistent with previous reports; e.g., Varghese et al., 2015), we did not 
design Experiment II to test for any such effect. 
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2.4.1 Materials and Methods 
2.4.1.1 Subjects 
Sixteen subjects were recruited. One failed the screening (see below); the other 
fifteen (9 males, 6 females, aged 18–35) completed the experiment. 
2.4.1.2 Stimuli 
Figure 2.7 illustrates the auditory stimuli used in Experiment II. Each trial 
presented potential target Streams A and B, and a distractor, Stream C. Stream C always 
started first. This distractor stream was made up of a sequence of 4 tones each of duration 
939 ms, separated by an ISI of 959 ms. Stream A, which started 490 ms after Stream C, 
contained 5 tones of duration 644 ms, separated by an ISI of 664 ms. Stream B started 
200 ms after Stream A, and contained 4 complex tones of duration 748 ms, separated by 
ISI of 768 ms. We used longer note durations here in order to increase the SNR of the 
EFRs compared to in Experiment I. 
All tones in all streams were gated on and off with cosine-squared ramps (onsets: 
10-ms duration; offsets: 100-ms duration) to reduce spectral splatter. Longer offset ramps 
were used (compared to Experiment I) to minimize offset ERPs that could interfere with 
the onset ERPs to subsequent notes, which can otherwise be prominent for longer-
duration notes like those used here. 
Each of the three streams formed simple two-note melodies of low (L) and high 
(H) notes. The L and H fundamental frequencies differed for the three streams, and were 
set to 113 Hz and 115 Hz for Stream A, 191 Hz and 194 Hz for Stream B, and 399 Hz  
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Figure 2.7. (A). Power spectrum of the auditory streams in Experiment II. Tones in 
Stream A were wholly masked by tones in Stream B, but not vice versa. (B). Sample 
schematic of auditory stimuli in Experiment II. In addition to two potential target 
streams, there is a third Stream C that is always a distractor. All three streams comprise 
simple two-note melodies. Listeners must identify the shape of the melody contour of the 
target stream. 
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and 411 Hz for Stream C. These differences correspond to pitch shifts of 0.3 semitones 
for Streams A and B, and 0.5 semitones for Stream C. On each trial, each of the streams 
was randomly chosen to have a melody contour that was ascending, descending, or 
zigzagging, with equal likelihood (1/3 each). The contours of the three melodies were 
chosen independently within each trial. If the contour of a given stream was ascending, it 
started with an L note; if it was descending, it started with an H note, and if it was 
zigzagging, it could start with either an L or an H note (with equal likelihood). For 
ascending and descending sequences, the melody changed to the other value (H or L, 
respectively) at some random point later in the sequence, and all subsequent notes 
repeated that value (e.g., valid five-note ascending sequences include LLLHH and 
LLLLH). For zigzagging melodies, at some point at least two notes from the end of the 
melody, the note value changed from the starting note value to the other value. In order to 
ensure that listeners had to maintain attention on the target stream throughout the 
sequence, zigzagging melodies always changed back to the original note value only for 
the final note of the melody (e.g., LLHHL, HLLLH, and HHHLH are valid five-note 
zigzagging sequences).  
Finally, EFRs were measured using the low notes in Stream A and the high notes 
in Stream B. In order to ensure that the melodies contained a large number of these 
“standard” notes, of all the possible random melodies, we biased the selection to choose 
relatively more Stream A melodies that had many low notes and Stream B melodies that 
had high notes; however, we ensured that the likelihood of each type of melody was 1/3.  
Because Stream C notes only contained the lowest three harmonics of their 
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fundamental, Stream C did not mask any frequencies above 1500 Hz (see Figure 2.7A). 
As a result, as in Experiment I, the mid and upper harmonics of the notes in Stream B 
were not masked by any of the other sounds in the mixture, but the mid and upper 
harmonics of the notes in Stream A were masked by the spectral content of notes in 
Stream B. 
Stream C was always played diotically, so that it appeared to come from midline. Stream 
A and Stream B were simulated from different hemifields using rather modest ITDs of 
±143 µs. Which stream was in which hemifield was chosen randomly on each trial. 
2.4.1.3 Task design 
Each subject first performed training runs to teach them how to name 
“ascending,” “descending,” and “zigzagging” melodies. Each of the training runs 
consisted of 12 trials. Each training run presented a single stream (either a four-note 
example of Stream A or a five-note example of Stream B, chosen randomly from trial to 
trial). Subjects were asked to indicate the perceived melody contour using number keys: 1 
for ascending, 2 for descending, and 3 for zigzagging. The chance performance correct 
rate is 33.3%.  After the response period, the fixation dot changed color to indicate 
whether the reported contour was correct (blue dot) or not (red dot). Each subject 
performed training runs until they achieved 11 correct responses in a 12-trial run. One of 
the subjects failed to achieve this criterion by the end of nine training runs and was 
excused from the study. The remaining 15 subjects achieved the criterion after 1-7 runs 
(mean 2.53 runs, standard deviation 1.8 runs).  
Following training, each subject performed test blocks of 40 trials each in which 
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Streams A, B, and C were presented simultaneously. Within each block, Stream A was 
the target stream for 20 trials and Stream B was the target stream in the other 20 trials. 
Although Stream C always came from in front, and thus never served as the target, 
subjects were never explicitly informed of this detail. Trials were presented in a different 
random order for each subject. Each subject performed 12 blocks for a total of 480 trials 
(240 with Stream A as the target and 240 with Stream B as the target). As in the training 
runs, subjects used number keys to indicate the target contour and received feedback after 
the response period. 
2.4.2 Data analyses 
2.4.2.1 Behavior  
Percent correct responses were calculated separately when the target stream was 
Stream A and when it was Stream B. These values were computed independently for 
each subject, averaging across trials in the test blocks.  
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2.4.2.2 ERP measurement 
We computed 𝑀",$7889$:9: and 𝑀",$;<$&=9: for notes 2-5 (Stream A) and notes 2-4 
(Stream B) for each subject.  We averaged these magnitudes over notes to summarize the 
strength of the attentional modulation for each subject (𝐴𝑀𝐼"). 
2.4.2.3 Subcortical measurement 
As described above, we biased our selection of melodies to ensure we had a sufficiently 
large number of “standard” notes from which to estimate the EFR for each subject. 
Across all trials, the mean number of low notes in Stream A melodies was 3.0 (average of 
1459 high notes or roughly 730 high notes in each polarity for each subject), while the 
mean number of high notes in Stream B was 2.4 (average of 1133 high notes or roughly 
566 high notes in each polarity for each subject). Each of these notes was treated as a 
separate epoch; we computed PLVs from these distributions. 
2.4.3 Results 
2.4.3.1 Behavior 
The mean percentage of correct responses was 81.19% when listeners attended to 
Stream A (45.83%–97.92%; standard deviation: 13.68%) and 82.92% when they attended 
to Stream B (range: 47.08%–97.92%; standard deviation: 14.88%). Although individual 
differences were large, there was not a significant main effect of attention condition 
[F(1,14)=1.45, p=0.25]. 
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2.4.3.2 Cortical responses  
Figure 2.8 shows the averaged P1–N1 magnitudes of onset ERPs for all but the 
first notes in each of Stream A and Stream B. As in Experiment I, top-down control 
modulated the P1-N1 magnitude, with a larger magnitude for note onsets in a stream 
when listeners attended to that stream compared to when they attended to the competing 
stream (green bars are higher than corresponding gray bars in Figure 2.8). Also as in 
Experiment I, the overall magnitude of the response varied with the temporal position of 
the notes in each stream. Unlike in Experiment I, the strength of attentional modulation 
seemed to be larger for the final note in Stream A than for the other notes. These 
observations were supported by a multi-way ANOVA with main effects of attention 
condition (attended / ignored), temporal position of notes, and stream (A or B). As in 
Experiment I, there were significant main effects of both attention condition 
[F(1,182)=35.039, p<0.01] and temporal position [F(5,182)=4.560, p<0.01]. In addition, 
however, there was a significant interaction between attention and temporal position 
[F(5,182)=3.606, p<0.01]. Post-hoc interaction analyses confirmed that this interaction 
arose because attention had a larger effect on the last tone of Stream A than all other 
notes except for the last tone of Stream B2 (chi square test; p-value adjustment method: 
Holm’s method; alpha level at 0.05). Neither the main effect of auditory stream 
[F(1,182)=2.128, p=0.15] nor the interaction of stream and attention condition 
[F(1,182)=2.176, p=0.14] reached significance. These results suggest that the strength of 
attentional modulation was similar across all notes in both streams, with the exception of 
the final note in the stream, where attentional modulation tended to be stronger.  
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Figure 2.8. Attentional modulation effects on the P1–N1 peak-to-peak magnitudes in 
Experiment II. Each note (except the initial note) is analyzed for Stream A (left) and 
Stream B (right). Green bars represent response magnitudes when the corresponding 
stream is attended and gray bars when that stream is ignored. Error bars indicate the 
standard error of the mean across subjects. Main effects of attention and note position 
were statistically significant, as was there interaction (as denoted in the legend).   
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Figure 2.9 plots the average AMIs for Stream A versus Stream B for each subject. 
As in Experiment I, the points almost all fall in the upper right quadrant (positive AMI 
for both streams); the AMI is significantly greater than zero for both Stream A and 
Stream B (Wilcoxon signed rank test, p < 0.01, signed rank = 3 for Stream A and 0 for 
Stream B). At the group level, AMIs were similar for Stream A (mean=0.172, standard 
deviation=0.126) and Stream B (mean=0.174, standard deviation=0.106); repeated-
measures ANOVA finds no effect of condition [F(1,14)=0.005, p = 0.95]. Unlike in 
Experiment I, here, the AMI is strongly correlated for Stream A and Stream B (Pearson’s 
r=0.784, p<0.01), showing that the inter-subject differences in attentional modulation are 
consistent. Indeed, data in Figure 2.9 falls along the diagonal line, showing that the 
strength of attentional modulation is equal for Stream A and Stream B on an individual 
basis, and that individual differences are large compared to the differences between the 
strength of attentional modulation for notes in Stream A and notes in Stream B. 
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Figure 2.9. Scatterplot of the attentional modulation index (AMI) for Stream A versus 
Stream B for each subject in Experiment II. Values generally fall in the top right quadrant 
(positive for both streams). Moreover, across subjects, the AMI for Stream A and the 
AMI for Stream B are strongly correlated. 
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2.4.3.3 Envelope following responses  
We did not design the stimuli in Experiment II to allow a direct evaluation of the 
effect of top-down attention on the EFR, as discussed above. Raw EFRs from the 
standard notes in Streams A and B are shown in Figure 2.10. The PLVs are larger than in 
Experiment I, consistent with the changes in the stimuli (longer note, higher F0s). For the 
majority of subjects, the magnitude of the EFR to notes in Stream A is smaller than the 
magnitude of the EFR to the notes in Stream B. 
2.4.3.4 Relationships between behavior and physiological measures 
Figure 2.11 shows the correlations between behavior performance, AMI, and PLV 
ratio between Stream A and Stream B in Experiment II. Performance for both Stream A 
and Stream B was significantly correlated with the PLV ratio (Pearson’s r=-0.763, p<0.01 
for Stream A and Pearson’s r=-0.761, p<0.01 for Stream B). Thus, listener performance 
was related to how well the brainstem encoded temporal features, just as in Experiment I. 
It is worth noting, however, that there are two “bad” subjects with very large PLV ratios 
and with relatively poor performance, and that these two data points contribute strongly 
to this significant correlation. When these data points are left out, the correlation does not 
reach significance; still, these results suggest that for listeners who have very poor 
subcortical coding, performance on a selective attention task can fail. Unlike in 
Experiment I, behavioral performance for Stream A was significantly correlated with 
attentional modulation of cortical responses (Pearson’s r=0.787, p<0.01); moreover, the 
PLV Ratio and AMI for Stream A were also significantly correlated (Pearson’s r=-0.654, 
p<0.01). This was not the case for the higher-pitched stream Stream B; performance was  
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Figure 2.10. PLVs of brainstem envelope following responses from standard tones in 
Stream A, which was spectrally fully masked (left), and Stream B, which was only 
partially masked (right) in Experiment II. Connected points show results for individual 
subjects. Box plots denote the median (center), 25th, and 75th percentiles. 
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Figure 2.11. Scatterplots of individual subject results in Experiment II for notes in 
Stream A (top) and Stream B (bottom). White panels show pairs of measurements for 
which individual results show a significant correlation, while gray panels show 
measurement pairs for which there is not a statistically significant correlation. For both 
streams, the PLV ratio correlates with the behavioral performance. For Stream A, 
performance is significantly correlated with performance, but not for Stream B. Similarly, 
for Stream A, the PLV ratio is significantly correlated with the AMI, but not for Stream 
B. 
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not correlated with attentional modulation (Pearson’s r=0.335, p=0.22) and the PLV ratio 
was not significantly correlated with the AMI (Pearson’s r=-0.430, p=0.11). 
We applied multiple linear regression models to further investigate these 
relationships. A model of behavioral performance including both the AMI and the PLV 
ratio accounted for significant variance in individual ability [F(2,12)=16.050, 
p<0.01,R2=0.728, betas: [intercept AMI PLVR]=[80.39 54.89 -3.57] for Stream A; 
F(2,12)=8.240, p<0.01, R2=0.579, betas: [intercept AMI PLVR]=[99.03 1.44 -6.77] for 
Stream B]. For both Stream A and Stream B, a model that removed the dependence on 
subcortical coding fidelity (by dropping the PLV ratio term) resulted in a significantly 
worse fit (with larger AIC) to the results [F(1,12)=6.409, p=0.03 for Stream A; 
F(1,12)=13.275, p<0.01 for Stream B]. This confirms that, for both streams, accounting 
for the fidelity of peripheral coding improved predictions of how well a listener 
performed on the selective attention task. In contrast, performance when listeners 
attended to Stream B was fit equally well by the full model and a model that removed the 
dependence on attentional modulation (dropping the AMI term; F(1,12)=0.002, p=0.96]. 
Thus, the most parsimonious model of individual performance for Stream B, whose high-
frequency content was not masked, depends only on sensory coding fidelity in the 
brainstem. In contrast, when considering performance when listeners attended to Stream 
A, the full model was significantly better (with smaller AIC) than the model that did not 
include the AMI [F(1,12)=4.755, p=0.05]. This confirms that the strength of attentional 
modulation accounts for differences in individual performance above and beyond the 
variance accounted for the fidelity of subcortical coding.  
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2.4.4 Discussion 
2.4.4.1 Individual differences in sensory coding are related to task performance 
Like in Experiment I, individual differences in performance for both streams were 
correlated with the strength of the brainstem response (as summarized by the PLV ratio). 
Given that in both experiments, listeners had to process small pitch differences in notes 
within the target stream, this dependence makes sense. Unlike in Experiment I, in 
Experiment II performance was equally good whether listeners attended to the stream 
whose spectrum was fully masked (Stream A) or the stream whose upper harmonics were 
not masked (Stream B). Given that the amount of peripheral masking for the two streams 
differs, the fact that performance is equally good suggests that, although individual 
differences in coding fidelity impacted performance, they were not the only factor 
influencing individual performance.  
2.4.4.2 Attention affects cortical coding similarly strongly and similarly for the two 
streams 
Just as in Experiment I, we found strong attentional modulation of both Stream A 
and Stream B, confirming that listeners deployed selective attention to perform the task. 
On a group level, the strength of attentional modulation was the same for Stream A and 
Stream B. More importantly, on an individual basis, the strength of attentional 
modulation was essentially equal for the two streams.  
Listeners were cued as to which direction the target stream would come from, but 
until the streams began to play, they did not know whether the stream in the target 
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direction was Stream A or Stream B. Thus, it makes sense that the top-down effects of 
attention that allowed listeners to focus on the target stream at its start were similar for 
Stream A and Stream B; this helps explain why the physiological effects of attention on 
cortical coding was equal for the two streams.  
In Experiment I, the strength of attentional modulation on Stream A and Stream B 
was not consistent for individual subjects, even though there was no difference between 
the strength of attentional modulation at a group level. However, in Experiment I, 
attentional modulation was not as critical for performing the task: only the target 
contained deviants, there were only two streams, and the streams had very different ITDs. 
The consistency of the inter-subject differences in attentional modulation in Experiment 
II suggests that listeners did their best to attend to the target source and filter out the 
competing streams here, producing more consistent attentional modulation of cortical 
responses, which therefore more consistently reflected an individual’s ability to control 
top-down attention. 
2.4.4.3 Top-down attention effects are related to performance, at least for the 
masked stream 
For Stream A (the masked stream), the strength of attentional modulation 
correlated with both performance and with the strength of the subcortical coding fidelity. 
Neither of these relationships was significant for Stream B.   
At first glance, these results seem to suggest that for the stream that was spectrally 
masked (Stream A), the efficacy of attentional modulation is determined by the fidelity of 
sensory coding. For the fully masked Stream A (but not the only partially masked Stream 
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B), the fidelity of peripheral coding might determine how well the stream could be 
segregated from the sound mixture. Especially for the listeners with a weak sensory 
representation, segregation might fail, which would in turn interfere with the ability to 
modulate sensory responses based on attention. Yet, if this were the full explanation, one 
might expect the strength of attentional modulation to be stronger for Stream B than 
Stream A. Instead, the AMI was equal for the two streams. Moreover, our regression 
analysis shows that for fully masked Stream A, both the peripheral coding strength and 
the strength of attentional modulation contribute independently to fitting performance. 
Thus, the individual differences in attentional modulation for Stream A are affected by 
peripheral coding fidelity, but there are additional more central individual differences that 
also affect performance. 
Top-down attention is equally strong for both streams. Yet, while the efficacy of 
top-down attention affects performance for Stream A, we do not see a statistically 
significant relationship between top-down attentional modulation and performance for 
Stream B. One might try to reason that this is because Stream B, whose upper harmonics 
are not masked, is easier to analyze than the masked stream, even when top-down 
attention fails. Of course, if this were the right explanation, one would expect 
performance to be better overall for Stream B than for Stream A, which was not the case.  
Ultimately, the failure to see a relationship between the strength of attentional modulation 
and performance for Stream B on an individual level may simply be due to a lack of 
statistical power. Indeed, the AMI for Stream B is estimated from only three notes, rather 
than four (for Stream A). We see significant correlations between all pairs of 
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performance, the PLV ratio, and the AMI for Stream A. For Stream B, we find only a 
significant correlation between performance and the PLV ratio; we do not find any 
relationship between the AMI and either performance or the PLV ratio. Thus, estimates 
of the strength of the AMI for Stream B may be noisy at the level of the individual 
subject.  
Still, compared to Experiment I, in Experiment II individual differences in the 
strength of top-down attention are more consistent (correlated significantly for Stream A 
and Stream B). Furthermore, at least for Stream A, there is a significant relationship 
between the physiological measure of top-down attentional strength and performance. 
2.4.4.4 The strength of attentional modulation is greater for the final note than 
earlier notes 
The strength of attentional modulation varied significantly with the temporal 
position of a note in the stream in Experiment II. Post hoc analysis showed that attention 
had a stronger effect on the final note of Stream A than on all other notes except for the 
final note of Stream B. In Experiment I, although the strength of the neural response 
varied from note to note, all notes were equally affected by attentional focus. 
One key factor for this difference may be in the design of Experiment II. In this 
experiment, we ensured that listeners had to maintain focus to the end of each stream by 
guaranteeing that, when a stream was “zigzagging,” the final change in pitch happened 
between the penultimate and final notes. In contrast, in Experiment I, we did not 
guarantee that listeners had to listen to the end of each stream in order to know the 
correct answer (the count of the number of deviants in the target). Moreover, because no 
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deviants occurred in the distractor stream in Experiment I, attention was not, itself, as 
critical for performing the task. Given this, we may see dynamic effects of sustaining 
attention in Experiment II that were not evident in Experiment I. 
Sustaining attention to a stream has previously been shown to improve the 
selectivity of auditory attention through time, both when attention is directed to spatial 
location, as here (Best et al., 2008; Best et al., 2010), and when attention is directed to the 
non-spatial attribute of talker gender (Bressler et al., 2014). The current results may 
simply reflect the same kind of improvement in attentional focus through time; 
attentional focus may be growing stronger from note to note throughout the streams, but 
the effect may only reach statistical significance for the final note in Stream A. 
However, there is an alternative explanation for the increase in the strength of 
attentional modulation on the final note. Because of the task design, the amount of 
information that listeners glean from listening to the final note of the target stream is 
greater than the amount of information they get from any other note in the stream. Thus, 
it may be that the “amount” of attention that listeners deployed varies with how important 
a particular note is for the task. For instance, brain activity “entrains” to ensure that 
coding of key events at expected times (e.g., see Riecke et al., 2015).  
The current results cannot differentiate between the possibility that sustained 
attention to an ongoing stream grows in strength through time and the possibility that top-
down attentional effort changes dynamically based on task demands. Moreover, these 
two possibilities are not mutually exclusive. Further experiments on the dynamics of 
auditory attention could help elucidate how these factors contribute to performance. 
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2.5 Overall Summary 
Experiment I used a simple two-source mixture of streams that were very far apart 
in space. Listeners had to simply count pitch deviants in a target and there were no pitch 
deviants in the competing stream. Even though one might not think that attention was 
critical for this task, the focus of attention changed the neural representation of the 
auditory scene, leading to weaker cortical responses to a stream when it was a distractor 
relative to when it was the target. Individual differences in ability were related to 
individual differences in subcortical coding. However, performance was not significantly 
correlated to the strength of attentional modulation. 
Experiment II used a three-source mixture of streams that were separated by small 
spatial cue differences. Moreover, the distracting streams contained changes in pitch from 
note to note, making them salient and increasing the need to suppress them in order to 
make sense of the target stream. As in Experiment I, individual differences in 
performance were related to individual differences in subcortical coding. However, 
unlike in Experiment I, we found large and consistent inter-subject differences in the 
strength of attentional modulation, suggesting that subjects did their best to suppress the 
competing sounds, rather than only loosely or inconsistently focusing attention. 
Moreover, how well listeners were able to identify a target melody contour was 
significantly correlated with how strongly attention modulated the cortical representation 
of the scene, at least for the stream that was spectrally masked.  
Together, these results show that in complex listening situations, where there are 
distracting sound sources, individual differences arise from multiple sources. Individual 
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differences in sensory coding can contribute to differences in ability, even amongst 
listeners with normal hearing thresholds. Such differences are consistent with hidden 
hearing loss: they manifest not just in differences in perceptual ability, but also in 
differences in the robustness of physiological measures of subcortical neural responses. 
On the other hand, when top-down attention is important to filter out distracting sounds 
from a mixture, the efficacy of top-down attention also influences performance.  
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CHAPTER 3 
3. EFFECTS OF HEARING LOSS ON BEHAVIORAL AND PHYSIOLOGICAL 
MEASURES OF HUMAN SPATIAL SELECTIVE AUDITORY ATTENTION 
3.1 Introduction 
HI listeners generally have poor spatial acuity (see review in Colburn, 1982) and 
also show deficits in understanding speech from one direction when there is competing 
speech from other directions (Best et al., 2009; Glyde et al., 2013; Marrone et al., 2008). 
It seems logical that these problems are related, yet studies looking for relationships 
between spatial acuity and speech-in-noise performance have provided equivocal results. 
While some find such relationships (e.g., Strelcyk and Dau, 2009), others do not (Lőcsei 
et al., 2016). In addition, some recent studies suggest that other non-spatial problems 
explain poor performance of HI listeners on speech in-noise tasks (Best et al., 2016). We 
hypothesized that poor spatial acuity is directly related to problems when understanding 
speech amidst spatially separated competitors because it interferes with spatial selective 
auditory attention. To show that the problem is with selective attention, rather than due to 
the fact that understanding a degraded speech signal may be problematic for HI listeners, 
our main task was a spatial selective auditory attention task using non-speech melodies. 
Selective auditory attention depends on the formation of auditory objects (Bizley 
and Cohen, 2013; Kubovy and Van Valkenburg, 2001; Shinn-Cunningham, 2008; Shinn-
Cunningham and Best, 2008); without properly parsing a scene, the brain cannot suppress 
responses to unattended sounds. Object formation is driven by local spectro-temporal 
structures as well as the continuity over time of higher order features like pitch, timbre, 
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and spatial location (Shinn-Cunningham, 2017; Bregman, 1990; Darwin and Carlyon, 
1995). Selective attention to auditory objects is influenced by both top-down control and 
bottom-up salience (Shinn-Cunningham, 2017). Auditory attention operates as a form of 
sensory gain-control, enhancing the representation of an attended object and suppressing 
the representation of ignored objects (Choi et al., 2013; Hillyard et al., 1998; Woldorff et 
al., 1993). A number of recent studies have demonstrated that the modulation of auditory-
evoked responses by attention can be decoded from both EEG and 
magnetoencephalography (Ding and Simon, 2012; Mirkovic et al., 2016; O’Sullivan et 
al., 2015, 2017).  
In addition to having higher sound detection thresholds, listeners with 
sensorineural hearing impairment have reduced temporal and spectral acuity compared 
with normal hearing listeners. We (and others) have argued in the past that this loss of 
acuity may degrade the representation of local structure and the features upon which 
object formation is based, and thus might weaken or slow down object formation, 
interrupting selective attention (Shinn-Cunningham and Best, 2008). Although this is a 
compelling idea, there is little evidence directly showing that HI listeners suffer from 
impairments related to poor auditory object formation. 
Here, we used behavior and EEG to explore the efficacy of selective auditory 
attention in listeners with hearing loss. We used a previously published task in which 
listeners identify a simple melody presented simultaneously with two competing 
melodies at different spatial locations while concurrently measuring EEG (Choi et al., 
2013; Dai and Shinn-Cunningham, 2016). By design, early cortical responses to notes in 
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each stream are separable in time, allowing us to quantify how strongly attention 
modulates the neural representation of a sound mixture. We also tested sensitivity to 
ITDs, the spatial cue that allows listeners to focus attention in this task. We found that at 
the group level, HI listeners are less sensitive to ITDs, worse on the selective auditory 
attention task, and less able to modulate cortical responses with attentional focus than are 
NH listeners. Across individual listeners, performance on the selective attention task 
correlates both with ITD sensitivity and with the strength of attentional modulation of 
cortical responses. While in NH listeners, attentional modulation of neural responses 
increases robustly over the course of a stream, this increase in attentional focus is weak in 
HI listeners. These findings show that hearing loss is associated with poor spatial acuity, 
which likely interferes with the ability to filter out sound sources based on their location 
and ultimately contributes to communication difficulties that HI listeners face in common 
social settings. 
3.2 Materials and Methods 
3.2.1 Participants 
NH subjects had thresholds ≤ 20 dB HL at frequencies from 250 Hz to 8000 Hz 
for both ears. Initially, 27 NH listeners were recruited; however, two of these failed the 
screening test (see below); reported NH results are from the remaining 25 subjects (13 
males, 12 females, aged 20-52 years). HI subjects all had bilateral symmetrical 
sensorineural hearing loss, with pure tone thresholds ≥ 25 dB HL at one or more 
frequencies between 250 Hz and 8000 Hz and differences in thresholds across the two 
ears ≤ 20 dB at every frequency. Fifteen HI listeners participated in the study (8 males, 7 
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females, aged 20-59 years).  
Subjects gave informed consent as approved by the Boston University Charles 
River Campus Institutional Review Board. All subjects were compensated at an hourly 
rate, and were paid a $0.02 bonus for each correct response in the main task to encourage 
them to remain attentive.  
NH and HI groups did not differ significantly in age (two-sided Wilcoxon Rank 
Sum test; ranksum=329, p=0. 5651) or in general attention ability, assessed by 
performance on two visual tasks from the Test of Everyday Attention (Pearson, London, 
U.K.). Specifically, there was no significant difference between NH and HI groups on 
their scores in either the Map Searching Game p[t(38)= 0.5405, p= 0.5920 for 1-minute 
score; t(38)= 1.3111, p=0.1975 for 2-minute score] or the Visual Elevator Game [t(38)=  
-0.1562, p=0.8767 for correct number counted] using two-tailed unpaired t-tests. 
3.2.2 Equipment 
Subjects sat in a sound-treated booth with a PC keyboard and monitor. The PC 
controlled the experiment using Psychtoolbox 3 (Brainard, 1997) and MATLAB 
(Mathworks; Natick, MA). Control code generated triggers marking key event times. 
Auditory stimuli were generated in MATLAB using a sampling rate of 48.828 kHz 
except for the ITD threshold test, which used 97.656 kHz. Signals were presented 
through a TDT System 3 unit (Tucker-Davis Technologies, Alachua, FL) and ER-1 insert 
headphones (Etymotic, Elk Grove Village, IL). 
A BioSemi Active Two System (Amsterdam, The Netherlands) recorded EEG 
signals using a 4.096 kHz sampling rate using 32 active scalp electrodes in the standard 
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10/20 configuration. Two additional electrodes were placed on the mastoids. EEG 
recordings were re-referenced to the mean of the two mastoid electrodes. Synchronized 
triggers from the TDT system were recorded alongside EEG data, which was stored on 
the controlling PC. 
3.2.3 Auditory selective attention procedures 
In the auditory selective attention experiment, each trial consisted of three 
simultaneous, isochronous sequences of complex tones (“notes”; see Figure 3.1A). 
Sequences differed in repetition rate, so that EEG responses elicited by onsets of the 
notes were resolvable in time. Two of the three streams could be the target (the Leading 
Stream and the Lagging Stream) while the other stream was always to be ignored (the 
Distractor). The Distractor, which started first, was made up of 4 notes, each of duration 
919 ms, separated by an inter-stimulus (onset to onset) ISI of 959 ms. The Leading 
Stream started 490 ms after the Distractor and consisted five notes, each of duration of 
624 ms, separated by an ISI of 664 ms. The Lagging Stream started 200 ms after the 
Leading Stream and contained four notes of duration of 728 ms, separated by an ISI of 
768 ms. 
All notes were gated on and off with cosine-squared ramps (onsets: 10-ms 
duration; offsets: 100-ms duration) to reduce spectral splatter. Each note in the Leading 
and Lagging Streams consisted of the first 33 harmonics of some fundamental frequency, 
with equal amplitude, added in sine phase. Distractor tones were made up of the first 
three, equal-amplitude harmonics of their fundamentals added in sine phase. 
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Figure 3.1. Outline of the stimuli and procedures. (A). Each trial presented three 
isochronous streams, each making up a two-note melody. The Distractor Stream (4 notes) 
always began first, followed by the Leading Stream (five notes), followed by the Lagging 
Stream (four notes). (B). Each trial began with a fixation dot, followed by a visual cue, 
followed by the indicating the direction to attend in the upcoming auditory mixture. The 
three auditory streams were then presented from center and symmetrically on the left and 
right. Left and right streams either both had small or both had large ITDs. Listeners 
identified the target melodic contour and then were provided feedback.  
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 For NH subjects, tones were played at 70 dB SPL. Level was individually 
adjusted for HI listeners: starting from 70 dB SPL, an example stream was played at 
increasing levels (steps of 5 dB) until it was comfortably loud. Five of the 15 HI subjects 
settled on 75 dB SPL, while the remaining 10 selected 70 dB SPL. We measured absolute 
threshold for each listener for each stream, and verified it was at least 10 dB Sensation 
Level (SL). For the NH subjects, stream levels ranged from 50.00-61.00 dB SL (mean 
57.00 dB SL) for the Leading Stream, 48.33-60.00 dB SL (mean 56.60 dB SL) for the 
Lagging Stream, and 48.33-51.00 dB SL (mean 50.65 dB SL) for the Distractor. For the 
HI subjects, the levels were 10.67-53.33 dB SL (mean 33.49 dB SL) for the Leading 
Stream, 10.67-52.33 dB SL (mean 32.82 dB SL) for the Lagging Stream, and 12.00-51.00 
dB SL (mean 36.02 dB SL) for the Distractor. 
Each stream was a simple melody comprising low (L) and high (H) notes. L and 
H fundamental frequencies differed for each stream (Leading: 113.00 Hz 123.94 Hz; 
Lagging: 176.87 Hz and 194.00 Hz; Distractor: 275.96 Hz and 317.00 Hz), with pitch 
shifts of 1.6 semitones for Leading and Lagging Streams, and 2.4 semitones for the 
Distractor. On each trial, each stream was randomly and independently assigned a 
melody contour that was ascending, descending, or zigzagging (1/3 likelihood each). 
Ascending streams started with a L note, while descending streams started with a H note. 
Zigzagging streams could start with either note. For ascending and descending sequences, 
the melody changed value at some random point, and all subsequent tones repeated that 
value. For zigzagging melodies, at least two tones from the end of the melody, the note 
value changed; to ensure that listeners had to maintain attention on throughout the 
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sequence, zigzagging melodies changed back at the final note. 
The streams were simulated from three different locations using ITDs. One of the 
streams was always diotic while the other two were displaced symmetrically using either 
small (±205 µs) or large (±799 µs) ITDs, randomly for each trial. All combinations of 
small or large ITDs, Leading Stream or the Lagging Stream as the target, and different 
spatial configurations of the three streams were tested. 
Each trial started with a 1-s fixation dot, followed by a 1-s visual cue (see Figure 
3.1B): an arrowhead around the fixation dot, pointing either left, right, or upward to 
indicate target location (left, right, or center, respectively). After a 0.3-s quiet period, the 
3.8-s auditory stimulus was presented, followed by a 0.7-s silence. A circle then indicated 
the response period (1.5 s). Listeners were instructed to maintain eye gaze on the fixation 
dot, and to identify the target melody contour with a button press. The final button within 
the response time was the registered answer (no response was scored as incorrect). A 0.3 
s symbol provided feedback (green circle or red ex, respectively). The next trial began 
after a brief random pause (0-0.1 s). The chance performance correct rate is 33.3%.   
Before formal testing, each subject underwent training and screening to ensure that they 
could properly identify melodies in quiet. Initial training consisted of two 12-trial blocks 
of a single diotic stream (Leading Stream examples in the first block and Lagging Stream 
examples in the second block). Each subject then performed additional blocks until they 
achieved at least 8 of 12 correct for seven consecutive blocks. Two NH subjects failed to 
achieve this criterion and were excluded.  
After preliminary training and screening, each subject completed ten blocks of 48 
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trials of the main task (total of 480 trials). Each block consisted of two trials for each 
combination of ITD separation (small or large), target stream (Leading or Lagging), and 
spatial configuration (six different configurations), presented in random order. 
3.2.4 ITD threshold procedures 
ITD thresholds were measured adaptively for each subject with a three-down-one-
up tracking procedure, using a step size of 10.24 µs. Thresholds were measured in two 
blocks, one using a 113-Hz Leading Stream note, the other a 194-Hz Lagging Stream 
note. Each trial started with a 0.6-s fixation dot followed by a 1-s pause. Two notes, 
separated by 0.4 s, were then played. The first was either left or right with an ITD 
determined by the adaptive track, the second was diotic. Subjects reported whether the 
first note was left or right of the second by pressing 1 or 2 during the response period 
(denoted by a circle around the fixation dot).  After the response, feedback was provided 
by a 0.3 s long symbol over the fixation dot (green circle or red ex). ITD thresholds were 
estimated as the average of ITDs in the last six reversals of a total of nine. To qualify for 
the main experiment, thresholds for both targets had to be smaller than 205 µs (small 
ITD). No subject was rejected for failing to reach this criterion. 
3.2.5 Passive event-related potentials procedures 
We tested 7 of the subjects from the NH group (3 males, 4 females, aged 23-43 
years) in a passive EEG control experiment to explore whether ERP magnitudes depend 
on note ITD. Listeners heard 600 trials, each consisting of a single Distractor note (70 dB 
SPL; half L and half H). Notes were presented with ITDs of -799 µs, -205 µs, 799 µs and 
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205 µs (50 trials each for L and H) and 0 (100 trials each), for a total of 600 trials, in 
random order. The ISI randomly selected from a uniform distribution from 3.9 s and 4.0 
s. During the EEG recording, subjects watched a silent movie with subtitles and were 
asked to stay still and ignore the notes. 
3.2.6 EEG analysis 
Raw scalp-recorded EEG signals were first bandpass filtered from 1.8 to 50 Hz 
using a 6000-point FIR band-pass filter (least-squares brick-wall filter; firls.m in 
MATLAB). We calculated ERPs from responses on channel Cz (channel 32 in the 10/20 
system). Epochs were extracted from each raw trace, then bandpass filtered from 2-25 Hz 
using the eegfiltfft.m function in EEGLab toolbox (Delorme and Makeig 2004). Any trial 
epoch with a peak magnitude greater than 90 µV was rejected to remove artifacts 
(roughly 3% - 6% of trials were rejected). 
We used a bootstrap procedure to estimate evoked EEG responses. We took the 
average of 100 randomly chosen trial epochs, with replacement, chosen from the 
distribution of artifact-free responses for a given subject and condition. The final estimate 
was the mean of 200 repeats of this procedure. From these estimates, the N1 magnitude 
was estimated as the local minimum 90–220 ms after a note onset and the P1 magnitude 
as the local maximum 30–120 ms after the onset. The difference in these magnitudes was 
used to quantify the early neural response for each condition and subject. 
For each trial in the auditory selective attention experiment, epochs were defined 
from 3 s before to 6 s after the auditory stimulus onset was extracted. For the ITD 
threshold experiment, each trial epoch was defined as 0.5 s before to 1 s after the auditory 
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stimulus onset. For each subject, we calculated the ERP magnitudes separately for large 
ITD, a small ITD, and 0 ITD trials. 
3.2.7 Quantification of attention in the auditory selective attention experiment 
For the same stimulus, the P1-N1 magnitudes evoked by a note in a stream tended 
to be larger when listeners were attending to its stream than when they were attending to 
a different stream. We redefined the AMI for each note in each stream, for each listener 
and condition, as 
𝐴𝑀𝐼",:,$ = C8D,I,EFGGHEIHIAC8D,I,EJKELMHI@&=ik  (Equation 3.1) 
 
where l	is listener, s	is stream being analyzed (Leading or Lagging), d	is the ITD 
condition (small or large), and n	is the temporal position of the note (1-5 for Leading, 1-4 
for Lagging). The P1-N1 peak-to-peak magnitude is denoted by 𝑀𝑡l,",:,$%&'(", where focus 
indicates whether the stream was Attended or Ignored. The AMI is the difference in the 
P1-N1 magnitude when a stream was attended or ignored, normalized by𝑁𝑜𝑟𝑚l, the 
average P1-N1 magnitude for the first note of the Distractor, averaged across all trials. 
This normalization reduces inter-subject variability, which can be substantial. Because 
the first note of the Distractor is the first sound on each trial and heard alone, it tends to 
evoke the largest P1-N1 response, and thus is a proxy for the largest P1-N1 magnitude a 
given listener produces.  
After the first note, Distractor notes overlapped with other streams and tended to 
produce smaller ERPs. For these reasons, we separately analyzed responses to the first 
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note and the later notes of the Distractor. We divided responses according to the 
Distractor’s spatial location (diotic, small ITD, or large ITD) and the target stream 
location. We compared the P1-N1 peak-to-peak ERP magnitudes across conditions to 
analyze effects of attention on the Distractor. 
3.2.8 Statistical tests 
Correlation coefficients were evaluated by Pearson’s r or Spearman’s rho, as 
noted. Most factors were analyzed using single-factor ANOVAs and multi-way 
ANOVAs based on mixed-effects models (Baayen et al., 2008), implemented in R 
(Foundation for Statistical Computing). Subject related factors were treated as random 
effects. All other factors and interactions were treated as fixed-effect terms (although 
some factors were nested, precluding inclusion of some interaction terms). Post-hoc 
Tukey tests explored relationships between subgroups of factors using Holm’s method 
for p value adjustment. Some hypotheses were tested with two-tailed unpaired t-tests or 
Wilcoxon Ranked Sum tests, implemented in R. All data sets subjected to parametric 
statistical tests were checked for normality using the Kolmogorov–Smirnov test. 
3.3 Results 
In the main selective auditory attention task, a visual cue at the start of each trial 
told listeners to focus attention either on the left, center, or right melody in an upcoming 
sound mixture. The mixture contained three competing, rhythmically regular melodies 
(the Distractor Stream, Leading Stream, and Lagging Stream; see Figure 3.1A). The 
melodies started at different times and had different presentation rates, so that ERPs 
could be isolated in time. The first melody to begin, the Distractor Stream, was a four-
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note melody that never was from the cued direction (always was to be ignored). The 
remaining two melodies comprised five notes (the Leading Stream, which began 490 ms 
after the Distractor) and four notes (the Lagging Stream, which began 200 ms after the 
Leading Stream). In each trial, one of the melodies was randomly chosen to have an ITD 
of zero, while the other two melodies were randomly assigned symmetrical, lateral 
locations in opposite hemifields. The ITDs of the two lateral streams were either small 
(±205 µs) or large (±799 µs), to vary the task difficulty (see Figure 3.1B). Listeners were 
asked to report whether the melodic contour of the stream from the cued direction (the 
“target stream”, which was either the Leading or the Lagging Stream) was rising, falling, 
or zig-zagging. EEG was measured throughout the task. (See Methods for more details 
about the stimuli and procedures.) 
3.3.1 HI listeners perform poorly on a spatial selective attention task 
            All listeners are able to do the melody identification task in quiet with little 
trouble (see Methods). However, in the mixture case, NH listeners are better than HI 
listeners at reporting the melodic contour of the target (see Figure 3.2A). Both groups do 
worse with the small ITD than with the large ITD. These observations are supported by 
the results of a planned multiway ANOVA with factors of hearing status (NH vs. HI), 
ITD (small vs. large), and target stream (Leading vs. Lagging). Main effects of hearing 
status [F(1,37)=13.57, p<0.001 ] and ITD [F(1,74)=57.26, p<0.001] are significant, but 
not target stream [F(1,37)=0.0002, p=0.988]. The interaction between hearing status and 
target stream also reaches significance [F(1, 37)=6.028, p<0.019], but none of the other 
interactions do (p>0.05 for all other interactions). 
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Figure 3.2. Hearing impaired listeners performed worse in a spatial selective auditory 
attention task than normal hearing listeners. (A). Percent correct scores on the main 
attention task for both NH (left) and HI (right) listeners, with across-subject SDs. (B). 
The “Side Listening Advantage”, or difference in percent correct performance for the 
same spatial configuration when the target is on the side compared to when it is at 
midline, plotted as a function of average performance across target locations. Expected 
middle quartiles of the distribution from a 2nd -order polynomial curve fit are shown in 
gray.  
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To explore the interaction between hearing status and target stream, we conducted 
follow-up ANOVAs separately for NH and HI listeners, with factors of ITD and target 
stream. For NH listeners, performance is significantly worse for the Leading Stream than 
for the Lagging Stream [F(1, 23)=8.157, p=0.00894] and significantly worse for the small 
ITD than the large ITD [F(1, 46)=43.04, p<0.0001], but the interaction is not significant 
[F(1,46)=0.0681, p=0.795]. For HI listeners, there is no significant effect of target stream 
[F(1,14)=1.716, p=0.211], but performance is significantly worse for the small ITD than 
the large ITD [F(1,28)=15.63, p=0.00047]; their interaction is not significant 
[F(1,28)=0.0955, p=0.760].  
Across listeners, the ability to identify a stream’s contour is strongly correlated 
for the two ITD conditions (NH: r=0.9162, p<0.0001 for Leading, r=0.8836, p<0.0001 
for Lagging; HI: r=0.9756, p<0.0001 for Leading, r=0.9910, p<0.0001 for Lagging), so 
we averaged performance across the two ITD separations. Average performance for the 
Leading and Lagging Streams is correlated (NH: r=0.8949, p<0.0001; HI: r=0.8888, 
p<0.0001). We therefore used average performance across the four conditions to quantify 
individual ability on the main task in subsequent analyses. 
These analyses show that overall, hearing impairment interferes with selective 
auditory attention. Performance for both NH and HI listeners is better when the spatial 
separation between streams is larger. NH listeners are better at attending to and 
identifying the melodic contour for the higher-pitched Lagging Stream compared to the 
Leading Stream, but this is not the case for HI listeners. Within both NH and HI groups, 
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there are consistent individual differences in the ability to listen to one stream amidst 
similar, competing streams. 
3.3.2 Performance depends on the spatial focus of attention 
Listeners tend to do worse when the target stream is at midline compared to when 
it is to either the left or right. We did post hoc, paired two-sided t-tests, separately for NH 
and HI listeners, to test whether this tendency was statistically significant. For each 
condition and subject, we compared performance when the target was at midline to 
average performance when the target was to either side of midline. For both NH and HI 
listeners, performance is significantly lower when the target is diotic compared to when it 
is from the side [NH: t(99)=7.413, p<0.0001; HI: t(59)=3.408, p=0.0012]. 
Looking at the results in more detail, floor and ceiling effects influence the 
dependence of performance on the direction of attention. Some subjects in both groups 
perform nearly perfectly in some conditions, while in the hardest conditions, some of the 
worst HI listeners are near chance (33% correct), no matter what the target direction. For 
each listener in each of the four main conditions, we computed the difference between 
performance for a lateral target and for a central target, and looked at how this “side 
listening advantage” (SLA) varied with overall performance (see Figure 3.2B). We 
combined results for NH and HI listeners [(25+15) subjects x 4 conditions] and 
performed a second order polynomial fit, predicting the SLA from the average level of 
performance across target locations (grey region in Figure 3.2B shows expected range of 
50% of the data). This analysis shows that the SLA is limited by floor effects near the 
guessing limit (33%) and by ceiling as performance approaches 100%. Importantly, in the 
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midrange, the SLA is positive. In other words, when performance is not at floor or 
ceiling, listeners tend to perform better when listening for a lateral target compared to a 
central target. This plot also shows that performance for the HI listeners (cyan and 
magenta data points) spans from near chance to near perfect, while NH listeners (blue 
and red) all tend to perform well. 
3.3.3 HI listeners are relatively insensitive to interaural time differences 
Compared to HI listeners, NH listeners have lower (better) thresholds for 
detecting ITDs in both Leading Stream notes (18.4±8.6 µs vs. 38.2±15.8 µs) and Lagging 
Stream notes (28.5±16.3 µs vs. 73.3±62.0 µs), estimated using an adaptive procedure (see 
Methods). ITD thresholds for the Leading and the Lagging notes are strongly correlated 
(NH: r=0.7729, p<0.0001; HI: r=0.9563, p<0.0001); therefore, we averaged these 
thresholds together to summarize individual subject sensitivity to ITDs. Similar to the 
behavioral results, these results show that there are significant differences in ITD 
sensitivity between the NH and HI groups, as well as consistent inter-subject differences 
in sensitivity within each group. 
3.3.4 HI listeners show weak attentional modulation of neural responses 
From the EEG data collected during the main task, we redefined the AMI to 
quantify how the neural representation of Leading and Lagging Streams changes due to 
attentional focus. The AMI here is the normalized difference in the magnitude of ERPs 
evoked by notes when in an attended stream vs. when an ignored stream (see Methods).   
For both NH and HI listeners, the first note in the Leading and Lagging streams 
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shows no significant attentional modulation due to top-down focus (the distribution of is 
not significantly different from zero for either stream with either ITD; p>0.05, Wilcoxon 
Signed Rank Test). Given this, we quantified the strength of attentional modulation, 
overall, for each listener in each condition as the average of the AMIs of notes 2-5 for the 
Leading Stream and of notes 2-4 for the Lagging Stream. Across listeners, these average 
AMIs for large and small ITD conditions are correlated (NH subjects: r=0.7164, 
p<0.0001 for the Leading Stream and r=0.5904, p=0.0019 for the Lagging Stream; HI 
subjects: r=0.8787, p<0.0001 for the Leading Stream and r=0.6129, p=0.0151 for the 
Lagging Stream). After collapsing across ITD conditions, average AMIs for the Leading 
and Lagging Streams are correlated (NH: r=0.5219, p=0.0075; HI: r=0.6275, p=0.0123). 
Therefore, to quantify the strength of attentional modulation for each individual subject, 
we averaged the AMIs across all four conditions. Overall, these grand-average AMIs are 
significantly larger for NH than HI listeners (0.1141± 0.0778 vs. 0.0624±0.0784; 
t(38)=2.030, p=0.0494), showing that as a group, NH listeners are better at modulating 
the cortical representation of a sound mixture when they focus spatial selective auditory 
attention than are HI listeners. 
3.3.5 Attentional modulation increases across time for NH listeners 
The strength of attentional modulation tends to increase over the course of a 
stream for NH listeners. Specifically, for NH listeners the AMI increases with note 
position (Spearman’s rho reached statistical significance for all four combinations of 
Leading and Lagging Streams and small and large ITDs, see inserts within the panels of 
Figure 3.3); however, for HI listeners, the AMI correlation with note position only 
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reaches significance for the Lagging Stream, small ITD condition. To visualize these 
effects, Figure 3.3 plots the AMI of the first tone and the last tone in each of the four 
conditions, which were compared statistically using the Wilcoxon Ranked Sum test. For 
NH listeners, the AMI is always statistically greater for the final note than the initial note. 
However, for the HI listeners, the AMI is not significantly larger for the last note 
compared to the first note for any of the four conditions. 
3.3.6 Attention has no effect on neural responses to the first Distractor note 
The visual cue telling listeners where to focus attention in an upcoming trial 
occurs 1.3 s before the initial note of the Distractor Stream (the first sound in each trial). 
Previous work has shown preparatory neural activity once a listener knows where to 
attend but before the onset of an auditory target (Hill and Miller, 2010; Lee et al., 2012). 
We asked whether the visual cue for where to attend sets up a “spatial filter” that 
modulates the ERP evoked by the first note of the Distractor. Initial analysis showed that 
responses were roughly symmetrical, left/right, so we calculated the ERP magnitude 
evoked by the first note of the Distractor for different listening configurations (see Figure 
3.4A). 
Because the visual cue was “left”, “center”, or “right”, but did not indicate 
whether the target ITD would be small or large, the listener state was identical for small 
and large ITDs at the onset of a diotic Distractor, before the Leading and Lagging 
Streams began (leftmost bars in panels of Figure 3.4A); however, for lateral Distractors, 
the physical stimuli differed with ITD condition from the first note, leading to four 
additional configurations (see two rightmost bar pairs in the panels of Figure 3.4A). 
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Figure 3.3. NH, but not HI, listeners show a buildup of attention over the course of a 
trial. The Attentional Modulation Index (AMI) is plotted for the first and last notes for 
Leading (left) and Lagging (right) streams, with SDs across subjects. Within each panel, 
the insert gives the Spearman’s rho rank correlation  
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Figure 3.4. The first note of the Distractor Stream is not modulated by spatial focus of 
attention for either NH or HI listeners. (A). ERP magnitudes evoked by the first note of 
the Distractor in the main attention experiment are plotted for different spatial 
configurations, both for NH (left) and HI (right) listeners, with across-subject SDs. (B). 
ERP magnitudes for a subset of the NH listeners who completed a passive-listening 
control experiment, in a layout similar to (A). The passive-listening data are shown in 
green, alongside results from the main experiment for the same subset of listeners 
(included in A).  
		
88 
ERPs to the first Distractor note vary significantly with Distractor location. 
Specifically, 1-way ANOVAs, conducted separately for NH and HI listeners reveal a 
significant effect of Distractor ITD on the evoked ERP [NH: F(2,98)= 18.89, p<0.0001; 
HI: F(2,58)= 9.366, p=0.0003]. Post hoc Tukey tests showed that the ERPs were larger 
when the Distractor had a large ITD compared to when it was either zero or the small 
ITD, but no other differences were significant (NH: z=5.103 for large vs. zero ITD and 
z=5.212 for large vs. small ITD, both with p <0.0001; HI: z=3.534, p=0.0008 for large vs. 
zero ITD and z=3.723, p=0.0006 for large vs. small ITD). The ERPs for the zero ITD and 
small ITD Distractor did not differ significantly in either group (p>0.05). 
We reasoned that large-ITD Distractors may elicit a larger ERP than the other 
configurations either because of top-down attention effects, or due to differences in the 
ERP magnitudes evoked by notes with different ITDs. To test this second possibility, we 
did a post hoc, passive control experiment with 7 of our original NH listeners. Listeners  
watched a silent, subtitled movie and instructed to ignore individual notes with small and 
with large ITDs played in the background. The ERPs evoked in this passive case were 
statistically indistinguishable from those evoked by the same notes in the attention task 
(1-way ANOVAs testing for effect of attention yielded p>0.05 for all Distractor ITDs; 
see Figure 3.4B). These results thus show that there is no effect of attention on the first 
Distractor note, but that in quiet, notes with a large ITD elicit larger ERPs than the other 
notes. 
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3.3.7 HI listeners suppress a Distractor near the target only weakly 
In general, the ERPs evoked by later Distractor notes, which overlap temporally 
with the Leading and Lagging Streams, are smaller than first Distractor note ERP. To 
quantify the strength of the response to the late Distractor notes, we averaged ERP 
magnitudes across notes 2-4 (see Figure 3.5). Given that our control experiment showed 
that the size of the ERP elicited by the initial note varies with ITD, we did a multi-way 
ANOVA separately for each Distractor ITD, with main factors of hearing status (NH and 
HI) and direction of attention.  
When the Distractor is it at midline and attention is directed to a lateral target 
(leftmost bars in the panels in Figure 3.5), there is no significant difference between NH 
and HI listeners [F(1,38)=1.613, p=0.2118]. For the HI listeners, the ERPs to the central 
Distractor are slightly larger when attention is directed to a target with a small ITD vs. a 
large ITD; however, there is neither a statistically significant effect of direction of 
attention [F(1,38)=0.5749, p=0.4530], nor a significant interaction between hearing status 
and direction of attention [F(1,38)=1.700, p=0.2001]. 
For both small ITD and large ITD Distractors, ERPs are significantly smaller for 
NH than for HI subjects [main effect of hearing status: F(1,38)=8.221, p=0.0067 for 
small ITD; F(1,38)=6.714, p=0.0135 for large ITD], showing that NH listeners are 
overall more effective at suppressing the Distractor. The main effect of direction of 
attention is not significant for either of the Distractor locations [small ITD: 
F(1,38)=2.728, p=0.1068; large ITD: F(1,38)=3.998, p=0.0527]; however, in both cases, 
there is a significant interaction between hearing status and direction of attention  
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Figure 3.5. NH listeners are equally good at suppressing later Distractor notes, 
independent of the spatial configuration, but HI listeners suppress Distractor notes 
weakly when the target is close to the Distractor. The average ERP magnitude evoked by 
later notes of the Distractor are plotted for NH (upper) and HI (lower) listeners, with 
across-subject SDs.  
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[F(1,38)=6.894, p=0.0126 for small ITD; F(1,38)=6.918, p=0.0123 for large ITD]. Post 
hoc tests show that for NH listeners, the direction of attention has no impact on the 
Distractor ERP size for either of the Distractor locations [F(1,24)=0.1381, p=0.7134 for 
small ITD; F(1,24)=0.0011, p=0.9734 for large ITD]; however, for HI listeners, 
Distractor ERPs are larger when the target is at midline compared to when the target and 
Distractor are in opposite hemifields [F(1,14)=5.910, p=0.0291 for small ITD; 
F(1,14)=7.994, p=0.0134 for large ITD]. 
All of the late Distractor notes elicit roughly the same magnitude response in NH 
listeners, even though the size of the ERP to the initial Distractor note varies with ITD; 
for NH listeners, the late Distractor notes are suppressed equally well in all conditions. In 
contrast, HI listeners do not suppress the late Distractor notes with small and large ITDs 
as well as NH listeners; importantly, this suppression is especially weak when they attend 
to a target at midline (see two rightmost dyads of bars in the bottom of Figure 3.5). 
3.3.8 Performance is predicted by strength of attentional modulation 
Within both the NH and HI groups, behavioral performance correlated with both 
the AMI and the ITD threshold (Figure 3.6). This suggests that selective attention ability, 
the ability to steer attention to the auditory target, and spatial sensitivity are all intimately 
linked. We used a multi-regression linear model to fit the behavioral data using the AMI 
and the ITD threshold. We tested the model fit when dropping either the AMI or the ITD 
threshold. Dropping the AMI caused a significantly worse fit for both groups [F(1,22)= 
7.097, p=0.0142 for NH subjects; F(1,12)=11.66, p=0.0051 for HI subjects]; however, 
dropping the ITD threshold did not [F(1,22)=1.437, p=0.2433 for NH subjects; 
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F(1,12)=0.8652, p=0.3706 for HI subjects). These results are consistent with variance 
analysis, which showed that 23.24% and 47.55% of the variance in behavioral 
performance can be explained by the AMI in the NH and HI groups, respectively, but 
ITD threshold accounts for only 4.71% 3.53% of the variance. 
3.4 Discussion 
3.4.1 HI listeners have poor spatial acuity, poor spatial selective auditory attention, 
and weak attentional modulation 
NH listeners, as a group, demonstrate better spatial acuity, have better selective 
attention performance, and show larger changes in neural responses based on attentional 
focus than HI listeners. In addition to these group differences, on an individual level, 
behavioral differences correlate with both binaural acuity and with neural measures of 
attentional modulation. While these three measures are all inter-related, statistically, 
performance is better predicted by the strength of attentional control (the average AMI) 
than by binaural acuity; moreover, binaural acuity provides no additional information 
about performance after accounting for differences in the strength of attentional 
modulation.  
These results are similar to previous results in NH listeners showing that 
attentional modulation predicts individual performance on selective auditory attention 
tasks (Choi et al., 2014; Dai and Shinn-Cunningham, 2016; O’Sullivan et al., 2015). The 
relationship between attentional modulation and spatial acuity found in the current study 
suggests that spatial acuity determines how “selective” spatial attention can be, which 
then impacts how strongly sources from other locations are suppressed. If a listener has 
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Figure 3.6. For both NH and HI listeners, performance on the selective attention task 
correlates with both the strength of attentional modulation and with the spatial acuity of 
individual listeners. Scatterplots of overall performance for NH (top) and HI (bottom) 
listeners as a function of the overall strength of attentional modulation (left) and ITD 
threshold (right). Note that for the ITD thresholds, the x-axes are not the same for the NH 
and HI listeners. 
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hearing loss that produces poor spatial acuity, they will suppress interfering streams only 
weakly, making it harder for them to analyze the target. 
3.4.2 Effects of hearing loss depend on the experimental details 
Hearing loss is known to degrade performance on spatial selective auditory 
attention tasks using competing speech streams (Best et al., 2009; Glyde et al., 2013; 
Marrone et al., 2008). Here, we find similar results using a task in which listeners 
identified simple melodies in the presence of competing melodies from different lateral 
positions. Previous studies have also demonstrated that hearing loss is associated with 
poorer binaural acuity (Colburn, 1982), as we find. However, past efforts to document 
relationships amongst hearing status, binaural acuity, and spatial attention performance 
have met with mixed results: while some have found correlations amongst these measures 
(Strelcyk and Dau, 2009), the correspondence is not always clear (Lőcsei et al., 2016). 
Current results help to resolve these apparent discrepancies. Our EEG results 
show that HI listeners are poorer in suppressing a lateral Distractor when the target 
stream is at midline than when target and Distractor are farther apart in space. In contrast, 
our NH listeners are good at suppressing the Distractor for all Distractor locations, and 
regardless of its position relative to the target. Behaviorally, we see that both NI and HI 
listeners are generally poorer when a target is at midline compared to when it is to one 
side. However, the size of this “side listening Advantage” depends on the general level of 
performance, with little effect near floor or near ceiling. Together, these results are 
consistent with the idea that hearing loss, which produces poor spatial acuity, is 
associated with a “broader” attentional spatial filter. In turn, a broader spatial filter causes 
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weak segregation and suppression in some, but not all, listening conditions. For instance, 
if competing sound sources are separated by more than a listener’s “attentional beam 
width”, then spatial acuity will not predict performance, which will be good in general. 
Conversely, if competing sources are so close together that even the best listeners cannot 
resolve them, spatial acuity will also fail to predict performance. Given this logic, 
whether or not one finds a clear relationship between spatial acuity and the ability to 
understand speech amidst spatially separated competitors will depend on the exact spatial 
configurations and population of listeners tested. 
In the current study, the spatial separation between adjacent streams was either 
205 µs (small ITD) or 699 µs (large ITD). ITD thresholds in our NH group were all under 
50 µs, but ranged from under 50 µs to near 200 µs in our HI group (see Figure 3.6). As 
these thresholds are the smallest ITDs that can be reliably detected, they are undoubtedly 
smaller than the “width” of spatial attentional focus. Given that ITD discrimination 
thresholds for many of our HI listeners were of the same magnitude as the ITDs 
separating the competing sources, it is no surprise that many did quite poorly on the 
spatial selective attention task, with some even performing at chance levels. While none 
of our NH listeners were at chance performance, the small ITD separation was still small 
enough to produce perceptual interference for many listeners. Thus, because the small 
ITD separation tested here was “on the Edge” of what NH listeners can reliably use to 
focus attention, we find strong correlations between spatial acuity and performance. 
3.4.3 Attentional focus increases over time for NH, but not HI listeners 
A spatial cue directing a subject’s attention towards the location of an upcoming 
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visual target causes anticipatory modulation of responses in visual cortex, even before the 
visual target occurs (Couperus and Mangun, 2010; Hopfinger et al., 2000; Kastner et al., 
1999; Laberge et al., 2000; Munneke et al., 2011). Evidence of preparatory activity in 
anticipation of an upcoming target has been shown in previous auditory studies, as well 
(Hill and Miller, 2010; Lee et al., 2012). Such results suggest that responses evoked by a 
subsequent sound will be relatively strong when the incoming sound matches expected 
target attributes, and suppressed if there is a mismatch. In the current study, a visual cue 
for where to attend begins each trial. Yet, we find no evidence of spatially tuned 
suppression in the responses evoked by the leading tone of the Distractor (see Figure 3.4). 
Instead, the response to the first Distractor tone varies only with absolute spatial location, 
with lateral notes evoking stronger responses, as in previous reports (McEvoy et al., 
1993). This suggests that any top-down filtering is over-ridden by the Distractor onset, 
which is inherently salient. 
For NH listeners, we find that the strength of attentional modulation increases 
over time, reducing interference from competing streams with subsequent notes. This 
increase in suppression may be the neural correlate of the observation that the ability to 
analyze an attended speech stream improves over time in the presence of spatially 
separated distractors in NH listeners (Best et al., 2008; Ruggles and Shinn-Cunningham, 
2011). Such buildup likely reflects the gradual formation of auditory objects, which 
provides the substrate for selective attention (Bregman, 1990; Cusack et al., 2004). These 
results suggest that at the start of a trial, listeners roughly steer attention to the expected 
location of an upcoming target, and then refine their attentional focus once they begin to 
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hear the target. 
Importantly, for our HI listeners, selective attention strength increases weakly, if 
at all, over time. This failure to “build up” suppression is consistent with HI listeners 
having inadequate spatial resolution to separate the target content from interfering sound 
content: their focus of attention is so coarse, they cannot isolate enough of the target to 
refine attention further. 
3.4.4 Audibility likely plays a minor role in HI listener performance 
Some past studies have suggested that poorer audibility contributes to poorer 
performance by HI listeners in spatial selective auditory attention tasks (Best et al., 
2016). We set overall presentation levels to ensure the streams in our main task were 
clearly audible (see Methods); however, we did not provide any frequency-specific 
compensation for hearing loss. Thus, high-frequency components in the notes making up 
our streams were likely less clearly audible for many of our HI listeners than for our NH 
listeners. Still, given the close correspondence between ITD thresholds, the strength of 
attentional modulation of neural signals, and performance, we do not believe high-
frequency audibility was the primary limiting factor in this study. Differences in 
audibility, may, however, explain one minor difference between NH and HI listener 
results. Specifically, we found that NH listeners performed better for the higher-pitched, 
Lagging Stream than for the Leading Stream, as if the Lagging Stream was more salient 
and easier to attend. Our HI listeners did not show this effect, which may be because the 
inherent salience of the Lagging Stream was reduced by poor audibility of its high-
frequency components. Thus, although audibility may not be a key ingredient in 
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explaining current results, it no doubt impacts the relative importance of different 
frequency content in the sound mixture. 
3.4.5 Technologies that rely on EEG signatures of attention may face challenges in 
HI listeners 
There has been a recent surge of research showing that attentional focus can be 
decoded from neural signals (Ding and Simon, 2012; Mirkovic et al., 2016; O’Sullivan et 
al., 2015, 2017), but the vast majority of this research has been conducted on listeners 
with normal hearing. Our results complement those of one recent study showing that 
hearing loss negatively impacts cortical tracking of an attended speech stream in a two-
talker mixture (Petersen et al., 2017). Like this other study, we find that the EEG 
responses in HI listeners are less influenced by attentional focus than those in NH 
listeners. This observation has important implications for future technology development. 
Specifically, there has been increasing interest in developing hearing aids that incorporate 
EEG signals as an input to guide signal processing in complex scenes (Van Eyndhoven et 
al., 2017; Fiedler et al., 2017; Fuglsang et al., 2017; O’Sullivan et al., 2017). This 
approach relies upon hearing aid users effectively modulating their neural responses 
based on attentional focus for decoding algorithms to read out cognitive intent. 
Unfortunately, our results suggest that the very listeners who are most of need of help 
from such assistive listening devices have the weakest neural signatures of attention, 
making the problem of developing a useful “cognitively guided hearing aid” even more 
challenging.  
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CHAPTER 4 
4. EFFECTS OF AUDITORY NEUROPATHY AND SENSORINEURAL HEARING 
LOSS ON BRAINSTEM ENVELOPE CODING 
4.1 Introduction 
Sensorineural hearing loss associated with damage to the cochlea causes complex 
changes in hearing, including not only elevated thresholds, but also poorer frequency 
tuning (Florentine et al., 1980; Dubno and Schaefer, 1992; Moore, 1996; Hopkins and 
Moore, 2011), poorer temporal resolution (Tyler et al., 1982; Florentine and Buus, 1984; 
Moore, 1996; Reed et al., 2009), and reduced cochlear gain and compression (Moore, 
1996; Gorga et al., 1997; Oxenham and Bacon, 2003). As a consequence, sensorineural 
hearing loss causes perceptual deficits when judging pitch (Moore and Moore, 2003; 
Oxenham, 2008), using spatial cues (Moore, 1996), and understanding speech, especially 
in noise (Arehart et al., 2005; Oxenham, 2008).  
Although listeners with hearing impairment are less sensitive to most auditory 
cues than are normal-hearing listeners, a number of studies have reported that HI listeners 
have better-than-normal AM sensitivity (Moore et al., 1995; Moore and Glasberg, 2001; 
Lorenzi et al., 2006), particularly at low stimulus levels (Bacon and Gleitman, 1992). 
Indeed, a recent study with broad-band noise carriers found that HI listeners had 
modulation sensitivity that was 11% (2.2 dB) better than NH subjects for stimuli 
presented at similar levels (10 dB SL or 70 dB SPL, whichever was greater; Desloge et 
al., 2011). However, there is considerable variability across studies. One study presenting 
a broadband noise carrier at equal SPL found that HI listeners have weaker sensitivity 
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than NH listeners to a change of AM (Bacon and Viemeister, 1985). Another study using 
one-octave-wide noise carrier showed that for signals at equal SPL, HI listeners with 
unilateral cochlear hearing loss have temporal modulation transfer functions comparable 
to those of NH listeners (Moore et al., 1992). A follow-up study using sinusoidal carriers 
also found that NH listeners and HI individuals performed similarly for stimuli at the 
same absolute, relatively high sound level (around 80 dB SPL; Moore and Glasberg, 
2001). 
One goal of the current study is to address these apparent inconsistencies and to 
try to identify the conditions under which sensorineural hearing loss enhances AM 
sensitivity. We specifically hypothesize that the loss of compression in the cochlear 
input-output function can lead to enhanced AM detection, which will be most evident at 
relatively low sound input levels. 
Another factor that may contribute to the discrepant results in previous 
comparisons of NH and HI listeners is the large inter-subject variability in AM sensitivity 
amongst NH listeners. AM detection thresholds have been found to vary by up to 10 dB 
within the NH group over a wide range of modulation frequencies (Desloge et al., 2011). 
For studies with modest-sized subject groups, large within-group differences may lead to 
sampling error, which can lead to different conclusions in different studies. Therefore, the 
current study also explores inter-subject differences amongst NH listeners; specifically, 
we test the hypothesis that differences in the number of auditory nerve fibers (ANFs) 
conveying information to the brain help explain differences in AM sensitivity in listeners 
with normal cochlear-mechanical function.  
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In healthy, young adult listeners, the convergence of multiple, seemingly 
redundant ANFs assures precise temporal coding of both temporal fine structure and 
envelope information at subsequent stages of auditory processing (Joris et al., 1994a; 
Joris et al., 1994b; Oertel et al., 2000; Lopez-Poveda and Barrios, 2013). Such 
convergence leads to better temporal coding than is present in individual ANFs, which 
has perceptual consequences for speech perception (Zeng et al. 2005), spatial hearing 
(Blauert, 1997), auditory object formation (Shamma et al., 2011), and other higher-level 
perceptual processes.  
In animal studies, moderate noise exposure and aging both can lead to cochlear 
synapse death, known as cochlear synaptopathy. The loss of synapses eventually leads to 
death of the associated ANFs (Kujawa and Liberman, 2009; Makary et al., 2011; 
Sergeyenko et al., 2013). Surprisingly, a loss of as much as 90% of ANFs as does not 
necessarily lead to elevated hearing thresholds (Lobarinas et al., 2013), distinguishing 
pure synaptopathy from more traditional forms of sensorineural hearing loss.  In animal 
models, synaptopathy can be confirmed, post mortem, by assessing the reduction of 
ANFs in synaptopathic animals (e.g., Kujawa and Liberman, 2009; Kujawa, 2014; 
Kujawa and Liberman, 2015). Such studies show that synaptopathy can impair temporal 
processing and the ability to process signals in noise, even in the absence of elevated 
hearing thresholds (e.g., Hickox and Liberman, 2014; Lobarinas et al., 2016). 
Cochlear neuropathy seems to preferentially damage low-SR ANFs, which have 
relative high thresholds (Schmiedt et al., 1996; Kujawa and Liberman, 2009; Furman et 
al., 2013; Sergeyenko et al., 2013; Kujawa and Liberman, 2015). Because of their high 
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thresholds, low-SR ANFs do not begin to respond until inputs are at relatively high 
levels. At high levels, low-SR ANFs provide more robust AM coding and are more 
resistant to masking than are high-SR ANFs (Johnson, 1980; Costalupes, 1985; Joris and 
Yin, 1992). Thus, effects of synaptopathy are most likely to be observed in those 
conditions that emphasize contributions of low-SR ANFs to temporal coding, such as 
when sound is presented at supra-threshold levels (Bharadwaj et al., 2014; Kujawa, 2014; 
Kujawa and Liberman, 2015). 
In humans, only indirect observations are possible, making it difficult to prove 
that synaptopathy influences human perception. Still, indirect support for the presence of 
synaptopathy in human listeners with normal cochlear-mechanical function is mounting 
(Schaette and McAlpine, 2011; Plack et al., 2014; Bharadwaj et al., 2015; Mehraei et al., 
2016; Wojtczak et al., 2017). Especially convincing are studies showing physiological 
differences amongst NH listeners that relate to perceptual differences. For instance, 
perceptual sensitivity to precise timing information correlates with differences in 
physiological measures of brainstem coding measured using the EFR (Bharadwaj et al., 
2015; Mehraei et al., 2016). In addition, one recent study found that NH listeners with 
tinnitus show reduced middle-ear muscle reflexes (Wojtczak et al., 2017), which is 
thought to reflect the presence of synaptopathy (Valero et al., 2016).  These studies 
support the idea that cochlear neuropathy contributes to perceptual variability amongst 
NH listeners. 
Here, we compared sensitivity to AM in NH and HI listeners using a combination 
of behavioral, electrophysiological, and computational methods. We hypothesize that at 
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low stimulus presentation levels, HI listeners will be more sensitive to AM than NH 
listeners, evidenced by lower AM detection thresholds as well as stronger phase locking 
to AM in the brainstem. Within the NH listening cohort, we expect to see large inter-
subject variability in AM detection thresholds; moreover, in conditions that emphasize 
low-SR responses, we expect differences in brainstem coding strength to correlate with 
differences in perceptual ability. 
4.2 Human Experiments 
4.2.1 Materials and Methods 
4.2.1.1 Participants 
Participants included 10 listeners with moderate-to-severe bilateral symmetrical 
sensorineural hearing impairment (HI; 5 males, 5 females, aged 20-59 years). HI 
Listeners had pure-tone thresholds ≥ 35 dB HL at each standard audiometric frequency 
above 500 Hz. Interaural differences in thresholds were ≤ 20 dB at every tested 
frequency. Bone conduction threshold tests were utilized to ensure that the hearing loss 
was sensorineural. In addition, 26 listeners with normal hearing were recruited (NH; 12 
males, 14 females, aged 19 -52 years; thresholds ≤ 20 dB HL at all standard audiometric 
frequencies between 250 Hz and 8000 Hz for both ears).  
Subjects gave informed consent as approved by the Boston University Charles 
River Campus IRB. Subjects were compensated for their time. 
		
104 
4.2.1.2 General Procedures  
Subjects completed all experiments while in a sound-treated booth. Auditory 
stimuli were presented over a set of ER-10C speaker/microphone probe insert earphones 
for DPOAE measurements and over ER-1 insert earphones for all other experiments 
(both from Etymotic Research, Elk Grove, IL). A TDT System 3 unit (Tucker-Davis 
Technologies, Alachua, FL), operating at a sampling rate of 48.828 kHz, drove the 
headphones and other hardware. Experimental input was obtained using a standard PC 
keyboard and monitor. The PC controlled the experiment using the Psychtoolbox 3 
package (Brainard, 1997) for Matlab (Mathworks; Natick, MA). The control code also 
generated codes that were recorded to mark the times of key events. During passive 
experimental sessions (i.e., DPOAE and EFR measurements; see below), subjects 
watched a silent, subtitled movie of their choice, and were asked to stay still and ignore 
the acoustic stimuli.  
4.2.1.3 Distortion production otoacoustic emissions 
The DPOAE level growth function was measured to assess the health of the outer 
hair cell (OHC) cochlear amplifier. Each subject had one ear (randomly left or right) 
calibrated with the other ear blocked with a soft foam earplug to prevent effects from 
contralateral ambient noise. A primary tone (F2) was presented with a fixed frequency of 
1700Hz. The frequency and level of the primary tone F1 were determined by a formula 
described in a previous study to optimize the intensity of the distortion product when 
presented with the F2 tone at a given level (Johnson et al., 2006). Seven 30-trial blocks 
were presented in which the level of the F2 tone increased by 10 dB for each block, from 
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10 dB SPL to 70 dB SPL. The F1 tone was presented simultaneously, with frequency 
varying from 1391.8 Hz to 1316.8 Hz and level varying from 47.4 dB SPL to 75.3 dB 
SPL (Johnson et al., 2006). The stimulus in each trial was 6 seconds long, with a linear 
ramp of 25 ms at the onset and offset. The ISI (onset to onset) between trials was 14.6 
seconds. We obtained the DPOAE spectrum for each level condition by averaging the 
absolute spectral magnitudes measured in response to the 30 trials. The magnitude at 
frequency 2F2-F1 was used to quantify the DPOAE strength. The noise floor was 
estimated from the mean of the absolute magnitudes of 20 data points surrounding the 
measured 2F2-F1 frequency (i.e., 10 points from below and 10 points above this 
frequency). 
4.2.1.4 Amplitude Modulation Detection  
AM detection thresholds were measured using a 300-Hz wide noise. Stimuli were 
500-ms-long random noise tokens (bandwidth from 1350 Hz to 1650 Hz) that were either 
amplitude modulated at 10 Hz, or unmodulated. The stimuli were ramped over a 20 ms 
window at the onset and offset, and had identical level (broadband RMS of 50 dB SL for 
NH subjects and 20 dB SL for HI subjects re: standard tone). The stimuli were presented 
in notched noise (bandwidth from 200 Hz to 20 kHz, with a notch spanning from 1300 
Hz and 1700 Hz) to suppress off-frequency cues. The level of the noise was set such that 
the SNR was 12 dB (broadband RMS). To ensure that HI subjects were not exposed to 
excessive levels, we limited the stimulus level to be 85 dB SPL, maximum. The mean 
stimulus level for NH listeners at 50 dB SL was 68.090 ± 1.643 dB SPL (mean ± 
standard deviation). For HI listeners, the level was 76.766 ± 6.096 dB SPL (mean ± 
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standard deviation).  
The experiment was divided into two parts. First, the absolute threshold to the 
standard tone was measured adaptively using a three-down-one-up, forced choice 
procedure. A 1-second visual cue (a diamond displayed on a computer screen) appeared, 
on which subjects were asked to maintain gaze; they then heard a diotic stimulus interval 
(four repetitions gapped by 50-ms silent intervals). Following this presentation, the 
fixation dot changing to a circle, and listeners used a number keypad to respond (“1” for 
“could hear” or “2” for “could not hear”). Trials were isolated by a 1-second quiet period 
with a purple dot on the screen. The step size was 5 dB until the first reversal, dropped to 
3 dB until the second reversal, and then was kept at 2 dB. The final thresholds were 
estimated as the mean of the last 6 reversals.  
After the absolute threshold test, the AM detection threshold was measured 
adaptively using a three-down-one-up, forced choice procedure. Each subject performed 
a 30-minute session with six blocks. The first three blocks served as training blocks, 
while the following three served as testing blocks. Stimuli were presented in two 
intervals, one which contained the modulated target and the other the unmodulated 
standard, separated by a 400-ms silent interval. Each trial began with a 0.6 s fixation dot 
indicating the start of each trial, which changed to a 1 s diamond at the start of the 
presentation. Subjects were asked to maintain their gaze on the fixation dot and listen to 
the diotic stimuli. Following the presentation, the diamond changed to a circle to indicate 
the response period. Subjects identified the interval containing the modulated target, 
using a number keypad (1 for the first interval, 2 for the second interval). Visual feedback 
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was provided for 0.3 s after each response (either a green circle for “correct” or a red 
cross for “incorrect”). The step size started at 3 dB until the first reversal, dropped to 2 
dB until the second reversal, and then was kept at 1 dB. The last 6 reversals (out of a total 
of 8) were averaged to give the AM detection threshold for each block. As long as the 
maximum and minimum thresholds from the three testing blocks differed by 4 dB or less, 
the final AM detection threshold was estimated as their average. If this difference was 
greater than 4 dB, we ran additional test blocks until a set of three thresholds met the 4-
dB limit. In the event that more than one combination of blocks satisfied this 
requirement, we used the three-block combination that resulted in the smallest standard 
deviation.  
4.2.1.5 Electrophysiological measures of envelope coding  
EEG was recorded using a BioSemi Active Two System (Amsterdam, The 
Netherlands) with a 4.096 kHz sample rate. Recordings were taken from 32 active scalp 
electrodes in the standard 10/20 configuration. Two additional electrodes were placed on 
the mastoids; during analysis, the EEG recordings were re-referenced to the mean of the 
two mastoid electrodes. Synchronization events were sent from the TDT system to permit 
alignment of EEG recordings with the presented stimuli. 
The stimuli used during the EEG tests were 500-ms-long diotic SAM tones, 
created using a 1500 Hz carrier and modulation frequency of 100 Hz. We varied the 
modulation index m from 100% to 35.48% [modulation depth of 20*log10(m), where m 
is the multiplicative gain at the valley of the modulation]. To determine sensation level, 
we measured detection thresholds for the fully modulated (0 dB) stimulus using the same 
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adaptive procedure as for the AM detection paradigm, adapting on intensity. The SAM 
tones that were at the other three modulation depths (3 dB, -6 dB and -9 dB) were set to 
have the same peak magnitude as the fully modulated (0 dB) stimulus. The fully-
modulated target was presented amidst a notched-noise masker (from 20 to 20kHz with a 
notch between 1300 Hz and 1700 Hz) that was 20 dB weaker than the SAM tone 
(broadband RMS) to attenuate off-frequency contributions to the responses; we included 
an additional bandpass filtered low-frequency random noise (from 20 Hz to 400 Hz) at 
the same broadband RMS level as the SAM tone to mask nonlinear distortion products 
that could otherwise contribute to AM detection.  All stimuli were ramped over a 10 ms 
window at the onset and offset. The ISI (onset to onset) between two adjacent trials was 
randomly jittered, chosen from a uniform distribution from 350 – 450 ms. 
Overall stimulus presentation levels were set to 50 dB SL for NH subjects and 20 
dB SL for HI subjects. However, to ensure signals were not excessively loud for our HI 
listeners, we set an upper limit of 85 dB SPL; two HI subjects hit this limit and were 
presented with sounds at 85 dB SPL (corresponding to SLs of 11.67 dB and 11.33 dB). 
For NH subjects, the 50 dB SL corresponded to 69.141 ±0.556 dB SPL, and for HI 
subjects, 20 dB SL corresponded to 77.600 ± 6.239 dB SPL (mean ± standard deviation, 
0 dB of modulation depth). For the NH subjects, we also presented the fully modulated 
SAM tone (0 dB modulation depth) at 20 dB SL to evaluate the functionality of high-SR 
ANFs with lower thresholds.  
Brainstem responses were measured in response to 1000 trials for each stimulus 
tested. The stimuli in half of the trials were presented with the signals flipped in polarity 
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in order to extract the envelope portion of the responses (by averaging all trials together; 
e.g., see Skoe and Kraus, 2010). Each NH subject thus heard a total of 5000 trials across 
5 conditions: they first were tested with a fully modulated SAM tone at 20 dB SL, and 
then, in a second block, were tested with the SAM tones at 50 dB SL at four different 
modulation depths. HI subjects were tested in a single block that presented 20 dB SL 
SAM tones at the four modulation depths. Within each of these blocks, trial order was 
randomized.  
Raw signals from all channels were high-pass filtered with a 65 Hz cutoff using 
the 800-point least-squares linear-phase FIR filter (function “firls” in the Matlab Signal 
Processing toolbox). EEG epochs for each trial were extracted from the start to the end of 
each presented note. We combined 500 epochs of each polarity in each condition to 
compute the strength of the envelope following response (Skoe and Kraus, 2010), using a 
200-draw bootstrap procedure with replacement. In order to achieve the best possible 
SNR in our estimates, we combined measurements across the EEG sensors by 
implementing a principal components analysis on frequency domain data using a multi-
tapered analysis windows (Bharadwaj and Shinn-Cunningham, 2014). The EFR strength 
was quantified as the PLV (e.g., see Lachaux et al., 1999), a normalized index that ranges 
from 0 (no phase locking) to 1 (perfect phase locking). 
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4.2.2 Results 
4.2.2.1 DPOAE growth function 
Figure 4.1 shows the DPOAE level growth function at the frequency of 2F2-F1 
(in dB re: noise floor) for NH (blue) and HI listeners (red). As seen in the red curve, 
which fluctuates around 0 dB, HI listeners have no significant OAE responses. Unpaired, 
two-tailed Student’s t-tests with Bonferroni corrections (resulting in a significance 
threshold of 1.43×10-3 for an alpha level of 0.01) indicate that the DPOAE levels are 
significantly higher for NH listeners than HI listeners at all L2 levels except 10 and 20 dB 
SPL [for F2 level from 10 to 70dB SPL: t(34)= 2.232, 1.659, 4.514, 4.783, 6.742, 8.500, 
11.763; p= 0.03, 0.11, 7.26×10-5 ***, 3.28×10-5 ***, 9.51×10-8 ***, 6.29×10-10 ***, 
1.56×10-13 ***]. The average slope of a first order curve fit to the DPOAE level growth 
functions is 0.0252 dB/dB SPL for NH individuals and only 0.0009 dB/dB SPL for HI 
subjects. Unpaired, two-tailed Student’s t-test reveal a significant difference in slopes 
between groups [t(34)= 9.330, p<1×10-10]. Together, these results indicate that HI 
listeners suffered from outer hair cell loss, which likely raised their thresholds and 
broadened their physiological auditory tuning curves. 
4.2.2.2 Effect of hearing loss on AM detection ability 
We compared AM detection thresholds for the two groups, shown by the solid 
bars in Figure 4.2 (blue for NH and red for HI). The average AM detection threshold is -
6.181 ± 1.482 dB for NH listeners and -9.178 dB ± 0.614 dB for HI listeners. This 
difference is statistically significant [unpaired Student’s t-test; t(34)=6.148, p<1×10-6], 
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Figure 4.1. DPOAE output level (in dB re: noise floor) as a function of F2 tone level 
measured from NH (blue) and HI (red) subjects. Error bars give the standard error of the 
across-subject mean.  “***” shows points that differ significantly between groups at an 
alpha level at 1.43×10-3 (corresponding to a final alpha level of 0.01 after Bonferroni 
correction). 
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Figure 4.2. AM detection thresholds for NH (blue) and HI (red) subjects, from both 
behavioral experiments (solid bars; error bars give the standard error of the across-subject 
mean) and model predictions (open bars). 
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showing that HI listeners can detect the AM at shallower modulation depths than can NH 
listeners. Figure 4.2 also shows model predictions of the NH and HI thresholds, which 
are discussed in Section 4.3.1, below. 
4.2.2.3 Effect of hearing loss on EFRs 
The PLV of the EFR was used to quantify subcortical coding fidelity, and to test 
whether listeners with poorer AM detection showed a bigger reduction in the PLV at 
shallow modulation depths. Figure 4.3A shows the EFR PLV in response to SAM tones 
(50 dB SL for NH listeners and 20 dB SL for HI listeners) as a function of modulation 
depth. A Wilcoxon signed rank sum test confirms that PLVs in all modulation depths for 
both groups are significantly above the noise floor (all 8 conditions: p<1×10-4). There is 
no significant group difference in PLV strength for the fully modulated SAM tone 
[t(34)=-0.890, p= 0.38] or with -3 dB modulation [t(34)=-2.121, p=0.04; the critical value 
after Bonferroni correction is 2.5×10-3  to achieve an alpha level of 0.01]; however, for 
shallower modulation depths, PLVs for HI listeners are significantly larger than for NH 
listeners [-6 dB: t(34)=- 2.9606, p=5.6×10-3; -9 dB: t(34)=-4.2425, p<10-4].  
We performed a mixed-effect ANCOVA (Baayen et al., 2008) to investigate 
whether hearing status influenced how brainstem phase locking changes with modulation 
depth. We find a significant interaction between hearing status (NH vs. HI) and 
modulation depth [F(1,106)=6.833; p=0.01]. To understand this interaction more directly, 
we fit a line to PLV values as a function of modulation depth for each subject, and 
compared the slopes of these fits between groups (Figure 4.3B).  Slopes are steeper for 
NH subjects than that for HI subjects [unpaired two-tailed Student’s t-test; t(34)=2.610,  
		
114 
 
 
Figure 4.3. (A). The PLV of EFRs in response to AM tones (100 Hz periodicity) as a 
function of modulation depth, for both NH (blue) and HI (red) subjects. Error bars give 
the standard error of the across-subject mean. All PLV are significantly above noise 
floor, based on one-sample Student’s t-test (“*” indicates a significant difference at an 
alpha level of 0.05 and “***” corresponds to an alpha level of 0.01, both after Bonferroni 
correction); (B). The slopes of linear fits of the data shown in panel (A), which differ 
significantly between groups. Error bars give the standard error of the across-subject 
mean. 
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p= 0.01]. Overall, these results show that at shallow modulation depths, HI subjects have 
stronger neural coding of AM than do NH subjects. 
4.2.2.4 Relationships between measures in listeners with normal thresholds 
Amongst NH listeners, AM detection thresholds span a relatively broad range. 
The worst listener has a threshold of -1.944 dB, while the best listener has a threshold of -
9.111 dB (mean ± standard deviation: 6.181 ± 1.482 dB). Similarly, the PLV of the EFR 
in response to fully modulated SAM tone also differs across subjects in the NH group, 
especially at the louder intensity; values range from 0.055 to 0.155 (mean ± standard 
deviation: 0.092 ± 0.027) in the 20 dB SL condition and from 0.078 to 0.245 (mean ± 
standard deviation: 0.133 ± 0.048) in the 50 dB SL condition.  
We examined whether there is a correlation between detection threshold and 
phase-locking strength in the brainstem for our NH subjects. Figure 4.4 shows a scatter 
plot relating AM detection threshold to PLV for fully modulated SAM tones at 20 dB SL 
(Figure 4.4A) and at 50 dB SL (Figure 4.4B). For the less-intense stimulus, there is no 
significant relationship between behavioral performance and the PLV (Figure 4.4A; 
Pearson’s r=-0.002, p=0.99); however, the strength of the PLV elicited by the more 
intense SAM tone is negatively correlated with AM detection thresholds (Figure 4.4B; 
Pearson’s r=-0.481, p=0.01), showing that the 50 dB SL stimulus evokes a stronger 
brainstem response in the listeners with the better (lower) AM detection thresholds. We 
also found the correlations for the 20 dB SL and the 50 dB SL differed significantly from 
one another [t(23)=-2.933, p<0.01, using a two-tailed, dependent overlapping Williams’ 
t-test (Williams, 1959). Previous studies from our lab and others suggest that differential 
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Figure 4.4. Scatterplots of individual NH subject data, showing EFR PLV responses as a 
function of AM detection threshold for SAM tones at 20dB SL (top panel) and 50dB SL 
(bottom panel). PLV data points are significantly above the estimated noise floor (alpha 
level of 0.01 using a one-sample Student’s t-test), which is shown by the grey region at 
the bottom of each graph. 
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measures can help to isolate individual differences in measures like these, so we also 
compared AM thresholds to the change in EFR elicited by the 50 dB SL and 20 dB SL 
tones. This relationship is also significant (Pearson’s r =-0.573, p<0.01); while the 
correlation between AM thresholds and this difference is greater than the correlation 
between thresholds and the 50 dB SL EFR strength, the increase in correlation is not 
statistically significant. 
We finally considered whether OHC status helps explain individual differences. 
We defined the DPOAE threshold as the lowest presented level of the F2 tone at which 
the DPOAE level was at least 3 dB above noise floor. This metric is not significantly 
correlated with AM detection (Spearman’s rho=-0.239, p=0.24); moreover, there are not 
significant correlations between DPOAE thresholds and EFR PLVs at either 20 dB SL 
(Spearman’s rho=0.026, p = 0.90) or at 50 dB SL (Spearman’s rho=0.042, p = 0.84). 
Thus, although there are consistent inter-subject differences in the strength of brainstem 
temporal coding and AM detection thresholds, these differences are not explained by 
differences in cochlear-mechanical function. 
 
4.3 Modeling 
4.3.1 AM detection in NH vs. HI listeners 
4.3.1.1 Methods 
We used a computational model (Nelson and Carney, 2004) to explore how 
hearing status influences AM detection thresholds. All simulations were conducted at a 
sampling rate of 100 kHz. The distribution of ANF numbers in the model was based on 
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the data collected from 5 cochleae from normal hearing human subjects (Spoendlin and 
Schrott, 1989). The counts of low-SR, medium-SR and high-SR ANFs were configured 
to 11%, 23% and 66% of the total number of ANFs, based on reports of the percentages 
of the three categories of ANFs from various studies of different mammalian species 
(Liberman and Kiang, 1978; Schmiedt, 1989; Tsuji and Liberman, 1997; Temchin et al., 
2008a, 2008b). In the model, there are five “modes” that include pre-selected parameter 
sets to account for healthy ears as well as different forms of hearing loss (Heinz et al., 
2001; Nelson and Carney, 2004). We used the healthy-ear model (“model” parameter 
equal to 1) to simulate results for the NH listener group. To simulate listeners with 
hearing loss, we set the “model” parameter to 5, which produces linear, broad tuning and 
high thresholds, consistent with the hearing status of our HI subject pool. In our NH 
simulations, we assumed 100% of ANFs were intact; however, in our HI simulations, we 
preserved only 5% of ANFs, under the assumption that most hearing loss is likely 
accompanied by cochlear synaptopathy; we exaggerated this synaptopathy because we 
anticipated that the ANF loss would have a modest impact on results compared to the 
differences in cochlear responses for healthy vs. impaired ears. 
We simulated ANF responses for the AM detection threshold experiment using 
the same stimuli as in the behavioral experiment:  amplitude modulated noise presented 
in an unmodulated notched noise masker (SNR=12 dB). The levels of stimuli provided to 
the model were set according to the average levels presented to NH (68.1 dB SPL) and 
HI (76.8 dB SPL) groups, varying modulation depth from -0.5 dB to -15 dB in 0.5 dB 
steps. To estimate AM coding fidelity, we aggregated all auditory synapse outputs from 
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ANFs near the carrier frequency (with characteristic frequencies or CFs from 500-2500 
Hz), then calculated the spectral magnitude of the aggregate auditory nerve output. AM 
coding fidelity was quantified using the z-score of the spectral magnitude from the 
aggregate auditory nerve output at the modulation frequency (10 Hz) relative to the mean 
and standard deviation of all other spectral magnitudes between 4 and 200 Hz (an 
estimate of the noise floor in the spectral responses).  
4.3.1.2 Results 
As seen in Figure 4.5, the z-score of the spectral magnitude at the modulation 
frequency increases as modulation depth increases. Importantly, even with only 5% of the 
ANF population intact, the HI model is more sensitive to AM of a given depth than is the 
NH model, which has 100% of the ANFs present (red curve is above blue curve in Figure 
4.5). 
To take into account individual differences within both NH and HI listener 
groups, we used the model curves relating modulation depth to z-score for the respective 
subject group (Figure 4.5) to estimate the z-score corresponding to each individual’s 
modulation threshold on the appropriate curve. We then averaged these z-scores for NH 
and HI subjects separately, and found the AM depth corresponding to the averaged z-
score. These values are shown as open bars in Figure 4.2 alongside the actual AM 
detection thresholds for NH (blue) and HI (red) listeners. The model accounts well for the 
mean results found in our behavioral experiments.  
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Figure 4.5. Model predictions for the strength of the AM response in healthy ears with 
all ANFs intact (blue) and HI ears with 95% of all ANFs removed (red). The abscissa 
represents the input signal modulation, while the ordinate gives the z-score of the spectral 
magnitude of the model output at the modulation frequency (noise floor estimated from 
the spectral magnitude of neighboring, non-modulation frequencies). The green dashed 
horizontal line shows the estimated z-score at threshold (see text); its intercept with the 
red and blue curves gives the estimated AM modulation depth at threshold for HI and NH 
listeners, respectively, which are shown as open bars in Figure 2.  
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4.3.2 Envelope-following responses in NH vs. HI listeners 
4.3.2.1 Methods 
In order to interpret the effect of hearing loss on brainstem temporal coding, we 
constructed a separate model to simulate cochlear output in response to the SAM tones 
used in our EFR experiment. Our assumptions were that NH listeners have intact 
nonlinear compression in cochlear input-output functions. We applied 3 dB of 
suppression on the sideband components of input stimuli (at 1400 Hz and 1600 Hz for the 
100 Hz AM applied to the 1500 Hz carrier), since these sidebands were at the edges of 
the critical band centered on the 1500 Hz carrier. HI listeners were assumed to have loss 
of compression in cochlear input-output functions. For the HI listeners, we applied only 
0.5 dB of sideband suppression to help account for their broadened tuning curves due to 
OHC loss (confirmed by our DPOAE results). The SAM tones were given to the model 
for all of the AM depths tested, with the levels set to the average levels presented to the 
two subject groups in the experiment (0 dB modulation condition, NH: 50 dB SL or 69.1 
dB SPL; 0 dB modulation condition, HI listeners: 20 dB SL or 77.6 dB SPL).  
We defined the “neural coding threshold” (NCT) as the level above which 
auditory information is significantly different from the random cochlear nerve activity; 
below the NCT, we assumed no information was encoded. In general, the EFR tracks 
periodicities in the envelope of the input waveform (Dolphin, 1997). Therefore, the 
model estimate of the PLV was set to the spectral magnitude at the envelope frequency 
(100 Hz) in the cochlear model output. We generated model estimates of the PLV for a 
wide range of NCTs and internal noise levels (which were kept fixed across all 
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modulation depths) for each group. We then determined the best fitting model by 
selecting the NCT and internal noise level that minimized the sum of the square of the 
difference between the simulated and measured PLVs, averaged across the four 
modulation depths used in behavioral tests. 
4.3.2.2 Results 
The time course of the responses from the model are presented for NH subjects 
for a stimulus at 50 dB SL and HI subjects for a stimulus at 20 dB SL in Figure 4.6A. In 
Figure 4.6A, the ordinate gives the response in arbitrary units of magnitude where zero 
corresponds to the NCT, based on fits of the average EFR results, and a value of 1 
corresponds to the healthy-ear model output in response to a signal with RMS level of 70 
dB SPL. Interestingly, the model parameters that best fit the HI listener data had internal 
noise levels 10.7 dB greater than the internal noise in NH listeners, consistent with past 
reports that internal noise is greater in listeners with HI (Zwislocki and Jordan, 1986); 
however, the simulated PLVs of HI listeners are nonetheless greater than the PLVs for 
NH listeners. This counter-intuitive result is likely due to the compression and weaker 
sideband suppression incorporated into the model for HI listeners. The schematic 
responses in Figure 4.6A illustrate some of the important consequences of these model 
differences. Specifically, for HI listeners, response magnitudes drop below the NCT in 
the valleys of the modulation, leading to sharper AM envelopes than in NH listeners. As 
a result, the envelope coding in HI subjects was nearly unaffected by decreases in 
modulation depth until the modulation was -6 dB or shallower.  
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Figure 4.6. (A). Model outputs as a function of time for NH ears (left) and HI ears 
(right). Different colors show different modulation depths. The magnitude of the model 
response is shown in arbitrary units where zero represents the NCT and 1 represents the 
model output in response to an input whose intensity is 70 dB SPL. (B). PLV of the EFR 
from the model predictions (open triangles) plotted with behavioral data (solid circles) as 
a function of modulation depth, both for NH listeners (left) and for HI listeners (right).  
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Figure 4.6B shows that predictions of the strength of the EFR from the model 
(open triangles) are consistent with our behavioral data (filled circles) across modulation 
depths from -9 dB to 0 dB. Importantly, the model captures the fact that for NH listeners, 
the EFR strength decreases strongly as modulation depth decreases, whereas for HI 
listeners, the EFR strength depends much less on modulation depth. 
4.3.3 Effects of neuropathy in NH listeners on AM detection 
4.3.3.1 Methods 
Next, we utilized the same ANF model employed to explore group differences 
between NH and HI listeners to estimate the contributions of low-SR, medium-SR and 
high-SR ANFs to AM detection thresholds in NH listeners (Nelson and Carney 2004). In 
all cases, we assumed normal cochlear-mechanical function, with intact cochlear 
amplification, normal hearing thresholds, normal compressive level-growth curves, and 
normal cochlear tuning. The model parameter configurations and analysis methods were 
identical to those used to model NH listeners’ responses above; however, we varied the 
number of ANFs in the model.  
We examined the effects of a general, nonspecific neuropathy on AM detection 
ability by running the model with all ANFs present, removing 25%, 50% and 75% of 
ANFs from each ANF category (uniform loss of all ANFs). We contrasted the effects of 
this uniform loss with results when the loss preferentially affects lower-SR ANFs, as has 
been suggested in the literature. Specifically, we simulated losses of (1) 25% of medium-
SR ANFs and 50% of low-SR ANFs; (2) 50% of medium-SR ANFs and 75% of low-SR 
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ANFs; (3) 75% of medium-SR ANFs and 100% of low-SR ANFs; (4) 50% of high-SR 
ANFs. We computed z-scores of the spectral magnitude at modulation frequency (10 Hz) 
by referencing this value to the mean and standard deviation of the spectral values 
between 4 and 200 Hz. We estimated the z-score that corresponds to detection threshold 
by finding, for each subject, the z-score that corresponds to their measured AM detection 
threshold, using the model results with 100% of the ANFs intact. We averaged these z-
scores to estimate AM detection threshold in all model simulations. 
4.3.3.2 Results 
Figure 4.7A shows simulation results when we simulate non-specific neuropathy, 
that affects all subpopulations of ANFs equally, while Figure 4.7B shows results for 
different forms of preferential ANF loss. The estimated AM detection z-score is shown 
by the green dashed horizontal lines in the left panels of Figure 4.7A and 4.7B, which 
plot how the model z-score changes with input signal AM depth.  
When ANF loss affects all subtypes of ANFs uniformly, there is no discernable 
impact on the model z-score (left panel of Figure 4.7A), and consequently no significant 
effect on predicted AM detection thresholds, shown by the bars in the right panel of 
Figure 4.7A. In contrast, when only high-SR ANFs are removed from the model, AM 
detection actually increases (see green results in Figure 4.7B). On the other hand, when 
high-SR ANFs are left intact, but more and more low-SR and medium-SR ANFs are 
preferentially removed from the model, z-scores for the same input AM depth decrease 
and deeper and deeper modulation is required to reach detection threshold (see magenta-
pink colors in Figure 4.7B). These results are all consistent with the idea that at  
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Figure 4.7. Predicted effects of cochlear neuropathy on AM detection. (A). Effect of 
different degrees of non-specific cochlear neuropathy. The left panel shows model 
predictions of AM detection sensitivity (z-scores) as a function of AM depth for different 
degrees of non-specific loss of ANF, while the right panel plots the derived AM detection 
thresholds along with human behavioral results (blue) for comparison. Thresholds are 
estimated by finding the AM depth at which the dashed green horizontal line (the 
estimated z-score at AM detection threshold based on average human data) intercepts 
each curve. (B). Effect of different forms of subpopulation specific cochlear neuropathy, 
laid out as in (A).  
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supra-threshold levels, AM coding fidelity depends very directly on the ratio of high-SR 
to low-SR ANFs, and is relatively insensitive to the total number of ANFs. In particular, 
when cochlear mechanics are normal, AM detection thresholds are better the greater the 
ratio of low-SR and medium-SR ANFs to high-SR ANFs. 
4.3.4 Effects of neuropathy in NH listeners on envelope-following responses 
4.3.4.1 Methods 
In our experimental data, individual differences in envelope PLV were strongly 
correlated with AM detection threshold at supra-threshold levels, but not at low signal 
levels. The modeling work above further suggests that the ratio of high-SR to low-SR 
ANFs strongly influences temporal coding fidelity. We thus set out to determine whether 
EFRs at supra-threshold levels, where low-SR fibers are engaged (Liberman and Kiang, 
1978; Furman et al., 2013), may also reflect the contributions of low-SR ANFs. We 
therefore analyzed the pertinent contributions of different ANFs to EFR coding at both 
low (20 dB SL) and high (50 dB SL) presentation levels. 
For this portion of the project, we used a more-recent ANF model (Zilany et al. 
2014) from the same family of models used to predict group differences in AM 
thresholds and EFRs (Nelson and Carney, 2004). This more-recent model is an updated 
version of a model that incorporates power-law dynamics (Zilany et al., 2009) and uses 
AN model parameters for humans with normal hearing (first derived in Ibrahim and 
Bruce, 2010). The model differs from the model used for other simulations (Nelson and 
Carney, 2004) in that it generates full peristimulus time histograms, rather than providing 
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only estimates of spikes per second, making it more suitable for evaluating contributions 
of the different ANF subpopulations.  
We simulated responses to the same stimuli tested in our electrophysiological 
experiments, with fully modulated SAM tones presented with both notched noise and 
low-pass noise makers. The levels of the SAM tone input to the model were set to the 
average levels played in human experiments across all NH subjects at 39.1 dB SPL (for 
20 dB SL) and 69.1 dB SPL (for 50 dB SL); similarly, masker levels were set to the 
values used in the stimuli in these experiments. We simulated responses to each category 
of ANF (low-SR, medium-SR, and high-SR) for CFs varying from 500 to 2500 Hz. 
These responses were then aggregated, and the vector strengths of peristimulus time 
histograms (PSTHs) computed to quantify the expected strength of the EFR. We 
compared the envelope coding strength for the responses generated by each ANF 
category at both low (20 dB HL) and high (50 dB HL) levels, computing z-scores of 
vector strengths at the 100-Hz modulation frequency by referencing them to the mean 
and standard deviation of the output for responses at neighboring, non-modulation 
frequencies between 50 and 2500 Hz. 
4.3.4.2 Results 
We find that at the low input level we tested in NH listeners (20 dB SL), medium-
SR and high-SR fibers are responsible for coding AM modulation (Figure 4.8A, left set 
of bars). However, at the higher input level (50 dB SL; Figure 4.8A, right set of bars), the 
contribution of low-SR ANFs becomes relatively more important. In the low-SR 
population of ANFs, z-scores increase by 48.27% as the input level increases from 20 dB 
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Figure 4.8. Predicted responses of different subpopulations of ANFs in response to SAM 
tones. (A). Magnitude of the EFR response, measured as a z-score, in different ANF 
subpopulations, in response to the SAM tone presented in human experiments simulated 
at both 20 dB SL (left) and 50 dB SL (right). (B). Phase of the AM response in different 
ANF subpopulations, in response to the SAM tone presented in human experiments 
simulated at both 20 dB SL (left) and 50 dB SL (right).  
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SL to 50 dB SL. In contrast, high-SR and medium-SR ANFs responses change relatively 
little, decreasing by 10.32% (high-SR ANFs) and increasing by 3.65% (medium-SR 
ANFs).  
Since the model output sums the responses of all three sub-types of ANFs to 
generate the overall model output, predicted temporal coding fidelity is influenced not 
just by the relative magnitudes of the responses of each subtype of ANF, but also by their 
relative phases. Specifically, if the ANFs in different subpopulations respond at different 
phases, their responses can either add in phase or out of phase (canceling each other). 
Analysis of phase shifts in the responses to low and high level inputs show that the three 
fiber categories do respond at slightly different phases; however, the relative phases of 
the responses are very similar for the two input signal levels (Figure 4.8B: the phase shift 
from 20 dB SL to 50 dB SL is -0.9573 rad for low-SR ANFs, -0.9148 rad for medium-SR 
ANFs, -0.9281rad for high-SR ANFs). As a result, the aggregate auditory nerve output 
depends on the relative magnitudes of the contributions from the different ANF 
populations at low vs. high input levels, but the relative phase is not significantly affected 
by input level. 
4.4 Discussion  
4.4.1 HI listeners show enhanced AM coding 
Sensorineural hearing loss is associated with reduced gain in the cochlear 
amplifier. In the current study, our HI listeners had significantly smaller DPOAEs than 
our NH listeners; these results confirm that cochlear amplification was reduced in our HI 
group. Damage to or loss of OHCs reduces cochlear amplification, which leads to 
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elevated thresholds, loss of compression in basilar membrane mechanics, and loudness 
recruitment (e.g., see Moore and Glasberg, 2001; Robles and Ruggero, 2001; Oxenham 
and Bacon, 2003). It has been argued that these effects enhance amplitude modulation 
perception (e.g., Moore et al., 1995). Indeed, as discussed above, a number of studies find 
that AM detection is enhanced in HI listeners (Bacon and Gleitman, 1992; Moore et al., 
1995; Moore and Glasberg, 2001; Fullgrabe et al., 2003; Lorenzi et al., 2006). One past 
study also demonstrates that chinchillas with sensorineural hearing loss show stronger 
EFRs than animals with normal thresholds (Zhong et al., 2014). Interestingly, many of 
the previous studies exploring how sensorineural loss influences AM sensitivity used a 
broadband-noise carrier (Viemeister, 1979; Bacon and Viemeister, 1985; Bacon and 
Gleitman, 1992; Desloge et al., 2011); most studies that used either a more restricted-
bandwidth noise carrier (Moore et al., 1992) or a sinusoidal carrier (Moore and Glasberg, 
2001) did not include off-frequency maskers. Thus, in these earlier studies, differences in 
peripheral tuning could contribute to the observed enhancement of AM sensitivity with 
sensorineural hearing loss. 
Our HI listeners are able to detect AM imposed on a sinusoidal carrier at 
shallower modulation depths than our NH listeners. Compared to our NH listeners, they 
also show stronger phase locking of the EFR, coming from the brainstem. Unlike many 
earlier studies, we used a tonal carrier embedded in relatively intense notched-noise 
masker that restricted off-frequency listening cues. As a result, our results cannot be 
easily explained by differences in peripheral tuning. Our use of off-frequency masking 
may also explain why our measured thresholds are higher (deeper modulation is required) 
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than in many past reports.  
Another important factor in our study is that we tested our HI listeners using 
stimuli at the relatively low level of 20 dB SL. At least one previous study found that at 
low, but not high, stimulus levels, AM sensitivity is enhanced in HI listeners (Bacon and 
Gleitman, 1992); thus, our robust group differences are likely also due in part to this 
choice of presentation level. Our modeling results suggest that, at a low presentation 
level, the troughs of the modulation may fall below absolute threshold for HI listeners, 
which makes the effective shape of the modulation somewhat sharper, especially as AM 
becomes shallower. Because NH listeners have active amplification at low intensities and 
show a strong compressive nonlinearity in cochlear responses, the modulation troughs 
elicit activity above the noise floor for most sensation levels. Thus, perhaps because our 
stimuli forced listeners to use relatively narrowband, on-frequency information, we find 
robust differences between our NH and HI groups. 
When the same stimuli used in our behavioral experiments are presented as 
inputs, the model predicts the observed group differences in AM sensitivity. In the model, 
these differences seem to be due to the loss of compression compared to in a healthy ear; 
it is particularly notable that in our model simulations, we assumed that the total number 
of ANFs present in our HI listeners was reduced by 95% compared to in our NH listeners 
(simulating cochlear neuropathy, in addition to cochlear dysfunction). Yet even with this 
extreme decimation of ANFs, the model predicts enhanced AM sensitivity for HI 
listeners compared to NH listeners. These results suggest that changes in cochlear 
amplification and compression due to OHC loss are more important in explaining AM 
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sensitivity than loss of inner hair cells (IHCs) or ascending ANFs. 
4.4.2 Neuropathy may explain differences across NH listeners 
We find not only large group differences between NH and HI listener groups, but 
large inter-subject differences amongst the listeners in the NH group. Indeed, our NH 
listeners show a much larger range of AM detection thresholds (-9.111 to -1.944 dB) than 
do our HI subjects (-9.833 to -8.220 dB). NH listeners also show large inter-subject 
differences in measured EFR strength in response to a SAM tone, especially the more 
intense tone at 50 dB SL. We established, through the measured DPOE growth curves, 
that our NH subjects all have good cochlear-mechanical function. Yet, behavioral 
differences in AM detection threshold are correlated with brainstem temporal coding 
strength for a sound that is relatively intense (50 dB SL), showing that objective, 
physiological differences in temporal coding are related to the perceptual differences in 
AM sensitivity that we observe. Perhaps equally importantly, the AM detection 
thresholds in our NH listeners are not significantly correlated with brainstem responses 
elicited by a less intense, 20 dB SL SAM tone. This latter finding is consistent with the 
idea that synaptopathy preferentially targets low-SR ANFs, which do not contribute 
strongly to responses to the low-intensity SAM tone. 
Our modelling work supports the interpretation that synaptopathy explains some 
of the inter-subject variability we see amongst NH listeners. We find that loss of low-SR 
ANF, rather than a more general but non-specific loss of ANFs, can lead to degraded AM 
detection for a cochlea with normal OHC function. Indeed, when we reduce only the 
number of high-SR ANFs in our model, predicted thresholds improve rather than get 
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worse (see Figure 4.7). Consistent with this, we find that changing the model input from 
20 dB SL to 50 dB SL causes only a modest change in the responses of high-SR ANFs, 
but causes a much larger increase in low-SR ANF phase locking (see Figure 4.8). These 
simulation results lend further support to the idea that amongst NH listeners with intact 
cochlear-mechanical function, individual differences in the number of low-SR ANFs that 
are present can explain differences in behavioral sensitivity to AM that are directly 
correlated with differences in EFRs elicited by supra-threshold AM signals.  
4.4.3 Caveats and open questions 
Although we find enhanced AM coding to SAM tones in both behavioral and 
neural responses, this should not be taken as evidence that HI listeners gain some 
meaningful benefit from enhanced modulation coding in everyday listening. Listeners 
with elevated thresholds have other well-documented perceptual deficits that can 
counteract or interact with hyper-sensitivity to AM. For instance, our results do not 
explore how modulation in competing sounds may interfere with AM coding. Broader-
than-normal auditory filters will lead to more mixing of responses from competing 
sounds (e.g., see Henry and Heinz, 2012). Thus, if there are modulated masking sounds 
competing with a simultaneous, modulated target, the maskers will interfere with the 
coding of the target modulation in the ear of an HI listener than a healthy ear. 
Sensorineural hearing loss also degrades coding of temporal fine structure (TFS; Lorenzi 
et al., 2006; Lorenzi et al., 2009), which is important for pitch perception, speech coding, 
and the ability to listen in dips of fluctuating background noise (Lorenzi et al., 2006; 
Moore, 2008). Given this, even though hearing loss may lead to stronger-than-normal 
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envelope coding of relatively quiet sound presented in isolation, it may nonetheless 
produce difficulties when trying to understand speech amongst competing talkers (Moore 
and Glasberg, 1993; Moore et al., 1995; Millman et al., 2017). 
When comparing NH and HI listeners, determining the best and “fairest” way to 
equate presentation level is always an issue. The question of how to equate stimulus 
levels is further complicated by the heterogeneity of hearing loss found in any population 
of HI listeners. We opted to present stimuli at equivalent SL to NH and HI listeners, and 
to present a stimulus at low sensation level, because we believed this choice would be 
more likely to reveal group differences. We did also test a higher SL (50 dB SL) in our 
NH listeners in order to explore inter-subject differences in this normal hearing group 
that might be due to cochlear neuropathy. However, we decided not to test the HI 
listeners at this level, as it would likely be uncomfortably loud (comparable to 100 – 110 
dB SPL, given expected loudness recruitment; Moore, 2012). The experimental design 
we employed is a trade-off to balance these different pressures and concerns; however, 
our results warrant follow-up experiments, including with larger subject cohorts, to 
determine whether our results hold and whether group differences between NH and HI 
listeners can be explained by differences in cochlear compression.  
4.5 Conclusions  
Sensorineural hearing loss typically reduces nonlinear compression in the 
cochlear input-output function. This loss of compression can lead to important 
differences in how amplitude modulation is encoded in healthy vs. impaired ears, at least 
for low-intensity sounds where compression normally plays a significant role. For a 
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relatively low-intensity sound, these differences in compression can lead to better-than-
normal AM detection thresholds and stronger EFRs in HI listeners compared to NH 
listeners. Modeling work supports these conclusions by demonstrating that loss of 
compression in the cochlear input-output function can account for improvement in AM 
detection thresholds and enhanced EFR strength. 
Amongst listeners with NH, there are large inter-subject differences in AM 
detection thresholds. These differences do not correlate significantly with brainstem 
responses in response to a low-intensity SAM tone, where low-SR ANFs do not 
contribute very much to temporal coding. However, they are significantly correlated with 
brainstem responses for high-intensity sounds, where low-SR fibers, which are most 
susceptible to cochlear synaptopathy, contribute relatively strongly to responses. Our 
results lend further support to the growing body of evidence that human listeners with 
normal hearing thresholds differ in the number of ANFs conveying information to the 
brain.  
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5. GENERAL DISCUSSION 
5.1 Summary of the thesis 
Chapter 2 investigated individual difference in selective attention ability amongst 
listeners with NHTs. Behavioral performance differences correlated with objective, 
neural differences in subcortical coding when the factor limiting auditory task 
performance was low-level coding sensitivity. Specifically, performance on a spatial 
auditory attention task strongly correlated with the subcortical coding fidelity of the 
brainstem neural system, but was unrelated to how strongly attention modulated 
individual listeners’ cortical responses, when the acoustic feature that listeners had to 
attend to perform the task were near normal perceptual limits. In contrast, in a similar 
attention task, but using competing sounds whose feature differences were more easily 
perceptible, behavioral performance correlated with both subcortical coding fidelity and 
the strength of attentional modulation of cortical responses. This study demonstrates that 
in everyday listening situations, both low-level sensory coding and top-down control of 
attention contribute to one’s ability to selectively listen. Moreover, individual differences 
in sensory coding fidelity and attentional control interact to determine how well a 
particular listener can perform in a particular listening situation. 
In Chapter 3, we explored spatial auditory attention in NH and HI listeners using 
a competing-melody experiment. We found that listeners with NH had better spatial 
sensitivity, better performance on a spatial auditory attention task, and stronger 
attentional modulation of cortical responses than HI listeners. Importantly, all of these 
measures were correlated at the individual subject level, supporting the belief that the 
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ability to suppress distracting sounds is directly related to basic auditory sensitivity, 
which is degraded by hearing loss. For NH listeners, there was a clear enhancement of 
attention over the course of a trial: attentional modulation of cortical responses increased 
from note to note. HI listeners showed not only weaker attentional modulation, overall, 
but also at best weak evidence that attentional focus improved over the course of a trial. 
We did not find any evidence that preparatory spatial attention modulated the neural 
response to the first note of the distractor stream, which was the first sound in each trial 
and therefore perceptually salient. These results demonstrate that hearing loss reduces 
spatial hearing acuity, which in turn interferes with the ability to segregate competing 
sounds based on their location and suppress distracting sounds. 
In Chapter 4 we measured AM sensitivity both behaviorally (AM detection 
thresholds) and neurally (EFR strength), then explored these differences using existing 
computational models of ANF responses. We hypothesized that a loss of nonlinear 
compression leads to better-than-normal AM sensitivity in HI listeners. We hypothesized 
that individual differences amongst NH listeners are driven by cochlear synaptopathy, 
which should produce differences in the number of low-SR ANFs. All of our behavioral, 
neural, and computational modelling results supported these hypotheses. We observed 
better AM sensitivity in HI listeners than NH listeners, consistent with some studies in 
the literature. We also found large inter-subject differences in AM detection amongst NH 
listeners that were correlated with differences in neural measures of AM coding strength. 
Auditory modelling results suggest that differences in cochlear compression explain 
enhanced AM coding of relatively low intensity sound, while differences in low-SR 
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fibers (but not general, non-specific neuropathy) explain differences in AM sensitivity 
amongst our NH listeners. 
5.2 Potential origins of individual differences amongst normal hearing listeners in 
auditory selective attention 
Auditory attention, like visual attention, depends both on the inherent salience of 
the sources in the environment as well as the top–down goals of the listener (Shinn-
Cunningham and Best, 2008). Attention is thought to operate on “objects,” which are 
formed via a sophisticated and yet quite robust process. Raw acoustic signals are encoded 
in the brainstem neural system; on the basis of their spectro-temporal structure, sound 
elements likely to be from the same external source are grouped together to give rise to 
short-term segments. In their neural representation in cortex, these short-term segments 
compete with each other, with segments that are inherently salient biased to win this 
inter-segment competition. Meanwhile, continuity across time and top-down intent 
interact with ongoing, bottom-up competition to determine which auditory object is 
selected for attentional focus. Auditory object formation and object selection occur in a 
heterarchical manner rather than hierarchical manner, which means they do not occur in 
series, but rather influence each other in a feedback loop. They are thus thought to 
influence each other’s dynamics in a process that emerges gradually throughout the 
auditory pathway (Shinn-Cunningham et al., 2017b). 
The structure of this system means that both subcortical coding and cortical 
modulation play critical, interacting roles in the processes of auditory attention. As we 
report in Chapter 2, individual differences in both subcortical coding fidelity and top-
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down control strength can influence behavioral performance, but their relative influence 
depends on the acoustic details of the competing stimuli as well as the task demands. As 
a result, the origins of individual differences depend on the specifics of the listening 
situation. When a listening situation has as its bottleneck fundamental perceptual coding 
rather than the top-down control, subcortical coding fidelity largely determines 
behavioral performance; in contrast, when only top-down control ability limits the tasks, 
the ability to focus attention by employing cortical control networks becomes more 
important. Furthermore, cortical and subcortical coding both influence behavior in many 
tasks. In particular, in everyday settings, low-level sensory features may sometimes be 
near the perceptual limit of an individual, but other times may be easily resolved. Our 
results confirm the idea that high-level and low-level auditory neural processes work 
cooperatively to subserve object formation and object selection. 
A correlate of this idea is that failures in auditory selective attention tasks can 
arise from failures in sensory coding, failures in executive control, or both. Our results 
suggest that the origins of individual differences between NH listeners in auditory 
selective attention depend on the acoustical environment and specific requirements of the 
auditory task. What distinguishes “good listeners” from “bad listeners” depends on the 
stimuli, as well as the task itself. Are features of competing sources easily resolved for all 
listeners, or a limitation for some listeners? Is the task one that requires ongoing, focused 
attention to segregate competing sources, or one where the competing sources are so 
distinct in their high-level attributes that top-down focus is not necessary to isolate each 
source?  
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Of particular interest in this thesis, hidden hearing loss (cochlear synaptopathy) is 
one example of how subcortical coding fidelity can give rise to individual differences 
amongst listeners who, according to current audiological standards, are thought to have 
good hearing. Degraded neural coding that does not impact hearing thresholds can 
nonetheless produce a peripheral representation in which local spectro-temporal structure 
is smeared out, which would hinder object formation and, as a result, lead to failures in 
top-down suppression of distracting sounds. There is growing evidence that cochlear 
synpatopathy explains some individual variation amongst NHT listeners, and that these 
differences reflect a loss that preferentially impacts low-SR ANFs. Because of this, 
potential deficits from hidden hearing loss are more like to be evident at supra-threshold 
levels where low-SR fibers are relatively more important for encoding acoustic 
information. Since the important signals in daily communication are usually at supra-
threshold levels, and often occur in noise, low-SR fibers are critical for communication in 
many social settings. Given that traditional audiometric screenings do not diagnose 
differences in supra-threshold coding fidelity, we need alternative methods to detect 
potential neuropathy in NHT listeners.  
There is a flurry of research exploring what tests might prove useful as a clinical 
test for synaptopathy in human listeners. Potential objective physiological tests include 
the EFR (Bharadwaj etal., 2015; Bharadwaj et al., 2014; Dai and Shinn-Cunningham, 
2016; Paul et al., 2017; Shaheen et al., 2015), the middle-ear muscle reflex (Valero et al., 
2016; Wojtczak et al., 2017), and differential auditory brainstem response measures that 
do not simply look at the magnitude of the dominant wave V response from inferior 
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colliculus but that consider normalized responses or changes in responses across 
conditions (Kujawa and Liberman, 2009, 2015; Mehraei et al., 2016; Mehraei et 
al.,2017). Here in this thesis, EFRs were found to correlate with differences in perceptual 
ability amongst NHT listeners in multiple studies, supporting the idea that EFRs could be 
developed into a clinical test. 
Behavioral assays of synaptopathy are also being considered. Chapter 4 
demonstrates that AM detection thresholds reveal differences in temporal coding amongst 
NHT listeners that are correlated with physiological differences, making it a viable 
contender for a clinical test (e.g., Bharadwaj et al., 2015; Kumar et al., 2012; Paul et al., 
2017. Other potential behavioral tests include interaural time difference sensitivity (e.g., 
Bharadwaj et al., 2015), gap detection (e.g., Eddins et al., 1992), or other tests that reveal 
differences in the precision of temporal coding.  
5.3 Sensorineural hearing loss and degraded auditory selection attention ability 
In Chapter 3 we observed that HI listeners performed more poorly than listeners 
with NHTs in a selective attention task, consistent with many other studies in the 
literature, and with subjective reports from this population indicating difficulties in 
everyday life when selective auditory attention is required. Based on the work presented 
in this thesis, we suggest that hearing loss disrupts low-level coding, which in turn 
disrupts auditory object formation and selection. Certainly the extreme amounts of 
auditory nerve fiber loss that accompany hearing loss (Lobarinas et al., 2013) would  be 
expected to degrade the coding precision of sounds, raising the internal noise (Zwislocki 
and Jordan, 1986) and leading to smeared spectro-temporal structures (Moore, 2007).  
		
143 
Considering the reciprocal relationship between sound coding and top-down control, as 
discussed above, deficits in object formation will translate to deficits in object selection. 
Therefore, we interpret the observed failure of auditory selection attention in listeners 
with sensorineural hearing loss as being due to disruptions to object formation as well as 
weak top-down attentional selection, which both originate from degraded subcortical 
coding. Although we did not directly measure the subcortical coding of HI listeners due 
to the weak SNR of their brainstem responses, we observed worse ITD sensitivity 
compared to NH listeners, which may reflect poor subcortical coding. Weaker temporal 
coding fidelity in HI listeners is also supported by many previous behavioral studies (e.g. 
Arbogast, 2003; Arehart et al., 2005; Dubno and Schaefer, 1992; Florentine et al., 1980; 
Hall, 1983; Hopkins and Moore, 2011; Moore, 1996; Moore and Moore, 2003; Oxenham, 
2008; Phillips et al., 1994; Reed et al., 2009).  
5.4 Future work 
Although we have touched on areas for future research briefly within the chapters 
above, we offer a summary of some open questions here. 
In Chapter 2, the experimental designs of the two experiments we used differed in 
multiple ways. In the first experiment, the task was to count deviant tones in the attended 
stream, ignoring deviants in competing streams; in the second, listeners had to identify 
the pitch contour of the attended stream, ignoring the pitch contours of competing 
streams. To clearly demonstrate that changing sensory coding demands can shift the 
bottleneck in performance from coding fidelity to top-down attentional control, a cleaner 
design would employ the exact same task, changing only the size of differences in 
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acoustic features in competing streams. Indeed, in Chapter 3, we included multiple 
stimulus conditions within the same experiment; this kind of manipulation provides a 
cleaner way to explore interactions between bottom-up and top-down factors that 
influence selective attention performance. Future experiments could re-explore the 
question of how sensory demands affect performance bottlenecks with this kind of 
design.  
In Chapter 3, we observed that compared to NH subjects, HI subjects were less 
successful at suppressing a distractor stream when it was close to the target; however, 
they were similar to NH subjects when the target and distractor were farther apart. This 
demonstrates the idea that individual differences in sensory ability interact nonlinearly 
with stimulus characteristics. Specifically, once perceptual separation between competing 
streams is “big enough,” (in the study of Chapter 3, once target and distractor are far 
enough apart in lateral angle), individual differences in sensory coding no longer matter, 
as the differences are enough to support segregation and selection, even for the worst 
listeners. It would be interesting to measure more conditions in order to more fully map 
out the gradient of suppression strength for different locations and separations.  
An important issue that was not addressed fully in Chapter 3 is that HI subjects 
have different audibility curves than NH subjects, and that the detailed audiometric 
pattern differs across HI subjects. The study described in Chapter 3 did not try to account 
for these differences between groups or between the listeners in our HI group. Future 
experiments should explore whether audibility contributes significantly to the differences 
in spatial acuity and selective attention ability that we found. For example, we could 
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lowpass filter stimuli presented to NH subjects to mimic the audibility curves of HI 
subjects. If NH subjects then perform similarly to our HI listeners, it would suggest that 
high-frequency information plays an important role in spatial sensitivity and spatial 
auditory attention, and that this difference is what limits HI listener performance. Given 
the relative importance ascribed to low-frequency information in spatial acuity 
(Macpherson and Middlebrooks, 2002; Wightman and Kistler, 1992) and the tight 
coupling between spatial acuity and selective attention ability even in our NHT listeners, 
this seems unlikely; still, further experiments are warranted to rule out this possibility. 
In Chapter 4 we tested the hypothesis that listeners with NHTs may have different 
amounts of low-SR fiber loss, and that this kind of loss may drive individual differences 
in amplitude modulation thresholds. In Chapter 2 we observed large individual 
differences in subcortical coding fidelity that can be explained by hidden hearing loss. To 
provide more convincing evidence about the relationship between hidden hearing loss 
and perceptual differences, we could combine the two experiments and check if the 
individual differences in NHT listeners are consistent across different experiments.  
Specifically, we could screen NH subjects into groups of “good hearing” and “poor 
hearing” (likely hidden hearing loss) based on EFR measures, then invite them to 
participate in our auditory selective attention tasks to determine if hidden hearing loss 
predicts deficits in auditory selection attention. This research work may new insights into 
the causes of Central Auditory Processing Disorder (CAPD) and everyday hearing 
difficulties of listeners with NHTs. 
All of the experiments undertaken in this thesis ignored a number of issues that 
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may have a large influence on behavioral performance, but that were outside the scope of 
these studies. One major factor is that individual variability in many tasks varies with 
experience and training.  
For instance, in many psychophysical experiments using complex tasks (such as 
those used here), there can be a range of different cognitive strategies that listeners 
employ to solve the task at hand; as listeners develop expertise in the task, they may 
change strategies. Some of the variability that we see amongst listeners with NHTs could 
be due to differences in cognitive strategy, rather than differences in cognitive control of 
attention, per se. For the experiments in which individual differences in performance 
correlate with differences in EFRs (experiments in Chapters 2 and 4), such effects are 
irrelevant; the EFR has been shown to be unaffected by attentional focus (Varghese et al., 
2015), so would not change with cognitive strategy. However, in cases where differences 
in attentional modulation strength correlate with performance but do not reflect 
differences in sensory coding, this is a bigger issue. Importantly, in the study of Chapter 
3, which shows this type of relationship, behavioral performance on the spatial attention 
task not only correlates significantly with attentional modulation strength, but also with 
performance on a very simple ITD threshold measure. This pattern of results supports the 
conclusion that at least in that study, the differences in the ability to control spatial 
attention are directly related to spatial acuity, rather than differences in cognitive strategy. 
Thus, while changes in cognitive strategy likely add to individual variability that is 
unexplained by differences in subcortical coding fidelity (Chapters 2 and 4) or 
differences in perceptual sensitivity on simple, unrelated psychoacoustic tasks (Chapter 
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3), they do not call our conclusions into question. Still, future studies should be 
undertaken that track changes in performance over time, and explore how these changes 
affect the relationship between behavioral and physiological measures. 
Another issue our experiments ignore is that not all trials within our auditory 
selective attention tasks may be of equal difficulty, leading to variability in our measures 
(e.g., in the melody contour discrimination tasks, rising melodies may be easier to 
identify than zig-zagging melodies). Again, such effects do not negate our results: in all 
cases, we used equal numbers of trials of the different conditions for all listeners in all 
our experiments; thus, our measures averaged out any such differences to come up with 
overall metrics of performance that are valid. Still, additional experiments could explore 
differences in selective attention ability on a finer scale to understand exactly how minor 
stimulus differences impact performance. 
Longer-term learning may also influence our experiments. There are a number of 
studies, for instance, that find that musical training leads to improvements in the ability to 
perform selective attention tasks (Intartaglia et al., 2017; Slater et al., 2015; Swaminathan 
et al., 2015). These better-than-typical abilities of musically trained listeners may reflect 
changes in the efficiency of cortical processing, an effect we neither tracked nor tried to 
take into account. As with short-term changes in strategy, such long-term changes in 
ability may be a contributor to underlying differences in the ability to control top-down 
attention that we find. Interestingly, some studies have failed to replicate the finding that 
musical experience leads to better-than-typical performance (Ruggles et al., 2014). 
Moreover, almost none of these studies are longitudinal, but instead compare groups of 
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listeners based on past experience. As a result, it is impossible to conclude that musical 
training leads to enhanced performance. Instead, listeners with better-than-typical 
abilities may be particularly musically adept, and thus may gravitate towards becoming 
practiced musicians. Still, at least one set of studies in mice and in humans suggests that 
focused training on a demanding auditory selective listening task causally results in better 
performance (Whitton et al., 2014; Whitton et al., 2017). Further experiments are needed 
to resolve these somewhat conflicting reports to determine whether, and if so, how long-
term experience changes cortical networks that control listening in everyday situations. 
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