While no supervised learning algorithm can do well over all functions, we show that it may be possible to adapt a given function to a given supervised learning algorithm so as to allow the learning algorithm to better classify the original function. Although this seems counterintuitive, adapting the problem to the learner may result in an equivalent function that is "easier" for the algorithm to learn. One method of adapting a problem to the learner is to relabel the targets given in the training data. The following presents two problem adaptation methods, SOL-CTR-E and SOL-CTR-P, variants of Self-Oracle Learning with Confidence-based Target Relabeling (SOL-CTR) as a proof of concept for problem adaptation. The SOL-CTR methods produce "easier" target functions for training artificial neural networks (ANNs). Applying SOL-CTR over 41 data sets consistently results in a statistically significant (p < 0.05) improvement in accuracy over 0/1 targets on data sets containing over 10,000 training examples.
Introduction
It is well known that no supervised learning algorithm does well over all functions, 18 however it may be possible to adapt a given function to better fit a given learning algorithm. Given a learner that is an instantiated model from a supervised learning algorithm, instead of only training the learner on the problem, we show that the problem can be "trained" on the learner simultaneously, in order to improve performance. Adapting the problem to the learner may result in an equivalent function that is "easier" for a given algorithm to learn. As a special case example, consider rankprop. 5 Caruana showed that given a standard classification function f (x) with 0/1 targets, and a problem where the goal is learning to sort the patterns instead of directly modeling f (x), there can exist a function g(x) that models the sorting of the patterns by f (x). Caruana showed that g(x) can be "easier to learn" for backpropagation-trained artificial neural networks (ANNs) and was able to obtain higher accuracy training on g(x) than training on f (x). Rankprop is designed for single-output problems where ranking is appropriate (e.g. ranking patient priorities for admittance to the hospital). It would be desirable to develop a learning method that adapted any problem to its learner without having specific restraints like needing to sort the data in some fashion. We propose a more general approach which takes an arbitrary data set and modifies that data set to better fit the learning algorithm such that the learning algorithm attains higher classification accuracy on a test set taken from the original data set. It is a method for target relabeling that combines self-oracle learning (SOL), based on a training paradigm called oracle learning, 13 and ANN confidence measures. SOL is a proof of concept method to demonstrate the potential for adapting problems to the learner. The main idea in oracle learning is that instead of training directly on a set of data, a learning model is trained to approximate a given oracle's behavior on a set of data. The oracle can be another learning model that has already been trained on the data, or it can be any given functional mapping f : R n → R where n is the number of inputs to both the mapping and the oracle-trained model (OTM), and m is the number of outputs from both. The main difference with oracle learning is that the OTM trains on a training set whose targets have been relabeled by the oracle instead of training with the original training set labeling. Having an oracle to label data means that previously unlabeled data can also be used to augment the relabeled training set. The key to oracle learning's success is that it attempts to use a training set that fits the observed distribution of the given problem to accurately approximate the oracle on those sections of the input space that are most relevant in real-world situations. In Ref. 13 small ANNs are trained to approximate larger ANNs instead of being trained directly on the data. In addition, the smaller ANNs are trained on previously unlabeled data since the larger ANNs can serve as oracle ANNs to label data that did not originally have labels. Using oracle learning to reduce the size of these ANNs resulted in a 15% decrease in error over standard training and maintained a significant portion of the oracles' accuracy while being as small as 6% of the oracles' size. The bestnets algorithm
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uses oracle learning to approximate multiple domain experts with a single ANN. Although oracle learning allows for the use of unlabeled data to augment existing training sets, preliminary experiments for a previous work 13 resulted in improvements using the oracle-labeled targets instead of the original 0/1 encoding even when no unlabeled data was used. The higher accuracy suggests oracle learning may be creating an "easier function" for backpropagation to learn, but without requiring a specific meaning to the encoding as is the case with rankprop. The same principle is used in this paper, except that with the SOL methods presented, an ANN acts as its own oracle to relabel the standard training set. The set is labeled with the ANN's exact outputs on the data points as training progresses, instead of having a separate oracle model for relabeling. SOL is used to determine the difficulty level of each data point. If the ANN is struggling with certain data points, or has already learned certain points, the final targets can be adapted to reflect the current estimated difficulty of each point.
The problem with using an ANN to relabel the training set with its own outputs is that the ANN can be wrong in its predictions, and using its exact outputs as labels for the data can discard information about the true class of each data point. In order to preserve the correctness of the training set, the original 0/1 output targets are combined with the ANN's outputs using measures of the ANN's confidence in its own outputs. When the ANN is very confident, the labels are more likely to be similar to the ANN's own outputs. When the ANN is less confident, the labels will approach the original 0/1 encoding. Combining SOL with ANN confidence measures yields final targets that are customized for each data point based on the ANN's own measure of the data point's difficulty combined with the ANN's confidence in that measure. Applying Self-Oracle Learning with Confidence-based Target Relabeling (SOL-CTR) over 41 data sets consistently results in a statistically significant (p < 0.05) improvement in accuracy over 0/1 targets on the data sets containing over 10,000 training examples.
Background
In addition to rankprop, another recent work from Caruana et al. 4 also modifies the target function to yield improved results. Similar to previous work by Zeng and Martinez, 19 Caruana relabels synthetically created data using a large ensemble classifier. The difference here is that the SOL methods do not use synthetic data, and only use the original, base classifiers, instead of large ensembles. Besides the aforementioned oracle learning and rankprop methods, another area related to SOL is semi-supervised learning, where the model being trained is used to label unlabeled data to improve training accuracy.
3,2 The basic approach, often known as semi-supervised learning or bootstrapping, is to train on given labeled data, classify a different set of unlabeled data, and then train using both the original and the relabeled data. This process is repeated multiple times until generalization accuracy stops increasing. In an oracle learning sense, the model trained is acting as its own oracle, similar to SOL. There are two main differences between semisupervised learning and SOL. First, semi-supervised learning does not relabel the labeled training set, only the unlabeled data, whereas SOL relabels all the data. Second, semi-supervised learning uses the usual 0/1 encoding, whereas SOL seeks to replace the 0/1 labels and create a function that, like rankprop's, is "easier" for backpropagation-trained ANNs to learn. Another area of research related to relabeling is Rimer's classification-based training algorithm, CB1. 16 The main idea behind the CB1 algorithm is to only backpropagate error when the training ANN misclassifies the current data point or does not have a large enough margin between the correct class and closest incorrect classes' output. Even then, the error is only backpropagated along the outputs that were too high or too low. This is related to SOL because it is another way to produce a potentially simpler and yet equivalent classification function for backpropagation to learn. The main difference with SOL is that it seeks to improve the targets themselves whereas the CB1 algorithm seeks to improve how the error with respect to the targets should be determined. SOL-CTR still backpropagates error on every output, although less for more confident outputs than others, whereas the CB1 algorithm will not backpropagate any error if the ANN is confident enough in its output.
Other areas that are less directly related to SOL, but still worth mentioning include using non −0/1 (or non −1/+1) targets, adaptive learning rate methods, and regularization methods like weight decay and pruning. It is common to suggest using targets other than those at the asymptotes of the transfer function (e.g., using 0.1/0.9 instead of 0/1 with a sigmoid) so that the targets can be reached through training and weights are not needlessly saturated. More formal methods 10 have also been suggested for choosing exactly where to place the targets given the transfer function. Although using targets other than 0/1 may be another way of creating an "easier" function, SOL-CTR takes this concept to an adaptive level, where the targets are customized for each output based on ANN performance rather than choosing a set of static, non-adaptive targets, that are used the same with every training data point. Adaptive learning rate methods like rprop, 15 quickprop, 7 and conjugate gradient methods 17 do customize the amount of error backpropagated for a training set at each epoch in training, however the goal is generally faster convergence by taking larger steps along a predicted gradient rather than improving accuracy. SOL-CTR changes the error surface altogether to one that is hopefully easier for backpropagation to converge on, resulting in higher accuracy rather than faster convergence.
One reason SOL-CTR may work is because it leads to smaller magnitude weights, and is therefore less likely to overfit.
1 This can be compared to the weight decay 9 regularization method, where weights constantly shrink if they are not being updated. The difference is while weight decay is usually done the same on each weight, SOL-CTR will customize the affect on each weight. In addition, instead of constantly penalizing unused weights, SOL-CTR tries to only use the weights needed at a given point in training. Pruning, 14 another form a regularization, will remove unused weights altogether, whereas SOL-CTR will instead try and use the unused weights more efficiently.
Self-Oracle Learning with
Confidence-Based Target Relabeling
Self-oracle learning
As mentioned in Sec. 2, SOL uses the ANN being trained as its own oracle in order to find better targets for the training data points. In its simplest form, SOL can be applied as shown in Fig. 1 . The algorithm takes both a training and hold-out set. Here, hold-out set refers to a separate partition from the same data that is not used directly for training. The final accuracy should also be evaluated on a third set, separate from both the training and hold-out sets. Note that the same random weights are used on each iteration of SOL. This is because SOL is Procedure SOL(training set, hold-out set ) while hold-out set accuracy increases do Initialize ANN to same random weights. while hold-out set accuracy increases do Train ANN one epoch on the training set with current labels. foreach data point in the training set do
Obtain the trained ANN's output on the point. Relabel the point's targets with the ANN's current exact outputs. Fig. 1 . This gives the Brute-Force SOL algorithm which relabels the data after each training session using the previous training session's ANN.
designed to learn the correct targets for a given initial weight setting. This ensures that new targets are adapted to not only the structure of the ANN, but also its starting position. When used in this manner, SOL becomes a brute force search for better targets, based on what the ANN is outputting. The idea is that the outputs the ANN is actually able to produce better represent its capacity for fitting the given training data. Note that this can be used for concept (2-class) learning, multi-class problems, or even continuous valued functions by replacing in each case, the standard 0/1 or given continuous target, with the ANN's previous output on that data point. Applying this approach to a large, noisy OCR data set in preliminary experiments resulted in an ANN that was just as accurate as standard training, but represented a simpler function.
Simpler is defined in this case by the final magnitude of the ANN's weights. This measure is appropriate since the bias of backpropagation-trained ANNs is to move from simple to more complex as training progresses. This bias results from the fact that ANN weights are initialized to small, random values near 0. As the ANN trains, the weights move away from 0 to adapt to the data. A smaller average final magnitude weight implies a simpler function.
1 In the preliminary results, the self-oracle-trained ANN achieved equivalent accuracy to a 0/1 target trained ANN with 71% of the final weight magnitude, yielding a simpler function than the 0/1 targets. Since the resulting ANN is simpler, SOL may be creating a function that is "easier" for backpropagation to learn, resulting in a more efficient use of the weights. Intuitively, the ANN is acting as its own functional complexity reducer. At each stage, the target function's complexity has been reduced to one more accessible to the ANN. The problem with using SOL as described here is that relabeling the targets exactly as output by the ANN itself means discarding relevant information about the true class of data points that are misclassified. It is possible to achieve higher accuracy by preserving the known class information in the final targets, but the question then becomes how much of the original 0/1 labels to use, and how much of the ANN's outputs should be used. The SOL-CTR approach weights each based on a heuristic used to measure the confidence of the ANN.
ANN confidence measures
One method for combining the outputs of the ANN with the original 0/1 labels is to weight each by the ANN's confidence. Thus the new target T for output j of data point i becomes:
where O i,j is the value of the jth output node of the ANN given data point i, C i,j is the ANN's confidence that O i,j is correct, and S i,j is the original 0/1 encoding of the target outputs for data point i.
The variable α is a meta-level trust value placed on the confidence measure C. If C is known to be exactly accurate, α can be set to 1. If there is some meta-level uncertainty about the parameter C, then α can be set to reflect that uncertainty. Therefore the output of each data point is trained using a target customized for that exact output and data point, based on the ANN's output and confidence in that output.
In theory, the quantity C i,j given above can not be measured directly since it will always be 0. This is because C i,j represents the evaluation of a continuous probability density function at a single point. Given a continuous density function, probabilities are measured over intervals, and here the interval and probability are both 0. Therefore, instead of trying to measure this quantity directly, a heuristic is used that measures the ANN's confidence in each class. The heuristic chosen for this paper is the F-measure. The F-measure for class k is determined as follows:
where
and
Recall is a measure of how often a data point from a given class is recognized as being from that class, whereas precision is a measure of how often a data point recognized as being from a given class actually belongs to that class. The F-measure combines both recall and precision in a way that requires them both to be high and similar. Therefore, the new target is chosen based on the ANN's confidence in its outputs for a given class k as calculated by using the F-measure. The F-measure is attractive as a confidence measure because it takes into account both recall and precision, which are valid measures of an ANN's performance on a given class.
It was found in practice that when the ANN misclassifies a given example, setting the confidence C i,j to 0 despite the F-measure results in improved results. This suggests that the 0/1 targets are still best when the ANN is struggling to learn a data point. This is equivalent to setting α = 0 when the ANN misclassifies an example. In addition, better results were obtained by setting α = 0.5 when the ANN correctly classifies an example. This is most likely because the F-measure is still only a heuristic, and therefore can not be trusted completely as a measure of the probability that the ANN's exact output is correct. This results the in new target values lying between 0.5 and 1.0 for the target class, and 0.0 and 0.5 for the non-target classes. If α were always set to 1, then the targets could vary anywhere between 0 and 1 for both situations. Note that as long as the correct class had the highest output, it does not matter how high that output is. For example, if the ANN output corresponding to the correct class outputs 0.3 and that is still the highest output, the ANN has classified the example correctly. Combining these settings results in simplifying the targets when the ANN classifies correctly in order to leave more adaptive capacity in the ANN for learning the more difficult data points. The function presented becomes more complex than the pure SOL function, but uses the weights of the ANN more efficiently than pure 0/1 relabeling. The mixing of pure SOL and 0/1 targets is what leads to SOL-CTR's success. It is able to combine the merits of both to more effectively train ANNs.
Using the F-measure with SOL yields a learning algorithm that relabels targets for training ANNs with backpropagation. Unfortunately, as is, SOL requires the ANN to be entirely retrained each time the data is relabeled. Figure 2 shows a more efficient approach, SOL-CTR by Epoch (SOL-CTR-E). It was designed to train the ANN only once by updating the target labels after every epoch instead of after completely training the ANN.
An even more efficient method is to relabel the targets after each data point. This method is called 
SOL-CTR by Pattern
(SOL-CTR-P) and can be seen in Fig. 3 .
Notice that the only difference between SOL-CTR-P and SOL-CTR-E is that SOL-CTR-P adapts the targets within the training epoch whereas 
Backpropagate error using T i as the targets. Fig. 3 . This gives SOL-CTR-P, which relabels each data point using the ANN's current state. This happens within an epoch in an on-line learning fashion.
SOL-CTR-E only relabels the targets after the training epoch. In the last line of SOL-CTR-P, the newly generated targets are immediately used to train on the current pattern, whereas SOL-CTR-E will not apply the new targets until it trains for another epoch. Because the F-measure information is less accurate until the ANN's initial class accuracy trends emerge, it is better in practice to train an epoch before relabeling the data when using SOL-CTR-P. In the preliminary experiments we used to guide our research, SOL-CTR-E and SOL-CTR-P resulted in improved accuracy and average final weight magnitudes 87% lower than training with standard 0/1 targets.
Complexity
The complexity of each of the SOL methods is the same as standard error-backpropagation, with the following differences. Brute-force SOL takes k -times longer to train, where k is the number of full ANN trainings before hold-out set accuracy stops increasing. The SOL-CTR methods are more efficient, however, and do not suffer from this penalty. They only add a small constant amount of additional time needed to calculate the F measure. However this is smaller than the time required to update the weights of the ANN given one training pattern, and therefore does not significantly increase the training time. In terms of space requirements, both SOL-CTR methods add a space complexity equal to 3C where C is the number of classes or possible outputs for the ANN in a continuous-valued problem. This is used to track the true positives, false positives, and false negatives. Note that the precision, recall, f-measure, and C matrix quantities do not need to be stored throughout training, but can be calculated on the fly given the true positives, false positives, and false negatives.
Methods
In order to test the effectiveness of SOL-CTR, both SOL-CTR-E and SOL-CTR-P are compared to using standard 0/1 targets on 37 UCI Machine Learning Database (MLDB) problems (see Table 2 , two versions of a large, proprietary, real-world OCR data set consisting of 500,000 OCR examples with 83 characters, and one large automated-speech recognition (ASR) data set consisting of over 800,000 phonemes taken from the TIDIGITS speech corpus with 199 single, bi-and tri-phoneme classes. The phoneme level labels for the ASR data set were created using a separate ANN along with known word-labels to segment and force-align the sound input. The difference between the first and second version of the OCR Fig. 4 . This shows an R-character from the OCR data set before and after adding random noise.
data set is that noise is added to the images in the second set to increase the difficulty of the problem. Each character in the OCR set consists of an 8x8 grid of grayscale pixel values. To obtain the noisy set, a different amount of noise was chosen for each pixel by randomly generating a number from a standard normal distribution, cubing it, dividing it by 3, and then adding it to the pixel's original value. Pixel values were then clipped to [0, 1] . This is repeated for each pixel on each character creating the effect seen in Figure 4 . The OCR sets are broken into a 200,000 example training set, a 100,000 example hold-out set, and a 200,000 example test set. The ASR data set was broken into a 500,000 phoneme training set, a 200,000 phoneme hold-out set, and a 200,000 test set. To verify the statistical significance of the results, a 10 pair permutation test is used 11 with each data set. For the MLDB problems, stratified 10-fold cross validation 8 is used, and therefore each pair is a different fold with a slightly different training set and a different test set in addition to different initial weights. For the ASR and OCR sets, a different initial weight setting is used for each pair. Different training set and test set partitions are not used with the larger sets since the size of the data sets is large enough to capture the distribution adequately. 6 Each pair consists of one ANN trained using a relabeling method, and one ANN trained using standard 0/1 targetsboth ANNs use the same number of hidden nodes: 128, learning rate: 0.01, and have the exact same random initial weight settings. Each ANN is also trained using error-backpropagation in an online fashion. Table 1 gives the results of the experiments. The first column gives the relabeling method being compared to training with the standard 0/1 targets and the following columns give the results of comparing the relabeling methods on 5 data sets. The letter data set from the MLDB has its results shown separately because its size (20,000 data points) is significantly larger than any other data set in the MLDB. The numbers given are the mean % differences in accuracy between the relabeling method and using standard 0/1 targets across the 10 pairs. The * 's give a measure of the statistical significance of the differences in accuracy. A single * means the resulting p-value from the experiment was below 0.05 whereas two * 's mean the resulting p-value was below 0.01. In addition to the results summary table, Table 2 gives a detailed report compared to SOL-CTR-P only, since the results of SOL-CTR-E are not significantly different, and SOL-CTR-P is more efficient. The results show that on the smaller data sets in the MLDB, SOL-CTR gives no significant difference in accuracy. However, on the letter data set, and on the other 3 large data sets, both relabeling methods consistently yield statistically significant improvements in accuracy over using standard 0/1 targets. This suggests that SOL-CTR can successfully create an improved training function for backpropagationtrained ANNs, but perhaps only when enough data is available to effectively model the confidence of the ANNs. Although the average improvement on the large sets is modest at 0.05-0.3%, it is consistent and can be attributed to the relabeling. Further research improving the confidence measure can result in increased improvements because a more accurately modeled confidence measure means the targets can be more effectively chosen for training. If the targets are more effectively chosen, the resulting function can be even "easier" for backpropagationtrained ANNs to learn, and therefore resulting in even better accuracy.
Results and Analysis

Conclusions and Future Work
The main contribution of the experiment is that it serves as a proof of concept for adapting the problem to the learner. Instead of only adapting the learner to the problem, supervised learning can interactively use the feedback of a given learner to improve the problem's representation. In this manner, a given problem can be made to better fit the inductive bias of a given learner, and therefore broaden the set of problems over which a given learning algorithm performs well. For future work we will investigate methods for learning improved targets that do not require a confidence metric. We will also develop problem adaption techniques for learning algorithms besides backpropagation-trained ANNs. One way to learn targets without using a confidence measure is to iteratively refine them throughout the training process. Training would update both the weights and the targets simultaneously, attempting to minimize classification error as the objective. Another possible area for improvement within the SOL-CTR algorithms themselves is in the choosing of the parameter α. For this work, it was tuned by hand in preliminary experiments. Future work will try brute force binary searches on hold-out data, followed with investigating more formal approaches.
