Abstract. The common belief is that using Reinforcement Learning methods (RL) with bootstrapping gives better results than without. However, inclusion of bootstrapping increases the complexity of the RL implementation and requires significant effort. This study investigates whether inclusion of bootstrapping is worth the effort when applying RL to inventory problems. Specifically, we investigate bootstrapping of the temporal difference learning method by using eligibility trace. In addition, we develop a new bootstrapping extension to the Residual Gradient method to supplement our investigation. The results show questionable benefit of bootstrapping when applied to inventory problems. Significance tests could not confirm that bootstrapping had statistically significantly reduced costs of inventory controlled by a RL agent. Our empirical results are based on a variety of problem settings, including demand correlations, demand variances, and cost structures.
Introduction
Inventory management is one of the major business activities. A well managed inventory can help a business stay competitive by keeping its cash flow at a controllable level. A stochastic multiperiod inventory problem-one of the most common inventory problems-can be modeled as a Markov Decision Problem (MDP). Approximate Dynamic Programming (ADP) is a method to solve practical Markov decision problems. Most previous studies on ADP applied to inventory management focused on learning scheme, which is also known as Reinforcement Learning (RL). Due to its effectiveness and its link to mammal learning processes, temporal difference learning, or sometimes called "one-step temporal-difference learning", TD(0), is one of the most widely studied RL methods.
Eligibility trace has been used to bootstrap the learning process of TD(0). The integration of the eligibility trace into the temporal difference learning leads to the TD(λ) method. The success of TD(λ) in many applications has lead to a general belief (see, e.g., Prestwich et al. (2008) ) that using TD(λ) with λ between 0 and 1 will give better results than TD(0). However, the effort required to implement TD(λ) is considerably higher than to implement TD(0). The value and benefit of using TD(λ) compared to TD(0) have never been investigated especially for inventory management.
Our study investigates the application of Sarsa(λ), a widely studied implementation of the TD(λ) method. To supplement the investigation, our study develops the Direct Credit Back method (DCB)-the bootstrapped version of the Residual Gradient method (RG). Finally, we evaluate both bootstrapping methods-Sarsa(λ) and DCB-and confer to their non-bootstrapped counterparts, Sarsa and RG. The underlying methods are evaluated with various structures of inventory problems. Two other inventory control methods-Look-Ahead and Rollout-are also included in our study.
The findings here provide a practical approach to apply an ADP method for an inventory problem. The results reveal questionable benefits of bootstrapping. The understanding exposed here will help promote efficient inventory management and aid in the transfer of intelligent system research into practice. Shervais et al. (2003) , apply TD(0) with nonlinear function approximation, such as artificial neural network, to mitigate a scalability issue. However, applying TD(0) with nonlinear function approximation requires a high level of expertise in both application and techniques and it might result in divergence leading to instability of the control. Baird (1995) proposed Residual Gradient method (RG) to be used with nonlinear function approximation. However, RG is reported to underperform TD(0) in overall.
In addition to extend RL method with scalable function approximation, bootstrapping is used to speed up the learning process of TD(0) and leads to a more general method, denoted TD(λ). Successes of applying TD(λ)-the most famous work is Tesauro (1994)-lead to common belief of the benefit of bootstrapping. However, due to complexity of implementation and extra computational costs, there is only work of Prestwich et al. (2008) related to bootstrapping and inventory management. Prestwich et al. (2008) studied the viability of combining Sarsa(λ) and Noisy Genetic Algorithm by using the Cultural Algorithm, introduced by Reynolds (1994) . They claimed the viability of their approach for partially observable Markov decision problems.
Among previous authors applying ADP to inventory problems, many authors have used TD(0) or methods related to TD(0), but none 1 has investigated the effectiveness of bootstrapping. Leng et al. (2009) also mentioned that the mechanism of Eligibility Trace in ADP with function approximation has not been sufficiently investigated.
Inspired by the development of eligibility trace to bootstrap TD(0), we develop an extension to RG based on bootstrapping, called "Direct Credit Back" (DCB). The new method DCB provides a contribution in its own right as well as supplements the investigation of an effect of bootstrapping in applying RL to inventory management.
Background
Sarsa. Sarsa, as discussed by Sutton and Barto (1998) Baird (1995) , is designed to be used with various approximation functions, including ones belonging to a non-linear family. RG is developed to minimize the approximation error Direct Credit Back Baird (1995) claims that RG always converges. However, it has been criticized for delivering an inferior solution compared to TD(0) by Maei et al. (2009 
Equation (2) can be rearranged as shown in Equation (3),
where ψ(s t |c(s t )) = ψ(s t ).
The update equations for other prior states can be obtained in a similar manner. After c(s t ) is observed, the temporal difference error of approximate cost of state s t−i , for i = 1, 2, …, t − 1, is shown in Equation (4):
Minimizing the squared temporal difference errors of all prior states is equivalent to minimizing ∑ i=0, …, t−1 ψ
( s t−i | c(s t ) ).
The DCB update equation can be obtained by the gradient descent method. The update can be truncated to only a specific number of prior approximate state costs,
where N ∈ {0, 1, 2, …} is the number of periods crediting back. The update equation
for approximate state-action costs can be obtained in a similar manner. When the parameter N = 0, the DCB method reduces to RG.
Experiments
Our study uses computer simulations to conduct numerical experiments. The inventory problem investigated here is a periodic review single-echelon problem with nonzero leadtime and a setup cost. The demand is modeled as AR1/GARCH(1,1). Therefore, a state is composed of the previous demand D t−1 , the previous demand error ε t−1 , the variance of the previous demand error σ t−1
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, the on-site inventory x t , and the in-transit inventory B (t) whose length depends on a leadtime L. The state space of this problem is {0, I 
Experimental Results
We measure performance of each inventory control by aggregate costs. Figures 1 and  2 show averages and confidence intervals of aggregate costs obtained from different methods under problem scenarios P1-P13 (Table 1) . A '*' marks an average aggregate cost and line beside it represents a 90% confidence interval, based on t-test statistics.
On the y-axis, labels 'H', 'S', 'SL', 'RG', and 'DCB', and 'Roll' indicate results obtained from the 12-period Look-Ahead, Sarsa, Sarsa(λ), RG, and the DCB method, respectively 4 . The Roll-out method was used with perfect system information: Rollout simulation parameter values match those of the actual problem.
Discussion and Conclusions
The average costs obtained from RL methods with bootstrapping are lower than without in most scenarios, but P13 that the average cost obtained from DCB is higher than one from RG method. Figures 3 and 4 Based on percentages of relative cost difference, bootstrapping reduces average cost up to about 5%, regardless of the RL method. It should be noted that scenario P13 that DCB has higher average cost than RG is when the holding cost ratio (h/b) is relatively high. When the holding cost is relatively high, not only that DCB underperforms RG method, all methods-Sarsa, Sarsa(λ), RG, and DCB methods-underperform the 12-period Look-Ahead method (bottom left plot of Figure 4 ). This implies that RL method does not work well under high h/b ratio. High h/b ratios make inventory decisions more critical-stocking more inventory has more negative effect. This may cause slower convergence of all RL methods. The study of suitable ADP methods for critical decision problems deserves further investigation. Although the reduction of average aggregate costs by using bootstrapping seems apparent in most cases, the reduction is still within ranges of variation (at 95% confidence level). Therefore, statistically we cannot rule out the possibilities of the variation of results due to stochastic variations in the problems. We have run significance tests to double-check, but the test results could not confirm the cost reduction of bootstrapping at 95% confidence level. Table 2 shows p-values of the significance tests. The higher p-value, i.e., closer to 1, implies that evidence against the null hypothesis is insufficient.
To conclude the point, bootstrapping has shown to be able to reduce average cost up to 5% with possibility that this reduction may be due to variation of the underlying process. Therefore, taking into consideration the additional implementation effort and computation cost required by bootstrapping, bootstrapping in the forms investigated in this study are not recommended for inventory control applications.
It should be noted that our conclusion is drawn based on our experimental results. Investigation of different form of bootstrapping or different problem structure, such as a problem with long leadtime, may reveal a situation where bootstrapping can work more effectively. 
