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Surfaces Containing Two Parabolas Through Each Point
Egor Morozov∗
Abstract
We prove (under some technical assumptions) that each surface in R3 containing two arcs of parabo-
las with axes parallel to Oz through each point has a parametrization
(
P (u,v)
R(u,v)
,
Q(u,v)
R(u,v)
,
Z(u,v)
R2(u,v)
)
for some
P,Q,R,Z ∈ R[u, v] such that P,Q,R have degree at most 1 in u and v, and Z has degree at most 2 in u
and v. The proof is based on the observation that one can consider a parabola with vertical axis as an
isotropic circle; this allows us to use methods of the recent work by M. Skopenkov and R.Krasauskas in
which all surfaces containing two Euclidean circles through each point are classified. Such approach also
allows us to find a similar parametrization for the surfaces in R3 containing two arbitrary isotropic circles
through each point (under the same technical assumptions). Finally, we get some results concerning the top
view (the projection along the Oz axis) of the surfaces in question.
Keywords: parabola, isotropic circle, isotropic geometry, parametrization of surfaces.
Mathematics Subject Classification (2010): 51B10, 14J26.
1 Introduction and background
Various problems about classification of surfaces in R3 containing two special curves through each point have
rich history and natural applications in architecture. Probably the most classical examples are a one-sheeted
hyperboloid containing two lines through each point and Shukhov’s architectural structures based on it (however
the fact that one-sheeted hyperboloid is a doubly ruled surface was discovered by Wren back in 1669). Another
example is the problem of finding all surfaces containing several circles through each point. Although the
problem has been studied since XIXth century, it was solved only in the recent paper [15] (a brief but very
informative history of the question can be also found there).
The aim of this paper is finding all surfaces in R3 containing two parabolas with vertical axes through each
point (Theorem 1). The new idea is to consider parabolas with vertical axes as circles in isotropic geometry
and apply isotropic stereographic projection (see [6], [11]). This approach allows us to solve the problem using
quite standard methods similar to [15]. In passing, we find all surfaces containing two arbitrary isotropic
circles through each point (Theorem 2). Particular cases called isotropic cyclides are considered by H. Sachs,
R.Krasauskas, S. Zube˙ in [6] and [12]. Surfaces containing isotropic circles through each point have unexpected
applications in computer numerically controlled machining (see [14]).
Figure 1: examples of surfaces containing two parabolas through each point.
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Table 1: a summary of known results on surfaces containing two special curves through each point in various dimensions and geometries.
Problem Assumptions Readily-calculable solution Author(s) Reference
CCE3 — yes Skopenkov-
Krasauskas
[15, Theorem 1.1]
CCE4 two circles through each
point are noncospheric,
finitely many circles
through each point
no [15, Corollary 5.1]
infinitely many circles
through each point
yes Kolla´r [15, Remark 5.3]
summarizing [5,
Theorems 3, 8 and
Propositions 11,
12]
the surface is algebraic no Lubbes [8, Theorem 1]
CCE9,
CCI9
— yes (there are no such surfaces, i. e., any
surface in question is contained in R8)
Schicho remark after [15,
Theorem 4.1]
CCI3 two isotropic circles
through each point are
noncospheric, finitely
many isotropic circles
through each point
yes see Theorem 2 below
CLE3 — yes (such surfaces are quadrics only) Nilov-Skopenkov [10, Theorem 1.1]
CLE4,
CLE5
the surface is algebraic no Lubbes [8, Corollary 2]
CLE6 yes (there are no such surfaces, i. e., any
surface in question is contained in R5)
CLS3 the surface is algebraic
and contains exactly one
circle and one line through
each point
no [7, Corollary 3b]
2
An interesting feature of isotropic geometry is the concept of “top view”. Projecting the isotropic circles
through each point of the surface to a horizontal plane, we obtain a configuration of lines and (Euclidean)
circles in the plane. For the case of surfaces containing two parabolas through each point we give a complete
classification of the resulting line configurations (Corollary 1) and for the case of surfaces containing two isotropic
circles through each point we give a partial classification (Corollary 2). It seems to be not difficult to obtain
a complete classification for the latter case using the methods of §§4.6—4.8 but this is beyond the scope of the
paper (see also Conjecture 5).
Our proofs use Schicho’s theorem (Theorem 4) which parametrizes all surfaces containing two conics through
each point. Although Schicho’s theorem is powerful, it requires many technical assumptions (e. g. the surface
contains finitely many conics through each point) which leads to quite long statements of our main theorems.
We give a detailed plan of the proof in §3.
The problem of finding all surfaces containing two circles through each point is interesting also in higher
dimensions and other geometries (for instance, classification of surfaces in R3 was actually deduced from the
classification of surfaces in R4 in [15]). A closely related problem is finding all surfaces containing a line and
a circle through each point. By “geometry” we mean only how the notions of “circle” and “line” are defined; in
particular, we do not study classification of surfaces up to any transformation group; we are interested just in
finding all the surfaces in question.
State of the art on both problems is summarized in Table 1. To make the table visible, we have to focus just
on the very two particular problems and also to omit many remarkable results covered by the ones presented
in the table. We refer to [8] for a more complete survey and a discussion of very interesting closely related
questions.
How to read Table 1. Each row depicts a problem of finding all surfaces containing two special curves
through each point in space of given dimension with given geometry. The columns mean the following:
• Problem. A label in this column abbreviates a particular problem as follows.
– The first two letters refer to curves passing through each point of the surface: “CC” means “two
circles” and “CL” means “a line and a circle”.
– The third letter refers to how the notions of “circle” and “line” are understood: “E” means Euclidean
circle and line in Rn, “I” means isotropic circle and line in Rn (see the beginning of §2 and [12]), “S”
means circle and spherical line (i. e. great circle) in Sn. Note that the problems “CCEn” and “CCSn”
are equivalent, but this is not the case for “CLEn” and “CLSn”. Similar problems in pseudoeuclidean
and hyperbolic geometries are unsolved.
– the number refers to the dimension of the ambient space; we assume that the surface is not contained
in a subspace of lower dimension.
For example, the label “CCE3” denotes a problem of finding all surfaces in R3 which are not contained in
R2 and which contain two Euclidean circles through each point.
• Assumptions. These are the assumptions which the surface must satisfy. The analyticity of the surface
and the analytical dependence of the curves through each point on the point are the default ones.
• Readily-calculable solution. Informally, we say that a problem has a readily-calculable solution if there is an
explicit parametrization of the set of surfaces in question, i. e. an explicit surjection from a p-dimensional
subset in Rp (or a finite union of such subsets with different p) to the set of surfaces in question. This is
similar to solution of an equation: if the number of solutions is finite, then one can just list them; otherwise
one parametrizes the set of solutions. This notion pretends to be neither precise nor ideal nor universal.
“Yes” standing in the 2nd column of Table 1 is just an invitation for a user to apply the cited solution
immediately, and “no” is an invitation for a developer to make his or her own research on the particular
problem. Results marked by “yes” give an impression of “the best possible answers” to the problems. But
this does not pretend to be the case outside the context of Table 1 (and we avoid further specification of
the notion of a “readily-calculable solution” because it would not change Table 1). See [3, Remark 1.2] for
a detailed discussion.
The problems in Table 2 have not yet been solved in any sense but seem to be accessible by known methods.
The 3-dimensional pseudoeuclidean case may be interesting due to relation to circle patterns (see [11] for
the isotropic case).
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Table 2: Remarks on some unsolved problems.
Problem Remark
CCE8 The problem might possibly be solved via octonions (just as CCE4 was approached by quaternions,
see [15]).
CCI5 Using the method of the paper the problem can be reduced to the classification of Pythagorean
6-tuples from [15, Theorem 1.3].
Organization of the paper. In §2 we state the main results and in §3 we state a number of auxiliary
theorems. Theorems 1 and 2 are proved in §§4.3-4.4 respectively. Corollary 1 is proved in §4.5. Corollary 2 is
much more complicated; it is proved in §4.8 using a small theory developed in §§4.6-4.8. Finally, in §5 we state
several open problems. In Appendix by M. Skopenkov and R.Krasauskas, an auxilliary Theorem 5 from [15] is
proved, fixing a minor gap in the original proof.
2 Statements
Consider 3-dimensional Euclidean space R3 with the Cartesian coordinates (x, y, z). Each line parallel to Oz is
called vertical.
An isotropic circle in R3 is either a parabola with vertical axis or an ellipse whose orthogonal projection to
the plane Oxy is a circle. The latter projection is called the top view of the isotropic circle. An isotropic sphere
in R3 is either a paraboloid of revolution with vertical axis or a circular cylinder with vertical axis. A pencil of
lines in a plane is either a set of all lines passing through some fixed point or a set of all lines parallel to some
fixed line. A cyclic is a subset of the plane given by the equation
a(x2 + y2)2 + (x2 + y2)(bx+ cy) +Q(x, y) = 0, (1)
where a, b, c ∈ R and Q ∈ R[x, y] has degree at most 2 (and a, b, c, Q do not vanish simultaneously).
An analytic surface in R3 is the image of an injective real analytic map of a planar domain into R3 with
nondegenerate differential at each point. An isotropic circular arc analytically dependent on a point is a real
analytic map of an analytic surface into the real analytic variety of all isotropic circular arcs in R3.
Denote by Ri,j (respectively, Ci,j) the set of all polynomials F ∈ R[u, v] (respectively, C[u, v]) such that
degu F ≤ i and degv F ≤ j.
Theorem 1. Assume that through each point of an analytic surface in R3 one can draw two transversal parabolic
arcs with vertical axes, fully contained in the surface (and analytically depending on the point). Assume that
these two arcs lie neither in the same isotropic sphere nor in the same plane. Assume that through each point
in some dense subset of the surface one can draw only finitely many (not nested) arcs of isotropic circles and
line segments contained in the surface. Then the surface (possibly besides a one-dimensional subset) has a
parametrization
Φ(u, v) =
(
P (u, v)
R(u, v)
,
Q(u, v)
R(u, v)
,
Z(u, v)
R2(u, v)
)
(2)
for some P,Q,R ∈ R1,1 and Z ∈ R2,2, where R 6= 0, such that the parabolic arcs are the curves u = const and
v = const.
Corollary 1. For each surface satisfying the assumptions of Theorem 1 the top views of the two parabolas
through each point are either tangent to one conic or lie in a union of two pencils of lines (see Fig. 2).
Remark 1. Actually both figures in Fig. 2 depict a set of lines dual to the points of some conic. The difference
is that in the right figure the conic is not smooth.
Remark 2. Surfaces described in Theorem 1 admit the following geometric construction. Let U be either
the set of all lines tangent to a fixed conic or a union of two pencils of lines. Take three parabolas p1, p2, p3
with the top views being lines lying in U . For a generic line l ∈ U take the plane pi such that pi ⊥ Oxy and
pi ∩Oxy = l. Draw a parabola with vertical axis through the points p1 ∩ pi, p2 ∩ pi, p3 ∩ pi. Then one can see by
direct computation that the surface formed by all such parabolas for all l ∈ U contains two parabolas through
each point.
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Figure 2: to Corollary 1: the top views of parabolas through each point.
Theorem 2. Assume that through each point of an analytic surface in R3 one can draw two transversal arcs
of isotropic circles fully contained in the surface (and analytically depending on the point). Assume that these
two arcs lie neither in the same isotropic sphere nor in the same plane. Assume that through each point in
some dense subset of the surface one can draw only finitely many (not nested) arcs of isotropic circles and
line segments contained in the surface. Then the surface (possibly besides a one-dimensional subset) has a
parametrization
Φ(u, v) =
(
P0P1 − P2P3
P 20 + P
2
3
,
P1P3 + P0P2
P 20 + P
2
3
,
Z
P 20 + P
2
3
)
(3)
for some P0, P1, P2, P3 ∈ R1,1 ⊂ R[u, v] and Z ∈ R2,2 ⊂ R[u, v], where P
2
0 + P
2
3 6= 0, such that the arcs of the
isotropic circles are the curves u = const and v = const.
Corollary 2. Consider a surface satisfying the assumptions of Theorem 2. Then if the top views of the isotropic
circles u = const are all tangent to some regular smooth curve, then this curve is contained in a cyclic. In this
case, if the top views of the isotropic circles v = const are all tangent to some regular smooth curve, then this
curve is contained in the same cyclic (see Fig. 3 top row).
Figure 3: to Corollary 2: top views of isotropic circles through each point.
Remark 3. Actually it is possible that one family of top views has a (real) envelope and the other one has not
(see Fig. 3 bottom row). A more general assertion covering this case is stated in Conjecture 5.
Remark 4. In fact, a surface given by a generic equation of form (2) (respectively, (3)) contains two arcs of
parabolas (respectively, two arcs of isotropic circles) through each point.
Remark 5. Among all the assumptions of Theorems 1 and 2 the analiticity is not really a restriction; see the
paragraph before [15, Problem 5.7].
3 Outline of the proofs
We begin with some notation. Let RP4 be the 4-dimensional real projective space with the homogeneous
coordinates (x1 : x2 : x3 : x4 : x5). Consider the following subsets:
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• the cylinder S2 × R given by x21 + x
2
2 + x
2
4 = x
2
5 and x5 6= 0;
• the affine subspace H5 given by x4 = 0, x5 = 1;
• the line l ⊂ S2 × R given by x1 = x2 = 0, x4 = x5.
By a conic in S2×R we mean a nonempty section of S2×R by a 2-dimensional projective plane that contains
no rulings of S2 × R.
The proofs of both main theorems are similar and consist of three steps.
1. Reducing the problem of finding all surfaces in R3 containing two isotropic circles through each point (or
two parabolas through each point) to the problem of finding all surfaces in S2 × R containing two conics
through each point (in case of Theorem 1 these conics must intersect the line l).
2. Solving the resulting problems using parametrization of surfaces containing two conics through each point.
3. Extracting the solutions of the initial problems from the solutions obtained in the previous step.
For the first and the third steps we perform the inverse isotropic stereographic projection of a surface in R3
to obtain a surface in S2 × R. The isotropic stereographic projection pi : (S2 × R) \ l → H5 is defined by the
formula
pi : (x1 : x2 : x3 : x4 : x5) 7→
(
x1
x5 − x4
:
x2
x5 − x4
:
x3
x5 − x4
: 0 : 1
)
.
The inverse map pi−1 : H5 → (S
2 × R) \ l is given by
pi−1 : (x1 : x2 : x3 : 0 : 1) 7→ (2x1 : 2x2 : 2x3 : x
2
1 + x
2
2 − 1 : x
2
1 + x
2
2 + 1).
N
P
l
Figure 4: the isotropic stereographic projection (in 3-dimensional space).
The point N = (0 : 0 : 0 : 1 : 1) is called the projection center. Thinking geometrically, the map pi maps a
point P ∈ (S2 × R) \ l to the intersection of the line NP and H5 (see Fig. 4). In particular, the image of any
section of (S2 × R) \ l by a projective subspace containing N is an affine subspace of H5.
The key property of the isotropic stereographic projection is stated in the following theorem, which is proved
in [6].
Theorem 3 ([6, Theorem 3]). Identify H5 with R
3 by the map (x1 : x2 : x3 : 0 : 1) 7→ (x1, x2, x3). Then
the maps pi and pi−1 define a 1-1 correspondence between isotropic spheres (respectively, isotropic circles) in H5
and nonempty sections of (S2 ×R) \ l by a 3-dimensional (respectively, 2-dimensional) projective subspace that
does not pass through the projection center N and contains no rulings of S2 × R.
For the second step we need several auxiliary theorems. Our main instrument is the following theorem by
J. Schicho. Recall that an analytic surface in Pn = CPn is the image of an injective complex analytic map from
a domain in C2 into Pn with nondegenerate differential at each point.
Theorem 4 ([13, Theorem 1], [15, Theorem 4.1]). Assume that through each point of an analytic surface
Φ in a domain in Pn one can draw two transversal conics intersecting each other only at this point (and
analytically depending on the point) such that their intersections with the domain are contained in the surface.
Assume that through each point in some dense subset of the surface one can draw only finitely many conics such
that their intersections with the domain are contained in the surface. Then the surface is algebraic and has a
parametrization (possibly besides a one-dimensional subset):
Φ(u, v) = (X1(u, v) : · · · : Xn+1(u, v)),
for some X1, . . . , Xn+1 ∈ C2,2 such that the conics are the curves u = const and v = const.
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Using this theorem we find a convenient parametrization of surfaces in S2×R containing two conics through
each point.
Theorem 5. Assume that through each point P of an analytic surface Ψ in S2×R one can draw two transversal
arcs of conics fully contained in the surface (and analytically depending on the point). Assume that the conics
containing these two arcs intersects only at P . Assume that through each point in some dense subset of the
surface one can draw only finitely many (not nested) arcs of conics fully contained in the surface. Then the
surface (possibly besides a one-dimensional subset) has a parametrization
Ψ(u, v) = (X1(u, v) : X2(u, v) : X3(u, v) : X4(u, v) : X5(u, v)), (4)
for some X1, . . . , X5 ∈ R2,2 satisfying the equation
X21 +X
2
2 +X
2
4 = X
2
5 , (5)
and such that the conics are the curves u = const and v = const.
The proof of this theorem is quite technical and goes along the lines of the proof of [15, Theorem 1.2]. The
proof is presented in the appendix, where a theorem generalizing both [15, Theorem 1.2] and Theorem 5 is
proved.
The following theorem gives an algebraic interpretation for the condition that both isotropic circles through
each point of the initial surface in R3 are parabolas. It is used in the proof of Theorem 1 only.
Theorem 6. Suppose that a surface Ψ has parametrization (4), where X1, . . . , X5 ∈ R2,2 satisfy (5). Assume
that all the curves u = const and v = const on the surface Ψ intersect the line l. Then the surface Ψ has another
parametrization (possibly besides a one-dimensional subset as well)
Ψ(u, v) = (Y1(u, v) : · · · : Y5(u, v)),
for some Y1, . . . , Y5 ∈ R2,2 satisfying (5) and such that Y1, Y2, and Y5 − Y4 have a common divisor of degree at
least 1 in u and v.
The required parametrization (2) in Theorem 1 is deduced from the following theorem.
Theorem 7. Let X1, X2, X4, X5 ∈ R2,2 be four polynomials satisfying (5). Assume that X1, X2, and X5 −X4
have a common divisor of degree at least 1 in u and v. Then there exist polynomials P,Q,R, T ∈ R2,2 such that
X1 = 2PRT,
X2 = 2QRT, (6)
X4 = (P
2 +Q2 −R2)T,
X5 = (P
2 +Q2 +R2)T.
The required parametrization (3) in Theorem 2 is deduced from the following theorem, which is proved in [2].
Theorem 8 (Parametrization of Pythagorean 4-tuples [2, Theorem 2.2]). Let X1, X2, X4, X5 ∈ R[u, v]
be four polynomials satisfying (5). Then there exist polynomials P0, P1, P2, P3, T ∈ R[u, v] such that
X1 = 2(P0P1 − P2P3)T,
X2 = 2(P1P3 + P0P2)T, (7)
X4 = (P
2
1 + P
2
2 − P
2
0 − P
2
3 )T,
X5 = (P
2
0 + P
2
1 + P
2
2 + P
2
3 )T.
Remark 6. Actually from [2, Theorem 2.2] it follows that under the assumptions of Theorem 8 there exist
parametrization (7) with X5 = ±(P 20 +P
2
1 +P
2
2 +P
2
3 )T . However one can exclude the case of minus sign in the
latter formula by the change of variables (P0, P1, P2, P3, T ) 7→ (−P1, P0, P3,−P2,−T ).
For the proof of Corollary 2 we need the following auxiliary results not pretending to be new. Consider a
surface of form (3). Identify the plane Oxy with C by the map (x, y) 7→ x+ yi. Then the projection of a point
Φ(u, v) to the plane Oxy is identified with the complex number
P0P1 − P2P3
P 20 + P
2
3
+
P1P3 + P0P2
P 20 + P
2
3
· i =
P1(u, v) + P2(u, v)i
P0(u, v)− P3(u, v)i
=:
a11uv + a10u+ a01v + a00
b11uv + b10u+ b01v + b00
(8)
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for some aij , bij ∈ C. Therefore studying the top view of isotropic circles on Φ is closely related to classification
of complex bilinear -fractional maps of the form
F (u, v) =
a11uv + a10u+ a01v + a00
b11uv + b10u+ b01v + b00
. (9)
This is the missing complex analogue of the quaternionic classification from [15, §3], cf. [17].
Two rational functions F (u, v) and G(u, v) of form (9) are equivalent, if there are invertible complex linear-
fractional maps f(z), fu(u), fv(v) such that
F (u, v) = f(G(fu(u), fv(v))).
Theorem 9 (classification of complex bilinear-fractional maps). Each rational function F (u, v) of
form (9) is equivalent to one of the following 5 polynomials: uv, u+ v, u, v, 0.
The latter theorem allows us to obtain the following description of the top view as a “Minkowki sum or
product” of circles or lines. A generalized circle in the plane is either a circle or a line. For any A ⊂ C and
z ∈ C denote z · A = {za | a ∈ A} and z +A = {z + a | a ∈ A}. Note that if A is a circle (respectively, a line)
in the complex plane, then both sets z ·A and z +A are circles (respectively, lines) as well.
Theorem 10. Let Φ be a surface satisfying the assumptions of Theorem 2. Then there exist generalized circles
ω1, ω2 ⊂ C and a linear-fractional map f(z) such that
(i) for any u0 ∈ R there exists z0 ∈ ω1 such that the top view of the isotropic circle u = u0 on Φ is either
Cl f(z0 · ω2) or Cl f(z0 + ω2);
(ii) for any v0 ∈ R there exists w0 ∈ ω2 such that the top view of the isotropic circle v = v0 on Φ is either
Cl f(w0 · ω1) or Cl f(w0 + ω1).
Here “Cl” stands for the closure of a set.
The last result required for the proof of Corollary 2 is the following one.
Theorem 11. (i) Let ω1 and ω2 be two generalized circles in the complex plane. Suppose that the generalized
circles from the family Π1 = {w · ω1 | w ∈ ω2} are tangent to some regular smooth curve; then this curve
is contained in a cyclic. If, in addition, the generalized circles from the family Π2 = {z · ω2 | z ∈ ω1} are
tangent to some regular smooth curve as well, then the latter curve is contained in the same cyclic.
(ii) The same assertions hold for the families Σ1 = {w + ω1 | w ∈ ω2} and Σ2 = {z + ω2 | z ∈ ω1}.
4 Proofs
4.1 Proof of Theorem 6.
Lemma 1. Let Ψ be a surface satisfying the assumptions of Theorem 6. Then Ψ has a parametrization (possibly
besides a one-dimensional subset)
Ψ(u, v) = (Y1(u, v) : · · · : Y5(u, v)),
for some Y1, . . . , Y5 ∈ R2,2 satisfying (5) and such that
(i) there are infinitely many u0 ∈ R such that the polynomials Y1(u0, v), Y2(u0, v), Y5(u0, v)−Y4(u0, v) ∈ R[v]
have a common root v1;
(ii) there are infinitely many v0 ∈ R such that the polynomials Y1(u, v0), Y2(u, v0), Y5(u, v0)−Y4(u, v0) ∈ R[u]
have a common root u1.
Proof of Lemma 1. In parametrization (4), the pair (u, v) runs through some open subset of R2. Take any
(u0, v0) from this subset and consider the conic u = u0 in Ψ (recall that by a conic we mean an irreducible
degree 2 curve; in particular, max5i=1 degv Xi = 2). This conic intersects the line l. By the definition of l it
follows that two cases are possible:
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Case 1: there exist v1, a ∈ R, such that
(X1(u0, v1) : · · · : X5(u0, v1)) = (0 : 0 : a : 1 : 1).
Case 2: for some a ∈ R we have
(v2X1(u0, 1/v) : · · · : v
2X5(u0, 1/v))|v=0 = (0 : 0 : a : 1 : 1).
If for infinitely many u0 we have the first case, then condition (i) of Lemma 1 holds. Otherwise for infinitely
many u0 we have the second case. Then let us change the parametrization taking X
′
i(u, v) = v
2Xi(u, 1/v)
for i = 1, . . . , 5. For the resulting parametrization (X ′1(u, v) : · · · : X
′
5(u, v)) condition (i) holds. Repeating
this procedure with u we obtain a parametrization (Y1(u, v) : · · · : Y5(u, v)) which satisfies both conditions (i)
and (ii).
Lemma 2. Let F1, F2, and F3 be three polynomials in R[u, v]. Suppose that for infinitely many u0 ∈ R the
polynomials F1(u0, v), F2(u0, v), and F3(u0, v) have a common root. Then F1, F2, and F3 have a common
divisor of degree at least one in v.
Proof of Lemma 2. Let D be one of the greatest common divisors of F1, F2, and F3. First let us prove that
degD ≥ 1. Without loss of generality it can be assumed that F1 6= 0. For the case F2 = F3 = 0 there is nothing
to prove. Otherwise without loss of generality it can be assumed that F2 6= 0. Then the curves F1(u, v) = 0
and F2(u, v) = 0 have infinitely many common points. By Bezout’s theorem it follows that F1 and F2 are not
coprime. Let A be one of the greatest common divisors of F1 and F2, so that F1 = AF
′
1, F2 = AF
′
2 for some
F ′1, F
′
2 ∈ R[u, v] and degA ≥ 1. If F3 = 0, then A is a common divisor of F1, F2, and F3; in particular, A | D
and we are done. Otherwise the curves F1 = 0, F2 = 0, and F3 = 0 have infinitely many common points,
whereas the curves F ′1 = 0 and F
′
2 = 0 have finitely many common points. Hence the curves A = 0 and F3 = 0
have infinitely many common points. By Bezout’s theorem it follows that A and F3 are not coprime. Thus F1,
F2, and F3 are not coprime as well.
Further, let us prove that actually degvD ≥ 1. Assume the converse. Then D ∈ R[u]. Suppose Fi = DF
′′
i for
some F ′′i ∈ R[u, v] (here i = 1, 2, 3). Then there exist infinitely many u0 such thatD(u0) 6= 0 but the polynomials
F1(u0, v), F2(u0, v), and F3(u0, v) have a common root. For any such u0 the polynomials F
′′
1 (u0, v), F
′′
2 (u0, v),
and F ′′3 (u0, v) have a common root. From the previous paragraph it follows that F
′′
1 , F
′′
2 , and F
′′
3 are not
coprime. This contradicts the assumption that D is the greatest common divisor of F1, F2, and F3, which
completes the proof.
Proof of Theorem 6 follows from Lemmas 1 and 2.
4.2 Proof of Theorem 7.
First let us prove the following simple lemma.
Lemma 3. Let F1 and F2 be two coprime polynomials in R[u, v] (in particular, F
2
1 + F
2
2 6= 0). Suppose that a
real polynomial I divides F 21 + F
2
2 and I 6= const; then degu I ≥ 2 or degv I ≥ 2.
Proof of Lemma 3. Assume the converse. Without loss of generality it can be assumed that degv I = 1.
Then there exist infinitely many u0 ∈ R such that I(u0, v) has a real root v0. For any such pair (u0, v0) we
have F 21 (u0, v0) + F
2
2 (u0, v0) = 0, i. e., F1(u0, v0) = F2(u0, v0) = 0. In particular, the curves F1 = 0 and F2 = 0
have infinitely many common points. From Bezout’s theorem it follows that F1 and F2 are not coprime. This
contradiction concludes the proof.
Proof of Theorem 7. If X1 and X2 vanish simultaneously, then by (5) we have X4 = ±X5 and the required
parametrization is given by either P = Q = 0, R = 1, T = X5 (in the case when X4 = −X5) or Q = R = 0, P =
= 1, T = X4 (in the case when X4 = X5). Assume further that X
2
1 +X
2
2 6= 0.
Let D be one of the greatest common divisors of X1, X2, and X5 − X4. Denote X1 = DP , X2 = DQ,
X5 −X4 = DR. By (5) we have
D(P 2 +Q2) = R(X5 +X4). (10)
Let us show that R | D; then taking T = D/2R we obtain the required parametrization. By (10) it suffices
to show that R and P 2 + Q2 are coprime. Since X21 + X
2
2 6= 0, we have P
2 + Q2 6= 0. Hence P and Q have
some greatest common divisor D′ so that P = D′P ′, Q = D′Q′, where P ′ and Q′ are coprime. Then R and D′
are coprime because otherwise D is not a greatest common divisor of X1, X2, and X5 −X4.
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It remains to show that R and (P ′)2 + (Q′)2 are coprime. By the assumptions of Theorem 7 we have
degvD ≥ 1 and deguD ≥ 1. However DR = X5−X4 ∈ R2,2, hence R ∈ R1,1. Let I be an arbitrary irreducible
(in R[u, v]) nonconstant divisor of (P ′)2 + (Q′)2. By Lemma 3 it follows that degu I ≥ 2 or degv I ≥ 2. Since
R ∈ R1,1, it follows that I ∤ R. Thus R and (P ′)2 + (Q′)2 are coprime and R | D.
4.3 Proof of Theorem 1.
Identify space R3 with H5 by the map (x, y, z) 7→ (x : y : z : 0 : 1). Consider the image Ψ of the given surface
Φ under the inverse isotropic stereographic projection pi−1.
Let us show that Ψ satisfies the assumptions of Theorem 5. By Theorem 3 it follows that each isotropic
circle in H5 maps to a conic (in particular, by the assumptions of Theorem 1 it follows that through each point
of some dense subset of Ψ one can draw only finitely many not nested arcs of conics). Moreover, each parabola
with vertical axis is mapped to a conic that intersects the line l (with the point on l excluded). Indeed, the
projective closure of each parabola with a vertical axis passes through the point (0 : 0 : 1 : 0 : 0) while the line
joining this point with the projection center N is exactly l.
It remains to show that the two conics containing the two arcs of conics through a point P of Ψ intersect
only at P . Indeed, otherwise both conics are contained in one 3-dimensional subspace. If this subspace does not
contain N , then by Theorem 3 it follows that the pi-images of the conics are contained in one isotropic sphere,
which is forbidden. If this subspace contains N , then the pi-images of the conics are contained in one plane,
which is forbidden as well.
By Theorems 5, 6, and 7 the surface Ψ has parametrization (4), where X1, . . . , X5 satisfy (6). We have
R 6= 0, otherwise X1 = X2 = 0, X4 = X5, and the surface is contained in a line, which is impossible.
Now, using the stereographic projection pi, we obtain the parametrization of the initial surface Φ:
Φ(u, v) =
(
P
R
,
Q
R
,
Z
R2T
)
,
for which the parabolas through each point are the curves u = const and v = const.
Let us show that actually T = const. Assume the converse. Then without loss of generality we may assume
that degu T ≥ 1. Then (in the notation of Theorem 7) from X5 = (P
2+Q2+R2)T and the condition X5 ∈ R2,2
we obtain P,Q,R ∈ R0,1. This means that all points of Φ with v = const are contained in a vertical line, i. e.,
the curve v = const is not a parabola with vertical axis. This contradiction implies that T = const. Since
X5 ∈ R2,2 and X5 = (P 2 + Q2 + R2)T , we obtain P,Q,R ∈ R1,1. Absorbing the constant T into Z(u, v) we
arrive at parametrization (2).
4.4 Proof of Theorem 2
As in the proof of Theorem 1, identify space R3 with H5 by the map (x, y, z) 7→ (x : y : z : 0 : 1) and consider
the image Ψ of the given surface Φ under inverse isotropic stereographic projection pi−1.
Let us show that Ψ satisfies the assumptions of Theorem 5. By Theorem 3 it follows that each isotropic
circle in H5 is mapped to a conic under this projection (in particular, by the assumptions of Theorem 2 it
follows that through each point of some dense subset of Ψ one can draw only finitely many not nested arcs of
conics). Literally as in the 3rd paragraph of the proof of Theorem 1 it is shown that the two conics containing
the two conics through a point P of Ψ intersect only at P .
By Theorems 5 and 8 the surface Ψ has parametrization (4), where X1, . . . , X5 now satisfy (7). We have
P 20 +P
2
3 6= 0 and P
2
1 +P
2
2 6= 0, otherwise X1 = X2 = 0, X4 = ±X5, and the surface is contained in a line, which
is impossible.
Using the stereographic projection pi, we obtain the parametrization of the initial surface Φ:
Φ(u, v) =
(
P0P1 − P2P3
P 20 + P
2
3
,
P1P3 + P0P2
P 20 + P
2
3
,
Z
(P 20 + P
2
3 )T
)
,
for which the isotropic circles through each point are the curves u = const and v = const.
Let us show that T = const. Assume the converse. Then without loss of generality we may assume that
degu T ≥ 1. Then (in the notation of Theorem 8) from X5 = (P
2
0 +P
2
1 +P
2
2 +P
2
3 )T and the condition X5 ∈ R2,2
we obtain Pi ∈ R0,1 for i = 1, 2, 3, 4. This means that all points of Φ with v = const are contained in a vertical
line, i. e., the curve v = const is not an isotropic circle. This contradiction implies that T = const. Since
X5 ∈ R2,2 and X5 = (P 20 + P
2
1 + P
2
2 + P
2
3 )T , we obtain Pi ∈ R1,1 for i = 1, 2, 3, 4. Absorbing the constant T
into Z(u, v) we arrive at parametrization (3).
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4.5 Proof of Corollary 1
Let us start from parametrization (2) given by Theorem 1. Identify our space R3 with {(x : y : z : t) | t 6= 0} ⊂
RP3 by the map (x, y, z) 7→ (x : y : z : 1). Write
P (u, v) = p11uv + p10u+ p01v + p00, Q(u, v) = q11uv + q10u+ q01v + q00, R(u, v) = r11uv + r10u+ r01v + r00.
The top views of the parabolas through a point Φ(u0, v0) of the surface Φ are the two lines parametrized by
(P (u, v0) : Q(u, v0) : 0 : R(u, v0)) and (P (u0, v) : Q(u0, v) : 0 : R(u0, v)).
These lines are the images of the rulings u/w = u0, v/w = v0 of the quadric Σ = {(s : u : v : w) | sw = uv}
under the map
(s : u : v : w) 7→ (p11s+ p10u+ p01v + p00w : q11s+ q10u+ q01v + q00w : r11s+ r10u+ r01v + r00w : 0).
Now the corollary follows from the following well-known assertion: under a projective map RP3 99K RP2 the
rulings of a ruled quadric are mapped to either the tangents to a conic, or two pencils of lines, or one line, or
one point.
4.6 Proof of Theorem 9.
Let Mat2(C) be the set of all (2 × 2)-matrices with entries in C. Take M =
(
a b
c d
)
∈ GL2(C), A =
(
a11 a10
a01 a00
)
∈
Mat2(C), B =
(
b11 b10
b01 b00
)
∈ Mat2(C) \ {0}. By definition, put
fM (z) :=
az + b
cz + d
,
FAB (u, v) :=
a11uv + a10u+ a01v + a00
b11uv + b10u+ b01v + b00
.
Lemma 4. For any M,N ∈ GL2(C) we have fN ◦ fM = fNM . For any A ∈ Mat2(C), B ∈ Mat2(C) \ {0} and
C,D ∈ GL2(C) we have FAB (fC(u), fD(v)) = F
CTAD
CTBD
(u, v).
Lemma 5. Let P (u, v) = c11uv + c10u + c01v + c00 ∈ R1,1; then P = QR for some Q ∈ R1,0, R ∈ R0,1 if and
only if c00c11 − c10c01 = 0.
Proofs of Lemmas 4 and 5 can be obtained by a direct computation.
Proof of Theorem 9. Suppose that F (u, v) = FAB (u, v) for some A ∈Mat2(C), B ∈Mat2(C) \ {0}.
Case 1: detA = detB = 0. Then by Lemma 5 we have
FAB (u, v) =
a11uv + a10u+ a01v + a00
b11uv + b10u+ b01v + b00
=
au+ b
cu + d
·
a′v + b′
c′v + d′
=: fu(u) · fv(v)
for some a, b, c, d, a′, b′, c′, d′ ∈ C. If fu(u), fv(v) 6= const, then this shows that FAB (u, v) is equivalent to uv.
Otherwise FAB (u, v) is clearly equivalent to either u, or v, or 0.
Case 2: detB 6= 0. Let us show that there exist matrices C,D,M ∈ GL2(C) such that fM (FAB (fC(u), fD(v)))
equals one of the polynomials uv, u + v, u, v, 0. From Lemma 4 it follows that fM (F
A
B (fC(u), fD(v))) =
fM (F
CTAD
CTBD
(u, v)). Suppose that X ∈ GL2(C) is such that J = XAB−1X−1 is the Jordan normal form of
the matrix AB−1. Consider the following 3 subcases, depending on the Jordan cells of the matrix J .
Subcase 2.1: J =
(
λ 0
0 µ
)
, λ 6= µ. Then take C = XT , D = B−1X−1,M =
(
−1 µ
1 −λ
)
. We have
fM (F
CTAD
CTBD (u, v)) = fM (F
J
Id(u, v)) = fM
(
λuv + µ
uv + 1
)
= uv.
Subcase 2.2: J =
(
λ 0
0 λ
)
(that is, FAB (u, v) = const). Then take C = X
T , D = B−1X−1,M =
(
1 −λ
0 1
)
. We
have
fM (F
CTAD
CTBD (u, v)) = fM (F
J
Id(u, v)) = fM
(
λuv + λ
uv + 1
)
= 0.
Subcase 2.3: J =
(
λ 1
0 λ
)
. Then take C = XT I,D = B−1X−1,M =
(
0 1
1 −λ
)
, where I =
(
0 1
1 0
)
. We have
fM (F
CTAD
CTBD (u, v)) = fM (F
IJ
I (u, v)) = fM
(
λ(u + v) + 1
u+ v
)
= u+ v.
Case 3: detA 6= 0, detB = 0. Note that FAB (u, v) is equivalent to F
B
A (u, v) because F
B
A (u, v) = fI(F
A
B (u, v)).
Thus this case reduces to the previous one.
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4.7 Proof of Theorem 10
Let us start from parametrization (3) given by Theorem 2. The projection of a point Φ(u, v) onto the plane Oxy
is given by formula (8). The top views of the isotropic circles through a point Φ(u0, v0) are the two generalized
circles Cl {F (u0, v) | v ∈ R} and Cl {F (u, v0) | u ∈ R}, where F (u, v) is given by (9).
By Theorem 9 there exist complex linear-fractional maps f, fz, fw such that G(z, w) := f(F (fz(z), fw(w)))
equals one of the polynomials zw, z + w, z, w, 0. Consider the following three cases.
Case 1: G(z, w) = zw. Denote ω1 = Cl f
−1
z (R), ω2 = Cl f
−1
w (R), and also z0 = f
−1
z (u0), w0 = f
−1
w (v0).
Then
Cl {F (u0, v) | v ∈ R} = Cl {f
−1(f(F (fz(z0), fw(w)))) | w ∈ ω2} = Cl {f
−1(G(z0, w)) | w ∈ ω2} = Cl f
−1(z0·ω2).
Analogously, Cl {F (u, v0) | u ∈ R} = Cl f−1(w0 · ω1).
Case 2: G(z, w) = z + w is completely analogous to the previous case, only the product is replaced by the
sum.
Case 3: G(z, w) equals either z, or w, or 0. Then G(z, w), hence F (u, v), does not depend on one of the
variables. Thus the top view of one of the isotropic circles u = const or v = const is a single point, which is
impossible.
4.8 Proofs of Theorem 11 and Corollary 2
Recall that any generalized circle in a complex plane can be given by an equation
αzz + βz + βz + γ = 0, (11)
where α, γ ∈ R, β ∈ C. Suppose that P (z, z) and Q(z, z) are two nonproportional equations of form (11); then
the family of generalized circles {λP (z, z)+µQ(z, z) = 0 | λ, µ ∈ R} is a pencil of circles. Equivalently, a pencil
of circles can be defined as the image of either a pencil of lines or the set of circles {|z| = R | R ∈ R} under a
linear-fractional map. In particular, a pencil of circles never has an envelope.
Proof of Theorem 11. (i) (A.A. Zaslavsky, private communication). Let us show that the envelope of the
family Π1 is contained in a cyclic. Suppose that ω2 = {
av+b
cv+d
| v ∈ R \ {− d
c
}}∪{a
c
} and that ω1 is given by (11).
Then the generalized circle av+b
cv+d
· ω1 ∈ Π1 has equation
αzz(cv + d)(cv + d) + βz(av + b)(cv + d) + βz(av + b)(cv + d) + γ(av + b)(av + b) = 0. (12)
It can be rewritten as
A(z, z)v2 +B(z, z)v + C(z, z) = 0, (13)
where
A(z, z) = αcczz + βacz + βacz + γaa,
B(z, z) = α(cd+ cd)zz + β(bc+ ad)z + β(bc+ ad)z + γ(ab+ ab),
C(z, z) = αddzz + βbdz + βbdz + γbb.
In other words, Π1 is a quadratic family of generalized circles. To find the equation of the envelope, differenti-
ate (13) with respect to v and get
2A(z, z)v +B(z, z) = 0. (14)
The system of equations (13) and (14) gives the envelope. Eliminating v from the system, we get
B2(z, z)− 4A(z, z)C(z, z) = 0. (15)
It is easy to see that the substitution of z = x+ yi, z = x− yi into (15) gives an equation in x and y of form (1),
i. e., a cyclic.
Let us check that equation (15) does not hold identically. Indeed, otherwise we have (2Av+B)2 = 4A(Av2+
Bv+C), i. e., for each v ∈ R the generalized circle given by (13) lies in the pencil of circles given by 2Aλ+Bµ = 0
for λ, µ ∈ R. Hence the family Π1 has no envelope, which contradicts to the assumptions of the theorem.
Now suppose that ω1 and ω2 are parametrized by some parameters s1 ∈ R and s2 ∈ R respectively. Then
the family Π1 can be considered as a family of curves parametrized by s2. Moreover, each curve of this family
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is itself parametrized by s1. Changing the order of parameters, we obtain the family Π2. If both families have
an envelope, then these envelopes coincide due to a general fact, see [4].
(ii) In this case the envelope of the family Σ1 is either a pair of concentric circles, or a circle, or a pair of parallel
lines (the proof is trivial). All these sets are cyclics.
Proof of Corollary 2 follows from Theorems 10 and 11 and the fact that cyclics are mapped to cyclics under
complex linear-fractional transformations.
5 Open problems
We believe that the finiteness of number of conics through each point in our main theorems can be dropped.
Conjecture 1. Assume that through each point of an analytic surface in R3 one can draw two transversal
parabolic arcs with vertical axes fully contained in the surface (and analytically depending on the point). Assume
that these two arcs lie neither in the same isotropic sphere nor in the same plane. Then the surface (possibly
besides a one-dimensional subset) has a parametrization (2).
Conjecture 2. Assume that through each point of an analytic surface in R3 one can draw two transversal arcs
of isotropic circles fully contained in the surface (and analytically depending on the point). Assume that these
two arcs lie neither in the same isotropic sphere nor in the same plane. Then the surface (possibly besides a
one-dimensional subset) has a parametrization (3).
The following conjecture is the isotropic analogue of [10, Theorem 3.5].
Conjecture 3. Assume that through each point of an analytic surface in R3 one can draw two transversal arcs
of isotropic circles lying on one isotropic sphere and fully contained in the surface (and analytically depending
on the point). Then the surface is an isotropic cyclide (defined in [6] and [12]).
Problem 1. Determine the minimal number k such that each surface in R3 containing k isotropic circles
contains infinitely many ones.
Problem 2. Can the surface parametrized by (3) have degree exactly 5?
The following conjecture gives a classification of surfaces containing a line and a parabola through each
point.
Conjecture 4. Assume that through each point of an analytic surface in R3 one can draw a line segment
and a parabolic arc with vertical axis fully contained in the surface, intersecting transversally, and depending
analytically on the point. Then the surface (possibly besides a one-dimensional subset) has a parametrization
Φ(u, v) =
(
P
UV
,
Q
UV
,
Z
U2V
)
for some P,Q ∈ R1,1, U ∈ R1,0, V ∈ R0,1, Z ∈ R2,1, where U, V 6= 0, such that the line segments are the curves
u = const and the parabolic arcs are the curves v = const.
The following conjecture gives a complete description of the top views for the surfaces containing two isotropic
circles through each point similar to Corollary 1.
Conjecture 5. For each surface satisfying the assumptions of Conjecture 2 the top views of the two isotropic
circles through each point are either tangent to one cyclic (probably without real points) at two points (which
may coincide or be complex conjugate) or lie in a union of two pencils of circles.
Example 1 (R.Krasauskas, private communication). The surface given by the equation x2 + y2 − (z −
(x2 + y2))2 = 0 contains exactly two isotropic circles through each point. The top views of all isotropic circles
on this surface form two pencils of circles.
Actually for a general position cyclic there are four families of circles which are tangent to this cyclic at
points (which may coincide or be complex conjugate). The other two families need not be top views of isotropic
circles on the surface (R.Krasauskas, private communication)
Using isotropic model of Laguerre geometry, one can apply the results of the present paper to the following
problem.
Problem 3. Describe all surfaces such that there are two 1-parametric families of cones of revolution touching
the surface along curves.
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Appendix. M. Skopenkov, R.Krasauskas. Surfaces containing infinitely
many conics through each point: an erratum to [15].
It may be true that there is no subject in mathematics upon which more
unintelligible nonsense has been written than that of families of curves
R. P.Agnew, 1960
In this appendix we prove the following two related theorems, filling a minor gap in our paper [15].
The first one is a straightforward generalization of [15, Theorem 1.2]. Our original proof in [15, §4] has a
gap: namely, in the proof of [15, Lemma 4.13] one cannot apply [15, Theorem 4.1] because that theorem requires
finitely many complex conics through each point of the surface, whereas the assumption of [15, Theorem 1.2] is
just finitely many real conics through each point. For real analytic surfaces, the latter assumption does indeed
imply the former, but the implication is nontrivial and there are false proofs around (see Examples 2—4).
The required implication follows immediately from our second theorem, a parametrization of surfaces contain-
ing infinitely many conics through each point, essentially due to J. Schicho [13], cf. the preprint by J.Kolla´r [5].
This result also fills a similar gap in our proof of [15, Lemma 4.16]; see Theorem 15 below. We prefer to present
the whole proofs from the beginning to the end, exposed for nonspecialists, rather than just a patch, which
would be of limited use.
By a (complex) conic we mean an irreducible degree 2 algebraic curve in complex projective space Pn. A
real conic is a conic with infinitely many real points, and also the set of real points itself, if no confusion arises.
Theorem 12. Assume that through each point P of an analytic surface Φ in Sn−1 or R×Sn−2 one can draw two
transversal arcs of real conics fully contained in the surface (and analytically depending on the point). Assume
that the two conics intersect only at P . Assume that through each point in some dense subset of the surface
one can draw only finitely many (not nested) arcs of real conics fully contained in the surface. Then the surface
(possibly besides a one-dimensional subset) has a parametrization
Φ(u, v) = (X1(u, v) : · · · : Xn+1(u, v)), (16)
for some X1, . . . , Xn+1 ∈ R2,2 satisfying the equation
X2k + · · ·+X
2
n −X
2
n+1 = 0, (17)
where k = 1 and 2 for Sn−1 and R × Sn−2 respectively, such that the arcs of conics are the curves u = const
and v = const.
Theorem 13. Assume that through each point of an analytic surface Φ in a domain in Pn one can draw infinitely
many complex conics such that their intersections with the domain are contained in the surface. Assume that
among the infinite number, one can choose two transversal conics analytically depending on the point. Then the
surface (possibly besides a one-dimensional subset) has a parametrization (16) for some X1, . . . , Xn+1 ∈ C[u, v]
of total degree 2. Moreover, if the set of real points of Φ is 2-dimensional and is not covered by a 1-dimensional
family of real lines, then there is parametrization (16) for some real X1, . . . , Xn+1 ∈ R[u, v] of total degree 2.
The assumption that Φ is not ruled has been added to simplify the proof; it does not seem to be essential.
Example 2. The surface Φ = {(x, y, z) ∈ C3 : x2 + y2 + z2 = 0} contains infinitely many complex (but not
real) conics through each point except the origin and cannot be parametrized by real polynomials. This shows
that the assumption on the dimension of the set of real points is essential.
Example 3 ([13, Remark 4]). The surface Φ = {(x, y, z) ∈ C3 : yx2 + z2 + 1 = 0} has parametrization (16)
by complex polynomials X1, . . . , Xn+1 ∈ C[u, v] of degree at most 2 in each of the variables u and v, but cannot
be parametrized by real polynomials of degree at most 2 in each of the variables u and v. The surface contains
two families of real conics x = const and y = const.
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First we prove Theorem 13 by exhaustion, using the following classification of surfaces containing two conics
through each point due to J. Schicho [13]. One of the classes is del Pezzo surfaces, but we omit their definition
because that class is going to be ruled out soon.
A map between algebraic subsets X ⊂ P d and Y ⊂ Pn is regular, if in a neighborhood of each point of
X , it is given by polynomials in homogeneous coordinates. An antiregular map is the composition of a regular
map with the complex conjugation ∗ on P d. A projective map P d 99K Pn is given by linear polynomials in
homogeneous coordinates. (Dashes in the notation remind that it may not be defined everywhere.) For other
used terminology we refer to [15, §4] and [13, §2].
Theorem 14. Assume that through each point of an analytic surface Φ in a domain in Pn one can draw two
transversal conics intersecting each other only at this point (and analytically depending on the point) such that
their intersections with the domain are contained in the surface. Then the surface Φ is the image of a subset of
one of the following algebraic surfaces Φ under a projective map N : P d 99K Pn:
1. a quadric or a plane in P 3 (d = 3); or
2. (the closure of) the ruled surface Φ(u, v) = (1 : u : v : u2 : uv) in P 4 (d = 4); or
3. (the closure of) the Veronese surface Φ(u, v) = (1 : u : v : u2 : uv : v2) in P 5 (d = 5); or
4. a del Pezzo surface, i. e., a linearly normal degree d surface in P d.
The restriction N : Φ → NΦ is a regular birational map preserving the degree of the surface and the degree of
any curve with the image not contained in the set of singular points of NΦ.
For n = 3 this is a straightforward consequence of [13, Theorems 5-7 and Proposition 1]. For n > 3 one
cannot formally apply those results, because they stated for surfaces in P 3 rather than in Pn. But one can
perform a simple reduction as follows.
Proof of Theorem 14. The surface Φ is contained in an algebraic one by [15, Lemma 4.5 and Remark 4.6].
Let Φ be its linear normalization defined in [13, §2]. By that definition, Φ is a linear normalization of a generic
projection of Φ to P 3 as well. The projection satisfies all the assumptions of Theorem 14 for n = 3. Then by
[13, Theorem 5 and Proposition 1] Φ is one of the surfaces 1—4. By [13, Theorem 6] Φ is the image of (a subset
of) Φ under a projective map, and the map has all the required properties.
Lemma 6. The image of a del Pezzo surface under a projective map (preserving the degrees of curves with the
images not contained in the set of singular points) cannot satisfy the assumptions of Theorem 13.
Proof of Lemma 6. A del Pezzo surface has degree d ≤ 9 [13, §4], and by [13, Proposition 1 and Theorem 10]
it contains finitely many pencils of conics. The number of conics on the surface not belonging to pencils is at
most countable (e. g., because the class group of Φ is finitely generated [13, §4]). Thus there are only finitely
many conics through a generic point of a del Pezzo surface, and hence through a generic point of its image,
because the degrees of curves are preserved.
Proof of the first part of Theorem 13. By Theorem 14 and Lemma 6, Φ is the projective image of
one of the surfaces 1—3. These surfaces, hence their image Φ, have required parametrization (16) for some
X1, . . . , Xn+1 ∈ C[u, v] of total degree at most 2.
Now let us prove the “moreover” part of the theorem. Although this could be deduced from general theory
of linear normalization over R, we could not find any reference suitable for direct citation; see the following
example and [18].
Example 4. The cone Φ = {(x, y, z) ∈ C3 : x2 + y2 − z2 = 0} is its own real linear normalization, but there
is a complex normalization map Φ → Φ, (x, y, z) 7→ (z, iy, x), which is not given by real polynomials. (This is
indeed a complex normalization map because the latter is only defined up to a projective isomorphism.) This
shows that the complex normalization map Φ→ Φ in Theorem 14 may not be given by real polynomials. Using
normalization over R, one may wish to find another surface ΦR such that the map ΦR → Φ is given by real
polynomials; but then it becomes unclear why ΦR itself can be parametrized by real polynomials of degree 2.
Thus we present an alternative proof. The only interesting case is when Φ is a projective image of the
Veronese surface 3; we are going to show that the preimage of the real points can be made real by a complex
automorphism of the surface. We need several well-known lemmas, which could not find a reference for; see [18].
Lemma 7. If an irreducible algebraic surface Φ ⊂ Pn has 2-dimensional set of real points, then Φ∗ = Φ.
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Proof of Lemma 7. Assume that Φ∗ 6= Φ. Since Φ is irreducible, it follows that Φ∗ ∩ Φ is an algebraic
curve (or is finite). But Φ∗ ∩ Φ contains the 2-dimensional set of real points of Φ. Thus the intersection of the
algebraic curve Φ∗ ∩ Φ with a generic real hyperplane in Pn is infinite, a contradiction.
Lemma 8. The Veronese map V : P 2 → P 5, (u : v : w) 7→ (w2 : wu : wv : u2 : uv : v2), has a regular inverse
V −1 : V (P 2)→ P 2. The Veronese surface V (P 2) is smooth and contains no lines.
Proof of Lemma 8. The inverse map is given by one of the linear polynomials V −1(x1 : · · · : x6) = (x2 :
x3 : x1), or (x4 : x5 : x2), or (x5 : x6 : x3), depending on which of the triples is nonzero. The image of
a line l on V (P 2), if any, would be a line V −1(l) on P 2. Parametrize V −1(l) by three coprime polynomials
(u(t) : v(t) : w(t)) of degree ≤ 1. Then u2(t) + v2(t) + w2(t) has no real roots, hence has exactly two distinct
complex conjugate roots. Thus the hyperplane x1 + x4 + x6 = 0 in P
5 intersects l at exactly 2 points. Thus l
is not a line, a contradiction. Since V −1 is smooth, it follows that the differential dV is nondegenerate, hence
V (P 2) is smooth.
Lemma 9. Let N : P 5 99K Pn be a projective map taking an algebraic surface Φ ⊂ P 5 containing no lines to a
surface of the same degree. Then Φ does not contain exceptional curves, i. e., curves mapped to points.
Proof of Lemma 9. Without loss of generality assume that N : P 5 99K Pn is a projection to a projective
subspace, where n = 3 or 4. The preimage of a point under the restriction N : Φ→ Pn is the intersection with
a (5− n)-dimensional projective subspace containing the (4− n)-dimensional projection center.
Assume that the preimage is 1-dimensional. Then by the Bezout theorem its closure intersects the projection
center. Hence Φ intersects the projection center. Take a generic 3-dimensional subspaceH ⊂ P 5 passing through
the projection center. The number of intersection points of H with NΦ is the degree of NΦ. The number of
intersection points of H with Φ is greater, but still finite in general position because Φ does not contain lines
(hence cannot contain the whole 1-dimensional projection center). Thus Φ cannot have the same degree as NΦ,
a contradiction.
Lemma 10 (Cf. [18]). Let N : P d 99K Pn be a projective map such that the restriction N : Φ → NΦ to a
smooth algebraic surface Φ ⊂ P d is a regular birational map. Assume that Φ does not contain exceptional
curves, Φ = Φ
∗
, and NΦ = (NΦ)∗. Then the complex conjugation on Pn lifts to an antiregular involution on
Φ so that the involutions commute with the map N .
Example 5. The example N : (u : v : w) 7→ (iu : v : w), d = n = 2, shows that the required involution may
not come from the complex conjugation on P d.
Proof of Lemma 10. First we lift to the nonsingular points, and then extend to the singular ones.
Let Σ ⊂ Φ be the preimage of the singular points of the surface NΦ under the map N . It is either an
algebraic curve or a finite set because N : Φ → NΦ is birational. Since Φ does not contain exceptional curves,
by [16, Chapter II, Theorem 2 in §4.4] it follows that the inverse N−1 of the birational map N : Φ → NΦ is
regular outside the singular points of NΦ (cf. [13, Proof of Theorem 6]). Thus the composition f := N−1 ◦N∗
is a well-defined antiregular involution on Φ − Σ, because the set of singular points of NΦ is invariant under
the complex conjugation.
Consider the regular map f∗ : Φ − Σ → f∗(Φ − Σ). It has an inverse map (f∗)−1 : f∗(Φ − Σ) → Φ − Σ.
Since Φ is smooth, by [16, Chapter II, Theorem 3 in §3.1] the maps uniquely extend to birational maps f∗ and
(f∗)−1 regular on the whole Φ possibly except a finite set.
For each point P ∈ Φ where f∗ is regular we have N(f(P )) = N∗(P ). Indeed, take a sequence Pn → P ,
Pn ∈ Φ − Σ. By the definition of f , we have N(f(Pn)) = N∗(Pn). By the continuity of f∗ at P , we get
N(f(P )) = N∗(P ).
Now assume that (f∗)−1 is not regular at (i. e., not extendable to) a point Q ∈ Φ. Then by [1, Lemma II.10]
there is a curve γ ⊂ Φ such that f∗(γ) = Q. By the assumptions of the lemma, N(γ) is not a point, hence
N∗(γ) 6= N(Q∗). Then there is P ∈ γ such that N∗(P ) 6= N(Q∗) and f∗ is regular at P . By the previous
paragraph, N∗(P ) = N(f(P )) = N(f(γ)) = N(Q∗), a contradiction. Thus (f∗)−1, analogously f∗, hence f and
f−1, are regular on the whole Φ. By the continuity, the extended antiregular map f is still an involution.
Lemma 11. Each antiregular involution of P 2m is projectively conjugate to the complex conjugation. Each
antiregular involution of P 2m−1 is projectively conjugate to either the complex conjugation or the involution
(x1 : · · · : x2m) 7→ (−x∗m+1 : · · · : −x
∗
2m : x
∗
1 : · · · : x
∗
m).
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Proof of Lemma 11. First let us show that a regular map f : P d → P d having a regular inverse is projective
(N. Lubbes, private communication). Indeed, for d = 1 this follows from the fundamental theorem of algebra.
For d ≥ 2 take a line l and a hyperplane h intersecting transversely at a unique point P . By [16, Chapter II,
Corollary 2 in §1.3], it follows that f(l) and f(h) are algebraic surfaces intersecting transversely at the unique
point f(P ). By the Bezout theorem, f(l) is a line. Since l is arbitrary, by the fundamental theorem of projective
geometry (by Mo¨bius–von Staudt), f is projective.
Thus any antiregular involution of P d is a composition of a projective transformation and the complex
conjugation, i. e., it is the projectivization of the map v 7→ Lv∗ for some complex (d + 1) × (d + 1) matrix
L. E. g., for the identity matrix L = Id the map is complex conjugation, and for the 2m × 2m matrix
L = J :=
(
0 − Id
Id 0
)
the map is (x1 : · · · : x2m) 7→ (−x∗m+1 : · · · : −x
∗
2m : x
∗
1 : · · · : x
∗
m).
The map v 7→ Lv∗ is an involution, if and only if for each v ∈ Cd+1 there is k(v) ∈ C such that L(Lv∗)∗ =
k(v)v . Thus LL∗ = k Id for some k ∈ C, where L∗ denotes the complex conjugate matrix (not to be confused
with the commonly used notation for the conjugate transpose matrix). Thus L and L∗ commute and k Id =
LL∗ = L∗L = (LL∗)∗ = k∗ Id, hence k ∈ R. Dividing L by
√
|k|, we arrive at the equation LL∗ = ± Id. Passing
to determinants, we get detL(detL)∗ = (±1)d+1, hence the minus sign is impossible for even d.
Projective transformations of P d act on the solutions of the equations LL∗ = ± Id by the transformations
L 7→ U−1LU∗, where U is an invertible complex (d+1)× (d+1) matrix. It remains to show that each solution
can be transformed to Id and J respectively, i. e., each matrix L satisfying LL∗ = Id (respectively, LL∗ = − Id)
has form L = U−1U∗ (respectively, L = U−1JU∗ ) for some invertible matrix U .
If LL∗ = Id, then take a ∈ R such that −e2ia is not an eigenvalue of L∗. Then U := eia Id+e−iaL∗
is the required invertible matrix because UL = (eia Id+e−iaL∗)L = eiaL + e−ia Id = U∗ by the equation
L∗L = LL∗ = Id.
If LL∗ = − Id, then take a ∈ R such that e2ia is not an eigenvalue of JL∗. Then U := eiaJ + e−iaL∗ is the
required matrix: UL = (eiaJ + e−iaL∗)L = eiaJL+ e−iaJJ∗ = JU∗ because L∗L = LL∗ = −i=. JJ
∗.
Proof of the ‘moreover’ part of Theorem 13. By Theorem 14 and Lemma 6, Φ is the projective image of
one of the surfaces 1—3.
Case 1. Here Φ is a quadric or a plane. Clearly, if the set of real points of Φ is 2-dimensional, then it has a
parametrization (16) with real X1, . . . , Xn+1: it is the inverse of a projection of a quadric from a point on it.
Case 2. Here through a generic point of Φ there passes a unique line u = const contained in the surface.
The line through a generic real point of Φ must be real, otherwise a complex conjugate line would be the second
one. Thus the case is ruled out by the assumptions of the theorem.
Case 3. By Lemmas 7—10, there is an antiregular involution on P 2, taken to the complex conjugation of Pn
by N ◦V : P 2 → Pn. Lemma 11 implies that after an appropriate complex projective change of the coordinates
u : v : w, the map N ◦ V takes all real points (u : v : w) of P 2 to real points of Pn. Let the resulting map
be given by the polynomials X1, . . . , Xn+1; they have total degree 2. By [15, Lemma 4.15], after canceling a
common factor, the polynomials X1, . . . , Xn+1 become real.
Now proceed to the proof of Theorem 12. In addition to Theorem 13 we need the following two lemmas
taken from [15, §4] and exposed here in greater detail. Hereafter Φ is a surface satisfying the assumptions of
Theorem 12.
Lemma 12. The surface Φ (possibly besides a one-dimensional subset) has parametrization (16), where X1, . . . , Xn+1 ∈
C2,2 satisfy equation (17), the arcs of real conics have form u = const and v = const, and (u, v) runs through
some (not open) subset of C2.
Proof of Lemma 12. It suffices to prove the lemma for an arbitrarily small open subset of Φ; then by the
analyticity the whole surface Φ, possibly besides a one-dimensional subset, is going to be parametrized by the
same polynomials [15, Lemma 4.4]. In what follows, each open subset of Φ we restrict to, is still denoted by Φ.
First extend an appropriate part of Φ analytically to a complex analytic surface Φˆ in a ball Ω ⊂ Pn such
that ∂Φˆ ⊂ ∂Ω. For this purpose, take a real analytic map f : Ψ → Φ of a planar domain Ψ ⊂ R2, having
nondegenerate differential df at each point. Fix a point O ∈ Φ. The Taylor series at f−1(O) provide an
extension fˆ of f to the convergence polydisk. Since df is injective at f−1(O), the restriction fˆ : Ψˆ → Pn to a
smaller concentric open polydisc Ψˆ is injective and has nondegenerate differential at each point. Thus there is
an open ball Ω centered at O such that fˆ(∂Ψˆ) ∩ Ω = ∅. Take Φˆ to be the path-connected component of the
intersection fˆ(Ψˆ) ∩ Ω containing O (this construction is further referred to as the restriction of the surface to
the ball Ω). We have ∂Φˆ ⊂ ∂Ω because fˆ(∂Ψˆ) ∩ Ω = ∅.
Now we check that an appropriate part of Φˆ satisfies all the assumptions of Theorem 4.
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The most nontrivial one is that there are finitely many complex conics through a generic point of Φˆ. Notice
that Sn−1 contains no real lines, and all the real lines in R × Sn−2 are parallel. Hence Φ is not covered by a
1-dimensional family of real lines; otherwise Φ is a cylinder with a conic in the base, hence no two conics in Φ
have a unique common point. Then Theorem 13 implies that Φˆ contains finitely many complex conics through
a generic point, because Φ would contain infinitely many arcs of real conics through a generic point otherwise.
Let us fulfill the remaining assumptions. Let αP and βP be real conics passing through a point P ∈ Φ.
Extend the real analytic families αP and βP to to complex analytic families αˆP and βˆP of complex conics in P
n
parametrized by a point P in a neighborhood of O in Φˆ. Since αˆO ∩ βˆO = O, by the continuity it follows that
αˆP ∩ βˆP = P for each P in a (possibly smaller) neighborhood of O in Φˆ. Now if αˆO ∩ Ω is disconnected, then
replace Ω by a smaller ball centered at O so that it becomes connected. Restrict Φˆ to the new ball Ω. Since
an arc of the real conic αO is contained in Φ and ∂Φˆ ⊂ ∂Ω, by the analyticity it follows that the connected set
αˆO ∩Ω is contained in Φˆ. By the analyticity, the same is true for all P ∈ Φˆ in a neighborhood of O. Restricting
Φˆ to an appropriate smaller ball Ω once again, we fulfill all the assumptions of Theorem 4.
So by Theorem 4 the surface Φˆ (possibly besides a one-dimensional subset) has parametrization (16) with
X1, . . . , Xn+1 ∈ C2,2 such that the arcs of conics have the form u = const and v = const. (However, the converse
is not true: most of the curves u = const and v = const are not real conics but parts of complex conics in Φˆ.)
Since the surface Φˆ is contained in the complex quadric x2k+ · · ·+x
2
n−x
2
n+1 = 0, it follows that the polynomials
satisfy equation (17).
Let us reparametrize the surface to make the domain of the map (16) and the coefficients of the polynomials
X1, . . . , Xn+1 real. This step is much easier than in the proof of Theorem 13 because we know that the real
conics on Φ have the form u = const and v = const.
Lemma 13. The surface Φ (possibly besides a one-dimensional subset) has parametrization (16), where X1, . . . , Xn+1 ∈
C2,2 satisfy equation (17), and (u, v) runs through certain open subset of R
2.
Proof of Lemma 13. Start with the parametrization given by Lemma 12. Take a point on the surface Φ,
which is a regular value of the parametrization map (it exists e.g. by the Sard theorem). Draw two arcs of real
conics of the form u = const and v = const through the point. Through another pair of points of the first arc,
draw two more arcs of real conics of the form v = const. Perform a complex fractional-linear transformation
of the parameter v so that the second, the third, and the fourth arcs obtain the form v = 0,±1, respectively
(we restrict to the part of the surface where the denominator of the transformation does not vanish). Perform
an analogous transformation of the parameter u so that u = 0,±1 become arcs of real conics intersecting the
arc v = 0. After performing the transformations and clearing denominators we get parametrization (16), where
still X1, . . . , Xn+1 ∈ C2,2 and (u, v) runs through a subset Ψ ⊂ C
2.
But now all (but one) real points of the arc u = 0 have real v-parameters, and all (but one) real points of
the arc v = 0 have real u-parameters. Indeed, in a quadratically parametrized conic, the cross-ratio of any four
points equals the cross-ratio of their parameters. Since three (real) points v = 0,±1 of the arc u = 0 have real
v-parameters, it follows that all (but one) points of the arc have real v-parameters. The same for the arc v = 0.
Let us prove that actually Ψ ⊂ R2. Since Φ is a real analytic surface and Φ(0, 0) is a regular value of the
parametrization map, by the inverse function theorem it follows that a neighborhood of (0, 0) in Ψ is a real
analytic surface as well, injectively mapped to Φ. In what follows the neighborhood is still denoted by Ψ. Take
(uˆ, vˆ) ∈ Ψ sufficiently close to (0, 0); it may not be real a priori. Then Φ(uˆ, vˆ) is a point on the surface Φ
sufficiently close to Φ(0, 0). Draw the two arcs of real conics u = uˆ and v = vˆ through the point Φ(uˆ, vˆ). Notice
that the v-parameter along the arc u = uˆ runs through a curve in C, not necessarily an interval in R a priori.
By the continuity it follows that the arc v = vˆ intersects the arc u = 0 at a real point in the image of Ψ. By
the injectivity of the map Ψ → Φ, the intersection point can only be Φ(0, vˆ). In particular, we get (0, vˆ) ∈ Ψ.
Since all (but one) points on the arc u = 0 have real v-parameters, it follows that vˆ ∈ R. Analogously, uˆ ∈ R.
We have proved that all (uˆ, vˆ) ∈ Ψ sufficiently close to the origin are real. Since Ψ is real analytic, by [15,
Lemma 4.4] Ψ is an open subset of R2.
Proof of Theorem 12 follows from Lemmas 12—13 and [15, Lemma 4.15].
Finally, let us prove the following result, filling a minor gap in the original proof [15, §4].
Theorem 15 (Cf. [15, Lemma 4.16]). Assume that through each point of an analytic surface in R3 one can
draw infinitely many (not nested) circular arcs fully contained in the surface. Assume that among the infinite
number, one can choose two arcs analytically depending on the point. Then the surface is a subset of a sphere
or a plane.
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Proof of Theorem 15. Perform the inverse stereographic projection of the surface to S3. By [15, Remark 4.6]
the resulting surface is contained in a complex projective algebraic surface covered by at least 2-dimensional
algebraic family of complex conics. By Theorem 13 the surface has parametrization (16) (for n = 4) with real
polynomials X1, . . . , X4 of total degree at most 2. Take a generic real point on the surface; assume without loss
of generality that it has parameters (u, v) = (0, 0). Then the curves u = tv, where t ∈ R, are real conics, hence
circles, covering an open subset of the surface. Project the surface back to R3 from our point. We get a surface
containing a line segment and infinitely many circular arcs through almost every point (continuously depending
on the point). By [10, Theorem 1], the resulting surface is a subset of a quadric or a plane. Since it is covered
by a 2-dimensional family of circles, by the classification of quadrics, the resulting surface, and hence the initial
one, is a subset of a sphere or a plane.
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