Promising to cope with increasing demand variety and uncertainty, flexibility in general and process flexibility in particular are becoming ever more desired corporate capabilities. During the last years, the business process management and the production/operations management communities have proposed numerous approaches that investigate how to valuate and determine an appropriate level of process flexibility. Most of these approaches are very restrictive regarding their application domain, neglect characteristics of the involved processes and outputs other than demand and capacity, and do not conduct a thorough economic analysis of process flexibility. Against this backdrop, the authors propose an optimization model that determines an appropriate level of process flexibility in line with the principles of value-based business process management. The model includes demand uncertainty, variability, criticality, and similarity as process characteristics. The paper also reports on the insights gained from applying the optimization model to the coverage switching processes of an insurance broker pool company.
Introduction
In a world where many companies face strong competition, flexibility is becoming an ever more desired corporate capability (van der Aalst 2013). In particular, flexible processes promise to cope with increasing demand variety and uncertainty (Goyal and Netessine 2011) . More flexible processes, however, are not necessarily better (He et al. 2012 ). Rather, the appropriate level of process flexibility depends on the characteristics of the business environment and of the involved processes as well as on the economic effects that go along with investing in process flexibility (Neuhuber et al. 2013; van Biesebroeck 2007) .
Due to the importance of process flexibility, many researchers have already investigated how to valuate and determine an appropriate level of process flexibility. The related work consists of two streams. In the first stream, processes are interpreted as business processes, i.e., coordinated sets of tasks for achieving a particular result, as it is typical for the business process management (BPM) community (Dumas et al. 2013 ). In the second stream, processes are restricted to the manufacturing domain. With most approaches originating from the capacity-flexibility and the production/operations management literature, determining the optimal level of process flexibility is treated as a product-plant allocation problem.
As for the first stream, Braunwarth et al. (2010) help insurance companies determine at runtime whether claims should be handled automated or manually and flexibly. Their optimization model relies on the expected present value of the short-time cash effects and the hard-to-measure long-term effects on customer satisfaction. Due to its focus on runtime decision support, the model neglects the investments required to establish process flexibility. Braunwarth and Ullrich (2010) propose a model that supports service providers in deciding whether cases should be executed in-house or routed to an external service provider depending on the workload. Neuhuber et al. (2013) determine the optimal level of volume and functional flexibility of a service process to prepare the selection of flexibility projects. Despite its focus on the positive economic effects of process flexibility, the model only accounts for a single period and deterministic cash flows. As for the second stream, Jordan and Graves (1995) investigate the benefits of process flexibility. They found that limited process flexibility leads to almost the same benefits as total flexibility in terms of capacity utilization and increased expected sales. Despite seminal results, their analysis is restricted to demand and capacity information, neglects negative effects of process flexibility, and abstracts from an economic evaluation. He et al. (2012) treat process flexibility as the ability to reallocate capacity between process outputs. Extending Jordan and Graves (1995) , their model includes the demand correlations between different outputs when identifying the need for process flexibility. However, they also neglect that flexibility requires investments, that the ability to reallocate capacity depends on the involved processes and outputs, and that reallocating capacity also has economic effects. Further, they treat process flexibility as a binary concept, i.e., a process is either flexible or not. Tanrisever et al. (2012) incorporate on-going costs and a multi-period planning horizon. Nevertheless, they still disregard relevant process characteristics and investments.
The preceding review makes the following research gap apparent: First, current optimization models that deal with process flexibility are either restricted to the manufacturing area or focus on processes from specific application domains. Characteristics of the involved processes and outputs other than capacity and demand that influence the appropriate level of process flexibility are barely considered. What is missing is a more general guidance that abstracts from the peculiarities of distinct application domains and extends beyond demand and capacity information. Second, most existing optimization models either neglect the economic effects of process flexibility or only consider how process flexibility reduces costs. Most approaches considering the positive economic effects of process flexibility do this in a coarse-grained and hard-to-measure way or neglect the stochastic and long-term nature of these effects. Therefore, a thorough economic analysis of process flexibility decisions is missing.
In this paper, we propose an optimization model that addresses both issues of the research gap. The model considers two processes, one with an inferior and the other with a superior output in terms of profit margin. In line with the existing literature (e.g., He et al. 2012) , process flexibility refers to the fraction of capacity that may be reallocated from one process to another. To determine how flexible both processes should be, the model analyzes which fractions of flexible capacity maximize the risk-adjusted expected net present value (NPV), a quantity compliant with the principles of value-based BPM. Thus, the model accounts for positive and negative economic effects of process flexibility such as investment outflows, increased cash inflows from selling more superior outputs, and opportunity costs caused by reallocating capacity. Furthermore, the model is broadly applicable as it incorporates parameters whose values can be easily assessed. These parameters include a uniformly distributed demand for the process outputs and process characteristics like similarity, criticality, and variability. The focus on two processes and a uniformly distributed demand allows for systematically structuring the optimization problem from an economic perspective, for incorporating the cash effects of relevant parameters, and for analytically deriving an optimal level of process flexibility. With this paper, we also contribute to the process improvement area where novel approaches -particularly those that take on an economic perspective and extend current decision-making capabilities -are in high demand (van der Aalst 2013; vom Brocke et al. 2011) We also extend our prior work by relaxing some assumptions, by considering both processes as flexible, and by providing a real-world example from the services sector (Afflerbach et al. 2013 ).
We proceed as follows: In section 2, we outline the theoretical background of process flexibility and valuebased BPM. In sections 3 and 4, we present the optimization model and report on insights gained from applying the model to the coverage switching processes of an insurance broker pool company. In section 5, we discuss limitations and point to topics for future research.
Theoretical background

Foundations of process flexibility
Flexibility is an immature concept whose vagueness resulted in an abundance of definitions (de Toni and Tochia 1998; Saleh et al. 2009; Sethi and Sethi 1990 ). There are both very generic definitions that do not allow for concrete measurement and highly specific definitions that focus on single facets of flexibility (Johnston and Clark 2005; Zelenovic 1982 ). In general, flexibility can be treated as the ability of a "system to react to or to anticipate system or environmental changes by adapting its structure and/or its behavior considering given objectives" (Wagner et al. 2011a, p. 811) .
We define process flexibility by using an adapted version of Goyal and Netessine's (2011) definition of product flexibility, an analogy that is reasonable as processes also create value-added output (Dumas et al. 2013) . Accordingly, process flexibility refers to the ability to create multiple outputs on the same capacity and to reallocate capacity between processes in response to realized demand. As defined here, process flexibility leads to volume flexibility that is achieved by making the involved processes functionally flexible using a flexibility-by-design strategy. Volume flexibility enables increasing and decreasing production above and below the installed capacity (Goyal and Netessine 2011) . Functional flexibility makes it possible to deliver the desired output variety (Anupindi et al. 2012) . Flexibility-by-design, as a particular strategy to implement functional flexibility, requires incorporating alternative execution paths in a process model at design time and selecting the most appropriate path at runtime (Schonenberg et al. 2008) . Our definition of process flexibility fits the general definition from Wagner et al. (2011a) as it requires adapting the structure and behavior of the involved processes to enable reallocating capacity and coping with anticipated environmental uncertainty in terms of risky demand. The advantage of our definition is that the level of process flexibility can be easily measured. It also abstracts from concrete flexibility projects and applies to many processes as it only requires a high-level knowledge about the involved processes. Finally, our definition complies with other definitions of process flexibility such as those proposed by He et al. (2012) , Iravani et al. (2005) , or Jordan and Graves (1995) .
When implementing process flexibility as defined here, it is worthwhile to look at how functional flexibility, particularly flexibility-by-design, is implemented. Functional flexibility has a rich tradition in BPM and workflow management as well as in capacity and workforce management (Kumar and Narasipuram 2006; Reichert and Weber 2012) . From a process design perspective, flexibility-by-design can be implemented via configurable process models (Gottschalk et al. 2007) . From a resource perspective, flexibility-by-design can be achieved via cross-training, multi-skilling, multi-purpose machines, IT-based assistance systems, and process-aware information systems (Iravani et al. 2005; Reichert and Weber 2012) .
There are several characteristics that drive the need for process flexibility. Gebauer and Schober (2006) characterize a process by means of time-criticality, variability, and uncertainty. Time-criticality equals the fraction of time-critical tasks. Variability measures how frequently different process variants are performed. Uncertainty splits into environmental uncertainty (e.g., risky demand) and structural uncertainty (e.g., risks from within the process). He et al. (2012) also rely on uncertainty as a driver of process flexibility. Pujawan (2004) determines internal and external drivers of process flexibility, e.g., product variety and process similarity. Reichert and Weber (2012) present characteristics that determine the need for flexible processes supported by a process-aware information system, e.g., variability and looseness in the sense of uncertainty. Finally, Wagner et al. (2011b) present eight characteristics that drive the need for process flexibility, e.g., the cycle time of a process and the time between planning and execution. We incorporate uncertainty, variability, similarity, and criticality as the most popular drivers of process flexibility.
Another often-discussed issue is the relationship between process flexibility and standardization. Depending on the context, this relationship can be interpreted as conflicting or complementary. On the one hand, process flexibility and standardization can be treated as conflicting as standardization may reduce the number of process variants and prohibit deviating from these variants, whereas more process variants and degrees of freedom during execution help cope with a higher desired output variety (Pentland 2003) . On the other hand, process flexibility and standardization can be seen as complementary, for instance if processes are defined in a way that enables assembling suitable processes at runtime and changing processes more easily (Muenstermann et al. 2010; Schonenberg et al. 2008 ). In our multi-process context at hand, we treat process flexibility and standardization as complementary for two reasons. First, in line with the flexibility-by-design strategy, we require the variants, i.e. standardized execution paths, of each involved process to be known on a high level at design time. This can be reasonably assumed for standard and routine processes (Lillrank 2003) . Second, we define a process as flexible if its capacity can be reallocated to create the output of other processes. Obviously, capacity can be reallocated more easily if other processes are more standardized, i.e., less variants have to be supported.
Value-based business process management
Value-based BPM is a paradigm where all process-related activities and decisions are valued according to their contribution to the company value (Buhl et al. 2011) . Thereby, value-based BPM applies the principles from value-based management (VBM) to process decision-making. Building on the work of Rappaport (1986) , Copeland et al. (1990) as well as Stewart and Stern (1991) , for VBM the primary objective for all business activities is to maximize the long term company value. The company value is based on future cash flows (Rappaport 1986) . In order to claim VBM to be implemented, companies must be able to quantify their value on the aggregate level as well as the value contribution of single activities and decisions. To comply with VBM, decisions must be based on cash flows, consider risks, and incorporate the time value of money (Buhl et al. 2011) . There is a set of objective functions that can be used for value-based decision-making (Berger 2010) . In case of certainty, decisions can be based on the NPV of the future cash flows. In case of risk with riskneutral decision makers, decisions can be made based on the expected NPV. If decision makers are risk-averse, decision alternatives can be valuated using the certainty equivalent method or a risk-adjusted interest rate. As we intend to capture the effects of uncertainty, we use an expected NPV with a risk-adjusted interest rate.
Optimization model
General setting
We consider two processes operated by the same company. One process creates an inferior output, the other process a superior output. We refer to the process with the inferior output as inferior process, to the process with the superior output as superior process. Each process has a fixed capacity sup/inf ∈ ℝ + . The demands the capacities. The demand for both outputs is also assumed to be independent from each other. Finally, the periodic demands for each output are assumed to be independent and identically distributed.
Assumption 1: The demand for the inferior and the superior process output is uniformly distributed.
Although the normal distribution is a more standard way to model risky demand and has already been applied to process flexibility (He et al. 2012) , we chose the uniform distribution. In fact, our model could not be solved analytically if a normally distributed demand were assumed because the required distribution function can only be approximated for a normally distributed demand. However, the uniform distribution can be fitted to the normal distribution in terms of expected value, standard deviation, and skewness. The normal distribution, however, has a larger kurtosis, i.e., demand realizations close to the expected value are more probable for a uniformly distributed demand. Thus, the model tends to underestimate the effect of process flexibility.
Assumption 2: The demand for the inferior output is independent from that for the superior output. The periodic demands for both process outputs are independent and identically distributed.
We assumed the demand to be independent across process outputs and time to reduce the complexity of our model and to be able to determine the optimal level of process flexibility for each process separately (Jordan and Graves 1995) . If the demand for the process outputs depended positively (negatively), we would overestimate (underestimate) the effect of process flexibility. As companies are able to capture systematic dependencies in their capacity strategy (Zhang et al. 2003) , the periodic noise can be reasonably treated as independent.
Enabling the reallocation of capacity, process flexibility is measured as the fraction of the capacity that can be used to produce the output of the other process. In this context, two decisions have to be made: an investment decision on the flexibility potential sup/inf ∈ [0; 1] that is established for each process at the beginning of the planning horizon and an execution decision on the level of flexibility realized in each period sup/inf ∈ [0; sup/inf ]. We use flexibility potential and flexibility as synonyms. This definition of process flexibility enables modeling the additional capacity of one process based on the flexibility and the capacity of the other process. To transform the provided capacity into additional capacity units, we use an exchange rate ∈ ℝ + . The exchange rate indicates how many units of the superior output can be produced by reallocating one capacity unit of the inferior process.
Process flexibility impacts cash inflows and outflows. As for the cash inflows, we need the profit margins of both process outputs sup/inf ∈ ℝ + . Thereby, the profit margin of the superior output is higher than that of the inferior output ( sup > inf ). We assume the profit margins to be constant over time and the amount of outputs sold. This complies with cost-plus-pricing, an approach where companies add a fixed margin to the production costs to obtain the sales price (Arrow 1962; Guilding et al. 2005) . As a result, additional sales volume directly translates into additional cash inflows. Likewise, capacity shortages translate into reduced cash inflows. Cash outflows, in contrast, result from implementing flexibility projects such as those sketched in the theoretical background.
Assumption 3: The profit margins are constant over time and over the sold amount of outputs.
In line with value-based BPM, we aim at maximizing the risk-adjusted expected NPV that goes along with investing in process flexibility. Our objective function equals the risk-adjusted expected NPV of the cash inflows ∈ ℝ 0 + and the cash outflows ∈ ℝ 0 + .
Below, we substantiate the objective function by modeling its components in detail. We then solve the optimization model and present the optimal levels of process flexibility for both processes.
Cash inflow effects of process flexibility
The cash inflow effects of process flexibility result from different demand realizations. By determining whether and in which direction capacity should be reallocated, the cash inflow effects for different demand realizations can be analyzed. As for the inferior process whose capacity supports the superior process, expected inflow increases from selling more superior outputs and decreases from selling less inferior outputs have to be considered. As for the superior process whose capacity supports the inferior process, only expected inflow increases from selling more inferior outputs have to be considered. Reduced inflows from selling less superior outputs are not reasonable as the profit margin of the superior output is higher than that of the inferior product. As a foundation for calculating the expected inflow effects, we investigate the stochastic implied by different demand realizations based on the decision tree shown in Fig. 1 .
 Case 1: If the demand for the superior output exceeds the capacity of the superior process, the superior process requires capacity from the inferior process. Due to the higher profit margin of the superior output, capacity of the inferior process is always reallocated if needed. If the capacity requirements are such high that the inferior process cannot serve its own demand anymore, the resulting capacity shortage causes decreased inflows from selling less inferior outputs. Thus, another case distinction is necessary that accounts for the demand realizations for the inferior output. If the demand for the inferior output exceeds the capacity of the inferior process (case 1.1), there will definitely be a capacity shortage. If the demand for the inferior output realizes below the capacity of the inferior process (case 1.2), the inferior process has free capacity. That is, there is a chance that the free capacity is sufficient to meet the capacity requirements of the superior process without causing a capacity shortage at the inferior process.
 Case 2: If the demand for the superior output realizes below the capacity of the superior process, the superior process can serve its demand on its own. The flexibility of the inferior process is not used and does not cause additional inflows. Moreover, the superior process has free capacity that can be reallocated without negative effects. The inferior process only requires capacity from the superior process if the demand for the inferior output exceeds the capacity of the inferior process (case 2.1). In this case, the flexibility of the superior process causes additional inflows. If the demand for the inferior output realizes below the capacity of the inferior process (case 2.2), flexibility of the superior process has no inflow effects. Thus, this case is omitted from our analysis.
Fig. 1 Decision tree for determining the cash inflows effects
Each case occurs with a distinct probability that can be derived from the properties of the uniform distribution as well as the maximum excess and shortfall demands relative to the capacities: For a given level of realized flexibility inf of the inferior process, the additional capacity for the superior process is obtained by multiplying the realized flexibility with the exchange rate and the capacity of the inferior process. As capacity is only reallocated if it is required to cover excess demand, additional capacity directly turns into additional sales volume. By multiplying the additional sales volume with the profit margin of the superior output, the profit function is ( inf ) = inf sup • inf . One has to consider that not all excess demand realizations can be covered because the flexibility potential inf is an upper boundary for inf . Larger excess demands lead to a complete realization of the flexibility potential and to the corresponding cash inflows. Equation (6) shows the expected periodic inflow increases from selling more superior outputs. The first addend refers to the demand realizations that can be covered completely. The second addend deals with the demand realizations that cannot be covered completely. 
Reduced cash inflows from selling less inferior outputs
To derive the reduced inflows from selling less inferior outputs, we have to consider the demand distribution of both outputs. Reduced inflows result from the fact that less units of the inferior output can be produced because the capacity of the inferior process is used (in parts) for creating the superior output. This corresponds to cases 1.1 and 1.2 from Fig. 1 .
In case 1.1, the demand for the inferior output exceeds the capacity of the inferior process. As the capacity of the inferior process is reduced at the same time, the remaining capacity is always smaller than the realized demand. This leads to a capacity shortage and reduced inflows. For a given level of realized flexibility inf , an amount of inf • inf capacity units has to be reallocated. The corresponding function for the reduced cash inflows is ( inf ) = inf inf • inf . To derive the expected inflow decreases, ( inf ) has to be integrated over the density function ( inf ). Analogous to the inflow increases, the highest possible inflow decreases depend on the flexibility potential inf of the inferior process. An illustration is shown in Fig. 2a . 
In case 1.2, the inferior process has free capacity because the demand for the inferior output is smaller than the capacity of the inferior process. The free capacity inf ∈ ℝ 0 + equals the difference between the realized demand and its capacity. As the free capacity can range from 0, if the demand for the inferior output equals the capacity of the inferior process, and inf − , if the demand realizes at the minimum demand, it is uniformly distributed in [0; inf − ] with a density function of ( inf ) = 1/ inf − .
If the reallocated capacity inf • inf is smaller than the free capacity of the inferior process, there is no capacity shortage for the inferior output and no cash inflow decreases occur. If the reallocated capacity exceeds the free capacity, there is a capacity shortage that causes decreased inflows. Given a distinct free capacity, the lost sales volume of the inferior output equals the difference between the reallocated capacity and the free capacity ( inf • inf − inf ). The expected loss in sales volume then equals the integral of this difference over the density function of the free capacity. As only realizations between 0 and inf • inf are relevant, the integral is parameterized accordingly. To obtain the expected inflow decreases for a distinct level of realized flexibility inf , the expected loss in sales volume has to be multiplied by the profit margin of the inferior output.
To fully specify the inflow decreases, another technical case distinction is necessary. If the flexibility potential of the inferior process exceeds the threshold inf − / inf (case 1.2.1, Fig. 2b ), the realized flexibility inf of the inferior process can also exceed this threshold. The reallocated capacity inf • inf would be larger than the maximal free capacity inf − of the inferior process and the capacity of the inferior process would be reduced below the minimum demand for the inferior output. Such a capacity reduction below the minimum demand leads to certain inflow decreases and has to be treated differently than capacity reductions where the remaining capacity is above the minimum demand, a constellation that causes uncertain inflow reductions only. If the flexibility potential is below the threshold inf − / inf (case 1.2.2, Fig. 2c ), the capacity of the inferior process cannot be reduced below the minimum demand. As a result, the inflow reductions are always uncertain. As the equations for the expected inflow reductions become very complex for this case distinction, we only show them in the appendix.
To get the inflow effects of making the inferior process more flexible for a single period, the results obtained so far must be combined by weighting them with their probability of occurrence. The periodic cash inflow function is continuous and monotonically increasing with decreasing marginal inflows. 
Cash inflow effects of the superior process
As for the superior process, we consider the case where the demand for the superior output realizes below the capacity of the superior process and the demand for the inferior output exceeds the capacity of the inferior process (case 2.1). In this case, it is reasonable to reallocate free capacity of the superior process to the inferior process. Similar to the previous cases, the demand realizations for the superior process determine the level of realized flexibility. With the superior process being more profitable, the inferior process is only supported if free capacity is available. Analogous to the inferior process, the free capacity of the superior process sup ∈ ℝ 0 + is uniformly distributed in [0, sup − ] with a density function of ( sup ) = 1/ sup − . By dividing the free capacity by the capacity of the superior process, the maximal realized flexibility sup of the superior process can be derived, which again is uniformly distributed with a density ( sup ) = sup / sup − .
The product of the maximal realizable flexibility of the superior process and its capacity equals the maximal capacity of the superior process that can be reallocated. Dividing it by the exchange rate turns the reallocated into received capacity and the maximal additional capacity for the inferior process can be derived. The maximal cash flow increases max ( sup ) can be determined if the maximal additional capacity is multiplied with the profit margin of the inferior output and divided by the exchange rate.
Whether the maximal inflow increases are realized or not, depends on the excess demand inf ∈ ℝ + realization of the inferior process. Excess demand realizations below the maximal additional capacity can be covered completely. Thus, the inflow increases equal the excess demand multiplied with the profit margin of the inferior output. For excess demand realizations beyond the maximal additional capacity, the inflow increases are maximal max ( sup ). As the density function ( inf ) = 1/ inf + is given due to the reproduction property of the uniform distribution, we can derive the expected inflow increases for a given level of realizable flexibility in Equation (11). The first addend equals the expected inflow increases for excess demands that can be covered completely. The second addend represents the expected inflow increases for excess demand realization beyond the maximal additional capacity. 
Cash outflow effects of process flexibility
So far, we only analyzed the cash inflow effects of process flexibility. However, making processes flexible also leads to cash outflows. Cash outflows do not only depend on the level of process flexibility, but also on other factors, namely (a) cash outflows for project overhead such as administration and coordination, and (b) process-related characteristics such as the criticality of certain process steps and the similarity of both processes. Similar to the inflows, the outflows have to be calculated for each process separately. The difference is that, for the outflows, we can basically use the same function for both processes whereas the inflows required different functions. In this section, we demonstrate the cash outflow analysis for the inferior process.
First, process flexibility itself is analyzed. The idea of enabling a process to flexibly use its capacity is in line with the concept of flexibility-by-design (Schonenberg et al. 2008) . Flexibility-by-design requires that various execution alternatives -in our case: producing the own output or the output of the superior process -have to be enabled. In line with our process understanding, process flexibility further requires resources and people of the company to be flexible (Sethi and Sethi 1990 ). The higher the desired level of process flexibility, the more flexibility projects have to be implemented. Implementing more flexibility projects also leads to cash outflows for administration and coordination, which increase over-proportionally with the project size (Verhoef 2002) . In addition, a company is likely to implement the cheapest flexibility projects first. We model the properties of the cash outflows using the function inf • inf 2 . As one can see, the outflows increase with the desired level of process flexibility and capture the project overhead as the level of process flexibility is raised by the power of two. Of course, any larger exponent would fulfill the requirement of an over-proportional course as well. We chose to use a squared function as it keeps the optimization problem analytically solvable, an approach inspired by Goyal and Netessine (2011) . As for monetization, the cash outflows needed to make one capacity unit of the inferior process flexible, i.e., to enable the creation of T superior outputs, have to be incorporated. This factor highly depends on the processes at hand. In a worst-case scenario, the superior process has to be duplicated to enable the creation of the superior output on the inferior process. Although this worst case would most likely lead to prohibitively high cash outflows and, as a result, to an optimal level of process flexibility of zero, it is a reasonable starting point to calibrate the height of the cash outflows. Duplicating the superior process would lead to cash outflows that equal the initial investment of the superior process. By dividing these outflows by the capacity of the superior process and dividing the intermediate result with the exchange rate, we get the highest possible outflows for making one capacity unit of the inferior process flexible. The corresponding parameter is called scaling factor inf ∈ ℝ + . The cash outflows that occur in the worst case scenario for a distinct level of process flexibility are inf • inf • inf 2 .
When estimating the actual cash outflows for a distinct level of process flexibility, we use process-related characteristics to reduce the cash outflows of the worst-case scenario. Obviously, only those process steps that limit the capacity of the superior process have to be incorporated in the inferior process. We call these process steps critical. The more critical steps the superior process has, the more process steps have to be supported by the inferior process and the more expensive is the establishment of a distinct level of process flexibility. Thus, the first process-related characteristic that reduces the scaling factor is criticality. The criticality is inspired by the ideas from Gebauer and Schober (2006) , and defined as the relation between the number of all process steps and the number of critical process steps of the superior process:
∑ critical steps of the superior process all steps of the superior process
The next process-related characteristic is how similar the critical process steps of the superior process are with the counterparts -if available -from the inferior process. The more similar the critical process steps and their counterparts, the less outflows occur for establishing a distinct level of process flexibility. Therefore, the similarity (with 0 ≤ ≤ 1) between a critical process step of the superior process and its counterpart in the inferior process also reduces the scaling factor. To present an approach for determining similarity, we refer to the concept of variability introduced by Gebauer and Schober (2006) . They rely on the Lorenz curve to derive the concentration of process variants (i.e., different execution paths of a process). The higher the concentration of the process variants, the lower is the need for process flexibility. As Gebauer and Schober focus on one process instead of two, this concept has to be adjusted to fit into our model. We therefore use the frequency distribution of the variants of the superior process to determine to what extent a critical process step of the superior process is already supported by the inferior process. Consider that a critical process step i has different variants , . The variants of this step occur with a frequency ( , ) ∈ [0,1]. To obtain the similarity, we introduce a decision variable ( , ) ∈ {0,1} that equals 0 if the variant , of the critical process step i can only be produced by the inferior process after a flexibility investment and 1 if the variant can already be produced. The decision variables are weighted with the occurrence probability of the corresponding variant and cumulated over the variants :
When multiplying the criticality measure with the scaling factor, we get an estimate for the cash outflows by implicitly assuming that each process step is equally expensive to install. This estimate, however, does not consider that similar process steps do not create outflows. By subtracting the similarity measure from 1, we get a standardized variable that reflects the non-similarity of a critical process step, a quantity that is responsible for cash outflows. Summing up these non-similarity measures over all critical process steps weights the critical process steps with their similarity and, thus, is a reasonable estimate for adjusting the scaling factor. In the following, we use the process factor inf that adjusts the scaling factor not only for non-critical process steps, but that also incorporates the similarity of both processes.
∈ critical process steps all steps of the superior process
By multiplying the process factor and the scaling factor, the cash outflows for making a single capacity unit of the inferior process flexible can be estimated as the scaling factor, defined as the worst-case outflows for a given level of process flexibility, is adjusted based on the process characteristics that naturally support process flexibility. To obtain an estimate for the cash outflows, the product of the process factor and the scaling factor has to be multiplied with inf • inf 2 .
To derive the outflows of the superior process, the same approach can be applied. The scaling factor can is obtained by dividing the initial investment of the inferior process through its capacity and by multiplying the intermediate result with the exchange rate. As for the criticality, the critical steps of the inferior process are decisive instead of the critical steps of the superior process. With similarity being a double-sided measure, the approach applied here can directly be copied.
Solving the optimization model
To find the optimal levels of flexibility for the superior and the inferior process, we calculate the risk-adjusted expected NPV. As the cash outflows occur at the beginning of the planning horizon, they need not be discounted. The risk-adjusted expected NPV of the cash inflows can be derived by the discounting of the expected additional inflows per period. For a constant risk-adjusted discount rate ∈ ℝ + and a planning horizon of ∈ ℕ periods, the discount factor ∈ ℝ + can be calculated by the formula of the partial sum of a geometric sequence.
The optimum of the objective function is characterized by the equality of the marginal inflows and the marginal outflows. As the marginal outflows are strictly increasing and strictly convex and the marginal cash inflows are strictly decreasing, there is exactly one optimum, i.e., a global maximum. For the optimal flexibility of the inferior process, it has to be taken into consideration that there are different objective functions due to the technical case distinction we had to introduce for case 1.2. Whether the optimum is located in the first or in the second definition range cannot be forecasted without knowing concrete values for the model parameters. Thus, two optimality conditions must be derived. The detailed derivations are depicted in the appendix. 4 Real-world application in the service sector
In our previous work (Afflerbach et al. 2013 ), we applied a less developed version of the optimization model to the wafer production processes of a company from the semi-conductor industry. In that case, process flexibility was achieved by investing 3,000,000 EUR in a multi-purpose machine whose capacity could be used to produce a basic and a sophisticated wafer on the inferior process. We showed that the investment in process flexibility was reasonable. By comparing the investment outflows with the sales effects, we also found that a machine with a smaller capacity would have been sufficient to cover the forecast demand and would have implied cost savings of 600,000 EUR.
As we aimed at developing a model for process flexibility that fits several application domains, we now demonstrate how to apply the model in the service sector. Such a demonstration is worthwhile because process flexibility has to be achieved by different projects in the service sector. While, in the manufacturing context, flexibility can be achieved by multi-purpose machines, in the service sector it depends much more on people and their skills. We report on how we determined the optimal levels of flexibility for the coverage switching processes of a financial service provider that intended to achieve process flexibility by multi-skilling. We first provide information on the case context and then determine the optimal levels of process flexibility using the optimization model.
The case company is a leading insurance broker pool from the German-speaking countries that supports insurance brokers in their daily business by taking over back-office activities (e.g., communication with insurance companies or administrating contracts). In return, the case company charges proportional commissions. As typical for a service provider, the case company has a predisposition for investing in process flexibility as services cannot be stored. This property makes it impossible to cover excess demand by inventory buffers and, thus, requires flexibility to be implemented in the processes themselves.
Coverage switching processes adhere to the following blueprint: In case an insurance broker acquires a new customer, the customer's current insurance situation is analyzed for potential improvements in premiums and risk coverage. It is important to find out whether the customer's current contracts contain special conditions and whether her risk situation disables her to be served by a potentially better insurance. For example, a homeowner's insurance cannot be switched if the respective residential building has aged pipes. In fact, most insurers reject a customer if the pipes have reached a certain age as the risk for such pipes to break is considered very high. If a current contract can be favorably switched, the case company must update the information about relevant risk factors, a task that is required by the new insurer for accepting the customer. Finally, the department has to cancel the current contract and to buy the new contract.
The case company operates two coverage switching processes, one for homeowner's insurances and another for accident insurances. The process that deals with homeowner's insurances is the inferior process. As each insurance type requires specific in-depth knowledge, both processes are executed by separate employees. In order to be able to react more flexibly to fluctuating demand, the case company intended to train some employees so that they can conduct the coverage switching process for both insurance products. We applied the optimization model to determine the optimal levels of process flexibility and, on that foundation, derive the optimal skilling profile of the involved employees.
The input data about the capacity strategy, the process factors, and the demand distribution (including the demand boundaries) were provided by the head of the department responsible for the coverage switching process (Tab. 1). The case company sets its capacities to equal the expected demands. As both processes have the same demand distribution, they have the same capacity. Regarding the profit margins, service times, and training costs, the coverage switching process is more complex for the homeowner's insurance. The reason is that a homeowner's insurance is a bundle of fire, windstorm, glass breakage, and burst pipe insurances, a fact that requires more complex analyses than an accident insurance. The higher complexity leads to longer service times, lower profit margins, and higher training costs. Each process was executed by two employees. Considering the different service times, we were surprised that both processes had identical capacities and were executed by the same number of employees. The reason was that the employees of the process for accident insurances were not only responsible for the coverage switching process, but also for other processes. The case company typically used a planning horizon of = 7 years and a yearly risk-adjusted interest rate = 0.04 for investment decisions. Whereas the values for most input parameters could be observed directly, the exchange rate, the cash outflows, and the probabilities of occurrence for the cases introduced in Fig. 1 had to be assessed separately. The exchange rate results from the relationship between the service times of both processes. It equals = 1 h/0.5 h = 2. As for the cash outflows, we had to determine the process and the scaling factor of both processes. Taking the process for homeowner's insurances as example, training both employees leads to outflows of 30,000 EUR and to a flexibility potential of inf = 100 %. Based on these considerations, we can calculate the combined process and scaling factor inf • inf = 150 EUR based on the outflow function (Equation 16 ). For the process that deals with accident insurances, the combined process and scaling factor is sup • sup = 100 EUR. As the demand scatters symmetrically around the capacities, the probabilities of the cases introduced in Fig. 1 equal 50% each. As in our previous case from the semi-conductor industry, the input parameters could be assessed easily.
Tab. 1 Input data
Having finished the data collection, we applied the optimization model to identify the optimal levels of process flexibility. In the case at hand, process flexibility could not be treated as a continuous variable because of the small number of employees per process. The case company could only establish 50 % or 100 % flexibility for each process. Thus, we did not apply Equations (18a), (18b), and (19) to determine the continuous optima. Instead, we used the objective function of the optimization model to calculate the risk-adjusted expected NPV of each decision alternative (Tab. 2). The results indicate that, in the case at hand, investments in process flexibility are always more profitable than leaving the status quo unchanged. Multi-skilling one employee per process leads to an economically optimal solution and a risk-adjusted expected NPV of about 82,000 EUR. To provide guidance for larger departments, we also show the exact continuous optima at the end of this section. By applying the optimization model to the case company, we also gathered novel insights into the relationships among the input parameters. We found that the maximum demand deviation serves as an upper boundary for the flexibility potential. Regarding the process for homeowner's insurances, a flexibility potential of 12.5 % and beyond causes the same cash inflow effects. The reason is that the case company can cover the maximum demand with that level of process flexibility. As this level of process flexibility is below the threshold of the case distinction (i.e., inf − / inf = 25 %), the expected additional inflows for a process flexibility of 50 % and 100 % can be calculated by inserting 12.5 % into Equation (7). The differences in the risk-adjusted expected NPV result from the outflows for training different numbers of employees. The same argumentation holds true for the process that deals with accident insurances. Here, the critical level of process flexibility is 25 % due to the specific exchange rate.
For processes with a larger number of employees, where process flexibility can be treated as a continuous variable, Equations (18a), (18b), and (19) can be applied to determine the optimal levels of process flexibility. With the given parameter values, the coverage switching process for homeowner's insurances would amount to 12.43 % of process flexibility. This value is very close to the process flexibility that is required to completely support the process for accident insurances. Regarding the process for accident insurances, the optimization model determines 22.3 % as optimal level of process flexibility. Again, this result is plausible as it is very close to the flexibility value that enables a complete support of the other process. In this case, the optimal results are located close to their reasonable maxima, a circumstance that shows that flexibility is relatively cheap and that the case company greatly benefits from respective multi-skilling investments.
Conclusion
In this paper, we presented an optimization model to determine the optimal level of process flexibility, which we define as the fraction of the capacity that can be reallocated from one process to another. The model meets the shortcomings of previously proposed approaches regarding the economic valuation of process flexibility as it puts particular emphasis on the positive economic effects of process flexibility. The model relies on risky demand as well as further process characteristics such as criticality, similarity, and variability. By considering the cash effects of process flexibility, a multi-period planning horizon, and a risk-adjusted interest rate, the model complies with the principles of value-based BPM. Finally, we demonstrated the model's applicability using the coverage switching processes of an insurance broker pool provider as example.
The optimization model is beset with the following limitations that should be subject to further research: First, in line with our objectives, we made some simplifying assumptions, i.e., the focus on two processes as well as on an independent and uniformly distributed demand. This setting, on the other hand, enabled us to structure the optimization problem at hand, to identify relevant parameters and their economic effects as well as to analytically determine an optimal level of process flexibility. The optimization model could also be easily applied in industry and helped extend industrial decision-making capabilities. However, further research should explore which assumptions can be relaxed and how the insights gained so far can be generalized. For example, the optimization model should be extended to more than two processes and different demand distributions. Second, whilst paying much attention to the positive economic effects of process flexibility, we modeled the cash outflows in rather a coarse-grained manner. Future research should therefore strive for a more sophisticated modeling that also includes further process characteristics that drive process flexibility.
