different materials (Fig. 2c) . The phantom is mounted to the stereotactic frame by specially developed adapters (Fig. 3c ). To guarantee a defined geometrical position, the phantom can be positioned and adjusted by these adapters fitting the slides of the Leksell frame (Fig. 3a) .
The quantitative analysis was performed by using commerically available software (PTGR, Germany). The deviations in location were measured for every rod in the cylinder phantom and compared with the position in the corresponding reference grid. The errors in location for the cross hairs (targets) and the interfaces of the inhomogeneous layer in the head phantom were determined by LGP (version 5.34; Elekta AB, Stockholm, Sweden) after definition of the images.
Results
The 3-tesla Trio unit was analyzed in this investigation, subdivided into three categories. In the first step the magnitude of error was determined using the cylindrical grid phantom delivering a deviation matrix for transverse images in axial and coronal orientations (Fig. 4) . The mean deviation for all images in this example was less than 0.3 mm in the axial and less than 0.4 mm in the coronal plane. The maximum displacement error was up to 1 mm ( Fig. 4 red) ; the minimal error was 0 mm.
In the second step the known target phantom was used and showed an absolute maximum error of 1.16 mm, being in good accord with the results from measurements taken with the cylinder phantom ( Fig. 5 and Table 2 ). We must keep in mind, however, that these images were defined and analyzed by LGP so that the displacement error is a combination of the true displacement caused by the imaging modality itself and a superimposed additional intrinsic error within the definition process (transformation and so forth).
In the last step the head phantom was used to determine sensitivities to chemical shift and susceptibility phenomena due to inhomogeneities in the phantom. For an embedded layer of PTFE ( = 2.2 g/cm) a general shift of the interface could be observed (Fig. 6 ) with a maximum deviation of 1.5 mm mainly at low z values. After definition of the images the dataset was compressed by 1.2 mm.
The complete procedure for all three measurements was performed several times, always after having changed the corresponding sensitive parameters of the sequence ending up with the setups shown in Table 2 .
Discussion Distortions in MR images used for stereotactic localization arise from a number of sources but most centers use advanced imaging technology to avoid the problems. For example most nonlinearities in the magnetic gradient field have now been corrected by a combination of MR imaging internal mathematical corrections (compensation circuits, routinely used in current units) and the use of volume as opposed to slice acquisition. 16, 33 Chemical shifts can occur at fatty interfaces and necessitate avoidance of this material in fiducials and consideration in certain imaging protocols, when this material is in the patient and near the target. Magnetic field inhomogeneities, which arise from variations in the main magnetic field have been largely obviated in current imaging units with routine "shimming." 17 One proposed solution to the distortion problem is fusion of MR and computerized tomography images. 20,35. Image fusion, however, is not without its own potential for error and may introduce localization inaccuracies as great as or greater than those obtained with stereotactic imaging. Object-induced inaccuracies also remain a concern. Differences in magnetic susceptibility (such as, between tissue and air) can produce local distortions, which need to be recognized. Metal in the field produces artifacts. 10 Although methods for automatic distortion correction, which would rectify these latter two types of distortion, are being developed, they are not generally available at present. 26, 27 In this paper, we describe observed inaccuracies mainly due to chemical shifts and susceptibility artifacts. Because of the high field strength, these artifacts are dominant compared with the well-known and constantly present artifacts mentioned previously. After adjusting the corresponding sensitive parameters in the protocol the error resulted in the order of less than 1.1 mm.
A variety of methods have been used to assess image and target distortions for stereotactic localization; 3, 8, 18, 22, 24 however only a few authors compare the deviations to given coordinates of a known target phantom, which we used in addition to a cylindrical grid phantom. By using different phantoms (head phantom with embedded inhomogeneities) we could distinguish between deviations and general shift phenomena. The derivation of this shift and also the fact that the datasets are compressed is still not clear. The shift itself is probably an effect caused by the high field strength overlaying the common distortions already mentioned (stereotactic frame) whereas the compression of the dataset in z direction is still a matter for discussion. The values for slice thickness and z positions strongly depend on the use of the routine for defining images in the planning system (LGP, version 5.34), which could be an explanation.
Whereas the grid phantom is convincing in the representation of displacement errors in one plane at a time (axial and coronal) with a fine resolution (every 10 mm), the known target phantom can demonstrate inaccuracies for 21 targets, A. Mack, et al. spread out in stereotactic space in one measurement only with the disadvantage of having a sparse spatial resolution. Both phantoms, however, can be used to determine deviations to a given reference. The head phantom can be used for several purposes and serves as an ideal tool for modeling dose distributions.
Conclusions
We used our set of phantoms not only to determine the spatial inaccuracies but also to optimize the sensitive parameters of the corresponding sequence. In this context it was interesting to see that although the automatic shimming was turned off (Table 1) , the results could still be improved. This again demonstrates the very complex interplay of many parameters that all have to be taken into consideration when optimizing the sequence protocol. 
