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For radiotherapy treatment planning of retinoblastoma in childhood, Computed Tomography (CT) represents
the standard method for tumor volume delineation, despite some inherent limitations. CT scan is very useful in
providing information on physical density for dose calculation and morphological volumetric information but
presents a low sensitivity in assessing the tumor viability. On the other hand, 3D ultrasound (US) allows a high
accurate deﬁnition of the tumor volume thanks to its high spatial resolution but it is not currently integrated in the
treatment planning but used only for diagnosis and follow-up. Our ultimate goal is an automatic segmentation
of gross tumor volume (GTV) in the 3D US, the segmentation of the organs at risk (OAR) in the CT and the
registration of both. In this paper, we present some preliminary results in this direction. We present 3D active
contour-based segmentation of the eye ball and the lens in CT images; the presented approach incorporates the
prior knowledge of the anatomy by using a 3D geometrical eye model. The automated segmentation results are
validated by comparing with manual segmentations. Then, for the fusion of 3D CT and US images, we present
two approaches: (i) landmark-based transformation, and (ii) object-based transformation that makes use of eye
ball contour information on CT and US images. Keywords: Segmentation, Active contours, 3D Ultrasound
imaging, Radiotherapy planning.
1 INTRODUCTION
Retinoblastoma is one of the common primary ocu-
lar malignancy in childhood and it accounts for 5%
of childhood blindness (Donaldson 1989). External
beam radiation is now used to control advanced, often
chemotherapy resistant, intra-ocular tumors in pro-
gression after chemotherapy and focal ophthalmo-
logic therapy in children. Thus, primary endpoint of
such radiation therapy is the eye and visual func-
tion preservation following intra-ocular progression.
Therefore, delineating the tumor in order to optimize
radiation doses, allowing minimization of dose to ad-
jacent developing tissues is a crucial goal. To this end,
it is necessary for patients to undergo a multi-modal
imaging: Computed Tomography (CT) scan, which
is very useful in providing information on physical
density for dose calculation and morphological volu-
metric information, and 3D ultrasound (US), which
allows a high accurate deﬁnition of the tumor vol-
ume thanks to its high spatial resolution. Thanks to
its improving quality, the use of US imaging is in-
creasing in ophthalmology (Fenster et al. 2001; Yan-
nuzzi 2004). At the Ophthalmic Hospital Jules Gonin
in Lausanne, Stwitzerland, 3D ultrasound imaging is
routinely used for diagnosis and follow-up but it is not
integrated in the treatment planning. In this paper we
propose the combination of 3D US imaging, optimal
for tumor volume delineation, and CT imaging, opti-
mal for dose calculation and treatment planning. Such
multimodal imaging framework has been already sug-
gested for other organs therapy like the liver or kid-
ney (Wein et al. 2008; Penney et al. 2004) but, as
far as we know, this is the ﬁrst attempt of combining
these two modalities in the radiotherapy planning of
the eye. Through an automatic segmentation of gross
tumor volume (GTV) in the 3D US and simultane-
ous registration with the CT, the rather inaccurate and
time-consuming manual volume deﬁnition could be
shortened and the volume deﬁnition would become
highly reproducible and comparable, overcoming the
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Figure 1: Data set: top row, 3D CT image of the head
used for the treatment planning; bottom row, 3D ultra-
sound of the eye. Note that the green cross does not
represent same spatial location.
intrinsic problems of inter- and intra-user variability,
thus making radiation treatment techniques amenable
to standardization.
In this paper we present the ﬁrst steps that will al-
low us to work in this multimodal framework for the
eye radiotherapy. We present the automatic segmen-
tation of the eye exploiting the prior knowledge that
we have on eye’s anatomy by means of a 3D geo-
metric eye model within the parametric active con-
tour framework. We also present an initial fusion of
these images using landmark-based transformation
and object-based transformation that makes use of eye
ball contours on both the modalities.
2 MULTIMODAL IMAGING
CT images are acquired in the Lausanne Univer-
sity Hospital, on a LightSpeed VCT General Electric
Medical Imaging scanner. Images have a resolution
of 0:7£ 0:7£ 2 mm3 (see Fig. 1 top row). The oph-
thalmic 3D ultrasound images used here are acquired
with OTI Ophthalmic Technologies Inc. (OTI ). The
OTI-Scan 3D is one of the most advanced ophthalmic
ultrasound system available today. The internal rota-
tor assembly generates a 3D image in less than 2 sec-
onds with a 0.1 mm resolution in each X, Y, and Z
direction. An example of such acquisition is shown in
Figure 1 bottom.
3 EYE SEGMENTATION IN THE CT
The importance of exploiting prior knowledge in the
process of complex image segmentation has been
largely proven. Thus, our aim in this model-based
segmentation process is to combine information of 3D
data (CT) with the anatomical information stored in a
standard model. To this end we propose to use a 3D
eye model based on ellipsoidal structures. This is not
the ﬁrst attempt of using a parametric eye model for
segmentation. Two important works exists. In (Dobler
and Bendl 2002), a very precise geometric model of
the eye is used for proton therapy and they set most
of the parameters manually via ultrasound measure-
ments. Recently, in (Bekes et al. 2008), a simpli-
ﬁed eye model has been present, where the setting
of the parameters was almost completely automatized
to provide minimal user interaction. The method pre-
sented here is inspired from (Bekes et al. 2008). Our
segmentation model differs from the model of Bekes
et al. mainly in the following aspects: The model of
Bekes et al. is based on thresholding and soft classi-
ﬁcation function whereas our model uses parameter-
ized active contours that takes advantage of charac-
teristics of the edges and regions. Unlike Bekes et al.,
we are currently interested in the segmentation of eye
ball and lens only, but not optic nerve and optic chi-
asm. Another difference is that Bekes et al. approxi-
mate the eye ball with a sphere while we use a more
accurate ellipsoidal approximation.
The CT image properties and the very well known
geometry of the eye lead to an adaptation of the ac-
tive contours theory (Caselles et al. 1997) which aims
at ﬁnding a curve C that minimizes the energy func-
tional E, designed to be minimal when C has found
the desired contour. The general expression of E is
given by
E(C) = Eimage(C) +Esmooth(C); (1)
Here, we take advantage of using a parameterized
model, which means that the analytical expression of
C is known everywhere on the domain of the im-
age and is deﬁned by a set of parameters µ. Thus,
C is a parameterized model based on the parame-
ters µ = fxc; yc; zc; rx; ry; rz; Á;Ãg corresponding to
the center coordinates, the length of the axes and the
rotation angles.
Obviously, we will not impose any Esmooth term
since our parameterized curve is already smooth.
Then, the Eimage term can be expressed in two sub-
terms:
Eimage(C(µ)) = Eboundary(C) +Eregion(C); (2)
which are computed from the image features.
Eboundary attracts the curve towards the object
boundaries using an edge detecting function f , and
is given by:
Eboundary =
Z
C
f(C;s)ds; (3)
Once applied to the image I, f(C;s) has to return
an optimum value (minimum in our case) when its
variables, which are the curve spatial coordinates
(x(µ; s); y(µ; s); z(µ; s)) mapped by the model on the
image, are matching the edges of the object to be de-
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Figure 2: The proposed 3D parametric model of
the eye consisting of ellipsoids for the eye ball and
the lens. The model parameters for the eye lens
are µlens = fxc; yc; zc; rx; ry; rz; Á;Ãg corresponding
to the center coordinates, the length of the axes and
the rotation angles. Model parameters for the eye ball
are µball = fxc; yc; zc; rx; ry; rzg thus Á and Ã angles
are neglected.
lineated. Therefore, f can be of the form:
f(C;s) =
½ ¡(Ieq(C;s) ¤G¾) if Ieq(C;s) > Th;
0 otherwise.
(4)
where Th is a threshold applied on the equalized im-
age intensity and empirically set to 0.8,G is the Gaus-
sian function with standard deviation ¾ and Ieq ¤G¾
represents the smoothed version of the equalized im-
age I.
Eregion captures the regional statistics to drive C to-
wards homogeneous regions. The idea here is to max-
imize the difference between two statistical descrip-
tors (the mean value of intensities) related to two re-
gions of the image, ­in and ­out, in our case, respec-
tively the inside and the outside of an ellipsoid within
a selected region of interest around the lens. Formally
Eregion = ¡difference[mean(­in);mean(­out)]: (5)
The segmentation problem is now reduced to an en-
ergy optimization problem. Thus, the parameter-set µ
that results in minimum energy provides the segmen-
tation of the objects of interest.
µobject = argminµ
E(C(µ)): (6)
From our experiments, we found that boundary-based
term (Eboundary) alone is sufﬁcient for the accurate
segmentation of the eye ball. Similarly for the lens,
we found that region-based term (Eregion) alone is
sufﬁcient. Hence, for the results that we present in the
following Section, we use only Eboundary term for the
eye ball, and only Eregion term for the lens segmenta-
tion. We also observed from our experiments for eye
ball segmentation that the rotation angles for the eye
ball are always varying around 0. Hence, we made
a simpliﬁcation for the eye ball segmentation by ne-
glecting the rotation angles: fÁ;Ãg. As a result, the
number of parameters to be optimized for the eye ball
and the lens are 6 and 8 respectively. The proposed
3D parametric model of the eye is shown in Fig. 2.
3.1 Results: Eyeball and lens segmentation
The optimization is implemented with a Nelder-Mead
simplex search included in the Matlab fminsearch
function. Note that a set of parameters such as µ in-
cludes elements of different nature and therefore are
their range very different. For example a semi-axis of
the eye ball ranges from 5 to 20 mm while an an-
gle ranges from 1 to 360 degrees. To overcome this
problem we proceed to the optimization iteratively
using 3 subsets of parameters, [xc; yc; zc], [rx; ry; rz],
and [Á;Ã] (actually only the 2 ﬁrst subsets for the eye
ball). Moreover the algorithm is applied twice per ob-
ject (ﬁrst growing the ellipsoid and later decreasing
it). Equalization of the image is performed as a pre-
processing. Eye ball optimization is initialized by user
clicks, (center coordinates xc; yc; zc and the radius in
z direction rz). Lens optimization is restricted to one
half of the eyeball only. The overall optimization al-
gorithm is summarized as follows:
1. Input data
Image with smoothed edges (lens) or threshold
image (eyeball) (see Figure3)
2. Ellipsoid initialization
Smaller (eyeball)/ Bigger (lens)
3. Iterative loop
3 iterations loop optimizing 2 subsets of param-
eters for the eyeball, 3 subsets for the lens
4. Security check
To avoid too much deviation from solution (axes
length can be neither longer nor shorter than usual eye
size)
5. Stopping conditions
After N = 15 iterations or if the ellipsoid is out-
side normal anatomy size
6. Go back to 2
Bigger than eyeball/lens, now ellipsoid shrinks
instead of growing
Results for 3 patients are shown in Figure 4. Axial
and sagittal views of the obtained segmentation show
a very good segmentation for both lens and eyeball.
3D view reconstruction is also shown, note that the
segmentation of the skull has been done simply by
threshold for visualization purposes. Table 1 presents
the radii and angles for the eyeball and the lens, ob-
tained from the automated segmentation, for the three
patients. Quantitative validation is also given in Ta-
ble 2. Evaluation is done in comparison with man-
ual segmentations done by an expert. Dice Similar-
ity Measure (DSM) is presented showing a very high
agreement between the manual and the automated
segmentation for the eyeball and the lens.
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Figure 4: Axial, sagittal and 3D views of the automated segmentation results of the eye ball and the lens, for
three patients.
Figure 3: Input images for the eyeball (left) and lens
(right) segmentation for one of the patients.
Eye ball Lens
(rx, ry, rz) (rx, ry, rz) (Á, Ã)
inmm inmm in degrees
P-1 (10.0, 9.1, 10.0) (3.6, 1.8, 2.0) (186.6, 165.4)
P-2 (12.3, 10.6, 12.6) (3.1, 1.5, 1.5) (181.7, 181.1)
P-3 (10.5, 9.8, 11.0) (4.9, 2.2, 2.4) (185.3, 177.0)
Table 1: Radii and angles for the eye ball and the lens,
obtained from the CT image segmentation.
Volume (mm3) DSM
Eyeball Manual Automated Error
Patient 1 4764 4827 1.33% 89.9%
Patient 2 7758 7798 0.52% 92.6%
Patient 3 6114 5543 9.33% 90.2%
Lens
Patient 1 141 102 -27.7% 78.4%
Patient 2 205 215 4.9% 76.9%
Patient 3 217 219 0.9% 76.8%
Table 2: Quantitative evaluation for the eyeball and
lens.
4 IMAGE FUSION
4.1 Landmark-based transformation
Multimodal registration is a widely studied problem
in medical imaging. There exists however less studies
that consider the registration of 3D ultrasound with
any other modality (Roche 2001; Wein et al. 2008;
Penney et al. 2004). Most of these methods require
a manual initialization of the transformation to en-
sure the convergence of the registration. This is even
more necessary in our case, where both images do not
contain the same information: note that while the CT
contains the whole brain, the US image only presents
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Figure 6: Resampled CT image to the US space and
resolution, cross cursor represents the same spatial lo-
cation.
partially one eye. Thus, in a preliminary step for the
registration we will put the two images in correspon-
dence by proceeding to a global rigid transforma-
tion (3 translations and 3 rotations). To this end we
choose a landmark based matching, speciﬁcally the
one in ITK library (ITK ). Selection of the landmarks
is not an easy task and must be done by an expert.
Four landmarks per image have been selected (only
2 are necessary), in the presented pathological ex-
ample (see Fig. 5: the lens (blue), head of the optic
nerve (yellow) and two tumors (red and green). At
this point we can proceed to the ﬁtting of the rigid
parameters that best approximate these 4 locations.
Visualization of the resulted transformation is done
by comparing with a cross at the same spatial posi-
tion (see Figure 6). Rigid parameters are [0.560694,
0.29938, -0.0351702] angle rotations in radians, [-
42.2236, 98.625, -26.3611] translations inmm. Land-
mark matching quality is: 0.951184 (blue), 0.88538
(red), 0.915436 (green), 0.915033 (yellow).
The main problem that we have faced with the cur-
rent landmark-based approach is that identiﬁcation of
anatomical corresponding landmarks on CT and US
images is a tedious and time consuming task. For ex-
ample, it took around 30 minutes for an expert Doc-
tor to make the 4 landmarks shown in Fig. 6. Fur-
ther this always demands the intervention of an ex-
pert for identifying the landmarks. In order to avoid
these inconveniences, we propose another type of ini-
tialization, an object-based transformation, and it is
explained in detail in the following Section.
4.2 Object-based transformation
For ﬁnding out an object-based (eye ball in this case)
transformation, we need to set the object in both im-
age modalities. In Section 3, we have already obtained
the segmentation of the eye ball on the 3D CT image.
It is difﬁcult to proceed similarly in the 3D US image,
mainly because the ﬁeld of view of US does not show
the entire eye ball (neither the lens). However, we ob-
serve that: ﬁrst, it is easy to identify at least the back
portion the eye ball edges on the US and, second, we
already know the eye ball dimension we are looking
for. Thus, we suggest the following approach. First,
we select few pixels along the visible edges of the eye
Figure 7: 3D US image with the superposed eye
ball contours from the CT image, after applying the
object-based transformation
ball in the US image. We have selected around 25 pix-
els for the results presented in this paper. This is done
only on few slices in the sagittal and coronal direc-
tions (the eye ball edges are not clearly visible in the
axial view). We then ﬁt an ellipsoid to the selected
pixels using least square error criteria. Note that the
radii of the ellipsoid to be ﬁt (rx; ry; rz) are already
known from the CT image segmentation; hence, we
compute only the center (xc; yc; zc) and angles (Á;Ã)
of the ellipsoid on the US image, during the least
square error procedure. Fig. 7 shows the contours of
the ﬁtted ellipsoid on the US image for one of the pa-
tients.
Now, from the values of the center and angles of
the ellipsoid computed above, we can directly obtain
the transformation (translation and rotation) between
both segmented ellipsoids in the CT and US images.
However, we noticed that since the object used for
computing the transformation (ellipsoid) is symmet-
ric about its axes of rotation, the rotational param-
eters obtained were not accurate. In order to com-
pensate for this limitation, at present we have man-
ually rotated the image towards the correct orienta-
tion. Hence, in the future work, in order to obtain a
more accurate fusion, we need to either realign the
images by selecting a landmark, or, perform a fur-
ther image volume registration between the images.
Figure 8 shows the spatially aligned CT and US im-
ages as well as fusion in the axial direction, by ap-
plying this object-based transformation. The transla-
tional parameters computed from the object-based ap-
proach are found to be very satisfactory.
5 DISCUSSION
In this paper, we have presented our preliminary work
towards a multimodal framework for the radiother-
apy planning of retinoblastoma. To our knowledge,
this is the ﬁrst attempt to combine 3D CT and 3D
US for the eye radiotherapy. In the present work we
have presented a model-based segmentation of the eye
ball and the lens on the CT images. The main dif-
ference compared to the existing model-based seg-
mentation methods is that here we proceed by using
the well formulated active contour framework. Eval-
uation in comparison with manual segmentation has
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Figure 5: Selected landmarks: blue is in the lens, yellow is in the optic nerve, and green and red are in the back
wall of the tumors. Note that zoom is shown for all US views.
Figure 8: (a)Resampled CT image after applying the object-based transformation, (b) Corresponding US image
with cross curser representing the same spacial location, (c) Fusion of CT and US in the axial direction.
shown a good accuracy of our segmentation model.
Moreover, we have also computed a ﬁrst required ini-
tialization of the rigid transformation that brings the
CT, and thus the eye model, and the US into the same
space. Two procedures have been suggested for the
initial alignment of the CT and US: landmark-based
and object-based. We prefer at this point the object-
based transformation over the landmark-based trans-
formation since the object-based approach is faster
and does not require any expert intervention. Prelim-
inary results of the fusion are shown. Further work
consists of ﬁnding out a more accurate transformation
between the modalities, testing the robustness of the
our eye model on extended data, as well as proceeding
to the tumor segmentation in the US images.
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