ABSTRACT The broadband spectrum contains significantly more information than what the human eye can detect, with different wavelengths providing unique information about the intrinsic properties of an object. Recently, compressive sensing-based strategies for multi-spectral imaging via wavelength filtering at the pixel level on the imaging detector have been proposed for simultaneous acquisition of multi-spectral imaging data greatly reducing the acquisition times. To utilize such compressive sensing strategies for multispectral imaging, strong reconstruction algorithms that can reconstruct dense multi-spectral image cubes from the sparse compressively sensed observations are required. This paper proposes a comprehensive interspectral multi-layered conditional random field (IS-MCRF) sparse reconstruction framework for multispectral compressively sensed data captured using such acquisition strategies. The IS-MCRF framework leverages the information between neighboring spectral bands to better utilize the available information for reconstruction. The proposed framework was evaluated using compressively sensed multi-spectral acquisitions ranging from visible to near infrared spectral bands obtained by a simulated compressive sensing-based multi-spectral imaging system. Results show noticeable improvement over the existing sparse reconstruction techniques for compressive sensing-based multi-spectral imaging systems in preserving spatial and spectral fidelity.
I. INTRODUCTION
The broadband spectrum contains significantly more information than what the human eye can detect. Collecting information across multiple discrete wavelengths within the visible spectrum and beyond (e.g., near infrared) can provide significant information about the intrinsic properties of the object such as the molecular composition, physical state, or various molecular concentrations or contamination. Current single-detector multi-spectral (MS) imaging instruments capture multi-spectral imaging data of the field-ofview via various techniques including spectral filter wheels, liquid-crystal tunable filters, and acousto-optical tunable filters [1] - [5] . However, such imaging instruments are expensive, bulky, and require very long acquisition times to capture multiple spectral wavelengths which make the MS imaging procedure practically difficult due to the image transient phenomena. There exist multi-detector MS imaging instruments that are capable of acquiring multiple spectral images simultaneously. Such instruments utilize a combination of beamsplitting and relay optics in conjunction to spectral filters placed before individual detectors, with the number of acquired spectral channels proportional to the number of detectors. However, these instruments are also highly complex, expensive, large in size, as well as prone to misalignment. Therefore, strategies for achieving MS imaging that have significantly reduced the acquisition times and instrument complexity, while being significantly easier to use and maintain, are highly desired.
Advances in nanophotonics has enabled simultaneous MS imaging by facilitating for wavelength filtering on the imaging detector at the pixel level [6] . Such compressive sensing-based approaches can greatly improve acquisition time by allowing for simultaneous capture of multiple wavelengths, greatly reduces the complexity of the optics in the instrument since filtering is achieved at the detector level, as well as facilitate for more compact and easy-to-use instruments. In particular, recent nanophotonics breakthroughs have allowed simultaneous MS imaging data through the development of vertical silicon nanowires [7] - [9] that can behave as spectral filters. This breakthrough acquisition technology has the potential to improve manufacturing efficiency and can acquire MS imaging data at many desired spectral bandwidths in a simultaneous manner. An important point to note about both of the aforementioned nanophotonics MS imaging technologies is that they effectively partition available pixel space among the different spectral bands and, therefore, they require compressive sensing-based MS imaging strategies to produce the dense MS imaging cubes.
Compressive sensing techniques allow the capture and reconstruct a complete signal using sparsely yet sufficiently sampled observations [10] . However, compressive sensing systems require advanced sparse reconstruction algorithms to infer the complete signal given available observations [10] - [12] . For applications of compressive sensingbased MS imaging using the aforementioned MS image detectors, strong reconstruction algorithms that can effectively infer the dense MS imaging cube while maintaining spatial and spectral fidelity, are strongly desired.
A number of different state-of-the-art compressive sensing multi-spectral imaging systems focus on the design of the compressive sensing strategy [6] , [13] - [25] . These state-of-the-art methods are mainly adapted on the imager design by either applying different types of filters, a different sensor structure, or using specific sparse domains to acquire the image. Furthermore, the reconstruction in these methods are tailor-made for the specific compressive sensing strategy and is not feasible to apply to a different compressive sensing strategy. Due to this fact, a generalized sparse reconstruction method that can facilitate a compressive sensing MS data and adapts with various compressive sensing methods are highly desired.
The most commonly used approaches for reconstructing compressively sensed MS imaging data are noniterative data interpolation and demosaicking methods such as [20] , [26] - [29] , with more advanced approaches ranging from adaptive homogeneity-directed interpolation [30] , [31] and human visual system-inspired linear interpolation [32] , to gradient corrected linear interpolation [33] . Such techniques, when applied to reconstructing compressively sensed MS imaging data, often exhibit limited performance due to the introduction of color artifacts as a result of using data from other spectral channels in a direct manner when interpolating a spectral channel of interest.
Iterative reconstruction techniques are the second branch of reconstructing the compressively sensed MS imaging data. These methods utilize various objective to optimize and reconstruct the MS data, such as multiframe demosaicking and super-resolution [34] , demosaicking by successive approximation [35] , color demosaicking using variance of color differences [36] , sparse derivative prior-based demosaicking [37] , multiframe total variation [31] , [38] , [39] , and Bayesian-guided sparse reconstruction [40] , to name a few. While the aforementioned method had been applied in a pixel-wise manner, they can be adapted to a blockbased framework as well, for instance, Zhang and Rao [41] proposed a block-based inpainting algorithm, where block based Bayesian learning and intra-block consistencies in the image are used to reconstruct the signal. While such methods provide improved reconstruction performance compared to non-iterative data interpolation methods, they often suffer from the same problems as non-iterative data interpolation methods such that they use data from other spectral channels in a direct manner when reconstructing a spectral channel of interest. For example, in [34] , the reconstruction optimizes for a weighted summation of RGB values in multiple frames to reconstruct the current frame. The weights that give the best estimate are selected iteratively. Additionally, in [36] , the reconstruction utilizes the color variance to influence the weights in another weighted summation of RGB values when solving for each band.
To mitigate the artifact issues via available data of other spectral channels in a direct manner when reconstructing a spectral channel of interest, Kazemzadeh et al. [42] proposed a multi-layered conditional random field (MCRF) approach for the sparse reconstruction of compressively sensed MS data. This approach extends upon the concept of conditional random fields (CRFs) first proposed by Lafferty and Mccallum [43] to better leverage spatial and spectral priors to improve the quality of the reconstructed MS image cube while leveraging data from other spectral channels. Furthermore, the MCRF incorporates an additional layer of abstraction to enforce the quality of the observations into the optimization process. While it does not suffer from the color artifacts exhibited using the aforementioned reconstruction methods, one main limitation of MCRF is that additional information from multiple neighboring spectral bands is not utilized during the reconstruction process. As such, a method that can leverage data from other spectral channels without resulting in color artifacts due to the direct use of data from other spectral channels is highly desired for improving the quality of reconstructed MS image cubes from compressively sensed MS imaging data.
To this end, we propose a comprehensive framework for sparse reconstruction of compressively sensed MS data with the aim to leverage data from other spectral channels in an indirect fashion to improve spatial and spectral fidelity without introducing additional artifacts. It is worth to note that the focus of this paper is on robust reconstruction algorithms [31] and not the compressive sensing scheme. This approach is capable of reconstructing MS data from multiple types of compressive sensing schemes accomplished by introducing a comprehensive inter-spectral VOLUME 4, 2016 MCRF (IS-MCRF) model, which extends significantly beyond our preliminary work [44] to enforce spatial, intraspectral, and inter-spectral consistencies in an adaptive manner during the sparse reconstruction process. The idea is that neighboring spectral bands with similar wavelengths share contextual characteristics such as structural characteristics that can be leveraged to improve reconstruction performance; however, the actual intensity values at these neighboring spectral bands are sufficiently different that they should not be used directly at the risk of introducing color artifacts. Therefore, rather than using the values directly, the IS-MCRF model leverages neighboring spectral bands to guide the reconstruction of a spectral channel of interest in an indirect manner by enforcing inter-spectral consistencies between neighboring spectral bands. This paper differs significantly from the preliminary work [44] and the contributions are divided into:
• The IS-MCRF model extends significantly beyond our preliminary work by providing a more complete theoretical framework as well as introducing adaptive spatial, intra-spectral, and inter-spectral consistency enforcement within the model to provide improved spatial and spectral fidelity in the reconstructed MS image cube.
• A significantly more comprehensive analysis is performed including extended quantitative analysis and color visualizations for better visual assessment of the quality of the reconstructed dense MS image cubes. This paper is organized as follows. The proposed framework is presented and discussed in Section II. Experimental setup is explained in section III. The experimental results in the context of reconstruction of multi-spectral date are presented and discussed in Section IV. Finally, conclusions are drawn and future work is discussed in Section V.
II. METHODOLOGY
The proposed inter-spectral multi-layered conditional random field (IS-MCRF) framework for sparse reconstruction from compressively sensed MS data leverages information between neighboring spectral bands via the incorporation of inter-spectral consistencies within a CRF framework, along with incorporating spatial and intra-spectral consistencies, to guide the reconstruction of MS imaging cubes. A detailed description of the proposed IS-MCRF framework is provided in the following sections.
A. INTER-SPECTRAL MULTI-LAYERED CONDITIONAL RANDOM FIELD
The main goal of the proposed framework is to better leverage data from neighboring spectral bands in the reconstruction of MS image cubes from sparse and compressively sensed MS data while take advantage of spatial information in reconstructing each spectral band. One of the main issues with the way data from neighboring spectral bands are currently utilized in existing approaches is that the intensity values from these neighboring bands are used in a direct manner, which introduces artifacts since the actual intensity values at these neighboring spectral bands are sufficiently different and pixel intensities provide various meaning in each spectral band. This begs the question that what if the information from neighboring bands are used in an indirect manner to guide and improve reconstruction? That way, not only do we get the benefits of improved spatial and spectral fidelity by leveraging this inter-spectral information, but we also do not suffer from the artifacts of using inter-spectral information in a direct manner.
Motivated by this intriguing idea, we introduce the concept of inter-spectral multi-layered conditional random fields (IS-MCRF), where additional information from neighboring spectral bands with similar bandwidths is incorporated in the form of inter-spectral consistency priors, alongside with spatial and intra-spectral consistency priors, within the multi-layered conditional random field (MCRF) model first proposed in [42] . The term inter-spectral refers to the fact that observations from multiple neighboring spectral band are incorporated together in the IS-MCRF framework to achieve better reconstruction by incorporating the spatial and contextual information of different bands in reconstructing a specific spectral band. To present the main methodology behind the proposed framework, conditional random fields are explained briefly first.
The conditional random fields (CRF) models, first proposed by Lafferty et al. [43] , are one of the most commonly used discriminative modeling methods developed in the last two decades. CRFs directly model the conditional probability P(Y |X ) of the state set Y given the set of measurement X . The conditional probability of P(Y |X ) is formulated as
where Z (X ) is the normalization constant, and ψ(.) represents the potential function of the underlying energy in the conditional probability and is the combination of unary and pairwise potential functions:
where
, y ϕ ∈ Y is the subset of random variables constructed based on the clique structure ϕ in the set of C, and X = {x j } n j=1 is the set of measurements.
The conventional CRF models were formulated with the assumption that the corresponding measurement set X is completely sensed (i.e., all required observations are known) and there is no uncertainty regarding the observation. However, the multi-layered conditional random field (MCRF) model proposed by Kazemzadeh et al. [42] introduces an additional layer Cr ∈ [0, 1] to the model where the uncertainty of every observation in the graph is encoded by a node in that layer. To project uncertainty into the MCRF model, the 5542 VOLUME 4, 2016 unary potential was specified as
where x i ∈ X is a pixel in the set of observation X , y i ∈ Y is the estimated value for a pixel, cr i is the uncertainty value in the specific pixel position i, and Th 1 is the threshold value used to control how much uncertainty the model involves regarding the observations. Cr = 1 indicates complete uncertainty in the observation while Cr = 0 indicates that the observations are available with high certainty, with Cr iteratively updated based on the previous iteration. The pairwise potential can be modeled as the combination of spatial and data relationship between two pixels at locations i and j in the observation layer (i.e., it is assumed that the corresponding clique is a binary clique). The neighborhood pairwise potential for node i has no effect if the uncertainty is less than a predetermined threshold Th 1 . The pairwise potential is formulated in a way that the spatial distance between nodes determines the effect of neighboring nodes to each other:
where g(i, j) is the spatial distance between nodes i and j indicating that neighborhood pixels closer to node i should have similar pixel values. σ p is a control factor encoding the contribution of potential data impact between neighboring pixels, which a higher σ p promoting a higher enforcement of data potentials. The additional layer Cr helps to enforce higher data fidelity as only observations with high certainty are enforced through the unary potential, and the pairwise potential enforces spatial and data driven neighborhood constraints in locations of low observation certainty. While MCRF allows for improved sparse reconstruction from compressively sensed MS data by accounting for observation uncertainties associated with compressive sensing, one fundamental limitation of MCRF is that the neighborhood potential calculations does not fully take advantage of the available information from neighboring spectral bands, and it can be very beneficial to do so as neighboring spectral bands have informational similarities that can be utilized. Due to the sparsity of available information as a results of compressive sensed data, we wish to utilize as much available information as possible to improve reconstruction performance. Motivated by the desire to leverage information between neighboring spectral bands to take advantage of available information in reconstruction step, the proposed IS-MCRF introduces a novel pairwise potential function named the inter-spectral potential. To incorporate the enforcement of spatial, intra-spectral, and inter-spectral consistencies in the reconstruction framework, the new pairwise potential is formulated as
where k ∈ K is a spectral band in the set of multi-spectral bands K , and ω k is the inter-spectral weight for the pairwise potential in the neighboring spectral band k for the current spectral band being reconstructed. Pairwise potentials are calculated for each individual spectral band, with the individual potentials for the individual spectral bands combined in the pairwise calculation for the current spectral band being reconstructed.
The behavior of the pairwise potential is demonstrated visually in Figure 1 . As seen, the pairwise potential between node i and j in spectral band k (i.e. highlighted by green color) is computed based on a cross spectral procedure such that the relation between these two nodes in other spectral bands are incorporated when the pairwise potential is being computed for spectral band k. Each band is involved in the computing the pairwise potential in a weighted manner where the weight ω l , l ∈ {1 : K } specifies the impact of band l on the pairwise potential when computing for band k.
The contextual information such as shapes, edge structures and etc. of different bands can be incorporated into the model, by use of the inter-spectral information via this approach implicitly. In other words, instead of utilizing the pixel intensities of different band in reconstruction of interested band k, the contextual information are involved into the model with a weighted framework such that the closer wavelengths have higher effects to each other compared to the wavelengths with higher differences.
B. INTER-SPECTRAL WEIGHTS
An important factor in computing the inter-spectral pairwise potentials for IS-MCRF is in the design of the interspectral weights ω l . The inter-spectral weights control the effect of neighboring spectral bands in the reconstruction of the spectral band of interest. As such, one is motivated to design the inter-spectral weights in a way that accounts for the differences in central wavelengths between neighboring spectral bands and the spectral band of interest, with higher inter-spectral weights (i.e., stronger influence) are used when the wavelength differences are low and lower inter-spectral weights (i.e., weaker influence) are incorporated when the wavelength difference are high. In this work, we introduce a Gaussian function for computing the inter-spectral weights ω l based on wavelength differences between spectral bands l and k (the spectral band of interest), which can be expressed by where λ k and λ l are the central wavelengths of spectral bands k (i.e., the spectral band of interest) and l, and σ is a controlling factor that determines the effects of neighboring spectral bands on the spectral band of interest. A low σ suppresses the influence of neighborhood bands, while a high σ increases the influence of neighborhood bands.
C. INFERENCE
As explained before, the reconstruction of the sparse sensed multi-spectral bands image is obtained by formulating the problem in the context of conditional random fields (CRFs). The underlying energy function of the CRF model is minimized in order to find the optimal reconstructed solution given the sparse sensed MS image. In other words, the bands with complete information are inferred from the model by minimizing the energy function ψ(·). Although several inference approaches have been proposed to minimize the underly energy function, most of them work with the assumption that the state space contains small number of possible states. Therefore, they usually have difficulties to address continuous state space. Here we utilize an extension of the graph cut framework [45] applied on the continuous state space [46] . The utilized approach addresses the graph cut problem as the dual problem of maximum flow [47] and find the solution with a minimum cut framework. By this way, the graph cut can be formulated as l 1 or l 2 minimization and is solved via iteratively gradient descent frameworks.
Here we formulate the inference as an approximation of the graph cut and minimize the energy function by the use of a gradient descent framework. Therefore, the optimized solution of band k at iteration t + 1 can be formulated as
where S t k is the solution of band k at iteration t and ∇ψ(·) ∇S k represents the gradient of the energy function ψ(·) regarding S k . µ encodes the learning rate of the gradient descent framework.
III. EXPERIMENTAL SETUP
A comprehensive set of experiments was performed to evaluate the efficacy of the proposed IS-MCRF framework for reconstructing dense MS image cubes from compressively sensed MS data both quantitatively and qualitatively. To perform such this set of experiments, the proposed framework, along with two sparse reconstruction techniques in literature for compressive sensing-based MS imaging systems, were used to reconstruct MS image cubes using compressively sensed MS acquisitions ranging from visible to near infrared spectral bands obtained using a simulated compressive sensing-based multi-spectral imaging system. A detailed description of the experimental setup is presented below. 
iv) variety of candy (Candy), and v) variety of green leaf vegetables (Vegetables).
The chosen scenes are designed to exhibit highly varying spectral characteristics at different wavelengths across visible and infrared range, making them good scenarios for evaluating the spectral fidelity achieved using the tested methods. Testing across both visible and infrared spectral ranges is important as infrared information can provide additional unique information about the object being sampled beyond what can be obtained from just visible band information [48] . Furthermore, the Toys and Vegetables scenes exhibit complex image detail, making it a good scenario for evaluating the spatial fidelity achieved using the tested method.
B. IMAGING SYSTEM SETUP
For the experiments, compressively sensed MS acquisitions of the four test scenes were captured using a six-channel simulated compressive sensing-based MS imaging system, which was constructed in the following manner.
To simulate a six-channel compressive sensing-based multi-spectral imaging system, a interchangeable filter-based imaging system was constructed for capturing fully-sampled MS data at six different wavelengths ranging from visible to near infrared spectral bands. Table 1 denotes the central wavelength of each spectral band captured by the imaging system. The imaging system consists primarily of: i) an IDS U-EYE detector with a detector resolution of 1200×1600, pixel pitch of 4.5 µm, and a 12 mm format, ii) a Pentax 6mm f/1.4 zoom lens with a 9 mm format, and iii) a six-filter spectral bandpass filter wheel. As there is a mismatch between the detector and the lens, Seidel aberrations were observed at full resolution. Therefore, the acquired MS data was cropped to a 896×1280 spatial resolution to avoid the aberrations. In order to image the NIR region, a Tungsten-Halogen light source is used to illuminate the scene. The exposure time was controlled for the acquisitions at each of the six wavelengths to avoid saturation. To simulate a six-channel compressive sensing MS detector based on wavelength filtering at the pixel level [6] - [8] , a pseudo-random sampling mask was created to sample each of the six spectral channels from the fully-sampled MS image cube such that ≈ 17% of the original pixels are sampled at each wavelength. Figure 3 shows a portion of the pseudorandom sampling mask used to simulate a six-channel compressive sensing MS detector. It is important to note that the sampling rate for each spectral band is well below the Nyquist rate [49] . The primary reason for using a simulated compressive sensing-based MS imaging system based around a interchangeable filter-based imaging system, as opposed to an actual compressive sensing-based MS imaging system, is that it allows for performance assessment of reconstruction quality in a controlled and quantitatively verifiable environment since the acquired fully-sampled MS image cubes can be used as ground truth for validation.
C. INTER-SPECTRAL WEIGHT GENERATION
Using the intrinsic properties of each spectral channel, there is an overlapping influence that each spectral channel has on neighboring spectral channels. This influence can be seen in Figure 4 . The more overlap there is between different spectral bands the higher the influence. For example, there is a strong overlap in the bandwidths of the red channel and IR3 channel, which indicates a strong influence of the IR3 channel on the red channel. As such, this influence should translate to a larger inter-spectral weight of IR3 in the reconstruction of the red channel. In this work, a Gaussian function is used to determine the inter-spectral weights ω k (see. Eq. 7), with the controlling factor σ optimized based on the intrinsic properties of each spectral channel (see Figure 4) to leverage the spectral information of neighboring spectral bands.
D. PERFORMANCE METRICS
Several quantitative metrics are used to evaluate the performance of the proposed IS-MCRF framework.
The first performance metric used is the peak signal-tonoise ratio (PSNR). This image assessment metric evaluates the amount of signal degradation of an image relative to the ground truth. This allows us to effectively compare the ability of different sparse reconstruction methods to attain strong signal fidelity. A higher PSNR indicates higher signal fidelity, which is indicated of higher reconstruction quality.
The second performance metric used is the Structured Similarity (SSIM) index proposed introduced in [50] . The SSIM measures the similarity of two images and is more consistent with how the human visual system perceives information. A higher SSIM index indicates a reconstruction more closely similar to the ground truth.
In this study, these performance metrics will be used to evaluate the reconstruction result produced by the proposed IS-MCRF framework and two iterative reconstruction methods for compressive sensing-based MS imaging systems: i) total variation (TV) approach [39] , and ii) multi-layered conditional random field (MCRF) approach [42] .
IV. RESULTS
In this section, the experimental results based on the set of experiments described in the previous section are presented and discussed in detail. Furthermore, qualitative visual assessment of the reconstructed MS image cubes, including the use of different color visualization strategies for assessment, are also presented and discussed. 
A. COMPETING ALGORITHMS
The proposed IS-MCRF is compared against different iterative multi-spectral reconstruction methods:
• Total Variation Reconstruction (TV) [38] , [39] Total variation reconstruction is a widely used iterative reconstruction method. TV iteratively solves the reconstruction problem based on the observations provided according to the total variation constraint. However, reconstructed images via TV method generally suffer from blockiness artifacts as well as smoothing of features of interest.
• Multi-Layered Conditional Random Field (MCRF) [42] The MCRF iteratively solves the image reconstruction via a conditional random field to apply the spatial information in to the model. Additionally an abstraction layer to enforce the quality of observations is utilized to improve the reconstruction results. However because the MCRF does not incorporate additional information from other spectral bands, the image quality has potential to be improved. Table 2 shows the PSNR and SSIM calculated for the different reconstruction methods on all four datasets. The PSNR values and SSIM indices are evaluated with respect to the fully-sampled MS image cube as ground truth, with higher PSNR values and higher SSIM indices indicating higher reconstruction quality. It can be observed that the proposed IS-MCRF framework produced reconstructed MS image cubes that have noticeably higher PSNR compared to competing methods. More specifically, IS-MCRF showed overall PSNR improvements in all spectral channels of almost 1 dB when compared to MCRF, and improvements of ∼1.5 dB compared to TV reconstruction. Furthermore, the proposed IS-MCRF framework demonstrated SSIM improvements when compared to MCRF and TV. As such, it can be seen that, by better leveraging information from neighboring spectral bands to guide reconstruction, the proposed IS-MRCRF framework achieves noticeably improved quantitative results consistently across all datasets and across all wavelengths.
B. QUANTITATIVE ANALYSIS

C. QUALITATIVE ANALYSIS
Figures 5 and 6 demonstrate the reconstructed MS image cube for the Toys and Candy datasets using the tested methods, with the fully-sampled MS image cube provided as ground-truth reference. It can be observed that both the MCRF framework and the proposed IS-MCRF framework are able to produce MS image cubes that provide sharper image detail when compared to TV. Furthermore, it can be observed that the MS image cube produced using IS-MCRF provides better image detail when compared to that produced using MCRF. This is most evident when looking at fine image detail such as the boundaries of the blocks as well as the letters on the blocks in the Toys dataset, and the boundaries of the candy VOLUME 4, 2016 FIGURE 5. Reconstructed MS image cube for the Toys dataset using the tested methods (with the fully-sampled MS image cube shown as ground-truth reference). It can be observed that both the MCRF framework and the proposed IS-MCRF framework are able to produce MS image cubes that provide significantly fewer artifacts compared to TV reconstruction framework. Furthermore, as seen the MS image cube produced using IS-MCRF provides significantly better image detail (most evident by the boundary of the blocks and the letters on the blocks) when compared to that produced using MCRF.
as well as the letters on the candy in the Candy dataset, where the MS image cube produced by IS-MCRF exhibit improved edge contrast and detail across all captured wavelengths when compared to MCRF.
To take a more detailed look at the reconstruction quality of the tested methods, zoomed-in comparisons for the Flower, Toys, and Vegetables datasets between the tested methods are shown in Figure 7 , with fully-sampled results FIGURE 6. Reconstructed MS image cube for the Candy dataset using the tested methods (with the fully-sampled MS image cube shown as ground-truth reference). The Candy dataset has round borders and letters that demonstrate the ability of the IS-MCRF to eliminate artifacts while enhancing image details.
provided as ground-truth reference. It can be observed more clearly that both the MCRF framework and the proposed IS-MCRF framework are able to produce reconstructions that provide noticeably sharper image detail when compared to TV. Furthermore, it can be observed that the reconstructions produced using IS-MCRF provides noticeably better image detail when compared to that produced using MCRF. This is most evident when looking at the fine, complex structures in the Flowers and Vegetables datasets, where the fine venous structures in the vegetable leaves and the delicate petal structures are well preserved in the IS-MCRF results when compared to that of MCRF, where there are some details that are lost due to the blur introduced in the reconstruction. It can be observed that for TV and MCRF, each band is reconstructed individually to avoid coloration artifacts. However, without the additional information spatial details and image features are blurred and poorly recovered. The IS-MCRF utilizes other spectral bands indirectly and does not cause color artifacts while enhancing image details and restoring image features.
D. NORMALIZED DIFFERENCE VEGETATION INDEX (NDVI) ANALYSIS
A very popular application of multi-spectral imaging is in the remote sensing and analysis of vegetation. One particularly well-known metric for analyzing vegetation is the Normalized Difference Vegetation Index (NDVI) [51] , which is commonly used for the spatial assessment of water content in vegetation. The NDVI metric can be calculated as follows:
where NIR is the sum of all spectral reflectance measures in the near infrared region, and VIS is the sum of all spectral reflectance measurements in the visible region. The NDVI is inversely proportional to the level of water concentration, with a high NDVI indicating a low level of water concentration.
In this work, we leverage the NDVI to assess the quality of the different reconstruction algorithms in their ability to preserve spectral fidelity, motivated by the fact that strong spectral fidelity preservation in the reconstructed MS cube will lead to NDVI maps that are more similar to that obtained 5550 VOLUME 4, 2016 FIGURE 8. NDVI comparisons for the Vegetables dataset between the tested methods (fully-sampled results are shown as ground-truth reference). A high NDVI indicates low water concentration levels. It can be observed more clearly that both the MCRF framework and the proposed IS-MCRF framework performed well in preserving spectral fidelity when compared to TV, whose NDVI map not only loses significant details but also deviates noticeably from that produced using the fully-sampled MS cube. However IS-MCRF was able to preserve fine water concentration variations more closely to that produced using the fully-sampled MS cube when compared to the other tested methods.
using the fully-sampled MS cube used as the ground truth reference.
The NDVI maps generated using reconstructed MS cubes produced by the tested methods, along with that generated using the ground-truth fully-sampled MS cube, are shown in Figure 8 . Note that the spot-like regions of low NDVI are due to droplets of water on the surface of the vegetation during the imaging process, which leads to spots of high water concentration. It can be observed that both the proposed IS-MCRF method and the MCRF method performed well in preserving spectral fidelity when compared to TV, whose NDVI map not only loses significant details but also deviates noticeably from that produced using the fully-sampled MS cube. A zoomedin look at one of the regions in the NDVI maps produced using the tested methods, along with that produced using the fully-sampled MS cube for reference, is shown in Figure 9 . The NDVI map produced using IS-MCRF retained finer water concentration variation details in the droplets of water as well as in the midrib, lateral and sublateral veins, and the leaf lamina compared to MCRF. As such, based on these NDVI results, it can be observed that IS-MCRF was able to preserve spectral fidelity better than the other tested methods. By use of the proposed IS-MCRF, robust reconstruction that enhanced spatial details while preserving spectral fidelity can be achieved.
Based on both the quantitative and qualitative results, it was demonstrated that the proposed IS-MCRF framework is able to achieve noticeable improvements in spatial and spectral fidelity when reconstructing MS image cubes from compressively sensed MS data since it leverages inter-spectral FIGURE 9. Zoomed-in NDVI comparisons for the Vegetables dataset between the tested methods (fully-sampled results are shown as ground-truth reference). A high NDVI indicates low water concentration levels. It can be observed that both the proposed IS-MCRF method and the MCRF method performed well in preserving spectral fidelity when compared to TV, whose NDVI map not only loses significant details but also deviates noticeably from that produced using the fully-sampled MS cube. When compared to MCRF, the NDVI map produced using IS-MCRF retained finer water concentration variation details in the droplets of water as well as in the midrib, lateral and sublateral veins, and the leaf lamina.
relationships within a probabilistic graphical model to guide the reconstruction process.
V. CONCLUSIONS
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