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Abstract 
Finite-state Markov chains are a useful tool for modelling communication channels with 
correlated fading and have recently also been applied with success to terrestrial free-space 
optical (FSO) communication channels. However, the issue of how such Markov models 
should be optimized in order to accurately approximate the original continuous fading channel 
has not been addressed in a systematic manner. In this paper, we investigate the properties and 
approximation accuracy of Markov models which are optimized according to information-
theoretic considerations. We validate and evaluate our approach using a set of experimental 
measurements over a 12km link distance. The obtained results confirm that optimized Markov 
models can provide better accuracy at lower state complexity, yet there remain shortcomings 
in capturing the autocovariance of the fading process. 
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1. Introduction 
Free-space optical (FSO) communication systems transmit information through the air by 
means of modulated laser beams. A single-wavelength point-to-point FSO link can be 
considered as a non-frequency-selective (“flat”) fading channel where the total optical power 
incident on the detector at the receiver side fluctuates over time. The mechanism behind this 
fading is atmospheric turbulence which leads to the formation of inhomogeneous air pockets 
(“eddies”) along the propagation path [1]. In their entirety, these eddies act like a randomly 
curved lens which produces far-field intensity speckles at the receiver. The fading process in 
FSO links has comparatively long coherence times of up to several milliseconds which are 
correlated with the typical wind speeds in transverse direction of the link [2]. It is commonly 
assumed in this context that the wind sweeps a static speckle pattern over the receiver aperture 
without substantially changing its structure (Taylor’s “frozen” turbulence hypothesis.) 
Therefore, any image on the receiver plane requires on the order of 𝐷𝐷/𝑣𝑣⊥ seconds to traverse 
an aperture of diameter D if v⊥ is the transversal wind speed. 
The aforementioned coherence times can seriously degrade transmission at Gbit/s rates 
typical for FSO communications as the channel may remain in a deep fade for the duration of 
several million bits. To maintain high quality-of-service throughout varying channel 
conditions, measures such as link adaptation and cross-layer performance optimization are 
widely employed in radio-frequency wireless communications, and they are increasingly 
being investigated also for FSO communications. In order to implement effective link 
adaptation strategies and analyse their performance, a concise statistical model of the 
underlying physical channel is highly useful. 
While a great deal of work on FSO channel models has focused on the probability density 
function (PDF) of the fading process – an introductory survey can be found e.g. in [3] – 
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comparatively fewer works have addressed its temporal correlation in a satisfactory manner. 
However, accurate modelling of the latter could be quite useful e.g. for predicting how the 
channel state will evolve given knowledge of the current state. A common approach for 
generating random samples according to a given PDF and autocovariance function (ACF) 
operates in the spectral domain by use of the power spectral density. This approach is 
presented and applied to a number of FSO-relevant scenarios e.g. in [4] and suggests a 
systems-theoretic model which describes the fading process as being obtained through linear 
filtering and subsequent nonlinear transformation of a Gaussian process. While accurate and 
generally applicable, such a model can be too unwieldy for real-time applications. On the 
other hand, finite-state Markov chains have long been recognized as a useful tool for 
modelling communication channels with correlated fading [5] and can offer a greater degree 
of conciseness. For example, in [6] a 2-state continuous-time Markov model was applied to 
experimental power measurements obtained from a 250m FSO link, with the results 
displaying a good fit to the observed behaviour. However, since a 2-state model can only 
model the extreme states of a communication system, i.e. working or failing (“outage”), it is 
not suitable for evaluating more sophisticated adaptation strategies such as adaptive 
modulation and coding. In [7], discrete-time Markov models with up to 64 states were derived 
from power measurements in a 1.87km terrestrial FSO link. Therein, it was concluded that the 
channel state realizations generated by the respective models can accurately reproduce both 
the PDF and ACF of the measured fading process, given that a sufficient number of states is 
employed. However, the supplementary material provided for download by the authors 
suggests that increasing the number of states does not always result in a more accurate ACF 
[8]. Furthermore, the authors did not suggest a systematic procedure for choosing the number 
of states or attempt an optimization of the state partitioning for a given number of states. 
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The main contribution of this paper compared to the prior work is to systematically 
investigate the number of states required in a Markov model to achieve a satisfactory 
approximation to the original continuous fading channel. We demonstrate that by suitable 
partitioning of the state space, the approximation accuracy can be increased for the same 
number of states. To quantify the goodness-of-fit of our models and optimize the state 
partitioning, we evaluate in addition to the PDF and ACF the information-theoretic capacity 
of the obtained Markov channels. Markov models have previously been applied to the study 
of capacity in FSO channels [9]; however, our work differs in that it is concerned with model 
estimation and optimization on the basis of measurements rather than with obtaining 
information-theoretic limits. In particular, we derive Markov models from power 
measurements in a 12km terrestrial FSO link which represents a longer distance than was 
considered in prior work. Another contribution of this paper is to improve the ACF of the 
previously considered models by means of a simple modification. In particular, we 
demonstrate that the ACF of the fading process can be reproduced more accurately by making 
use of multi-step transition matrices instead of the commonly employed one-step transition 
matrix. 
 
2. Theoretical Framework 
2.1 Capacity of continuous fading channels 
In information theory, the capacity of a channel is the highest data rate for which reliable 
communication (i.e. with an arbitrarily low probability of error) is possible. A well-known 
result due to Shannon is the capacity 𝐶𝐶 of an additive white Gaussian noise (AWGN) channel 
for constrained average transmit power [10]: 
𝐶𝐶 = 𝐵𝐵 ∙ log2( 1 + 𝛾𝛾),  [bits/s]       (1) 
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where 𝛾𝛾 = 𝑃𝑃𝑟𝑟/𝜎𝜎2 denotes a constant signal-to-noise ratio (SNR) for average received power 
𝑃𝑃𝑟𝑟 and AWGN variance 𝜎𝜎2, and 𝐵𝐵 is the transmission bandwidth. Note that this result 
assumes that the distribution of the input signal to the channel is Gaussian. 
A fading channel can be considered as a time-varying AWGN channel where 𝛾𝛾 is an 
ergodic stochastic process with PDF 𝑓𝑓(𝛾𝛾). If only the receiver has knowledge about the 
instantaneous 𝛾𝛾 (referred to as channel side information, CSI), capacity is reduced in the 
presence of fading when compared to an AWGN channel with constant SNR equal to 𝐸𝐸[𝛾𝛾] 
[11], where 
𝐸𝐸[𝛾𝛾] = ∫ 𝛾𝛾 ∙ 𝑓𝑓(𝛾𝛾)d𝛾𝛾+∞−∞ .        (2) 
However, if both the transmitter and receiver have perfect CSI, the capacity of the fading 
channel can potentially exceed that of the reference AWGN channel. The optimal strategy in 
the latter case is to transmit with a time-varying data rate according to the instantaneous SNR 
[11]. In particular, if 𝛾𝛾0 is a “cutoff” value satisfying 
∫ �
1
𝛾𝛾0
−
1
𝛾𝛾
� 𝑓𝑓(𝛾𝛾)d𝛾𝛾∞
𝛾𝛾0
= 1,        (3) 
then one can achieve a capacity of 
𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = 𝐵𝐵 ∙ ∫ log2 � 𝛾𝛾𝛾𝛾0� 𝑓𝑓(𝛾𝛾)d𝛾𝛾∞𝛾𝛾0        (4) 
by transmitting with rate 𝐵𝐵 ∙ log2(𝛾𝛾/𝛾𝛾0) when 𝛾𝛾 ≥ 𝛾𝛾0, and rate zero when 𝛾𝛾 <  𝛾𝛾0. Due to the 
assumed ergodicity of the process, the integrals in (3) and (4) can also be replaced with a time 
average over all 𝛾𝛾 for which 𝛾𝛾 ≥ 𝛾𝛾0, i.e. 
∫ 𝑔𝑔(𝛾𝛾)𝑓𝑓(𝛾𝛾)d𝛾𝛾∞𝛾𝛾0 = 𝐸𝐸𝛾𝛾≥𝛾𝛾0[𝑔𝑔(𝛾𝛾)],       (5) 
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where 𝑔𝑔(𝛾𝛾) denotes a general function. This property is useful for evaluating capacity when 
the analytical PDF 𝑓𝑓(𝛾𝛾) is not exactly known. 
We note that the assumption of perfect transmitter and receiver CSI is not entirely 
impractical as under certain circumstances, point-to-point FSO links can exhibit a high degree 
of reciprocity [12]. Therefore, even in the absence of a feedback channel, a transceiver in a bi-
directional link can infer the channel quality at the other end of the link from its own received 
power. 
 
2.2 Finite-state Markov channels 
The time-variation of the channel in a finite-state Markov model is described using a 
discrete-time Markov chain [13]. Different channel qualities, e.g. in terms of SNR, are 
represented using a finite set of states 𝒮𝒮 = {𝑠𝑠0, 𝑠𝑠1, … , 𝑠𝑠𝐾𝐾−1}. Transitions between the states are 
governed by a stationary Markov process 𝑆𝑆𝑛𝑛, where 𝑛𝑛 is the time index. The Markov property 
implies that the transition probabilities 𝑝𝑝𝑗𝑗𝑗𝑗 only depend on the current state and not on any 
preceding states, while stationarity implies that they are independent of 𝑛𝑛, i.e. 
𝑝𝑝𝑗𝑗𝑗𝑗 = Pr (𝑆𝑆𝑛𝑛+1 = 𝑠𝑠𝑗𝑗|𝑆𝑆𝑛𝑛 = 𝑠𝑠𝑗𝑗)       (6) 
for all 𝑛𝑛 and 𝑗𝑗,𝑘𝑘 ∈ {0,1,2, … ,𝐾𝐾 − 1}. In practice, given a sufficiently large number of channel 
state measurements, the transition probabilities can be estimated as [7] 
?̂?𝑝𝑗𝑗𝑗𝑗 = 𝑁𝑁𝑗𝑗𝑗𝑗𝑁𝑁𝑗𝑗 ,          (7) 
where 𝑁𝑁𝑗𝑗𝑗𝑗 is the number of observed transitions from state 𝑠𝑠𝑗𝑗 to state 𝑠𝑠𝑗𝑗, and 𝑁𝑁𝑗𝑗 is the total 
number of times that state 𝑠𝑠𝑗𝑗 was observed. The set of transition probabilities can be collected 
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into a 𝐾𝐾 × 𝐾𝐾 transition matrix 𝑷𝑷, where a valid transition matrix has the property that each 
row sums to 1. 
𝑷𝑷 is also referred to as the one-step transition matrix as it describes how the current state 
evolves after a single time step. Given that 𝑆𝑆𝑛𝑛 is stationary, the 𝑚𝑚-step transition matrix 
describing how the state evolves after 𝑚𝑚 time steps is simply obtained as 𝑷𝑷 ∙ 𝑷𝑷 ∙ … = 𝑷𝑷𝑚𝑚. 
Now assume there exists a vector 𝝅𝝅 for which 
𝝅𝝅𝑇𝑇𝑷𝑷 = 𝝅𝝅𝑇𝑇,          (8) 
i.e. 𝝅𝝅 is an eigenvector of 𝑷𝑷 with eigenvalue 1. Then each component 𝜋𝜋𝑗𝑗 of 𝝅𝝅 represents the 
probability of being in state 𝑠𝑠𝑗𝑗 as  𝑛𝑛 → ∞ (steady state), i.e. 
𝜋𝜋𝑗𝑗 = Pr(𝑆𝑆𝑛𝑛 = 𝑠𝑠𝑗𝑗) ,         𝑘𝑘 ∈ {0,1,2, … ,𝐾𝐾 − 1}      (9) 
where the 𝜋𝜋𝑗𝑗 must also sum to 1. 
If perfect transmitter and receiver CSI are assumed, the capacity 𝐶𝐶𝑀𝑀 of a Markov channel 
is simply the average capacity over all states [13], i.e. 
𝐶𝐶𝑀𝑀 = ∑ 𝑐𝑐𝑗𝑗 ∙ 𝜋𝜋𝑗𝑗 = 𝝅𝝅𝑇𝑇𝒄𝒄𝐾𝐾−1𝑗𝑗=0 ,        (10) 
where 𝑐𝑐𝑗𝑗 denotes the capacity of state 𝑠𝑠𝑗𝑗. 
 
3. Approaches for state partitioning 
Assume that a Markov model is to be parameterized based on measured samples of the 
receiver SNR 𝛾𝛾. Then it is first necessary to decide how to suitably choose the set of states 𝒮𝒮. 
The most straightforward choice is to partition the range of observed SNRs  𝛾𝛾min ≤ 𝛾𝛾 ≤ 𝛾𝛾max 
into 𝐾𝐾 uniform intervals such that each state 𝑠𝑠𝑗𝑗 corresponds to an observed SNR of 
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𝛾𝛾min + 𝑘𝑘∆ ≤  𝛾𝛾 ≤  𝛾𝛾min + (𝑘𝑘 + 1)∆,      (11) 
where ∆= (𝛾𝛾max − 𝛾𝛾min)/𝐾𝐾 is the step size [7]. However, this choice may not be optimal 
depending on the desired properties of the model. 
Arguably, the most basic criterion that should be fulfilled is that the model accurately 
reproduces the PDF and ACF of the measured 𝛾𝛾. In addition, it could be desirable e.g. to 
optimize the sparseness of 𝑷𝑷 in order to achieve the most compact representation of the fading 
process. While this is an interesting topic in itself, this shall not be our focus here. Due to the 
proven usefulness of channel capacity as a quality measure, we want to consider how the 
states of a Markov model should be optimized if the capacity of the original continuous 
channel is to be preserved as far as possible. To this end, it is useful to imagine the scenario 
that the transmitter adapts its rate as outlined in Section 2.1, but that only a finite set of rates 
can be employed, which is a justified assumption in practice. 
Evidently, the transmitter should adapt its rate according to the instantaneous state 𝑆𝑆𝑛𝑛 of 
the Markov channel. We further assume that the receiver noise is AWGN and that a capacity-
achieving modulation and coding scheme is employed for each state. Now if 𝑠𝑠𝑗𝑗 corresponds 
to some SNR range 𝛾𝛾𝑗𝑗 ≤ 𝛾𝛾 < 𝛾𝛾𝑗𝑗+1, then the capacity 𝑐𝑐𝑗𝑗 of 𝑠𝑠𝑗𝑗 computed using (1) must 
necessarily be given by 
𝑐𝑐𝑗𝑗 = 𝐵𝐵 ∙ log2( 1 + 𝛾𝛾𝑗𝑗),         (12) 
i.e. the highest rate which can be reliably transmitted is limited by the lowest SNR value of 
that state. To approach the capacity of the original channel as calculated using (3) and (4), the 
set of thresholds Θ = {𝛾𝛾0,𝛾𝛾1, … 𝛾𝛾𝐾𝐾−1, 𝛾𝛾𝐾𝐾} with 𝛾𝛾0 = 𝛾𝛾min and 𝛾𝛾𝐾𝐾 = 𝛾𝛾max must be optimized 
as to maximize the capacity of the Markov channel given by (10). 
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We briefly describe an iterative manner in which this optimization can be performed: start 
with a single state 𝑠𝑠0 corresponding to 𝛾𝛾min ≤ 𝛾𝛾 ≤ 𝛾𝛾max. Now split this state into two new 
states by adding an additional threshold 𝛾𝛾′ in the interval [𝛾𝛾min;𝛾𝛾max] such that the overall 
capacity is maximized for all possible choices of 𝛾𝛾′. Continue this procedure by further 
splitting the newly obtained states such that in each step, the number of states is doubled. For 
example, the second iteration would consist of adding two additional thresholds in the 
intervals [𝛾𝛾min;𝛾𝛾′) and (𝛾𝛾′; 𝛾𝛾max], thus increasing the number of states from two to four. 
 
4. Validation and evaluation 
In order to validate and evaluate the proposed state partitioning approach, we parameterized a 
number of finite-state Markov channels based on a set of terrestrial FSO measurements 
performed by the German Aerospace Center (DLR) in cooperation with the Institute of 
Telecommunications Research at the University of South Australia in 2011 [12]. In each case, 
the received signal power detected by a photodiode was recorded with a sampling rate of 1 
ksamples/sec, with every trace having a useable duration of 80 seconds. To emulate different 
receiver sensitivities, we scaled the power samples by different values of 𝜎𝜎2 leading to 
different average SNRs 𝐸𝐸[𝛾𝛾]. Transition matrices for the Markov models were calculated 
directly from the scaled traces and optimization of the state partition was performed as 
described in Section 3. The maximum number of states hereby utilized was 𝐾𝐾 = 64. For 
comparison purposes, we also performed the same procedure using a uniform state partition 
as given by (11). As very similar results were obtained for all considered measurements, we 
will only present the results for one specific scenario in the following. The selected 
measurement corresponds to scenario C from [12]. In particular, the link distance was 12 km 
with the receiver employing a 127 mm diameter aperture. 
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4.1 Channel capacity 
Figures 1 and 2 show the obtained Markov channel capacities when a uniform and an 
optimized state partition are applied, respectively. Here, the normalized capacity 𝐶𝐶/𝐵𝐵 is 
plotted over 𝐸𝐸[𝛾𝛾] for different values of 𝐾𝐾. For reference, the capacity of an AWGN channel 
with constant SNR 𝐸𝐸[𝛾𝛾] and the capacity of the continuous fading channel computed using 
(3)-(5) are also shown. The “optimized” curve for 𝐾𝐾 = 64 is not plotted as it offers only 
negligible improvement compared to 𝐾𝐾 = 32. It can be seen that the optimized state partition 
can require substantially fewer states to approximate the capacity of the continuous channel 
than the uniform partition, the advantage being especially pronounced for 𝐾𝐾 ≤ 16. In 
particular, the optimized partition for 𝐾𝐾 = 2 performs nearly as well as the uniform partition 
for 𝐾𝐾 = 8, while the optimized partition for 𝐾𝐾 = 8 performs better than the uniform partition 
for 𝐾𝐾 = 16. For 𝐾𝐾 ≥ 16, the difference between both partitioning approaches begins to 
vanish. However, we note that in this region, the optimized state partition requires only half 
the number of states to achieve similar capacity as the uniform partition, which is a significant 
reduction in terms of transition matrix size. 
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Fig. 1.  Markov channel capacities for uniform and optimized state partitions (𝐾𝐾 = 2 to 16) 
 
Fig. 2.  Markov channel capacities for uniform and optimized state partitions (𝐾𝐾 = 8 to 64) 
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4.2 Transition matrix 
Figure 3(a) illustrates an example result for a transition matrix obtained using an optimized 
𝐾𝐾 = 32 state partition. In this representation, darker spots correspond to higher probability 
values. It can be seen that the entries of the transition matrix are concentrated around the 
diagonal which signifies that the probability of transitioning to adjacent states dominates. This 
implies that the channel quality changes rather gradually and smoothly over time. For 
comparison, Fig. 3(b) shows the transition matrix when applying a uniform state partition to 
the same measurement. It can be seen here that the entries tend to disperse towards the 
bottom-right of the matrix, which suggests that the step size in this region is chosen too finely 
and thus introduces noise. However, contrary to what the visual impression may imply, the 
“uniform” matrix is actually somewhat sparser than the “optimized” matrix, with the latter 
having about 32% more non-zero entries. 
              
Fig. 3.  Transition matrices for optimized (a) and uniform (b) state partition 
 
4.3 Probability density function 
In order to simulate the original continuous fading channel, the obtained Markov models can 
be used to produce random samples that are approximately distributed according to the PDF 
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of the original process. In the simplest case, this involves generating a sequence of states 
according to the estimated one-step transition matrix. For each state 𝑆𝑆𝑛𝑛 = 𝑠𝑠𝑗𝑗, it is necessary to 
output a value 𝛾𝛾 from the continuous interval 𝛾𝛾𝑗𝑗 ≤ 𝛾𝛾 < 𝛾𝛾𝑗𝑗+1. One possibility is to output the 
value corresponding to the lower limit 𝛾𝛾𝑗𝑗. This simulates a worst-case scenario and the PDF 
of the generated samples will be discrete-valued. 
A simple approach for generating continuous-valued samples is to randomly output a value 
𝛾𝛾 according to a uniform distribution over the interval 𝛾𝛾𝑗𝑗 ≤ 𝛾𝛾 < 𝛾𝛾𝑗𝑗+1 when 𝑆𝑆𝑛𝑛 = 𝑠𝑠𝑗𝑗. Figures 
4 and 5 demonstrate for a 𝐾𝐾 = 32 model that the hereby obtained PDF can approximate the 
empirical PDF quite well. When comparing the PDF obtained from an “optimized” model 
(Fig. 5) to that obtained from a “uniform” model (Fig. 4), it can be seen that the optimized 
partition is more faithful to the empirical PDF for low 𝛾𝛾 values, while for higher 𝛾𝛾 values, the 
“steps” introduced by the approximation can be clearly seen. The uniform partition on the 
other hand offers a visually equal fit over the entire observed range. It can be argued however 
that the goodness-of-fit in the high SNR region is less critical than in the low SNR region 
since the probability of error in a communication system drops off sharply towards high SNR.  
To evaluate the goodness-of-fit in a more quantitative manner, we computed the continuous 
capacity as given by (3)-(5) using both the “optimized” and “uniform” PDFs. The obtained 
capacity curves were practically indiscernible from the one calculated using the original 
measurement which implies that the goodness-of-fit is adequate. We note that a satisfactory 
fit was also obtained for 𝐾𝐾 = 16 but that our simulations suggest that 𝐾𝐾 should not be chosen 
smaller than 16 to avoid any significant deviation from the actual capacity. Compared to the 
results shown in Section 4.1, we can conclude that the benefit of using the optimized state 
partition is reduced when the “reconstructed” continuous PDF is considered. We note 
however that this is not the case for the discrete PDF which yields a capacity identical to the 
respective Markov channel. 
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Fig. 4.  Probability density function for 𝐾𝐾 = 32 uniform state partition 
 
Fig. 5.  Probability density function for 𝐾𝐾 = 32 optimized state partition 
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4.4 Autocovariance function 
Finally, we want to address the issue of accurately reproducing the autocovariance function of 
the original process. We observed in our work that the Markov models are not particularly 
accurate in capturing the autocovariance of our measurements, as is shown exemplarily in Fig. 
6. Here we have plotted the normalized ACFs for samples generated using an “optimized” 
model with 𝐾𝐾 = {16, 32, 64}. In each case, we used the approach described in Section 4.3 to 
generate 107 continuous-valued samples. The common observed behaviour is that the ACF of 
the generated samples is much wider than that of the measurement, the width increasing as 𝐾𝐾 
increases. This behaviour is also seen with the “uniform” models and implies that the 
correlation between neighbouring samples is too large. We note that the Markov models 
provided on [8] display much the same behaviour, therefore this seems to be a general issue 
rather than an effect specific to the selected measurements. 
A straightforward method to reduce the excess correlation is to pick only every 𝑚𝑚-th 
generated sample and discard the remaining ones. This can be achieved more efficiently by 
generating a sequence of states using the 𝑚𝑚-step transition matrix 𝑷𝑷𝑚𝑚 of the model rather than 
computing samples that would be discarded anyway. As can be seen exemplarily in Fig. 7 for 
the “optimized” case, this modification can significantly improve the accuracy of the ACF 
though the fit is still not ideal. We note in particular that the ACF of the measurement 
displays a more rounded “dome” shape near zero lag which the Markov models are not 
capable of reproducing. The behaviour for the “uniform” case is very similar and is thus not 
plotted. 
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Fig. 6.  Normalized autocovariance for one-step transition matrix 
 
Fig. 7.  Normalized autocovariance for multi-step transition matrix 
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5. Conclusion 
We have demonstrated in this contribution that Markov models employing an optimized state 
partition as compared to a uniform state partition can perform better in terms of 
approximating the capacity of the original continuous fading channel in a terrestrial FSO link. 
This benefit is especially pronounced if the employed number of states is less than 16. For an 
increasing number of states, the accuracy of the two partitioning approaches becomes more 
similar. 
On the other hand, we have observed that if we generate continuous-valued samples using 
the Markov models according to an interval-wise uniform approximation, both state 
partitioning approaches approximate the original channel capacity equally well. Furthermore, 
the number of states in this case should not be chosen smaller than 16 to avoid significant 
deviation from the actual capacity. 
Finally, we have also addressed the issue of accurately reproducing the autocovariance 
function of the fading process and found that by using the multi-step transition matrix of the 
model, the performance can be improved as compared to the one-step transition case. 
However, it must be stated that the Markov models considered here are not ideal in terms of 
their autocovariance behaviour as they are incapable of reproducing the true shape of the 
measured autocovariance but can only approximate the rate of decay. Whether a different 
modification may improve upon this problem remains the subject of further study. 
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