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Abstract
Advances in approximation theory are often driven by applications. This paper explores two recent devel-
opments in polynomial approximation on the sphere, and relates them to applications. The 2rst, driven by
applications in geodesy, concerns cubature rules on the sphere that are exact for polynomials of high degree.
The second, driven by a problem of the scattering of acoustic waves by smooth objects, concerns the so-called
‘hyperinterpolation’ approach to function approximation by spherical polynomials.
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1. Introduction
The sphere is a natural setting for many mathematical models. It is therefore not surprising that
approximation problems on spheres or sphere-like surfaces are often encountered. Yet because of the
more di<cult geometry and topology of the sphere, there are many more gaps in our understanding
than there are for Euclidean domains.
In this paper we look at two case studies, in each of which the mathematical modelling of
signi2cant applications came up against shortcomings in the known results for approximation theory
on the sphere.
The 2rst application concerns the study of the earth’s gravitational potential. In this case the need
was for cubature rules on the sphere that are exact for all spherical polynomials up to some high de-
gree. The second application concerns the scattering of acoustic waves from smooth three-dimensional
objects, and the related ‘inverse’ problems of determining the shape of the scattering object from
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measurements of the ‘far-2eld pattern’ of the scattered waves. In this case the call was for improved
results for the approximation of a smooth function on the sphere by a spherical polynomial.
The two applications, and some developments in approximation theory which they provoked, are
described in the next two sections.
2. Geodesy and cubature
The problem of describing the earth’s gravitational 2eld is a classical problem of formidable
di<culty, because it combines both large-scale (global) features and small-scale details. On the one
hand, there exist well-developed spherical harmonic expansions of the earth’s gravitational potential
at (say) the surface of the earth, which in eCect approximate the gravitational potential as a spherical
polynomial of degree as high as 360. On the other hand, near mountain ranges and mineral bodies
there are sharp variations over short distances that are virtually impossible to capture by global
polynomials.
Modern descriptions of the earth’s gravitational potential combine both polynomials and wavelets,
so as to be able to capture both global and local features; for example, see [5]. Di<cult issues arise
when dealing with short-range features of the description, if at the same time the global (or spherical
polynomial) aspects are to be respected.
Recently Freeden, of the Geomathematics Group at the University of Kaiserslautern, presented to
us a problem driven by such a need; faced with the problem of designing future satellite measure-
ments of gravitational data, he asked: how can we construct eCective numerical integration rules
that integrate exactly all polynomials of high degree? The requirement of integrating exactly all
polynomials up to some (high) degree is driven by the need to respect the global features of the
model. For various reasons, it is desirable that the points of the cubature rule be well distributed,
rather than being concentrated near the poles as happens with typical tensor product rules.
Suppose f is a continuous function on the earth’s surface, which is represented in appropriate
units as the unit sphere S2 embedded in R3: The obvious way to construct such a cubature rule is to
approximate f by an interpolating polynomial nf of degree n that agrees with f at appropriately
chosen points, and then to integrate nf exactly.
To be explicit, let Pn denote the space of spherical polynomials of degree n or less, that is,
Pn = span{Y‘k : ‘ = 0; 1; : : : ; n; |k|6 ‘};
where {Y‘k} is an orthonormal set of spherical harmonics (see for example [10]). The dimension of
Pn is
dimPn =
n∑
‘=0
(2n+ 1) = (n+ 1)2:
As a prelude to de2ning an interpolating polynomial, we need to make a ‘good’ choice of dn=(n+1)2
points x1; : : : ; xdn on S
2, and then to de2ne
nf∈Pn; nf(xj) = f(xj); j = 1; : : : ; dn:
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The interpolating polynomial nf is well de2ned if the set {x1; : : : ; xdn} is a ‘fundamental system’,
that is, if the only polynomial in Pn that vanishes at all the points x1; : : : ; xdn is the zero polynomial.
We shall from now onwards consider only fundamental systems.
Once the fundamental system {x1; : : : ; xdn} ⊆ S2 has been selected, the interpolating cubature rule
corresponding to these points is de2ned by
Qnf =
∫
S2
(nf)(x) ds(x); (1)
where ds(x) denotes surface measure on S2. To make the right-hand side look like a cubature rule,
we introduce the fundamental Lagrange polynomials corresponding to the given fundamental system,
de2ned (just as in the one-dimensional case) by
‘j ∈Pn; ‘j(xk) = jk ; j; k = 1; : : : ; dn: (2)
In terms of the fundamental Lagrange polynomials we may write the Lagrange formula for nf,
nf =
dn∑
j=1
f(xj)‘j;
which substituted into (1) gives
Qnf =
dn∑
j=1
wjf(xj);
with
wj =
∫
S2
‘j(x) ds(x); j = 1; : : : ; dn:
The rule Qn has the property that it integrates exactly all spherical polynomials of degree 6 n;
that is
Qnp=
∫
S2
p(x) ds(x) if p∈Pn:
This gives a convenient way of computing the weights wj : let {1; : : : ; dn} denote any basis of Pn
(for example, a spherical harmonic basis); then the weights w1; : : : ; wdn may be obtained by solving
the square linear system
dn∑
j=1
wjk(xj) =
∫
S2
k(x) ds(x); k = 1; : : : ; dn: (3)
What can go wrong? The general experience is that solving (3) is easy for small values of n, but
that for n greater than say 30, the matrix {k(xj)} is so badly conditioned as to make a meaningful
computation of the weights impossible.
A second di<culty is that for most choices of the points x1; : : : ; xdn some of the weights w1; : : : ; wdn
will turn out to be negative, especially when n is large. Negative weights (unless they are relatively
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very small in magnitude) are never welcome, and can lead to a serious loss of stability if
dn∑
j=1
|wj|
dn∑
j=1
wj = 4:
Many ways of choosing point systems on the sphere have been proposed in the literature, all having
features that are attractive from one point of view or another. Point sets with good distribution
properties and simple formulas for their generator have been given in [4,9] (‘generalized spiral
points’).
A variety of other point systems have been considered as candidates for polynomial interpolation
in [18], with computed results that turn out to vary enormously between one choice of points and
another.
Intuitively appealing are the ‘minimum energy’ point systems which minimize
 (x1; : : : ; xm) =
m∑
i=1
m∑
j=i+1
1
|xi − xj| ; (4)
over all choices of the points xj ∈ S2; j = 1; : : : ; m; where |xi − xj| denotes the Euclidean distance
in R3 between the points xi and xj. This and related potentials for selecting the points have been
considered by many people. Detailed calculations of minimum energy systems have been presented
in [3] for systems of dn = (n+ 1)2 points and values of n up to 29.
The minimum energy points of [3] were found in paper [18] to lead to remarkably poorly con-
ditioned interpolation matrices: condition numbers as large as 108 were reported even for relatively
small values of n: The quality of the interpolating polynomials nf obtained with these points was
also found to be remarkably poor. One way to measure the quality of the interpolation operator n
is to compute its uniform norm (or ‘Lebesgue constant’)
‖n‖∞= sup
f∈C(S2)
‖nf‖∞
‖f‖∞
=max
x∈S2
dn∑
j=1
|‘j(x)|: (5)
The values of ‖n‖∞ reported in [18] were typically several orders of magnitude larger than those
for better choices of the points.
While it is true that the point systems in [3] were intended for interpolatory cubature rather than
interpolation, in fact they are not entirely successful for this role either, for the cubature weights
reported in [3] generally take both positive and negative values, except for the smallest values of
n: In any event, the poor conditioning of the matrices makes this an impossible approach for large
values of n.
In the next section we describe very recent results for cubature formulas based on so-called
‘extremal’ systems, which are found to have excellent properties (including positive weights) even
for very large values of n.
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3. Cubature with extremal systems
We begin with the observation that if 1; : : : ; dn is any basis for Pn, then the fundamental
Lagrange polynomial ‘j may be written as the ratio of two determinants,
‘j(x) =
det


1(x1) · · · 1(x) · · · 1(xdn)
2(x1) · · · 2(x) · · · 2(xdn)
...
...
...
dn(x1) · · · dn(x) · · · dn(xdn)


det


1(x1) · · · 1(xj) · · · 1(xdn)
2(x1) · · · 2(xj) · · · 2(xdn)
...
...
...
dn(x1) · · · dn(xj) · · · dn(xdn)


;
since the right-hand side clearly satis2es (2).
An extremal system is one that maximises the absolute value of the denominator in the above
expression,
det


1(x1) · · · 1(xdn)
...
...
dn(x1) · · · dn(xdn)

 : (6)
The motivation is that if the system of points maximises the magnitude of (6) then immediately we
have
|‘j(x)|6 1; j = 1; : : : ; dn; x∈ S2;
and through (5) this property then gives an upper bound on the Lebesgue constant,
‖n‖∞6dn = (n+ 1)2: (7)
This construction appears to traces back to Fekete and Auerbach, and for the particular case of the
sphere to be due to Reimer [10].
It is known that pairs of points of an extremal system can never be very close together, in that
from a result of [10] the minimum angle subtended at the centre of the sphere by the arc between
two distinct points of an extremal system is =2n: On the other hand from [17] the ‘mesh norm’
h(x1; : : : ; xdn) = max
x∈S2
min
j=1;:::;dn
cos−1(xxj)
(which may be thought of as the largest angle between a point on the sphere and the nearest mesh
point) cannot be too large, being bounded asymptotically by 2j0=n; where j0 ≈ 2·4048 is the smallest
positive zero of the Bessel function J0.
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A recent study [16] of extremal systems on the sphere has shown that the above estimates are not
sharp. The minimum angle between pairs of points asymptotically appears to approach =n rather
than =2n: The computed mesh norm is found to be roughly half of the theoretical bound above.
And from the numerical computations in [18] it is known that the Lebesgue constant is more like
n+ 1 then (n+ 1)2.
In the paper [16] extremal systems are computed for values of n as large as 128. The 2rst surprise
is that this is possible at all, given the comments about ill-conditioning made in the preceding section.
The next is that all of the cubature weights turned out to be positive, even for the largest values
of n: Indeed, even more is true: all weights turn out to lie between 1=2 and 3=2 of the average
weight 4=dn: Although positivity of the weights has so far been proved only for n= 2 (see [11]),
the computed weights in [16] lead to the conjecture that the cubature weights of the interpolatory
cubature rule associated with an extremal system has positive weights for all n.
In any event, it seems clear that computed cubature rules based on extremal systems can have a
role in practical computations on the sphere. Full listings of the computed points and weights are
given at the web site http://www.maths.unsw.edu.au/∼rsw/Sphere for all values of n up to 50, then
for n=64; 96 and 128. The paper [16] gives details of the calculations, and additional theoretical re-
sults. Note that for the latter case the number of cubature points and weights is 1292 = 16 641.
Since their computation involves optimising a dense matrix of size 1292 × 1292 as a function
of over 33 000 variables, high demands are placed on computing resources, especially memory.
At the moment memory limitations make it unfeasible for us to go to values of n much beyond
n= 128.
4. Scattering of sound by a smooth object
The second application that challenges the present state of knowledge of approximation on the
sphere concerns the scattering of sound by a smooth ‘ball-like’ object. By this we mean that the
surface 9 of the object can be mapped smoothly and invertibly to the unit sphere S2.
In this presentation we want to emphasise only the central ideas, and especially the link to
approximation theory. For all technical details we refer freely to the literature.
Given a smooth ball-like object with surface 9; our problem is to solve the wave equation for
the air pressure u in the region exterior to 9; subject to the boundary condition that u= 0 on 9
(the ‘sound soft’ condition), and that at in2nity the solution takes the form of an incident plane
wave with vector k plus an outgoing scattered wave (‘radiation condition’).
The ‘direct’ problem is: given 9; 2nd the far-2eld pattern, which is the angular distribution at
in2nity of the scattered-wave part of the solution. Even more di<cult, and the ultimate goal of
most studies, is the ‘inverse’ problem, in which the goal is to infer the scattering surface 9 from
observations of the far-2eld pattern.
By looking for a solution that is harmonic in time, the problem reduces to the Helmholtz equation
in the exterior region, with appropriate boundary conditions.
It is by now very well known that one can replace the problem of solving the boundary value
problem over the exterior region by solving instead a boundary integral equation on 9 for v=9u=9n,
the outward normal derivative of u on 9 (see [2] for full details). The boundary integral equation
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takes the form
v+Mv= f;
where M is a linear combination of the single-layer potential for the Helmholtz equation, and the
normal derivative of the single-layer potential. For the present discussion the details do not matter:
it su<ces to know that M is an integral operator on 9 with a weakly singular kernel (i.e. the
singularity in the kernel is absolutely integrable).
We are assuming that the surface 9 can be mapped smoothly to a unit sphere. More precisely,
we suppose that there exists a C∞ mapping q: 9 → S2 and a C∞ inverse q−1: S2 → 9. In the
forward problem we assume that the mapping q is known. With V denoting the function v transferred
to S2; i.e. V (xˆ) = v(q−1(xˆ)) for xˆ∈ S2, the boundary integral equation can now be expressed as a
boundary integral equation on S2, say
V +MV = F; (8)
where the Jacobian of the surface mapping is incorporated into the new boundary integral operator M .
Now that the problem has been converted to one lying on the sphere, we are ready to think
about approximation. There are many approaches to the approximate solution of boundary integral
equations, including many that rely on dividing the surface into small patches, and then approximating
the solution on a patch mapped to some reference region by a low-degree polynomial. In the present
discussion, however, the focus is on spectral methods: in other words, the exact solution V : S2 → C
is approximated by a spherical polynomial Vn ∈Pn.
There are diCerent ways of selecting the particular polynomial approximation Vn. To motivate the
discussion, it is useful to consider 2rst the Galerkin approximation,
VGn ∈Pn; (VGn ; ") + (MVGn ; ") = (F; ") ∀"∈Pn; (9)
where
(f; g) =
∫
S2
f(x)g(x) ds(x): (10)
Atkinson [1] has given a comprehensive stability and error analysis for the Galerkin approximation
in the space C(S2).
The trouble with the Galerkin method is that it is virtually impossible to implement exactly: for
if we introduce a basis for Pn into (9), then computing the matrix elements in the linear system
is seen to involve two levels of integration—one for the operation of M , the other for the inner
product integral. Moreover, each of these is a surface integral. In practice some form of numerical
integration is needed, but in that case the analysis of the Galerkin method does not strictly apply.
That brings us to a fully discrete spectral method for (8), which is the real object of our discussion.
This method is essentially similar to one studied in [17], but Wienert was not able to prove stability
of the method or to obtain a complete error analysis. The missing ingredient, as we shall see,
was a knowledge of the properties of a certain polynomial approximation on the sphere. (Wienert’s
actual method is diCerent from that indicated below, but an analysis of the present method is easily
mapped to an analysis of Wienert’s method. For the precise relationship between the methods and
the respective analyses, see [8].)
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The method we actually discuss here has the further simpli2ed form
V sn ∈Pn; (V sn ; ")n + (MVsn ; ")n = (F; ")n ∀"∈Pn; (11)
where (f; g)n is a cubature approximation to the integral in (10),
(f; g)n =
m∑
k=1
wkf(xk)g(xk);
where the rule
Qnh:=
m∑
k=1
wkh(xk)
is such that the weights wk are all positive, the points xk lie on S2; and the rule is exact for all
p∈P2n, i.e. for all polynomials of degree at most 2n: In particular, this holds if the cubature rule
is the 2(n+ 1)2 point product Gauss rule; see [8] for details.
Method (11) is semidiscrete, in that the integral involved in the operator M is still supposed to
be done exactly. The fully discrete variant that truly corresponds to Wienert’s method is obtained by
replacing the integral in MVsn in (11) by a cubature sum which takes account of the special nature
of the weak singularity in the surface integral in MVsn . For a detailed discussion see [8]. For the
present it su<ces to consider (11), which is already di<cult enough.
How could the stability and convergence properties of the method in (11) be established? An
obvious idea was to try to mimic the successful proof in [1] for the Galerkin approximation, but
there is a problem with this, which we now try to draw out. The Galerkin analysis used the function
space setting C(S2) for the analysis. In that space the operator M is a compact operator with some
smoothing eCect, in that it maps continuous functions on S2 into Lipschitz continuous functions on
S2. The analysis of [1] proceeded by rewriting (9) in the equivalent form
VGn + PnMV
G
n = PnF; (12)
where Pn: C(S2)→ Pn is the orthogonal projection operator de2ned by
Pnf∈Pn; (Pnf; ") = (f; ") ∀"∈Pn: (13)
We do not repeat the analysis here, but note only the crucial point in the analysis, which is that
‖Pn‖∞:= sup
f∈C(S2)
‖f‖∞61
‖Pnf‖∞
grows only slowly with n: in fact it is known that
‖Pn‖∞6Cn1=2; (14)
where C is a known constant. This rate of growth is in fact slow enough to allow the existence and
the uniform boundedness of (I + PnM)−1 in the space C(S2) to be proved, the central point being
that the growth in ‖Pn‖∞ is slow enough to be compensated by the smoothing property of M .
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By analogy with (12), the semidiscrete equation (11) can be written as
V sn + LnMV
s
n = LnF;
where Ln : C(S2)→ Pn is the projection operator de2ned by the discrete version of (13),
Lnf∈Pn; (Lnf; ")n = (f; ")n ∀"∈Pn: (15)
The problem was that until recently a result for Ln analogous to (14) was not known. The weaker
result
‖Ln‖∞6C1n2
was obtained as a special case of a more general result in [6], but this was not good enough to
make the stability proof go through: in fact, for Atkinson’s proof a bound of the form Cn1−' for
some '¿ 0 is needed. Since such a result was not available, the convergence problem was solved
in [7] by a diCerent but ingenious approach, in which stability and convergence is achieved for an
augmented 2nite dimensional space, obtained by adding to the space Pn a roughly equal number of
nonpolynomial basis functions.
The operator Ln de2ned by (15) is sometimes called the ‘hyperinterpolation’ operator, see [13];
in that paper good properties of Ln as a map from C(S2) to L2(S2) were proved. More recently
our colleagues Graham and Ganesh encouraged us to study Ln as a map from C(S2) to C(S2); in
the knowledge that a result analogous to (14) would enable the stability and error analysis of the
semidiscrete equation (11) to be completed. Eventually we were able to show, in [15], that the
analogue of (14) does indeed hold. Our proof placed some restrictions on the cubature rule, but
these restrictions were later removed [12].
Theorem 4.1 (Reimer [12], Sloan and Womersley [15]). Let Qn be a positive weight cubature rule
on S2 which is exact for all spherical polynomials of degree 6 2n. Then the corresponding hyper-
interpolation operator Ln de6ned by (15) satis6es
‖Ln‖∞6C ′n1=2;
where C ′ is independent of n.
The proof, in essence, follows the same line as that in [1] for the classical proof for ‖Pn‖∞, but
with the integrals replaced by sums. The key step is to show that the sums are in turn bounded by
integrals.
The result above allowed Graham and Sloan in [8] to complete an analysis of both (11) and its
fully discrete analogue, and thence to obtain a complete stability and error analysis for Wienert’s
method. We omit the details.
We should not 2nish by leaving the impression that the theoretical results are complete. One
obvious lack is that as yet we do not have any convergence results for derivatives of Lnf, or
convergence results in Sobolev spaces. The present result allows only the simplest (second-kind)
operator equations to be analysed. Fortunately, that is all that is needed for the application to the
scattering of sound.
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5. Open questions
These two applications and the numerical investigations in [18,16] give rise to a number of
interesting open questions.
For extremal systems of degree n on S2,
• are the cubature weights wj always positive for n¿ 3?
• is the minimum distance between points asymptotically =n?
• is the Lebesgue constant O(n)?
More generally
• do there exist systems of interpolation points on the sphere S2 for which the Lebesgue constant
is O(n) or o(n)?
Also, given that it is known [14] that the norm of the interpolation operator n as a map from
C(S2) to L2(S2) is strictly greater than
√
4,
• does ‖n‖C→L2 →∞ as n→∞?
Other more general questions concern the characterisation of good systems of points:
• what geometrical or analytical properties characterise extremal systems? (That is, is there some
way of characterising global extrema, as distinct from local extrema, of the determinant?)
Finally for the scattering of sound, can we still use an analysis similar to that in [8] if instead of
hyperinterpolation we use interpolation with respect to a suitable point system? (The present analysis
would require the uniform norm to be O(n1−') for some '¿ 0:)
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