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Abstract. We discuss mimetic gravity theories with direct couplings between the curvature
and higher derivatives of the scalar field, up to the quintic order, which were proposed
to solve the instability problem for linear perturbations around the FLRW background for
this kind of models. Restricting to homogeneous scalar field configurations in the action, we
derive degeneracy conditions to obtain an effective field theory with three degrees of freedom.
However, performing the Hamiltonian analysis for a generic scalar field we show that there
are in general four or more degrees of freedom. The discrepancy is resolved because, for
a homogeneous scalar field profile, ∂iϕ ≈ 0, the Dirac matrix becomes singular, resulting
in further constraints, which reduces the number of degrees of freedom to three. Similarly,
in linear perturbation theory the additional scalar degree of freedom can only be seen by
considering a non-homogeneous background profile of the scalar field. Therefore, restricting
to homogeneous scalar fields these kinds of models provide viable explicitly Lorentz violating
effective field theories of mimetic gravity.
1 Introduction
In [1] a modification of General Relativity (GR) was proposed by performing a non-invertible
conformal transformation of the Einstein-Hilbert action
gµν = −
(
g˜αβ∂αϕ∂βϕ
)
g˜µν . (1.1)
The additional scalar degree of freedom of the conformally invariant theory, called “mimetic
gravity”, can mimic the behavior of a pressureless fluid. Later, it was realized [2, 3] that by
gauge fixing the conformal symmetry, we can obtain mimetic gravity by adding the mimetic
constraint
gµν∂µϕ∂νϕ+ 1 = 0 (1.2)
via a Lagrange multiplier term to the action. Mimetic gravity can be generalized by adding
the mimetic constraint to a generic scalar-tensor theory [4–9] (see [10] for a review).
In [8, 9, 11–16] linear perturbations around a Friedmann-Lemaˆıtre-Robertson-Walker
(FLRW) background (FLRW) for a wide range of mimetic gravity models were analyzed. It
was argued that these theories might be plagued with gradient or ghost instabilities, which
can be interpreted in the original mimetic matter model as the Jeans instability of standard
dust [16]. To circumvent the instability problems it was proposed to add direct couplings of
higher-order derivative terms of the scalar field to the curvature [11, 14, 15].
By performing the Hamiltonian analysis it was shown that the original mimetic matter
model has three degrees of freedom (dof), due to the presence of the conformal symmetry, or
the mimetic constraint in the gauge-fixed version [17, 18]. The analysis was then generalized
for a broad range of mimetic gravity theories, starting with general scalar-tensor theories
containing second-order derivatives of the scalar field [8, 16, 19]. However, it was argued [8]
that a direct coupling of higher-order derivative terms of the scalar field to the curvature may
generate an additional scalar degree of freedom (dof) which will cause an Ostrogradski ghost
instability [20]. In [19] a mimetic gravity theory containing f(ϕ)R was analyzed showing
that there will be in general four degrees of freedom. However, if one identifies the scalar
field with the time flow ϕ = t, which is commonly called “unitary gauge”, the additional dof
vanishes leaving just three dof.
A similar situation, where the choice of the form of the scalar field can change the number
of dof has been encountered in a series of modified gravity models, such as Horava-Lifshitz,
Cuscuton models, higher-order scalar-tensor theories (HOST), or modified Chern-Simons
gravity models [21–26]. In [24] it was argued that for degenerate HOST models the additional
non-propagating ghost degree of freedom in a non-unitary gauge can be removed by imposing
the regularity condition at spatial infinity, while in the unitary gauge this boundary condition
is already imposed implicitly by the choice of the gauge itself. In [23] the Hamiltonian for
the Cuscuton was studied, showing that, for generic field configurations, there are three dof
which reduce to two by imposing the unitary gauge strongly at the Lagrangian level. It was
argued that the homogeneous limit is singular and discontinuous from the general case and,
therefore, both cases have to be treated separately as two different dynamical systems.
In this paper we address some of these points with the goal of revisiting the effect
of the homogeneity condition of the scalar field on the number of degrees of freedom for
mimetic gravity theories, with couplings of higher-order derivatives of the scalar field to
the curvature, hence providing possible viable effective field theories of mimetic gravity.
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In section 2 we analyze the higher-derivative operators proposed in [15], for homogeneous
field configurations, ϕ = t, and derive the degeneracy conditions to obtain a theory with
three dof. In section 3 we perform the Hamiltonian analysis for generic scalar fields for
the cubic operators (sketching higher orders in the appendix), showing that there will be
in general four dof. Imposing the homogeneity condition, ϕ ≈ t, the Dirac matrix becomes
singular leading to two further second-class constraints which reduce the number of dof by
one, thereby generalizing the results of [19] to a broad range of operators. In the last section,
we study, for a particular cubic operator, linear scalar perturbations around flat space, both
for homogeneous and inhomogeneous background scalar field configurations. We show that
in the case of the non-homogeneous background scalar field there are two scalar degrees of
freedom from which at least one of them is a ghost.
Some tedious calculations and additional comments are given in the appendix. We take
the (−,+,+,+) signature and choose units where the speed of light and the reduced Planck
mass are set to one. Greek indices run from 0 to 3 and Latin indices from 1 to 3.
2 Higher-derivative coupling operators
By introducing higher-derivative operators coupled to the curvature one can obtain stable
perturbations around FLRW for mimetic gravity scenarios [11, 14, 15]. Here, we want to
discuss these operators and especially the associated number of the degrees of freedom, in
the case in which the mimetic scalar field is identified with the time flow ϕ = t.
2.1 Relation between curvature tensors
We shortly review the relations between the 4-dimensional (4-dim) Riemann Rαβµν tensor,
its 3-dim counterpart R¯αβµν on the hypersurface of constant time and the extrinsic curvature
Kµν . For the foliation of spacetime we use the standard convention
gµν = hµν − nµnν , (2.1)
where hµν is the metric on the hypersurface of constant time and nµ is its normal vector.
Further, we use the sign convention
∇µnν = Kµν − nµaν , (2.2)
where aν is the acceleration vector and Kµν is the extrinsic curvature. The Gauss, Codazzi
and Ricci relations of the curvature are given by
hǫµh
ν
δh
α
ρh
β
σR
µ
ναβ = R¯
ǫ
δρσ +K
ǫ
ρKδσ −KǫσKρδ, (2.3)
hǫµh
ν
δh
α
ρRǫναβn
β = DµKδρ −DδKµρ, (2.4)
Rαβµνn
βnν = −LnKαµ +KασKσµ +D(αaµ) + aαaµ, (2.5)
where Ln is the Lie-derivative along nµ, Dα is the covariant derivative induced by hαβ and
2D(αaβ) = Dαaβ +Dβaα . By contracting the above equations, we obtain relations for the
Ricci tensor and Ricci scalar:
hµαh
ν
βRµν =R¯αβ + LnKαβ +KKαβ − 2KασKσβ −D(αaβ) − aαaβ, (2.6)
Rµνh
µ
αn
ν =DµK
µ
α −DαK, (2.7)
Rµνn
µnν =K2 −KαβKαβ +∇α (aα − nαK) , (2.8)
R =R¯+KαβK
αβ −K2 − 2∇α (aα − nαK) . (2.9)
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In the following we will parametrize the metric by the specific choice of the ADM
decomposition [27]
ds2 = −N2dt2 + hij
(
dxi +N idt
) (
dxj +N jdt
)
, (2.10)
whereN is the lapse andN i the shift vector. For this coordinate choice the extrinsic curvature
and the acceleration vector are given by
Kij =
1
2N
(
h˙ij − 2D(iNj)
)
, ai = Di logN. (2.11)
2.2 Unitary gauge
Identifying the time flow with the scalar field ϕ = t, we can define the normal vector nµ with
respect to the hypersurface of constant time as
nµ =
−∇µϕ√−∇νϕ∇νϕ
= −Nδ0µ. (2.12)
Further, the mimetic constraint (1.2) reduces to
gµν∂µϕ∂νϕ+ 1 = − 1
N2
+ 1 = 0 , (2.13)
fixing therefore the lapse N2 = 1. For simplicity, in the following we will take the positive
sign for the lapse function. For a generic action
S =
∫
d4x
[
N
√
hL −
√
hλ
(
− 1
N
+N
)]
(2.14)
the equation of motion (EOM) for the lapse N fixes the Lagrange parameter λ
2λ = −
∑
i
(−1)i+1 d
i
dti
δL
δ∂itN
∣∣∣
N=1
+
δL
δN
∣∣∣
N=1
+
∑
i
(−1)i ∂
i
(∂xj)i
δL
δ(∂xj)iN
∣∣∣
N=1
. (2.15)
Note, that any term in the Lagrangian, which is quadratic in derivatives of the lapse, vanishes
in the EOM, after imposing the mimetic constraint.
We can also directly plug the mimetic constraint N = 1 into the action [14] and obtain
S =
∫
d4x
√
hL|N=1. (2.16)
Or, alternatively, starting from the generic action (2.14) we can expand the Lagrangian in
terms of N − 1 as a Taylor series. As a next step, we can redefine the Lagrange parameter
λ to absorb all the terms proportional to N − 1 (see [16, 28] for a similar discussion for the
general mimetic constraint). The action can be finally expressed as
S =
∫
d4x
√
h
[
L|N=1 − λ˜ (N − 1)
]
, (2.17)
which is classically equivalent to (2.16).
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2.3 Cubic operators
Considering the coupling between the higher-order derivatives of the scalar field and the
curvature we analyze, at first, cubic operators L(1,2), whereby the classification is based on
the second derivative of the scalar field (i.e. ϕ is a linear operator and (ϕ)2 a quadratic
one). Further, the curvature terms as R, Rµν or Rµναβ are identified as quadratic terms.
The index (1, 2) denotes the order of the operator, where the first index comes from the
derivatives of the scalar field and the second one from the curvature (see [15] for a detailed
discussion).
There are only three independent cubic operators which contribute to the EOM of
mimetic gravity theories
L
(1,2)
1 = a1(ϕ)ϕ
µνRµν , L
(1,2)
2 = a2(ϕ)ϕR, L
(1,2)
3 = a3(ϕ)ϕϕ
µϕνRµν . (2.18)
Other operators, as mentioned in [15], do not contribute to the EOM, since they contain
covariant derivatives of X and vanish identically by using the mimetic constraint (see [9, 16]
for a detailed discussion).
As discussed in [9], L
(1,2)
1 can be recast into
L
(1,2)
1 = −
a′1
2
R+ a′1
(
ϕµνϕ
µν − (ϕ)2
)
+ a′′1ϕ+∇µJµ, (2.19)
where a′1 ≡ ∂ϕa1 and ∇µJµ stands for a total derivative term. Since all these terms are
already commonly discussed for mimetic gravity scenarios, they provide no new information
and, in particular, they cannot solve the instability problem around the FLRW background.
Therefore, we will not consider L
(1,2)
1 further.
In the previous section we showed that for the choice of ϕ = t the mimetic constraint
fixes the lapse functionN = 1 and eventually we are only interested in the restricted operators
with L
(1,2)
i |N=1. Up to total derivatives these operators can then be rewritten as
L
(1,2)
2 |N=1 = −a2E(R¯ +EijEij − E2)− 2a2E∇α(nαE)
= −a2E(R¯ +EijEij) + a′2E2, (2.20)
L
(1,2)
3 |N=1 = a3E
(
EijE
ij − 1
2
E2
)
− 1
2
a′3E
2, (2.21)
where we have introduced the convention Eij ≡ NKij = (h˙ij − 2D(iNj))/2.
We can observe that by choosing the hypersurface of constant time as ϕ = t both
operators can be expressed as purely spatial covariant combinations of the extrinsic curvature
and the 3-dimensional Ricci scalar. Performing the Hamiltonian analysis we obtain six first-
class constraints, corresponding to time-independent spatial transformations. Having 18
canonical conjugate variables hij , πij, Nj and πj (see subsection 3.2 for the chosen convention)
we obtain three degrees of freedom. These kinds of operators are specific sub-classes of the
spatial covariant gravity theories [29–31] with the additional condition on the lapse function
N = 1. The condition on the lapse function is reminiscent of the projectable Horava Lifshitz
gravity theories [32] (see also [33], for the connection between the infrared limit of projectable
Horava Lifshitz gravity and mimetic gravity).
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Finally, note that the relevant part of the term L
(1,2)
3 for ϕ = t can be equivalently
obtained from[
a3
(
1
2
(ϕ)3 − ϕαβϕαβϕ
)
− 1
2
a′3(ϕ)
2
] ∣∣∣
N=1
= a3E
(
EαβE
αβ − 1
2
E2
)
− 1
2
a′3E
2.
(2.22)
Therefore, we can discard this term, if we are only interested in cases where ϕ = t, since, as
for the operator L
(1,2)
1 , it does not provide any new interesting information compared to the
commonly discussed mimetic gravity scenarios. Note that this also applies to higher-order
terms of the form f(ϕ)Rµνϕ
µϕν .
2.4 Quartic operators
The relevant independent quartic operators which contribute to the EOM are
L
(2,2)
1 = b1ϕ
µνϕµνR, L
(2,2)
2 = b2ϕ
µνϕµνϕ
αϕβRαβ , L
(2,2)
3 = b3(ϕ)
2R,
L
(2,2)
4 = b4(ϕ)
2ϕµϕνRµν , L
(2,2)
5 = b5Rαβµνϕ
µαϕβν , L
(2,2)
6 = b6Rαβϕ
αβ
ϕ. (2.23)
The form of L
(2,2)
3 and L
(2,2)
4 (accounting for the mimetic constraint) can be straightforwardly
obtained from the previous results
L
(2,2)
3 |N=1 =b3E2
(
EijE
ij +
1
3
E2 + R¯
)
− 2
3
b′3E
3, (2.24)
L
(2,2)
4 |N=1 =b4E2
(
1
3
E2 −EijEij
)
+
1
3
b′4E
3. (2.25)
Further, by using the Gauss relation (2.6)
L
(2,2)
5 |N=1 =b5
(
R¯αβµν + EαµEβν −EβµEαν
)
EαµEβν
=b5
[
2ER¯µρE
µρ − 2R¯νρEνσEσρ −
1
2
R¯
(
E2 − EµνEµν
)
+ (EαµEβν − EβµEαν)EαµEβν
]
,
(2.26)
where in the second step we have used that the 3-dimensional Riemann tensor can be de-
composed in the Ricci scalar and Ricci tensor
R¯µνρσ = R¯µρhνσ − R¯νρhµσ − R¯µσhνρ + R¯νσhµρ − 1
2
R¯ (hµρhνσ − hµσhνρ) . (2.27)
Using the same argumentation as for the cubic operators, we obtain an effective field theory,
with only three dof for ϕ = t.
However, the situation changes for the remaining three higher-derivative operators
L
(2,2)
1 |N=1 =b1EµνEµν
(
R¯+ EαβE
αβ + E2
)
+ 2b1EµνE
µν∇nE (2.28)
L
(2,2)
2 |N=1 =− b2EµνEµνEαβEαβ − b2EµνEµν∇nE (2.29)
L
(2,2)
6 |N=1 =b6E(R¯αβEαβ + EαβEαβE + Eαβ∇nEαβ) (2.30)
=b6
(
ER¯ijE
ij +
1
2
E2EijE
ij − 1
2
EijEij∇nE
)
− 1
2
b′6EEijE
ij (2.31)
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The time derivative of the extrinsic curvature cannot be rewritten anymore as a total deriva-
tive term. In the appendix A, we show explicitly that indeed L
(2,2)
1 leads to four dof even
for fixed ϕ = t from which one is an Ostrogradski ghost. So in order to obtain a theory with
only three dof one has to introduce degeneracy conditions between the different operators in
order to cancel the time derivatives of the extrinsic curvature. The degeneracy conditions for
the quartic order are given by
2b1 − b2 − 1
2
b6 = 0. (2.32)
Finally, let us note that, in general, there may be more possible operators. However, choosing
ϕ = t, the above operators form a complete set, from which we can construct all possible
linear combinations of the 3-dim Ricci tensor and the extrinsic curvature
R¯E2, R¯EijE
ij , R¯ijE
ijE, R¯jiE
k
jE
i
k. (2.33)
2.5 Quintic operators
For the quintic operators linear in the curvature we have eleven possible operators
L
(3,2)
1 = c1(ϕ)
3R, L
(3,2)
2 = c2(ϕ)
3ϕµϕνRµν , L
(3,2)
3 = c3(ϕ)ϕµνϕ
µνR,
L
(3,2)
4 = c4(ϕ)ϕµνϕ
µνϕαϕβRαβ , L
(3,2)
5 = c5ϕ
µνϕρµϕνρR, L
(3,2)
6 = c6ϕ
µνϕρµϕνρϕ
αϕβRαβ,
L
(3,2)
7 = c7(ϕ)ϕ
αβϕµνRαµβν , L
(3,2)
8 = c8Rµνϕ
µν (ϕ)2 , L
(3,2)
9 = c9Rµνϕ
µνϕαβϕ
αβ ,
L
(3,2)
10 = c10Rµνϕ
µαϕαβϕ
βν , L
(3,2)
11 = c11Rαβµνϕ
βϕνϕασϕσγϕ
γµ. (2.34)
Imposing the mimetic constraint we obtain
L
(3,2)
1 |N=1 = −c1E3
(
R¯+ EijE
ij +
1
2
E2
)
+
1
2
c′1E
4, (2.35)
L
(3,2)
2 |N=1 = −c2E3
(
1
4
E2 − EijEij
)
− 1
4
c′2E
4,
L
(3,2)
7 |N=1 = −c7E
(
R¯αβµν +EαµEρν − EβµEαν
)
EαµEβν , (2.36)
L
(3,2)
9 |N=1 = −c9EijEij
(
R¯ijE
ij +
3
4
EijE
ijE
)
+
1
4
c′9EijE
ijEklE
kl. (2.37)
Further, we get terms with time derivatives of the extrinsic curvature
L
(3,2)
3 |N=1 =− c3EEijEij(R¯ +EklEkl + E2)− 2c3EijEijE∇nE, (2.38)
L
(3,2)
4 |N=1 =c4E(EijEij)2 + c4EEijEij∇nE, (2.39)
L
(3,2)
5 |N=1 =− c5EijEikEjk(R¯+ ElmElm +E2)− 2c5EijEikEjk∇nE, (2.40)
L
(3,2)
6 |N=1 =c6EijEikEjkElmElm + c6EijEikEjk∇nE, (2.41)
L
(3,2)
8 |N=1 =− c8E2
(
R¯ijE
ij +
1
2
EijE
ijE
)
+ c8EijE
ijE∇nE + 1
2
c′8E
2EijE
ij, (2.42)
L
(3,2)
10 |N=1 = − c10
(
R¯ij + EikE
k
j
)
EilElmE
mj − c10EikEklElj∇nEij, (2.43)
L
(3,2)
11 |N=1 =c11EimEmj EikEklElj + c11EikEklElj∇nEij. (2.44)
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To remove the time derivatives we need three degeneracy conditions
2c3 − c4 − c8 = 0, 2c5 − c6 = 0, c11 − c10 = 0. (2.45)
Note, that in comparison to [15] we have added four operators L
(3,2)
8 - L
(3,2)
11 , which were
missing there. On the other hand, several operators from the aforementioned reference are
obsolete for mimetic gravity theories. Moreover notice that one may construct more possible
operators. But, restricting to ϕ = t, the operators L
(3,2)
1 - L
(3,2)
11 already form a complete set
of all 3-dim operators which are linear in the curvature
R¯E3, R¯EEijE
ij , R¯EijE
jkEik, R¯ijE
ikEjkE,
R¯ijE
ijE2, R¯ijE
ijEmnE
mn, R¯ijE
i
kE
k
l E
lj. (2.46)
Quadratic in the curvature
As in [15] one could also discuss coupling terms between the scalar field and the curvature
which are quadratic in the curvature. Indeed it is straightforward to see that the operators
ϕ
(
1
2
R+Rµνϕ
µϕν
)2 ∣∣∣
N=1
= −1
4
E
(
R¯− EijEij + E2
)2
, (2.47)
ϕασRαǫR
σ
λϕ
ǫϕλ
∣∣∣
N=1
= −Eασ (DνEνσ −DσE) (DµEµα −DαE) . (2.48)
lead to three dof in the homogeneous limit ϕ = t. We can see that in addition to the
combination of the 3-dim curvature R¯ij and the extrinsic curvature Ekl we also obtain spatial
covariant derivatives of the extrinsic curvature Eij. However, we restrict ourselves to the
construction of all possible independent combinations of Rij and Ekl without spatial covariant
derivatives of the extrinsic curvature which are commonly used to construct effective field
theories
R¯2E, R¯ijE
ijR¯, R¯ijR¯
ijE, R¯ijR¯
jkEik. (2.49)
In contrast to the previous parts we do not construct all the covariant operators and then
derive the degeneracy condition but instead construct directly the four spatial operators
(2.49) from the covariant operators for simplicity.
From the subsection 2.1 it is straightforward to see that we can construct the 3-dim
curvature out of
R¯ =R+K2 −KµνKµν − 2Rαβnαnβ, (2.50)
R¯µν =Rµανβn
αnβ −KKµν +KµσKσν + hαµhβνRαβ. (2.51)
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Using these relations we obtain
R¯2E =−ϕ
(
R+ (ϕ)2 − ϕµνϕµν − 2Rαβϕαϕβ
)2 ∣∣∣
N=1
, (2.52)
R¯ijE
ijR¯ =
(
−Rµµϕµν −Rµανβϕµνϕαϕβ +ϕϕµνϕµν − ϕµσϕσνϕµν
)
×
(
R+ (ϕ)2 − ϕµνϕµν − 2Rαβϕαϕβ
) ∣∣∣
N=1
, (2.53)
R¯ijR¯
ijE =−ϕ
[
RµνR
µν + 2Rανϕ
αRβνϕβ + (Rαβϕ
αϕβ)2 + 2Rµν
(
Rµανβϕ
αϕβ −ϕϕµν + ϕµσϕσν
)
+
(
Rµανβϕ
αϕβ −ϕϕµν + ϕµσϕσν
)2 ]∣∣∣
N=1
, (2.54)
R¯ji R¯
k
jE
i
k =−RαβRβσϕασ −RαδRσǫ ϕασϕδϕǫ − 2ϕασRαβ
(
Rβδσǫϕδϕǫ −ϕϕβσ + ϕβǫ ϕǫσ
)
− ϕασ
(
Rαβ +Rαρβδϕ
ρϕδ −ϕϕαβ + ϕαδϕδβ
)(
Rβδσǫϕδϕǫ −ϕϕβσ + ϕβǫ ϕǫσ
) ∣∣∣
N=1
.
(2.55)
3 Hamiltonian analysis for general field configurations
In the previous section we have analyzed the higher-derivative operators in which the time
flow is identified with the mimetic scalar field, ϕ = t. As discussed in [21, 34, 35] the
choice of a homogeneous scalar field can alter the number of dof. Therefore, we perform the
Hamiltonian analysis for the previously discussed operators for a generic scalar field ∂iϕ 6= 0
to analyze possible effects on the number of the dof.
3.1 Notation and auxiliary variables
To perform the Hamiltonian analysis and simplify the notation we introduce the following
auxiliary variables
A⋆ =n
µ∇µϕ = 1
N
(
ϕ˙−N iDiϕ
)
, (3.1)
V⋆ =n
µnν∇µ∇νϕ = 1
N
(
A˙⋆ −N iDiA⋆ −NaiDiϕ
)
, (3.2)
Cij =DiDjϕ−A⋆Kij , (3.3)
Ci =n
νhµi ∇µ∇νϕ = DiA⋆ −KjiDjϕ. (3.4)
Some further useful relations are
ϕ =Cii − V⋆ = DiDiϕ−A⋆K − V⋆, (3.5)
ϕµνϕ
µν =CijC
ij − 2CiCi + V 2⋆
=(DiDjϕ−A⋆Kij)
(
DiDjϕ−A⋆Kij
)− 2(DiA⋆ −KjiDjϕ)(DiA⋆ −KikDkϕ)+ V 2⋆ .
(3.6)
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For the cubic operators we obtain
L
(1,2)
2 =a2
(
Cii − V⋆
) [
R¯+KijK
ij +K2 − 2Diai − 2aiai + 2∇nK
]
, (3.7)
L
(1,2)
3 =a3
(
Cii − V⋆
) [
⊥RijD
iϕDjϕ− 2⊥RinA⋆Diϕ+RnnA2⋆
]
=a3
(
Cii − V⋆
) [
R¯ijD
iϕDjϕ+KKijD
iϕDjϕ+∇nKijDiϕDjϕ−DiajDiϕDjϕ
− aiajDiϕDjϕ− 2A⋆Diϕ
(
DjK
j
i −DiK
)
−A2⋆KijKij +A2⋆Diai +A2⋆aiai −A2⋆∇nK
]
.
(3.8)
As discussed before, we do not consider L
(1,2)
1 since it does not provide any new information
(see subsection 2.3 ). For later purposes, note:
Diaj + aiaj =
1
N
DiDjN. (3.9)
Similar to [36] it is convenient to split Kij into different components by projecting orthogonal
to Diϕ, namely
Kij =P
k
i P
l
jKkl + 2
DkϕP l(jDi)ϕKlk
DmϕDmϕ
+ E
DiϕDjϕ
DkϕDkϕ
≡⊥Kˆij + Kˆij + E DiϕDjϕ
DkϕDkϕ
(3.10)
where we have introduced the projection operator
P ki = h
k
i −
DkϕDiϕ
DlϕDlϕ
. (3.11)
Further, the matrices have the properties
⊥Kˆijh
ij =P ki P
l
jKklh
ij = F, ⊥KˆijD
iϕ = 0,
Kˆijh
ij =2
DkϕP l(jDi)ϕKlk
DmϕDmϕ
hij = 0, KˆijD
iϕ = KlkP
l
jD
kϕ. (3.12)
From (3.7) and (3.8) we can see that in the case of the two cubic operators two components
of the extrinsic curvature acquire a time derivative
E = Kij
DiϕDjϕ
DkϕDkϕ
, VE = ∇nE, (3.13)
F =
(
hij − D
iϕDjϕ
DkϕDkϕ
)
Kij , VF = ∇nF. (3.14)
For later purposes, we will also need the relation
DiϕDjϕ∇nKij =DkϕDkϕVE − 2DjϕKij
(
DiA⋆ −Kki Dkϕ+A⋆ai
)
+
2KijD
iϕDjϕ
DkϕDkϕ
(
DlϕDlA⋆ −KklDkϕDlϕ+ alDlϕA⋆
)
=DkϕD
kϕVE − 2DjϕKˆij
(
DiA⋆ − Kˆki Dkϕ
)
− 2DjϕKˆijaiA⋆. (3.15)
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3.2 Hamiltonian analysis: cubic order
Using the splitting procedure from above and some partial integration (up to total derivatives)
we can rewrite the two cubic operators, L
(1,2)
3 and L
(1,2)
2 , as
L(1,2) =a3
(
Ckk − V⋆
) [
R¯ijD
iϕDjϕ+ (E + F )DiϕD
iϕE + 2A⋆DiDjϕ⊥Kˆ
ij
− 2A⋆EDiϕDj
(
DiϕD
jϕ
DmϕDmϕ
)
+ 2A⋆DiFD
iϕ−A2⋆
(
⊥Kˆij⊥Kˆ
ij + KˆijKˆ
ij + E2
)
−A2⋆VF + VE
(
DkϕD
kϕ−A2⋆
)
− 2DjϕKˆij
(
DiA⋆ − Kˆki Dkϕ
) ]
+ a2
(
Ckk − V⋆
) [
R¯+⊥ Kˆ
ij
⊥
Kˆij + KˆijKˆ
ij + E2 + (E + F )2 + 2VE + 2VF
]
+ 2KˆijDi
[
a3
(
Ckk − V⋆
)
DjϕA⋆
]
− 2DkDk
[
a2
(
Cii − V⋆
)]
+DiDj
[
a3
(
Ckk − V⋆
) (
DiϕDjϕ−A2⋆hij
) ]
(3.16)
Introducing new auxiliary variables we can rewrite the action as
S =
∫
d3xdt
√
h
[
NL(1,2) +Nλ
(
A2⋆ −DiDiϕ− 1
)
+ µ
(
NA⋆ − ϕ˙+N iDiϕ
)−NDi (ζDiϕ)
+ ζ
(
NV⋆ − A˙⋆ +N iDiA⋆
)
+N⊥
ˆ˜Λij
(
⊥
ˆ˜Bij −⊥ ˆ˜Kij
)
+N Λˆij
(
Bˆij − Kˆij
)
+NΣE
(
E − KijD
iϕDjϕ
DkϕDkϕ
)
+
1
3
NΣF
(
F −
(
hij − D
iϕDjϕ
DkϕDkϕ
)
Kij
)]
,
(3.17)
where we have split, further, ⊥Kˆij into its trace F and traceless part ⊥
ˆ˜Kij . The first term
in the action comes from the two cubic operators and the second one from the mimetic
constraint. The other terms in the action are Lagrange multiplier terms to fix the introduced
auxiliary variables. For simplicity, we will assume in the following that a2 and a3 are constant.
3.2.1 Analysis of the constraints
The canonical conjugate momenta obtained from (3.17) are all primary constraints. The
non-trivial are given by
P¯E =
√
h
(
DkD
kϕ−A⋆(F + E)− V⋆
) [
a3
(
DkϕD
kϕ−A2⋆
)
+ 2a2
]
− PE ≈ 0 (3.18)
P¯F =
√
h
(
DkD
kϕ−A⋆(F + E)− V⋆
) [−a3A2⋆ + 2a2]− PF ≈ 0 (3.19)
p¯ϕ =
√
hµ+ pϕ ≈ 0, (3.20)
p¯⋆ =
√
hζ + p⋆ ≈ 0, (3.21)
⊥
ˆ¯πij =
1
2
√
h⊥
ˆ˜Λij +⊥ ˆ˜πij ≈ 0, ˆ¯πij = 1
2
√
hΛˆij + πˆij ≈ 0,
π¯E =
1
2
√
hΣE + πE ≈ 0, π¯F = 1
6
√
hΣF + πF ≈ 0, (3.22)
where ”≈” denotes weak equalities, which are only valid on the constraint surface, while
”=” denotes strong equalities which are valid in the whole phase-space [37]. To clarify the
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notation we have 28 canonical conjugate pairs
(
N N i hij ϕ λ A⋆ µ ζ V⋆ ⊥
ˆ˜Λij Λˆij ⊥
ˆ˜Bij Bˆij ΣE E ΣF F
πN π
i πij pϕ pλ p⋆ pµ pζ PV⋆ (
ˆ˜PΛ)ij (PˆΛ)ij (
ˆ˜PB)ij (PˆB)ij PΣE PE PΣF PF
)
The extended Hamiltonian can be written as
HT =
∫
d3x
[
NH +N iHi +
∑
A
uAPA
]
, (3.23)
where the sum runs over all momenta (primary constraints). Further, the Hamiltonian and
momentum constraint are equal to
H = a3PF
a3A2⋆ − 2a2
[
R¯ijD
iϕDjϕ+ E(E + F )DiϕD
iϕ+ 2A⋆⊥
ˆ˜BijDiDjϕ+
2
3
A⋆FDiD
iϕ− 2A⋆EDiϕ
×Dj
(
DiϕD
jϕ
DmϕDmϕ
)
+ 2A⋆D
iϕDiF −A2⋆
(
⊥
ˆ˜Bij⊥
ˆ˜Bij +
1
3
F 2 + BˆijBˆ
ij + E2
)
− 2DjϕBˆij
×
(
DiA⋆ − Bˆki Dkϕ
) ]
+
a2PF
a3A2⋆ − 2a2
[
R¯+ (E + F )2 +⊥
ˆ˜Bij⊥
ˆ˜Bij + BˆijBˆ
ij +
1
3
F 2 + E2
]
+ 2
√
hBˆijDi
[ a3
a3A2⋆ − 2a2
PF√
h
A⋆Djϕ
]
+
√
hDiDj
[ 1
a3A2⋆ − 2a2
PF√
h
[
a3
(
DiϕDjϕ−A2⋆hij
)
− 2a2hij
]]
+ pϕA⋆ + 2⊥ ˆ˜π
ij
⊥
ˆ˜Bij + 2πˆ
ijBˆij + 2πEE + 2πFF + p⋆V⋆ −Di
(
p⋆D
iϕ
)
+ λ
√
h
(−A2⋆ +DiϕDiϕ+ 1) , (3.24)
Hi =− 2Djπij + pϕDiϕ+ p⋆DiA⋆ + PEDiE + PFDiF, (3.25)
Note, that the other primary momenta are all weakly zero. Therefore, we could add them
to the momentum constraint. It is then straightforward to show that Hi is weakly equal to
first-class constraints corresponding to the time-independent spatial transformations.
As a next step, we have to check the time evolution of all the primary constraints. The
conservation of p¯ϕ, p¯⋆, ⊥ ˆ¯πij , ˆ¯πij, πE and π¯F fixes the Lagrange parameters uµ, uζ , (ˆ˜uΛ)ij ,
(uˆΛ)ij , uΣE and uΣF and vice versa.
The conservation of πN and π
i yields the usual Hamiltonian and momentum constraint
−π˙N = H ≈ 0, −π˙i = Hi ≈ 0. (3.26)
As discussed before, Hi is weakly equal to first-class constraints. On the other hand, it is
very involved to show that H together with πN are weakly equal to first-class constraints
responsible for the time transformations. However, it is natural to expect it due to the
diffeomorphism invariance of the starting theory and we will assume it in the following (see
[8, 26, 35] for related discussions). The mimetic constraint is given by the conservation of
pλ, namely
− 1
N
p˙λ =
√
h
(−A2⋆ +DiϕDiϕ+ 1) ≡ Cλ ≈ 0. (3.27)
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The conservation of the other primary constraint leads to
P˙V⋆ ≈
√
h
(−a3A2⋆ + 2a2)uF +√h (−a3 + 2a2) uE + {PV⋆ ,
∫
d3xNH} ≈ 0, (3.28)
˙¯PF ≈
√
ha3
(
A⋆ −A3⋆
)
uE +
√
h
(
a3A
2
⋆ − 2a2
)
uV⋆ + {P¯F ,
∫
d3xNH} ≈ 0, (3.29)
˙¯PE ≈
√
ha3
(
A3⋆ −A⋆
)
uF +
√
h (a3 − 2a2)uV⋆ + {P¯E ,
∫
d3xNH} ≈ 0, (3.30)
where {. , .} denotes the Poisson bracket. The equations above are not all independent and
two of them can be used to fix uF and uE in terms of uV⋆
uF ≈ 1√
ha3
1
A⋆(A2⋆ − 1)
[√
h (2a2 − a3)uV⋆ − {P¯E ,
∫
d3xNH}
]
, (3.31)
uE ≈ 1√
ha3
1
A⋆(A2⋆ − 1)
[√
h
(
a3A
2
⋆ − 2a2
)
uV⋆ + {P¯F ,
∫
d3xNH}
]
. (3.32)
While A⋆ ≈ 0 is inconsistent with the mimetic constraint (3.27), we have to note that these
relations only hold for A2⋆ 6≈ 1, which implies ϕ 6≈ t. Additionally, we obtain one secondary
constraint, which is given by
NCE ≡(2a2 − a3){P¯F ,
∫
d3xNH}− (2a2 − a3A2⋆) {P¯E ,
∫
d3xNH}
+ a3(A
3
⋆ −A⋆){PV⋆ ,
∫
d3xNH}
≈N PF
a3A2⋆ − 2a2
{
(2a2 − a3) a3
[
2A⋆V⋆ + EDiϕD
iϕ+
2
3
A⋆DkD
kϕ− 2
3
FA2⋆
]
+ (2a2 − a3)a2
(
2E +
8
3
F
)
+ (2a2 − a3A2⋆)a3
[
− (2E + F )DiϕDiϕ+ 2A⋆Diϕ
×Dj
(
DiϕD
jϕ
DkϕDkϕ
)
+ 2A2⋆E
]
− (2a2 − a3A2⋆)a2(4E + 2F )
}
−N(2a2 − a3)a3
×Di
(
PF
a3A2⋆ − 2a2
DiϕA⋆
)
−Na3A⋆DiϕDiϕp⋆ + 2N(2a2 − a3)πF
− 2N(2a2 − a3A2⋆)πE . (3.33)
The conservation of ( ˆ˜PB)ij , (PˆB)ij yields
1
N
d
dt
( ˆ˜PB)ij ≈ PF
a3A2⋆ − 2a2
[
2
(
a3A
2
⋆ − a2
)
⊥
ˆ˜Bij − 2a3A⋆
(
P ki P
l
j −
1
3
hijP
kl
)
DkDlϕ
]
− 2⊥ ˆ˜πij
≡(⊥ ˆ˜CB)ij ≈ 0, (3.34)
1
N
d
dt
(PˆB)ij ≈ PF
a3A2⋆ − 2a2
[
2(a3A
2
⋆ − a2)Bˆij + a3P k(jDi)ϕDkA⋆ − 2a3D(iϕBˆkj)Dkϕ
]
− 2a3
√
h
P k(jDi)ϕD
lϕ
DmϕDmϕ
D(k
(
1√
h
PF
a3A2⋆ − 2a2
Dl)ϕ
)
− 2πˆij ≡ (CˆB)ij ≈ 0
(3.35)
– 13 –
As a next step, we have to check the conservation of the secondary constraints. While (⊥
ˆ˜CB)ij
and (CˆB)ij fixes the Lagrange parameter (⊥ ˆ˜uB)ij and (uˆB)ij , the conservation of Cλ yields
a tertiary constraint
1
N
C˙λ = −2
√
hA⋆V⋆ + 2
√
hDiϕDiA⋆ − 2
√
hDiϕD
iϕE ≡ C(2)λ ≈ 0. (3.36)
Using (3.31) and (3.32) the conservation of CE yields
C˙E(y) ≈− 4
√
hNa2λDiϕD
iϕ+NJ(hij , πij , ...) +
∫
d3xuV⋆
[ 1
a3
1
A3⋆ −A⋆
(
(2a2 − a3)
× {CE(y), P¯F }+ (a3A2⋆ − 2a2){CE(y), P¯E}
)
+ {CE(y), PV⋆}
]
. (3.37)
It can be used to fix uV⋆ , which will explicitly depend on λ. The conservation of C
(2)
λ leads
to a new constraint
C˙
(2)
λ ≈
(
−2
√
hA⋆ + 2
√
h
a3A
2
⋆ − 2a2
a3A⋆
)
uV⋆ + 2
DkϕD
kϕ
a3(A3⋆ −A⋆)
{P¯F ,
∫
d3xNH}
+ {C(2)λ ,
∫
d3xNH} ≡ NC(3)λ ≈ 0. (3.38)
Since it depends on uV⋆ the new constraint depends explicitly on λ. Therefore, the conser-
vation of the new constraint C
(3)
λ will fix uλ and the chain of constraints stops here.
At the end, we have the standard eight first-class constraints and 32 second-class con-
straints. Since we have 56 canonical variables we end up with four degrees of freedom.
However, one can show that
{pλ, C(3)λ } ∝ DiϕDiϕ, (3.39)
while pλ weakly commutes with all the other constraints. Consequently, we can observe that
similarly to [19] the Dirac matrix is only invertible if and only if (iff) ∂iϕ 6≈ 0. Equivalently,
we can see that for this case the constraint C
(3)
λ is not conserved anymore. Therefore, for
homogeneous scalar fields ∂iϕ ≈ 0 the analysis has to be redone, starting from checking the
time conservation of the primary constraints. Eventually, we obtain that we have to impose
further constraints. In general, we have to distinguish the two different possible branches
of solutions with ∂iϕ ≈ 0 and ∂iϕ 6≈ 0 (see [23] for a similar discussion in the context of
cuscuton models).
3.2.2 Homogeneous field configuration
Let us now analyze the case of a homogeneous field ∂iϕ ≈ 0 more explicitly. We will only
outline the most important results and refer to [19], and to the appendix B, where we discuss
the same feature in detail for a simpler mimetic gravity model.
For the case ∂iϕ ≈ 0 we obtain ϕ ≈ f(t). Combining with the mimetic constraint we
introduce the constraint
Ct = ϕ− t ≈ 0. (3.40)
The propagation of the constraint yields the secondary constraint
C˙t = −1 +NA⋆ ≡ C(2)t ≈ 0. (3.41)
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These two constraints are second class and reduce the two first class constraints πN and H
to second class due to
{πN , C(2)t } = −A⋆, {Ct,H} ≈ A⋆. (3.42)
In this sense we have just the usual gauge fixing conditions for the unitary gauge in mimetic
gravity theories. In fact, for ”standard” mimetic gravity model, as the original mimetic
matter theory [1], these two constraints are just unitary gauge fixing conditions. However,
as discussed, we can see that imposing only the two second-class constraints Ct and C
(2)
t
as gauge-fixing condition leads to a singular Dirac matrix, since pλ now commutes weakly
with all the constraints. On the other hand, for ϕ ≈ t C(3)λ does not depend anymore on
λ and, therefore, its time conservation does not fix uλ. Instead, we have to impose further
constraints, since otherwise the mimetic constraint would not be conserved in time. Indeed
it is straightforward to see that the time conservation of C
(3)
λ leads to two additional second-
class constraints C
(4)
λ and C
(5)
λ , whereby the latter depends explicitly on λ and the chain of
constraint stops there. This mechanism is the same as discussed in [19] and for a particular
model in the appendix B.
Due to the two additional second-class constraints the number of degrees of freedom is
reduced by one. Imposing the conditions Ct and C
(2)
t cannot be considered just as gauge-
fixing conditions, since they introduce further constraints. Instead, as outlined before, we
can note that there are two different branches of models with ∂iϕ ≈ 0 and ∂iϕ 6≈ 0, which
are not equivalent. Instead, the transition from one to the other branch is singular and not
well defined. By imposing the homogeneous profile for the scalar field we pick up explicitly
one of the two possible branches of solutions.
Note, further that the first branch with ∂iϕ 6≈ 0 is only well defined if this condition holds
at all times, since otherwise the EOM breaks down in the singular point where ∂iϕ(x) ≈ 0
[23]. It is, however, beyond the scope of this paper to check it explicitly.
On the other hand, the branch of solutions with ϕ ≈ t obtained by imposing the
constraints Ct and C
(2)
t is well defined. Note that this is equivalent to directly imposing
the homogeneous scalar field in the action, as done in section 2. It is an explicitly Lorentz
breaking theory with three degrees of freedom (no Ostrogradski ghost). Alternatively, it
might be seen as a low-energy effective field theory [26].
3.3 Comments for higher orders
Let us discuss now operators of higher order. The quartic operators can be written as
L
(2,2)
1 =b1
(
CijC
ij − 2CiCi + V 2⋆
) [
R¯+KijK
ij +K2 − 2Diai − 2aiai + 2∇nK
]
, (3.43)
L
(2,2)
2 =b2
(
CijC
ij − 2CiCi + V 2⋆
) [
R¯ijD
iϕDjϕ+KKijD
iϕDjϕ+∇nKijDiϕDjϕ
−DiajDiϕDjϕ− aiajDiϕDjϕ− 2A⋆Diϕ
(
DjK
j
i −DiK
)
−A2⋆KijKij +A2⋆Diai
+A2⋆aia
i −A2⋆∇nK
]
, (3.44)
L
(2,2)
3 =b3
(
Cii − V⋆
)2 [
R¯+KijK
ij +K2 − 2Diai − 2aiai + 2∇nK
]
, (3.45)
L
(2,2)
4 =b4
(
Cii − V⋆
)2 [
R¯ijD
iϕDjϕ+KKijD
iϕDjϕ+∇nKijDiϕDjϕ−DiajDiϕDjϕ
− aiajDiϕDjϕ− 2A⋆Diϕ
(
DjK
j
i −DiK
)
−A2⋆KijKij
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+A2⋆Dia
i +A2⋆aia
i −A2⋆∇nK
]
, (3.46)
L
(2,2)
5 =b5
[
R¯ijklC
ikCjl +KikKjlC
ikCjl −KijKklCikCjl +
(
2V⋆C
ik − 2CiCk
)
×
(
−∇nKik −KijKjk +Diak + aiak
)
− 4CijCk (DiKkj −DkKij)
]
, (3.47)
L
(2,2)
6 =b6
(
Cii − V⋆
) [
R¯ijC
ij +KKijC
ij +∇nKijCij −DiajCij − aiajCij
− 2Ci
(
DjK
j
i −DiK
)
− V⋆KijKij +DiaiV⋆ + aiaiV⋆ −∇nKV⋆
]
. (3.48)
The operator L
(2,2)
3 is again a specific subcase of the analysis in [19]. Further, from the
previous discussion of the cubic operators we can note that the Hamiltonian analysis can
be straightforwardly generalized to the combination of the two quartic operators L
(2,2)
3 and
L
(2,2)
4 .
For the operators L
(2,2)
1 - L
(2,2)
4 we still have the same two scalar components of the
extrinsic curvature which acquire a time derivative, namely E and F . In the appendix C we
sketch the corresponding Hamiltonian analysis for these operators, arguing that by imposing
the degeneracy condition (2.32) the theory will in general have four dof which reduce to three
if we take the homogeneous condition for the scalar field ϕ ≈ t.
In contrast, the last two operators L
(2,2)
5 and L
(2,2)
6 have more independent components
of the extrinsic curvature with time derivatives. Therefore, we might expect more additional
dof for generic scalar field configurations ∂iϕ 6≈ 0, which are removed by identifying the
time flow with the scalar field. See, for instance, [26], where the restriction to homogeneous
field configurations removes two or more (Ostrogradski) ghost dof in modified Chern-Simons
gravity models. However, the full Hamiltonian analysis is beyond the scope of this paper.
The same argumentation also applies to quintic or higher orders. Indeed, it is for
instance straightforward to show that the analysis of the cubic operators carries on for the
two quintic operators L
(3,2)
1 and L
(3,2)
2 as well. Note, that for the quintic order we have a new
feature, due to the inclusion of operators which are quadratic in the curvature. Consequently,
the terms with time derivatives of the extrinsic curvature are no longer just linear in the
action. As a simple example, in the appendix D we will sketch the Hamiltonian analysis
for the term (2.47) combined with the operator L
(3,2)
1 , showing that there will be in general
again four dof, reducing to three by imposing ϕ ≈ t.
4 Non-homogeneous field configurations: Perturbations around Minkowski
To understand better the nature of the additional scalar degrees of freedom in non-homogeneous
field configurations, we consider as an example the action
S =
∫
d4x
√−g
(
L
(1,2)
2 − λ (gµν∂µϕ∂ν + 1)
)
. (4.1)
In the following, we discuss the scalar perturbations around flat space-time gµν = ηµν for
the homogeneous case ϕ = t and the inhomogeneous case ϕ =
√
1 + aiai t + aix
i. Note,
that the inhomogeneous profile of the scalar field is the most general one consistent with the
mimetic constraint in flat space-time and fulfills the full set of the EOM for a generic ai and
a vanishing background value of the Lagrange parameter λ0 = 0.
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4.1 Second-order action and gauge fixing
Considering only scalar perturbations
ds2 = −(1 + 2Φ)dt2 + 2∂iBdxidt+ ((1− 2Ψ)δij + 2∂i∂jE) dxidxj (4.2)
the second-order of the action (4.1) without gauge fixing can be written as
S(2) =
∫
d3xdt
[
− 2∆Φ∆δϕ+ 4∆δϕ∆Ψ − 10ϕ˙Ψ˙∆Φ + 2∆Φδϕ¨− 10∆Ψδϕ¨ − 6∆δϕΨ¨ − 6ϕ˙Φ˙Ψ¨
+ 6δϕ¨Ψ¨ + 2∆Ψ∂iϕ∂iΦ− 6Ψ¨∂iϕ∂iΦ− 2∆B˙∆δϕ+ 2∆E¨∆δϕ + 2∆E¨∂iϕ∂iB˙
+ 2∆Ψ∂iϕ∂iB˙ + 2∆E¨∂
iϕ∂iΦ+ 2∆B˙∂
iϕ∆∂iE + 2∆Φ∂
iϕ∆∂iE − 4∆Ψ∂iϕ∆∂iE
− 2ϕ˙∆Φ∆B + 4ϕ˙∆Ψ∆B − 2ϕ˙Φ˙∆B˙ + 2ϕ˙∆Φ∆E˙ − 4ϕ˙∆Ψ∆E˙ + 2ϕ˙Φ˙∆E¨
+ 2∆B˙δϕ¨− 2∆E¨δϕ¨− 6Ψ¨∂iϕ∂iB˙ + 8Ψ¨∂iϕ∆∂iE − δλ
(
2ϕ˙2Φ− 2ϕ˙δϕ˙
+ 2∂iϕ∂iδϕ+ 2Ψ(∂iϕ)
2 − 2∂iϕ∂jϕ∂i∂jE + 2ϕ˙∂iϕ∂iB
)]
. (4.3)
Using the EOM for δλ (i.e. using the mimetic constraint) we can express the gravitational
potential Φ as
Φ =
δϕ˙
ϕ˙
− (∂iϕ)
2
ϕ˙2
Ψ− ∂
iϕ
ϕ˙2
∂iδϕ+
∂iϕ∂jϕ
ϕ˙2
∂i∂jE − ∂
iϕ
ϕ˙
∂iB (4.4)
Plugging it back into the action we obtain
S(2) =
∫
d3xdt
[ 2
ϕ˙2
Ψ˙
(
(∂iϕ)
2∆− 3∂iϕ∂jϕ∂i∂j
)
ζ˙ + 8Ψ˙
1
ϕ˙
∂iϕ∆∂iζ − 2
ϕ˙2
∂iϕ∂jϕ∂i∂jζ∆Ψ
+
(
4 + 2
(∂iϕ)
2
ϕ˙2
)
∆ζ∆Ψ
]
, (4.5)
where we have introduced the Laplace operator ∆ ≡ δij∂i∂j and
ζ = δϕ˙+ ϕ˙B − ∂kϕ∂kE − ϕ˙E˙. (4.6)
From the action above, we can observe that there is a gauge degree of freedom which can be
used to set E = 0, B = 0 (Poisson Gauge) or E = 0, δϕ = 0 (Unitary Gauge) without loss
of generality. In the following we will use the Poisson Gauge.
4.2 Homogeneous case ϕ = t
In this case we obtain just
S(2) = 4
∫
d3xdt ∆Ψ∆δϕ (4.7)
To obtain a propagating degree of freedom we consequently need to add additional terms.
Further, to get a stable degree of freedom around the Minkowski background we have to
break the shift symmetry of the scalar field to make the background explicitly time depen-
dent. However, this would make the calculation in the non-homogeneous configuration very
involved. Therefore, we will restrict ourselves to L
(1,2)
2 , keeping in mind that this is a very
specific example.
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4.3 Non-homogenous case ∂iϕ 6= 0
For the general case the action can be written as
δS(2) =
∫
d3xdt
[ 2
ϕ˙2
Ψ˙
(
(∂iϕ)
2∆− 3∂iϕ∂jϕ∂i∂j
)
δϕ˙+ 8Ψ˙
1
ϕ˙
∂iϕ∆∂iδϕ− 2
ϕ˙2
∂iϕ∂jϕ∂i∂jδϕ∆Ψ
+
(
4 + 2
(∂iϕ)
2
ϕ˙2
)
∆δϕ∆Ψ
]
. (4.8)
Now let us define the spatial derivative operator
˜Ψ ≡ ((∂iϕ)2∆− 3∂iϕ∂jϕ∂i∂j)Ψ. (4.9)
The specific form will explicitly depend on the form of our background field. In particular,
note that the operator is in general neither negative nor positive definite. For simplicity, let
us discuss the example ϕ =
√
1 + α2 t+ αx:
˜ = α2(∂2y + ∂
2
z )− 2α2∂2x. (4.10)
One can decouple the two degrees of freedom by performing a transformation of variable
u+ = Ψ+ δϕ, u− = δϕ−Ψ (4.11)
Then we can rewrite the second-order action as
δS =
∫
d4x
[ 1
2ϕ˙2
u˙+˜u˙+ +
2
ϕ˙
u˙+∂
iϕ∆∂iu+ +
(
1 +
(∂iϕ)
2
2ϕ˙2
)
(∆u+)
2 − 1
2ϕ˙2
∂iϕ∂jϕ∂i∂ju+∆u+
− (u+ ⇐⇒ u−)
]
. (4.12)
Therefore, at least one of the two dof is a ghost, which can also be seen from the Hamiltonian
H = ϕ˙
2
2
p+˜
−1p+ − 2ϕ˙∂iϕ∆∂iu+˜−1p+ + 2∂iϕ∂jϕ∆∂iu+˜−1∆∂ju+ −
(
1 +
(∂iϕ)
2
2ϕ˙2
)
(∆u+)
2
+
1
2ϕ˙2
∂iϕ∂jϕ∂i∂ju+∆u+ − (u+, p+ ⇐⇒ u−, p−) . (4.13)
Note that, since the operator ˜ is in general not sign-definite, even for both of the dof the
kinetic energy can be negative. The EOM are
1
ϕ˙2
˜u¨+/− + 4
∂iϕ
ϕ˙
∆∂iu˙+/− +
1
ϕ˙2
∂iϕ∂jϕ∆∂i∂ju+/− −
(
2 + 1
(∂iϕ)
2
ϕ˙2
)
∆∆u+/− = 0. (4.14)
The dispersion relation depends on the form of the background field, due to ∂iϕ. Considering
the example ϕ =
√
1 + α2 t+ αx the dispersion relation can be written as
α2ω2
(
⊥k
2 − 2k2x
)− 4ωα√1 + α2 (⊥k2 + k2x) kx + α2 (⊥k2 + k2x) k2x − (3α2 + 2)(⊥k2 + k2x)2 = 0,
(4.15)
where ⊥k
2 = k2y + k
2
z . We can observe that there are no gradient instabilities, namely ω ∈ R.
Therefore, the modes are by themselves stable. However, the coupling between u+ and u−
at higher order may introduce instabilities.
Summarizing, we can observe that at the level of linear perturbations the additional
scalar dof can only be seen if the background scalar field is time and space-dependent, con-
sistently with similar results in [21, 24, 25].
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5 Summary and Conclusion
In this paper we have analyzed the direct coupling of higher derivative operators of the scalar
field to the curvature in mimetic gravity theories which were proposed to solve the instability
problems for linear perturbations around the FLRW background. Imposing homogeneous
field configurations ϕ = t at the action level we have derived degeneracy conditions between
the different operators to obtain a gravity theory with three dof up to the quintic order.
In contrast, we have shown for the cubic operators, by performing the full Hamiltonian
analysis for generic scalar field configurations, that these mimetic gravity theories have in
general four instead of three dof. This discrepancy can be explained by the fact that the
Dirac matrix is singular in the homogeneous point ∂iϕ ≈ 0, which is in agreement with
similar results in [19]. Therefore, imposing the homogeneous condition via the constraint
Ct = ϕ − t ≈ 0 does not just lead to the standard gauge fixing conditions but also to two
further second-class constraints which reduce the number of dof by one. Therefore, one has
to distinguish two different branches of solutions with ∂iϕ 6≈ 0 and ∂iϕ ≈ 0. While the
homogeneous point is singular, the theory in this singular point is itself well defined and can
be seen as a Lorentz violating theory or a low-energy effective field theory (similar discussions
[23, 26]). The results can be extended to higher orders, but, due to the presence of further
components of the extrinsic curvature with time derivatives, for some of these operators there
might be in general even more than four dof, which reduce to three by imposing the singular
homogeneous condition. This analysis is postponed to a future project.
Finally, we have discussed the linear perturbations around a Minkowski background for
a homogeneous, ϕ = t and non-homogeneous ϕ =
√
1 + α2 t + αx background scalar field,
for one particular choice of the higher-derivative operator to understand better the presence
of the additional scalar degree of freedom. We have observed that, for the non-homogeneous
background scalar field, there are two propagating scalar degrees of freedom present, as it is
expected from the Hamiltonian analysis for generic scalar fields. For this specific example the
two scalar dof decouple from each other and at least one of them has a ghost-like behaviour
(negative kinetic energy). By analyzing the dispersion relation we have shown that there
are no gradient instabilities and the modes themselves are stable. However, instabilities may
appear at higher orders, due to the coupling of the two scalar degrees of freedom.
Summarizing, the restriction of homogeneous field configurations operators with direct
coupling of higher derivatives to the curvature can provide new well-defined (no Ostrogradski
ghost) explicitly Lorentz violating mimetic gravity theories. In the future, we plan to study
the phenomenological properties of these models and their possible cosmological applications.
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A Hamiltonian analysis of L
(2,2)
1 in the homogeneous field configuration
The action for the quartic operator L
(2,2)
1 can be rewritten as
S =
∫
d4x
√−g [S2 − E2S + SR¯− 2∇nSE + Λ (S −EijEij)] (A.1)
The canonical conjugate momenta are given by
πij =
1
2
δL
δEij
= −
√
hSEhij −
√
hhij∇nS −
√
hΛEij, pS = −2E
√
h (A.2)
The others, πi and pΛ, are trivial primary constraints. Inversion yields
∇nS = − π
3
√
h
+
pS
2
√
h
(
S +
1
3
Λ
)
, Eij = − 1√
hΛ
(
πij − 1
3
πhij
)
− pS
6
√
h
hij (A.3)
From this we get the extended Hamiltonian
HT =
∫
d3x
(H +N iHi + uiπi + uΛpΛ) , (A.4)
with
H = − 1
Λ
√
h
(
πijπ
ij − 1
3
π2
)
− 1
3
πpS√
h
+
1
4
p2S√
h
(
S +
1
3
Λ
)
−
√
hS2 −
√
hSR¯−
√
hSΛ,
(A.5)
Hi = −2Djπji + pS∂iS + pΛ∂iΛ (A.6)
As usual, the conservation of πi yields the constraint Hi. Together, πi and Hi form the
six first-class constraints, corresponding to the invariance under time-independent spatial
transformations.
The conservation of pΛ yields
p˙Λ = {pΛ,HT } ≈ − 1
12
p2S√
h
− 1√
hΛ2
(
πijπ
ij − 1
3
π2
)
+
√
hS ≡ CΛ (A.7)
The conservation of CΛ fixes the Lagrange parameter uΛ
C˙Λ ≈ − 1√
hΛ3
(
πijπ
ij − 1
3
π2
)
uΛ + {CΛ,
∫
d3xH}. (A.8)
Therefore, the chain of constraints ends here. Finally, there are six first-class constraints,
corresponding to the spatial transformation, πi and Hi, and two second-class constraints, pΛ
and CΛ, which results in four degrees of freedom.
B Degeneracy in the homogeneous field configuration
To analyze the behaviour of the mimetic gravity model which are degenerate in the homo-
geneous field configuration ϕ = t, it is instructive to discuss for simplicity the following
model
S =
∫
d4x
√−g
[
1
2
R+
1
3
(ϕ)2 − λ (∂iϕ∂iϕ+ 1)
]
=
∫
d4x
√−g
[1
2
R+
1
3
χ2 + ǫχ+ gµν∂µǫ∂νϕ− λ (gµν∂µϕ∂νϕ+ 1)
]
. (B.1)
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As discussed in [16, 19], there are in general three degrees of freedom. However, restricting
to the homogeneous field configuration ϕ ≈ t the number of degrees of freedom reduces to
two. The reason for this reduction is the same as in the models discussed in this paper.
Therefore, it is instructive to analyze the origin of this reduction in more detail. The
Hamiltonian constraint derived in [16] has the following form
H =Hgr − λ p
2
ǫ√
h
− pǫpϕ√
h
+ λ
(
hij∂iϕ∂jϕ+ 1
) − 1
3
√
hχ2 −
√
hǫχ−
√
hhij∂iǫ∂jϕ, (B.2)
where Hgr is the standard Hamiltonian constraint of GR. There are six second-class con-
straints, which can be expressed as pχ ≈ 0, pλ ≈ 0 and
Cχ =
2
3
χ+ ǫ, (B.3)
C
(1)
λ =
(
−
√
h
(
hij∂iϕ∂jϕ+ 1
)
+
p2ǫ√
h
)
, (B.4)
C
(2)
λ ≈
(
−3pǫǫ− 2 pǫ√
h
∂i
(√
hhij∂jϕ
)
+ 2
√
hhij∂iϕ∂j
(
pǫ√
h
)
+ 4πij∂iϕ∂jϕ+ 2π
)
,
(B.5)
C
(3)
λ ≈− 2λ
√
hhij∂iϕ∂jϕ− 2DiϕDiϕpǫpϕ√
h
+
1
2
√
hR¯
+ 2ǫχ
√
hDiϕD
iϕ+ 4
pǫ√
h
DiD
ipǫ − 4
√
hχDiD
iϕ+ 6
π√
h
DiϕD
ipǫ
− 3
√
hDiϕD
iǫ+
√
hDiϕD
iǫ+
√
hR¯DiϕD
iϕ+ 4
πklπkl√
h
DiϕD
iϕ
+
√
hχ2(1 +
2
3
DiϕD
iϕ)− π
2
2
√
h
(6 + 4DiϕD
iϕ) + 8
pǫ√
h
DiϕDjπ
j
i + 8
pǫπ
ij
√
h
DiDjϕ
+ 2
√
h
(
DiD
iϕ
)2 − 4√hDiϕDjDjDiϕ− 16πki πjk√
h
DiϕDjϕ− 2
√
hDiϕD
iǫDjϕD
jϕ
− 2pǫπ√
h
DiD
iϕ+ 6
πijπij√
h
− 16 π
ij
√
h
DipǫDjϕ+ 8
ππij√
h
DiϕDjϕ− 2
√
hDiDjϕD
iDjϕ.
(B.6)
The constraint C
(3)
λ depens explicitly on λ and its conservation fixes the Lagrange parameter
uλ associated to the primary constraint pλ. The Dirac matrix ΩIJ = {CI , CJ}, where CI are
the six second class constraints pλ, pχ, Cχ, C
(1)
λ , C
(2)
λ and C
(3)
λ , can be expressed as
ΩIJ =


0 0 0 0 0 A
0 0 B 0 0 C
0 −B 0 D E F
0 0 −D 0 M H
0 0 −E −M I J
−A −C −F −H −J −K


. (B.7)
Consequently, the determinant is given by
detΩIJ = A
2B2M2. (B.8)
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The Dirac matrix is only well defined and invertible if the determinant is weakly non-
vanishing, which means that
A = {pλ(x), C(3)λ (y)} = 2
√
hhij∂iϕ∂jϕδ
(3)(x− y), (B.9)
B = {pχ(x), Cχ(y)} = −2
3
δ(3)(x− y), (B.10)
M = {C(1)λ (x), C(2)λ (y)} ≈ −2
√
hhij∂iϕ∂jϕδ
(3)(x− y), (B.11)
has to be weakly non-vanishing. This shows directly that for any solution with Diϕ ≈ 0
the determinant vanishes weakly. On the other hand, we could note that for Diϕ ≈ 0 the
second-class constraint C
(3)
λ does not depend on λ anymore and consequently its conservation
does not fix the Lagrange paramter uλ and its evolution can evolve to non-vanishing values.
Consequently, we have to distinguish two scenarios with Diϕ ≈ 0 and Diϕ 6≈ 0.
Let us focus now on the first case. For this reason let us introduce the constraint
Ct = ϕ− t ≈ 0. (B.12)
Its time evolution yields another constraint, namely
C
(2)
t = −1−N
pǫ√
h
≈ 0. (B.13)
These two constraints do not commute with πN andH and consequently fix the gauge freedom
corresponding to the time-diffeomorphism invariance. From this point of view the constraints
Ct and C
(2)
t could be understood as a gauge-fixing condition ϕ = t, which is normally called
unitary gauge.
While in standard gravity models this is indeed the case, we have already seen before
that for this model the choice of ϕ ≈ t is singular, as far as the Dirac bracket (B.8) is
concerned. This requires further analysis. Indeed, checking the chain of constraints we note
that C
(3)
λ is now given by
C
(3)
λ ≈
1
2
√
hR¯− 2 π
2
√
h
+ 6
πijπij√
h
≈ 0. (B.14)
As outlined before, C
(3)
λ does not depend on λ anymore and the chain of constraints does not
stop. Instead the conservation of C
(3)
λ leads to two further second-class constraints which are
given by
C
(4)
λ ≈− 8R¯ijπij + 2πR¯ ≈ 0, (B.15)
C
(5)
λ ≈2
√
hR¯λ− pϕR¯+ 4
√
hR¯ijR¯
ij + 16R¯
πijπij√
h
+ 32R¯ij
πki πjk√
h
− 20
3
R¯
π2√
h
+ 16
πij√
h
DkD
kπij
− 8 π√
h
DkD
kπ − 32 π
ij
√
h
DkDjπ
k
i + 8
π√
h
DjDkπ
kj + 8
πij√
h
DiDjπ. (B.16)
Since C
(5)
λ explicitly depends on λ its time conservation fixes the Lagrange parameter uλ and
the chain of constraints stops here.
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C Hamiltonian analysis of quartic operators
Considering the operators L
(2,2)
1 - L
(2,2)
4 and using the degeneracy condition (2.32) the La-
grangian can be formally written as
Ltot = Lkin + L0 − λ
(−A2⋆ +DiϕDiϕ+ 1) , (C.1)
with
Lkin =2b1
(
CklC
kl − CkCk + V 2⋆
) [(
1−A2⋆ +DiϕDiϕ
)
VE +
(
1−A2⋆
)
VF
]
+
(
Ckk − V⋆
)2 [
2b3 (VE + VF ) + b4
(
DkϕD
kϕ−A2⋆
)
VE − b4A2⋆VF
]
. (C.2)
Note, that in the first term the pre-factor of VE is proportional to the mimetic constraint.
This will be later crucial for the number of dof.
Using the same notation and auxiliary variables as in subsection 3.2 the non-trivial
primary constraints can be written as
P¯E =2b1
(
CklC
kl − CkCk + V 2⋆
) (
1−A2⋆ +DiϕDiϕ
)
+
(
Ckk − V⋆
)2
×
[
2b3 + b4
(
DkϕD
kϕ−A2⋆
)]
− PE ≈ 0, (C.3)
P¯F =2b1
(
CklC
kl − CkCk + V 2⋆
) (
1−A2⋆
)
+
(
Ckk − V⋆
)2 [
2b3 − b4A2⋆
]− PF ≈ 0, (C.4)
while the other non-trivial primary constraints are given by (3.20) - (3.22). The Hamiltonian
constraint is given by
H =− L0 + λ(−A2⋆ +DkϕDkϕ+ 1) + pϕA⋆ + 2⊥ ˆ˜Bij⊥ ˆ˜πij + 2Bˆijπˆij + 2πEE + 2πFF
+ p⋆V⋆ −
√
hDi
(
p⋆√
h
Diϕ
)
. (C.5)
The time conservation of pλ leads to the mimetic constraint Cλ (3.27). On the other hand,
from the time conservation of P¯E , P¯F , PV⋆ , (⊥
ˆ˜PB)ij and (PˆB)ij we obtain
d
dt
PV⋆ ≈{PV⋆ ,
∫
d3x P¯E}uE + {PV⋆ ,
∫
d3x P¯F }uF + {PV⋆ ,
∫
d3xNH}, (C.6)
d
dt
P¯E ≈{P¯E ,
∫
d3xPV⋆}uV⋆ + {P¯E ,
∫
d3x P¯F }uF + {P¯E ,
∫
d3xNH}, (C.7)
d
dt
P¯F ≈{P¯F ,
∫
d3xPV⋆}uV⋆ + {P¯F ,
∫
d3x P¯E}uE + {P¯F ,
∫
d3x(⊥
ˆ˜PB)ij}(⊥ ˆ˜uB)ij
+ {P¯F ,
∫
d3x (PˆB)ij}(uˆB)ij + {P¯E ,
∫
d3xNH}, (C.8)
d
dt
(⊥
ˆ˜PB)ij ≈{(⊥ ˆ˜PB)ij,
∫
d3x P¯F }uF + {(⊥ ˆ˜PB)ij ,
∫
d3xNH}, (C.9)
d
dt
(PˆB)ij ≈{(PˆB)ij ,
∫
d3x P¯F }uF + {(PˆB)ij ,
∫
d3xNH}, (C.10)
where we have used the fact that all the commutators between the primary constraints are
proportional to the delta-function, δ(x − y), (no spatial derivatives) so that we can pull out
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the Lagrange parameters. We can use the first two equations to fix uE and uV⋆ . Plugging it
into equation (C.8) we obtain a relation between (uˆB)ij and (⊥ ˆ˜uB)ij so that it also does not
lead to a secondary constraint.
On the other hand, from the last two equations we can fix uF by multiplying for instance
the time conservation of (PˆB)ij with Bˆ
ij. Plugging back the solution for uF we obtain three
independent secondary constraints, which we denote as (CˆB)ij and (⊥
ˆ˜CB)ij . Their time
evolution will fix the remaining components of (uˆB)ij and (⊥ ˆ˜uB)ij.
The time conservation of the mimetic constraint leads to a tertiary constraint C
(2)
λ which
is given by (3.36). Its time evolution yields
C˙
(2)
λ ≈ −2A⋆uV⋆ + 2DkϕDkϕuE + {C(2)λ ,
∫
d3xNH}. (C.11)
Using the expressions for uE and uV⋆ we obtain a new constraint which, however, does not
depend on λ or pϕ. Further, the dependence on p⋆ and πE is given by the specific combination
C
(3)
λ ≈
1
2(2b3 − b4)
1
Ckk − V⋆
(
2A⋆p⋆ − 4πEDkϕDkϕ
)
+ ... , (C.12)
which commutes with the mimetic constraint Cλ. Consequently, the new constraint C
(4)
λ due
to the time conservation of C
(3)
λ also does not depend on λ. The time conservation of C
(4)
λ
finally leads to C
(5)
λ .
Note, that in general the operator L
(2,2)
3 is independent from the others. For b1 = 0 and
b4 = 0 we have to recover the result from [19] that the theory has four dof. Together with
C
(5)
λ there are already 32 second class and eight first class constraints which would result in
four dof. Consequently, we can deduce that in general C
(5)
λ has to depend on λ so that the
chain of constraints stops.
When the two constraints Ct and C
(2)
t eqs. (B.12) and (B.13) are imposed, P¯F commutes
with P¯E , (PˆB)ij and (⊥
ˆ˜PB)ij . Therefore, the time conservation of these operators leads to
two further constraints, which have the same fundamental structure as in subsection 3.2. At
the end there will be two further second-class constraints, reducing the number of dof by one,
consistently with our previous discussions.
D Hamiltonian analysis of quintic operators
As an example, let us consider the following action
S =
∫
d4x
√−g
[
dϕ
(
1
2
R+Rµνϕ
µϕν
)2
+ c (ϕ)3R− λ(X + 1)
]
=
∫
d4x
√−g
[
dϕχ2 + c (ϕ)3R+Ω
(
χ− 1
2
R−Rµνϕµϕν
)
− λ(X + 1)
]
. (D.1)
For simplicity, we assume that d and c are constant. The analysis is very involved and we
will just sketch the most important steps. We can split the Lagrangian formally as in (C.1)
Ltot = Lkin + L0 − λ
(−A2⋆ +DiϕDiϕ+ 1) , (D.2)
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with
Lkin =2c
(
Ckk − V⋆
)3
(VE + VF )− Ω
[
(1−A2⋆ +DiϕDiϕ)VE + (1−A2⋆)VF
]
. (D.3)
Using the same procedure as in section 3.2 the non-trivial primary constraints can be written
as
P¯F =2c
(
Ckk − V⋆
)3
− (1−A2⋆)Ω− PF , (D.4)
P¯E =2c
(
Ckk − V⋆
)3
− (1 +DkϕDkϕ−A2⋆)Ω− PE , (D.5)
while the other non-trivial primary constraints are given by (3.20) - (3.22). The Hamiltonian
constraint can be formally expressed as
H =− L0 + λ(−A2⋆ +DkϕDkϕ+ 1) + pϕA⋆ + 2⊥ ˆ˜Bij⊥ ˆ˜πij + 2Bˆijπˆij + 2πEE + 2πFF
+ p⋆V⋆ −
√
hDi
(
p⋆√
h
Diϕ
)
. (D.6)
The time conservation of the primary constraints leads to the mimetic constraint Cλ (3.27)
and
1
N
P˙χ ≈− 2d
(
Ckk − V⋆
)
χ− Ω ≡ Cχ ≈ 0, (D.7)
1
N
d
dt
(⊥
ˆ˜PB)ij ≈2
[
c
(
Ckk − V⋆
)3
− Ω
(
1
2
−A2⋆
)]
⊥
ˆ˜Bij − 2ΩA⋆
(
P ki P
l
j −
1
3
hijP
kl
)
DkDlϕ
− 2⊥ ˆ˜πij ≡ (⊥ ˆ˜CB)ij ≈ 0, (D.8)
1
N
d
dt
(PˆB)ij ≈2
[
c
(
Ckk − V⋆
)3
− Ω
(
1
2
−A2⋆
)]
Bˆij +ΩP
k
(jDi)ϕDkA⋆ − 2ΩD(iϕBˆkj)Dkϕ
− 2
√
h
P k(jDi)ϕD
lϕ
DmϕDmϕ
D(k
(
1√
h
ΩA⋆Dl)ϕ
)
− 2πˆij ≡ (CˆB)ij ≈ 0. (D.9)
Further, the time conservation of PΩ, P¯F , P¯E and PV⋆ fixes the associated Lagrange parameter
uΛ, uF , uE and uV⋆ .
The time conservation of the secondary constraints Cχ, (⊥
ˆ˜CB)ij , (CˆB)ij fixes uχ, (⊥ ˆ˜uB)ij ,
(uˆB)ij . On the other hand, the time conservation of the mimetic constraint leads to a tertiary
constraint C
(2)
λ (3.36). Its time evolution yields a new constraint
NC
(3)
λ ≈2
√
hA⋆{P¯E ,
∫
d3xNH}+ 6
√
h c
(
Ckk − V⋆
)2
{PΩ,
∫
d3xNH}
+ 2
√
hDkϕD
kϕ{PV⋆ ,
∫
d3xNH}− 3
√
h c
(
Ckk − V⋆
)2
{C(2)λ ,
∫
d3xNH}. (D.10)
Contrary to the cubic analysis and similar to the analysis in appendix C, it does not depend
on λ and pϕ. Further, it only depends on a special combination of p⋆ and πE
C
(3)
λ ≈ 2
√
h
(
2A⋆πE − p⋆DiϕDiϕ
)
+ ... , (D.11)
which commutes with the mimetic constraint Cλ. Consequently, the new constraint C
(4)
λ
obtained by requiring the time conservation of C
(3)
λ also does not depend on λ. Its time
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evolution finally leads to C
(5)
λ . Note that the two operators L
(1,4) and L
(3,2)
1 are in general
independent and for d = 0 and c 6= 0 we recover the result from [19]. Using the same
argumentation as in appendix C we can deduce that in general C
(5)
λ has to depend on λ so
that the chain of constraints stops here and we obtain four degrees of freedom.
Imposing the two constraints Ct and C
(2)
t eqs. (B.12) and (B.13) we obtain the same
results as in the other cases. The chain of constraints breaks down, since the conservation of
PΩ, P¯E , P¯F and PV⋆ is not sufficient anymore to fix the corresponding Lagrange parameters
and consequently we have to impose further constraints. At the end there will be two further
second-class constraints reducing the number of the dof to three.
References
[1] A. H. Chamseddine and V. Mukhanov, Mimetic Dark Matter, JHEP 11 (2013) 135,
[1308.5410].
[2] A. O. Barvinsky, Dark matter as a ghost free conformal extension of Einstein theory,
JCAP 1401 (2014) 014, [1311.3111].
[3] A. Golovnev, On the recently proposed Mimetic Dark Matter, Phys. Lett. B728 (2014) 39–40,
[1310.2790].
[4] A. H. Chamseddine, V. Mukhanov and A. Vikman, Cosmology with Mimetic Matter,
JCAP 1406 (2014) 017, [1403.3961].
[5] F. Arroja, N. Bartolo, P. Karmakar and S. Matarrese, The two faces of mimetic Horndeski
gravity: disformal transformations and Lagrange multiplier, JCAP 1509 (2015) 051,
[1506.08575].
[6] F. Arroja, N. Bartolo, P. Karmakar and S. Matarrese, Cosmological perturbations in mimetic
Horndeski gravity, JCAP 1604 (2016) 042, [1512.09374].
[7] F. Arroja, T. Okumura, N. Bartolo, P. Karmakar and S. Matarrese, Large-scale structure in
mimetic Horndeski gravity, JCAP 1805 (2018) 050, [1708.01850].
[8] K. Takahashi and T. Kobayashi, Extended mimetic gravity: Hamiltonian analysis and gradient
instabilities, JCAP 1711 (2017) 038, [1708.02951].
[9] D. Langlois, M. Mancarella, K. Noui and F. Vernizzi, Mimetic gravity as DHOST theories,
1802.03394.
[10] L. Sebastiani, S. Vagnozzi and R. Myrzakulov, Mimetic gravity: a review of recent
developments and applications to cosmology and astrophysics,
Adv. High Energy Phys. 2017 (2017) 3156915, [1612.08661].
[11] Y. Zheng, L. Shen, Y. Mou and M. Li, On (in)stabilities of perturbations in mimetic models
with higher derivatives, JCAP 1708 (2017) 040, [1704.06834].
[12] H. Firouzjahi, M. A. Gorji and S. A. Hosseini Mansoori, Instabilities in Mimetic Matter
Perturbations, JCAP 1707 (2017) 031, [1703.02923].
[13] A. Ijjas, J. Ripley and P. J. Steinhardt, NEC violation in mimetic cosmology revisited,
Phys. Lett. B760 (2016) 132–138, [1604.08586].
[14] S. Hirano, S. Nishi and T. Kobayashi, Healthy imperfect dark matter from effective theory of
mimetic cosmological perturbations, JCAP 1707 (2017) 009, [1704.06031].
[15] M. A. Gorji, S. A. Hosseini Mansoori and H. Firouzjahi, Higher Derivative Mimetic Gravity,
JCAP 1801 (2018) 020, [1709.09988].
[16] A. Ganz, P. Karmakar, S. Matarrese and D. Sorokin, Hamiltonian analysis of mimetic scalar
gravity revisited, Phys. Rev. D99 (2019) 064009, [1812.02667].
– 26 –
[17] M. Chaichian, J. Kluson, M. Oksanen and A. Tureanu, Mimetic dark matter, ghost instability
and a mimetic tensor-vector-scalar gravity, JHEP 12 (2014) 102, [1404.4008].
[18] O. Malaeb, Hamiltonian Formulation of Mimetic Gravity, Phys. Rev. D91 (2015) 103526,
[1404.4195].
[19] Y. Zheng, Hamiltonian analysis of Mimetic gravity with higher derivatives, 1810.03826.
[20] R. P. Woodard, Ostrogradsky’s theorem on Hamiltonian instability,
Scholarpedia 10 (2015) 32243, [1506.02210].
[21] D. Blas, O. Pujolas and S. Sibiryakov, On the Extra Mode and Inconsistency of Horava
Gravity, JHEP 10 (2009) 029, [0906.3046].
[22] J. Chagoya and G. Tasinato, A new scalartensor realization of HoavaLifshitz gravity,
Class. Quant. Grav. 36 (2019) 075014, [1805.12010].
[23] H. Gomes and D. C. Guariento, Hamiltonian analysis of the cuscuton,
Phys. Rev. D95 (2017) 104049, [1703.08226].
[24] A. De Felice, D. Langlois, S. Mukohyama, K. Noui and A. Wang, Generalized instantaneous
modes in higher-order scalar-tensor theories, Phys. Rev. D98 (2018) 084024, [1803.06241].
[25] A. Iyonaga, K. Takahashi and T. Kobayashi, Extended Cuscuton: Formulation,
JCAP 1812 (2018) 002, [1809.10935].
[26] M. Crisostomi, K. Noui, C. Charmousis and D. Langlois, Beyond Lovelock gravity: Higher
derivative metric theories, Phys. Rev. D97 (2018) 044034, [1710.04531].
[27] R. L. Arnowitt, S. Deser and C. W. Misner, The Dynamics of general relativity,
Gen. Rel. Grav. 40 (2008) 1997–2027, [gr-qc/0405109].
[28] A. Ganz, N. Bartolo, P. Karmakar and S. Matarrese, Gravity in mimetic scalar-tensor theories
after GW170817, JCAP 1901 (2019) 056, [1809.03496].
[29] X. Gao and Z.-b. Yao, Spatially covariant gravity with velocity of the lapse function: the
Hamiltonian analysis, 1806.02811.
[30] X. Gao, Hamiltonian analysis of spatially covariant gravity, Phys. Rev. D90 (2014) 104033,
[1409.6708].
[31] R. Saitou, Canonical invariance of spatially covariant scalar-tensor theory,
Phys. Rev. D94 (2016) 104054, [1604.03847].
[32] P. Horava, Quantum Gravity at a Lifshitz Point, Phys. Rev. D79 (2009) 084008, [0901.3775].
[33] S. Ramazanov, F. Arroja, M. Celoria, S. Matarrese and L. Pilo, Living with ghosts in
Hoava-Lifshitz gravity, JHEP 06 (2016) 020, [1601.05405].
[34] C. Deffayet, G. Esposito-Farese and D. A. Steer, Counting the degrees of freedom of generalized
Galileons, Phys. Rev. D92 (2015) 084013, [1506.01974].
[35] D. Langlois and K. Noui, Hamiltonian analysis of higher derivative scalar-tensor theories,
JCAP 1607 (2016) 016, [1512.06820].
[36] J. Ben Achour, M. Crisostomi, K. Koyama, D. Langlois, K. Noui and G. Tasinato, Degenerate
higher order scalar-tensor theories beyond Horndeski up to cubic order, JHEP 12 (2016) 100,
[1608.08135].
[37] P. A. M. Dirac, Generalized Hamiltonian dynamics,
Proc. Roy. Soc. Lond. A246 (1958) 326–332.
– 27 –
