The availability of images in different applications are augmented owing to the technological advancement. Hence, image compression has proved to be a valuable technique as one solution. This paper gives the review of compression techniques. Based on this, we recommended some general guidelines to choose the best compression algorithm for a medical image. In this method, the ROI is encoded separately using ISOM with high priority and high resolution and the back ground (BG) region which has a lower priority is separately encoded with a low resolution version of the ISOM. Finally, the two regions, are merged together to get the reconstructed image. Our results show that the proposed method gives very good image quality for diagnosis without any degradable loss. The performance of the compression technique is evaluated using the parameters (MSE, and PSNR) and achieved better result compared to other existing methods. As a result, we strongly believe that using our method we can overcome the limitations in storage and transmission of medical images that are produced day by day.
reducing the, image quality. Compared to JPEG, our lossy compression, scheme shows better, performances (in terms of PSNR) for compression, rates higher than 30 (Amerijckx et al., 1998) .
In our work, we, propose new technique, based on region of interest (ROI) and, incremental self organising map (ISOM) (Chaabouni et al., 2012) . To achieve better compression rate, we combine DWT with ISOM. The ROI, region and the background, regions are encoded separately and, the two encoded images, are merged to get a, compressed image.
The outline of this study is as follows; Section 2 describes the algorithm of ISOM used than, Section 3 presents the details of method proposed with ROI and back ground (BG) image segmentation and Section 4 deals with the results and discussion. Conclusion is presented in Section 5.
Image compression with ISOM

Description
There are many types, of self-organising networks, applicable to a wide area, of problems. One of the, most basic schemes is competitive, learning. The Kohonen, network can be seen as, an extension to the competitive, learning network (Luger, 2002) . Self-organising maps are a kind of artificial neural networks which, inspire from the learning neural networks. This kind, of neural network, allows projecting an entry, space on a one or two dimensional map, called topological map. It is, composed of two layers, an, entry vector, and, a map where all elements are of the same dimension as for the entry.
Incremental self organising map
ISOM (Chaabouni et al., 2011 ) is an incremental network having an unsupervised learning scheme. ISOM is a two layer network, as shown in Figure 1 . In Figure 1 , k represents the dimension of the input vector. The nodes in the first layer represent the coefficients vectors (code words). The number of nodes in the first layer is determined after the decomposition of the picture. The winner-takes-all guarantees that there will be only one node activated. While first layer represents input vector, index layer represents the index values of the input vector. The training of Kohonen networks (Negnevitsky, 2002) , is competitive: when an entry vector is presented to neural network, all neurons get in completion to determine the winner neuron which is the one with the weight vector i closest to the entry vector according to a distance measure (generally the Euclidean distance). Thus the winner neuron get closer to the vector entry by adjusting his weight vectors according to the distance between him and the winner following this rule, ( )
where k is the iteration index, and η is the gain constant (0 < η ≤ 1).This process is to be iterated until the convergence of the map (when the distortion of the map between two consecutive iterations is smaller). The number of nodes in the first layer and the indexes of the output nodes are automatically determined during the learning. By the end of the training, the map is ready to be used. Thus when a new entry vector is presented to the map; the distance between this vector and each neuron is calculated to determine the winner which is the closest to the new vector, and hence it will be affected to the class which corresponds to the winner (Zumray, 2008) . 
Data compression using SOM
One important feature of SOM is the possibility of achieving high compression ratios with relatively small block size. Another important advantage of SOM image compression is its fast decompression by table lookup technique. SOM is basically a clustering method, grouping similar vectors (blocks) into one class (Kohonen, 2001) . Our basic approach to image compression consists of several key steps.
Step 1 Extract a square block from the image in an order.
Step 2 Compute the clustering to the block of the image by the methodology of ISOM.
Step 3 Compute the Euclidean distances between the input vector and the node in the first layer, and find the minimum distance.
Step 4 The competition between the neurons of the card of Kohonen is started. This competition is based on the strategy of 'Winner Takes all'. If the minimum distance exceeds the threshold ε fixed by the user, the weights will not be modified and increment the index counter by one, otherwise, the weights of the node of the card are updated nearest to the input vector according to equation (1) and the number of classes is the same one.
Step 5 Last step provides us a matrix 'classes' which contains the indices of classes of each block and a matrix 'weight' which represents the weights of the found classes respectively. This phase constitutes the compression phase of the image.
Step 6 We can improve this compression on applying the Huffman code on the matrix.
Step 7 Compute decompression phase by rebuilding the compressed image.
The use of ISOM will provide us two matrixes; one which contain the indices of classes of each block and another matrix which represents the weights of the found classes respectively. This phase constitutes the compression of the image, considering which one has a profit in the face of the image. At the decompression phase, for each index, a lookup process is performed in the input vector to obtain the corresponding weight representative of the original block. The obtained weights are placed, in sequence, at the decompressed file.
1 load the compressed file 2 select, in order, an index i from the indices of 'classes' tables 3 using i as an address, access the corresponding vector to obtain the weight and store it in the same order of index i into the decompressed file.
The proposed compression method
In the proposed methodology, the input medical image is first segmented into two regions. The first is the ROI, which has the area of interest of the medical practitioner and the second is the background BG, which has less important data. In the present work, a background/foreground separation algorithm is used to identify ROI and background regions BG. A manually method is used for this purpose. After segmenting the image into foreground and background, the ISOM algorithm with low bit rate is used to compress the background, while the ISOM algorithm with high bit rate is used on the foreground. Thus, this method is designed and used for compressing medical images.
As it is shown in Figure 2 , discrete wavelet transform DWT is employed after segmentation. Then the priority of encoding is set. That is, the ROI is set on higher priority, since it has more important information for diagnostic purposes; and the BG is set on lower priority, since it has less important information (such as patient information and the ultrasound image parameters inform of texts, which are fully understood with high compression ratio) for diagnostic purposes. Wavelets are useful for compressing signals but they also have far more extensive uses. They can be used to process and improve signals, in fields such as grey scale image. They can be used to remove noise in an image, for example if it is of very fine scales, wavelets can be used to cut out this fine scale, effectively removing the noise. In 2D, the images are considered to be matrices with N rows and N columns. At every level of decomposition the horizontal data is filtered, and then the approximation and details produced from this are filtered on columns. At every level, four sub-images are obtained; the approximation, the vertical detail, the horizontal detail and the diagonal detail. Each image is converted into blocks and when DWT is applied over it, LL (approximation coefficients), LH (horizontal coefficients), HL (vertical coefficients) and HH (diagonal coefficients) components are obtained. For each image, only LL coefficients are stored because the detailed coefficients contain less important information and will not improve the visual quality of the image. The approximation coefficients in floating point are quantised and encoded into integers.
The basic steps used in the ISOM compression algorithm were:
1 calculate the DWT of the image 2 compute the ISOM technique on the first bloc of decomposition wavelet (the approximations) 3 apply the inverse discrete wavelet transform (IDWT) for the decompressed image.
After separating out the image area ROI and the BG, the ISOM compression algorithm is applied as shown in Figure 2 in block diagram. The ROI is compressed with high bit rate and low compression ratio to have a high diagnostic quality whereas the BG is compressed with high compression ratio and low bit rate. Thereby, as a result, the overall compression ratio is good along with the improved quality of the reconstructed image. After encoding of the ROI and the BG separately, they are merged to get a good overall compression ratio and the performance of the reconstructed image. Figure 3 shows an original thyroid ultrasound image. The separated ROI and BG from this image are shown through Figures 3(b) to 3(c) , respectively. The reconstructed image is shown in Figure 3(d) . For the lesser complexity purpose the entire diagnostic image area has been selected as ROI as shown in Figure 3(b) . Depending upon the type of image and need of the diagnosis, the shape and the size of ROI may vary. The present work is based on ISOM algorithm. The segmentation method of selecting the ROI mask is used to separate out BG and ROI from the given test image.
Experimental results and discussions
In this study, ISOM, JPEG standard and SPIHT algorithm are comparatively examined for medical image compression. Ultrasound images are compressed by these three methods. The original medical images are shown in Figure 3(a) . The size of the ultrasound image of thyroid is 512 * 512. All simulations are performed by using MATLAB toolbox. 
The experimental results that evaluate the performance of the proposed approach by comparing it with three methods ISOM, JPEG and SPIHT are tabulated. Table 1 shows the experimental results applied for thyroid. In the following, we present numerical results to evaluate and compare the considered compression techniques. We present the summary of the trade-off between EQM and PSNR results in Figure 6 for each image compression method.
Compression performance measuring parameters
To measure the efficiency of a compression algorithm, performance parameters are needed to be evaluated. More often, mean square error (MSE) and peak signal to noise ratio (PSNR) are used as evaluation parameters. The PSNR is one of the most adequate parameters to measure the quality of compression. If the PSNR values are higher, the quality of compression is better and vice versa. The PSNR for greyscale image is defined as:
where, the MSE for a function of two variables, such as an image, is defined as :
where x i,j and y i,j are the pixel intensities for the original and the reconstructed image and N * N is the size of image.
Numerical results
In Figure 4 , the PSNR depending bpp and MSE depending bpp are shown for compression of the medical image using the ISOM algorithms. This figure shows that the ROI medical image compressed by ISOM gives higher PSNR compared to the entire image. As indicated also in Figure 4 MSE provides less degradation for reconstructed ROI image than entire image. For the compression ratio of bpp = 1.27 we have the best result, in fact, we have the minimum MSE and the maximum PSNR for ROI image than entire then. Figure 5 presents the PSNR depending bpp and MSE depending bpp for compression of the medical image using the ISOM algorithms. This figure shows that the BG medical image compressed by ISOM gives higher PSNR compared to the entire image. As indicated also in Figure 5 MSE provides less degradation for reconstructed BG image than entire image. in fact, we have a minimum courbe of MSE and a maximum courbe of PSNR for BG image than entire image. In order to compare our ISOM method with other conventional compression methods, two widely used general methods, namely JPEG and SPIHT are selected, and the performance of our method and these methods in terms of their resultant PSNR and MSE are reported in Figure 6 . In fact below bpp = 1.5 we show that compressed ROI and BG 
Conclusions
Self-organising map is a popular learning-based method and has been widely applied for image compression. In this paper, the ISOM method is proposed and implemented for compression of medical ultrasound images with high fidelity. In the proposed method, the main idea is to separate the ROI and the BG regions and then, apply different compression ratios to the ISOM. Finally these two coded region (i.e., coded ROI and coded BG) are merged together to reconstruct the image. ROI of ultrasound images may compress region(s) with higher diagnostic quality with respect to the background (which contains only patient information and image parameters). The measured statistical parameters, MSE and PSNR on our proposed method for several combinations of bit rate for image corresponding to ROI and the combined image are reported and the results show that the resultant PSNR and MSE are satisfactory. The experimental results revealed the fact that the PSNR and MSE of the proposed approach is high when comparing with other conventional image compression techniques. So, finally we can conclude that the proposed ISOM method is very suitable for low bit rate compression, can perform ROI coding, high PSNR and low MSE as well as good visual quality of the reconstructed medical image at low bit rates. It can also maintain the high diagnostic quality of the compressed image and hence can reduce heavily the transmission and the storage costs of the huge medical data generated every day.
