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Lyapunov functions for trichotomy with
growth rates of evolution operators in Banach
spaces
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Abstract
The main objective of this paper is to give a characterization in
terms of Lyapunov functions for trichotomy with growth rates of evo-
lution operators in Banach spaces.
1 Introduction
The concept of trichotomy, firstly arose in the work [11] of R.J. Sacker and
G.R. Sell in 1976. They described trichotomy for linear differential systems
by linear skew-product flows. Later, S. Elaydi and O. Hajek in [4] and [5]
gave the notion of exponential trichotomy for differential equations and for
nonlinear differential systems, respectively.
As a natural generalization of exponential dichotomy (firstly introduced
by O. Perron in [8]) exponential trichotomy (see [1], [2], [7], [12] and the
references therein) is one of the most complex asymptotic properties arising
from the central manifold theory (see [3] and [12]). The general case of
trichotomy with growth rates was studied by L. Barreira and C. Valls in [1].
In the study of trichotomy the main idea is to obtain a decomposition of
the space at every moment into three closed subspaces: the stable subspace,
the unstable subspace and the central manifold.
In the previous studies of uniform and nonuniform trichotomies the growth
rates are always assumed to be the same type functions.
This paper considers a general concept of trichotomy (and as particular
case the general concept of uniform trichotomy) with different growth rates.
The main result of the paper is a characterization for nonuniform (h1, h2, h3, h4)-
trichotomy respectively uniform (h1, h2, h3, h4)-trichotomy of evolution oper-
ators in Banach spaces. The characterizations are given in terms of Lyapunov
1
functions. Our characterizations are inspired by the work of Ya.B. Pesin ([9],
[10]) and L. Barreira, C. Valls and D. Draghicevici ([1], [2]).
2 Growth rates for evolution operators
Let X be a real or complex Banach space. The norms on X and on B(X),
the Banach algebra of all linear and bounded operators on X, will be denoted
by ‖ · ‖. We also denote by
∆ = {(t, s) ∈ R2+, t ≥ s ≥ 0}
.
Definition 2.1. A map U : ∆→ B(X) is called an evolution operator on X
if:
(e1) U(t, t) = I (the identity operator on X), for every t ≥ 0
and
(e2) U(t, t0) = U(t, s)U(s, t0), for all (t, s), (s, t0) ∈ ∆.
Definition 2.2. A map P : R+ → B(X) is called
(i) a family of projectors on X if
P 2(t) = P (t), for every t ≥ 0;
(ii) invariant for the evolution operator U : ∆→ B(X) if:
U(t, s)P (s)x = P (t)U(t, s)x,
for all (t, s, x) ∈ ∆×X;
(iii) strongly invariant for the evolution operator U : ∆ → B(X) if it is
invariant for U and for all (t, s) ∈ ∆ the restriction of U(t, s) on Range
P (s) is an isomorphism from Range P (s) to Range P (t).
Remark 2.3. It is obvious that if P is strongly invariant for U then it is
also invariant for U . The converse is not valid (see [6]).
Remark 2.4. If the family of projectors P : R+ → B(X) is strongly invariant
for the evolution operator U : ∆ → B(X) then ([6]) there exists a map
V : ∆→ B(X) with the properties:
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(v1) V (t, s) is an isomorphism from Range P (t) to Range P (s),
(v2) U(t, s)V (t, s)P (t)x = P (t)x,
(v3) V (t, s)U(t, s)P (s)x = P (s)x,
(v4) V (t, t0)P (t) = V (s, t0)V (t, s)P (t),
(v5) V (t, s)P (t) = P (s)V (t, s)P (t),
(v6) V (t, t)P (t) = P (t)V (t, t)P (t) = P (t),
for all (t, s), (s, t0) ∈ ∆ and x ∈ X.
Definition 2.5. Let P1, P2, P3 : R → B(X) be three families of projectors
on X. We say that the family P = {P1, P2, P3} is
(i) orthogonal if
(o1) P1(t) + P2(t) + P3(t) = I for every t ≥ 0
and
(o2) Pi(t)Pj(t) = 0 for all t ≥ 0 and all i, j ∈ {1, 2, 3} with i 6= j;
(ii) compatible with the evolution operator U : ∆→ B(X) if
(c1) P1 is invariant for U
and
(c2) P2, P3 are strongly invariant for U .
If P = {P1, P2, P3} is compatible with U then in what follows we shall
denote by Vj(t, s) the isomorphism (given by Remark 2.4) from Range Pj(t)
to Range Pj(s) where j ∈ {2, 3}.
Definition 2.6. We say that a nondecreasing map h : R+ → [1,∞) is a
growth rate if
lim
t→∞
h(t) =∞.
As particular cases of growth rates we remark:
(r1) exponential rates, i.e. h(t) = e
αt with α > 0;
(r2) polynomial rates, i.e. h(t) = (t + 1)
α with α > 0.
Let P = {P1, P2, P3} be an orthogonal family of projectors which is compat-
ible with the evolution operator U : ∆ → B(X) and let H = {h1, h2, h3, h4}
be a set of growth rates.
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Definition 2.7. We say that the pair (U,P) has a H-growth (and we denote
H-g) if there exists a nondecreasing function M : R+ → [1,∞) such that:
(h1g1) h1(s)‖U(t, s)P1(s)x‖ ≤M(s)h1(t)‖x‖
(h2g1) h2(s)‖V2(t, s)P2(t)x‖ ≤M(t)h2(t)‖x‖
(h3g1) h3(s)‖U(t, s)P3(s)x‖ ≤M(s)h3(t)‖x‖
(h4g1) h4(s)‖V3(t, s)P3(t)x‖ ≤M(t)h4(t)‖x‖
for all (t, s, x) ∈ ∆×X.
Remark 2.8. As particular cases of H-g we have:
(i) the uniform-H-growth(and we denote by u-H-g) when the function M
is constant;
(ii) the exponential growth (e.g.) and respectively uniform exponential growth
(u.e.g) when h1, h2, h3, h4 are exponential rates;
(iii) the polynomial growth (p.g.) and respectively uniform polynomial growth
(u.p.g.) when h1, h2, h3, h4 are polynomial rates;
A characterization of the H-g is given by
Proposition 2.9. The pair (U,P) has H-g if and only if there exists a non-
decreasing function M : R+ → [1,∞) such that:
(h1g2) h1(s)‖U(t, s)P1(s)x‖ ≤M(s)h1(t)‖P1(s)x‖
(h2g2) h2(s)‖P2(s)x‖ ≤M(t)h2(t)‖U(t, s)P2(s)x‖
(h3g2) h3(s)‖U(t, s)P3(s)x‖ ≤M(s)h3(t)‖P3(s)x‖
(h4g2) h4(s)‖P3(s)x‖ ≤M(t)h4(t)‖U(t, s)P3(s)x‖
for all (t, s, x) ∈ ∆×X.
Proof. Necessity: The implications (h1g1) ⇒ (h1g2) and (h3g1) ⇒ (h3g2)
result by replacing x by P1(s)x in (h1g1) respectively in (h3g1).
For (h2g1)⇒ (h2g2) and (h4g1)⇒ (h4g2) we observe that by Remark 2.4
and Definition 2.7 it follows that
hj(s)‖Pj(s)x‖ = hj(s)‖Vj(t, s)U(t, s)Pj(s)x‖ ≤ M(t)hj(t)‖U(t, s)Pj(s)x‖
for all (t, s, x) ∈ ∆×X and j ∈ {2, 4}.
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Sufficiency: We denote by
M1(t) = sup
s∈[0,t]
M(s)(‖P1(s)‖+ ‖P2(s)‖+ ‖P3(s)‖).
For implications (hig2)⇒ (hig1), where i ∈ {1, 3} we observe that
hi(s)‖U(t, s)Pi(s)x‖ ≤ M(s)hi(t)‖Pi(s)x‖ ≤M1(s)hi(t)‖x‖
for all (t, s, x) ∈ ∆×X and i ∈ {1, 3}.
Similarly for (hjg2)⇒ (hjg1), where j ∈ {2, 4} we have
hj(s)‖Vj(t, s)Pj(t)x‖ = hj(s)‖Pj(s)Vj(t, s)Pj(t)x‖ ≤M(t)hj(t)‖U(t, s)Pj(s)Vj(t, s)Pj(t)x‖
≤M1(t)hj(t)‖x‖
for all (t, s, x) ∈ ∆×X.
Corollary 2.10. If the pair (U,P) has an uniform-H-growth then there exists
M ≥ 1 such that
(uHg1) hi(s)‖U(t, s)Pi(s)x‖ ≤Mhi(t)‖Pi(s)x‖
(uHg2) hj(s)‖Pj(t)x‖ ≤Mhj(t)‖U(t, s)Pj(s)x‖
for all (t, s, x) ∈ ∆×X, i ∈ {1, 3} where j ∈ {2, 4}.
Proof. It results from the proof of the previous proposition.
3 Trichotomy with growth rates
With the notations from the previous section we introduce the main concept
studied in this paper by
Definition 3.1. We say that the pair (U,P) is H-trichotomic (and we denote
H-t) if there exists a nondecreasing function N : R+ → [1,∞) such that:
(h1t1) h1(t)‖U(t, s)P1(s)x‖ ≤ N(s)h1(s)‖x‖
(h2t1) h2(t)‖V2(t, s)P2(t)x‖ ≤ N(t)h2(s)‖x‖
(h3t1) h3(s)‖U(t, s)P3(s)x‖ ≤ N(s)h3(t)‖x‖
(h4t1) h4(s)‖V3(t, s)P3(t)x‖ ≤ N(t)h4(t)‖x‖
for all (t, s, x) ∈ ∆×X.
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In particular if the function N is constant then we obtain the uniform-
H-trichotomy concept, denoted by u-H-t.
Remark 3.2. As important particular cases of H-trichotomy we have:
(i) (nonuniform) exponential trichotomy (e.t.) and respectively uniform
exponential trichotomy (u.e.t.) when h1, h2, h3, h4 are exponential rates;
(ii) (nonuniform) polynomial trichotomy (p.t) and respectively uniform
polynomial trichotomy (u.p.t.) when h1, h2, h3, h4 are polynomial rates;
(iii) (nonuniform) (h1, h2)-dichotomy ((h1, h2)−d) and respectively uniform
(h1, h2)-dichotomy (u− (h1, h2)− d) for P3 = 0;
(iv) (nonuniform) exponential dichotomy (e.d.) and respectively uniform
exponential dichotomy (u.e.d.) when P3 = 0 and h1, h2 are exponential
rates;
(v) (nonuniform) polynomial dichotomy (p.d.) and respectively uniform
polynomial dichotomy (u.p.d) for P3 = 0 and h1, h2 are polynomial
rates;
A characterization of H-trichotomy is given by
Proposition 3.3. The pair (U,P) is H-trichotomic if and only if there exists
a nondecreasing function N : R+ → [1,∞) such that:
(h1t2) h1(t)‖U(t, s)P1(s)x‖ ≤ N(s)h1(s)‖P1(s)x‖
(h2t2) h2(t)‖P2(s)x‖ ≤ N(t)h2(s)‖U(t, s)P2(s)x‖
(h3t2) h3(s)‖U(t, s)P3(s)x‖ ≤ N(s)h3(t)‖P3(s)x‖
(h4t2) h4(s)‖P3(s)x‖ ≤ N(t)h4(t)‖U(t, s)P3(s)x‖
for all (t, s, x) ∈ ∆×X.
Proof. It is similar with the proof of the Proposition 2.9.
Corollary 3.4. If the pair (U,P) has an uniform-H-trichotomy then there
exists N ≥ 1 such that
(uh1t2) h1(t)‖U(t, s)P1(s)x‖ ≤ Nh1(s)‖P1(s)x‖
(uh2t2) h2(t)‖P2(s)x‖ ≤ Nh2(s)‖U(t, s)P2(s)x‖
(uh1t2) h3(s)‖U(t, s)P3(s)x‖ ≤ Nh3(t)‖P3(s)x‖
(uh2t2) h4(s)‖P3(s)x‖ ≤ Nh4(t)‖U(t, s)P3(s)x‖
for all (t, s, x) ∈ ∆×X.
Proof. It is similar with the proof of Corollary 2.10.
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4 Examples and counterexamples
In this section we consider the set H = {h1, h2, h3, h4} and three orthogonal
projectors P1, P2, P3 ∈ B(X) (i.e. P1 + P2 + P3 = I, P
2
i = Pi for every
i ∈ {1, 2, 3} and PiPj = 0 for i 6= j). The connections between the concepts
of trichotomy and growths defined in the previous sections are given in the
following diagram
u.−H − t ⇒ H − t
⇓ ⇓
u.−H − g ⇒ H − g.
The aim of this section is to show that the converse implications are not
valid.
Example 4.1 (A pair (U,P) which has an uniform-H-growth and is not
H-trichotomic). Let U : ∆→ B(X) be the evolution operator defined by
U(t, s) =
h21(t)
h21(s)
P1 +
h2(s)
h2(t)
P2 +
h3(t)
h3(s)
h4(s)
h4(t)
P3 (4.1)
for all (t, s) ∈ ∆.
Then P = {P1, P2, P3} is compatible with U and the pair (U,P) has the
properties:
(uh1g1) h1(s)‖U(t, s)P1(s)x‖ =
h21(t)
h1(s)
‖P1(s)x‖ ≤ h1(t)‖P1‖‖x‖ ≤ Nh1(t)‖x‖
(uh2g1) h2(s)‖V2(t, s)P2(t)x‖ = h2(t)‖P2(s)x‖ ≤ h2(t)‖P2‖‖x‖ ≤ Nh2(t)‖x‖
(uh3g1) h3(s)U(t, s)P3(s)x‖ =
h3(t)h4(s)
h4(t)
‖P3(s)x‖ ≤ Nh3(t)‖x‖
(uh4g1) h4(s)V3(t, s)P3(t)x‖ =
h4(t)h3(s)
h3(t)
‖P3(s)x‖ ≤ Nh4(t)‖x‖
for all (t, s, x) ∈ ∆×X, where
N = ‖P1‖+ ‖P2‖+ ‖P3‖.
In consequence the pair (U,P) has a u-H-g and hence H-g .
The pair is not H-t, because if we assume on the contrary then by (h1t1)
there exists a function N : R+ → [1,∞) such that
h22(t)
h2(s)
‖P2x‖ = h2(t)‖V2(t, s)P2x‖ ≤ N(s)h2(s)‖P2x‖
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which implies
h22(t) ≤ N(s)h
2
2(s), for all (t, s) ∈ ∆.
This inequality is not valid (it is sufficient to consider s = 0 and t → ∞).
Hence, (U,P) is not H-t and in consequence is not u-H-t.
In conclusion this example shows that in general the implications
u−H − g ⇒ u−H − t
and
H − g ⇒ H − t
are not valid.
Example 4.2 (A pair (U,P) which is H-trichotomic and has not an uniform
H-growth). Let U : ∆→ B(X) be the evolution operator defined by
U(t, s) =
h21(s)
h21(t)
P1 +
h22(s)
h22(t)
P2 +
h32(s)h3(t)
h32(t)h3(s)
h4(s)
h4(t)
P3 (4.2)
for all (t, s) ∈ ∆.
We observe that if denote
N(t) = (‖P1‖+ ‖P2‖+ ‖P3‖)h
3
2(t)
then
(h1t1) h1(t)‖U(t, s)P1(s)x‖ =
h21(s)
h1(t)
‖P1(s)x‖ ≤ h1(s)‖P1‖‖x‖ ≤ N(s)h1(s)‖x‖,
(h2t1) h2(t)‖V2(t, s)P2(s)x‖ =
h32(t)
h22(s)
‖P2(s)x‖ ≤ N(t)h2(s)‖x‖,
(h3t1) h3(s)‖U(t, s)P3(s)x‖ = h3(t)
h32(s)h4(s)
h32(t)h4(t)
‖P3(s)x‖ ≤ N(s)h3(t)‖x‖,
(h4t1) h4(s)‖V3(t, s)P3(s)x‖ = h4(t)
h3(s)h
3
2(t)
h3(t)h32(s)
‖P3(s)x‖ ≤ N(t)h4(t)‖x‖,
for all (t, s, x) ∈ ∆×X.
Finally it follows that the pair (U,P) is H-trichotomic.
If we assume that (U,P) has an uniform H-growth then by (uh2g1) it
results that there exits M ≥ 1 such that
h22(t)
h2(s)
‖P2x‖ = h2(s)‖V2(t, s)P2x‖ ≤Mh2(t)‖x‖, for all (t, s) ∈ ∆.
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Thus we obtain
h22(t)‖P2‖ ≤Mh
2
2(s), for all (t, s) ∈ ∆.
which is impossible for s = 0 and t→∞.
We conclude that (U,P) has not H-growth.
Furthermore, it follows that the implications
H − t⇒ u−H − t
H − g ⇒ u−H − g
H − t⇒ u−H − g
are not valid.
5 The main result
In this section we give a characterization of H-trichotomy in terms of a certain
type of Lyapunov functions. Firstly we introduce
Definition 5.1. A function L : R+ × X → R+ is called a H-Lyapunov
function for the pair (U,P) if there exists a nondecreasing map T : R+ →
[1,∞) such that
(L0) ‖x‖ ≤ L(t, x) ≤ T (t)‖x‖;
(h1L) h1(t)L(t, U(t, s)P1(s)x) ≤ T (s)h1(s)L(s, x);
(h2L) h2(t)L(s, V2(t, s)P2(t)x) ≤ T (t)h2(s)L(t, x);
(h3L) h3(s)L(t, U(t, s)P3(s)x) ≤ T (s)h3(t)L(s, x);
(h4L) h4(s)L(s, V3(t, s)P3(t)x) ≤ T (t)h4(s)L(t, x),
for all (t, x) ∈ R+ ×X.
We begin with
Lemma 5.2. If the pair (U,P) has a H-growth then the function L : R+ ×
X → R+ defined by
L(t, x) = sup
τ≥t
h1(t)
h1(τ)
‖U(τ, t)P1(t)x‖ + sup
r≤t
h2(r)
h2(t)
‖V2(t, r)P2(t)x‖
+ sup
τ≥t
h3(t)
h3(τ)
‖U(τ, t)P3(t)x‖+ sup
r≤t
h4(r)
h4(t)
‖V3(t, r)P3(t)x‖ (5.1)
satisfies the condition (L0).
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Proof. If (U,P) has a H-growth then by Definition 2.7 it follows that there
is a nondecreasing function M : R+ → [1,∞) such that
L(t, x) ≤ T (t)‖x‖,
where T (t) = 4M(t), for all (t, x) ∈ R+ × X. On the other hand from the
definition of L it results that
L(t, x) ≥ ‖P1(t)x‖+‖P2(t)x‖+‖P3(t)x‖ ≥ ‖P1(t)x+P2(t)x+P3(t)x‖ = ‖x‖,
for all (t, x) ∈ R+ ×X.
Theorem 5.3. The pair (U,P) is H-trichotomic if and only if there exists a
H-Lyapunov function L : R+ ×X → R+ for (U,P).
Proof. Necessity:If the pair (U,P) is H-trichotomic then it has a H-growth
and by the previous lemma we have the function L : R+×X → R+ given by
(5.1) that satisfies (L0).
In what follows we shall denote T (t) = 2N(t), where the function N is
given by Definition 3.1.
(h1L) We observe that by the definition of L and the condition (h1t1) it results
h1(t)L(t, U(t, s)P1(s)x) = h1(t) sup
τ≥t
h1(t)
h1(τ)
‖U(τ, t)P1(t)U(t, s)P1(s)x‖
= sup
τ≥t
h21(t)
h1(τ)
‖U(τ, s)P1(s)x‖ ≤ N(s)
h1(t)h1(s)
h1(τ)
‖x‖ ≤ N(s)h1(s)‖x‖
≤ T (s)h1(s)L(t, x).
(h2L) Similarly, the inequality (h2t1) implies that
h2(t)L(s, V2(t, s)P2(t)x) = h2(t) sup
r≤s
h2(r)
h2(s)
‖V2(s, r)P2(s)V2(t, s)P2(t)x‖
= h2(t) sup
r≤s
h2(r)
h2(s)
‖V2(t, r)P2(t)x‖ ≤ N(t)h2(s)‖x‖
≤ T (t)h2(s)L(t, x),
for all (t, s, x) ∈ ∆×X.
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(h3L) Firstly, we observe that from (h3t1) we obtain
h3(s)L(t, U(t, s)P3(s)x) = h3(s)(sup
τ≥t
h3(t)
h3(τ)
‖U(τ, t)P3(t)U(t, s)P3(s)x‖
+ sup
r≤t
h4(r)
h4(t)
‖V3(t, r)P3(t)U(t, s)P3(s)x‖)
= h3(s)(sup
τ≥t
h3(t)
h3(τ)
‖U(τ, s)P3(s)x‖+ sup
r≤t
h4(r)
h4(t)
‖V3(t, r)P3(t)U(t, s)P3(s)x‖)
≤ N(s)h3(t)L(s, x) + h3(s) sup
r≤t
h4(r)
h4(t)
‖V3(t, r)P3(t)U(t, s)P3(s)x‖,
(5.2)
for all (t, s, x) ∈ ∆×X.
Case I. If s ≤ r ≤ t ≤ τ then by (h3t1) we have that
h3(s) sup
s≤r≤t
h4(r)
h4(t)
‖V3(t, r)U(t, s)P3(s)x‖
= h3(s) sup
s≤r≤t
h4(r)
h4(t)
‖V3(t, r)U(t, r)U(r, s)P3(s)x‖
≤ N(s)h3(s) sup
s≤r≤t
h3(s)
h4(r)
h4(t)
h3(r)
h3(s)
‖x‖
≤ N(s)h3(t)L(s, x), (5.3)
for all (t, s, x) ∈ ∆×X.
Case II. Similarly, if r ≤ s ≤ t ≤ τ then by (h3t1) we obtain
h3(s) sup
r≤t
h4(r)
h4(t)
‖V3(t, r)U(t, s)P3(s)x‖
= h3(s) sup
r≤t
h4(r)
h4(t)
‖V3(s, r)V3(t, s)P3(t)U(t, s)P3(s)x‖
= h3(s) sup
r≤t
h4(r)
h4(t)
‖V3(s, r)P3(s)x‖ ≤ N(s)h3(s) sup
r≤t
h4(r)
h4(t)
h4(s)
h4(r)
‖x‖
≤ N(s)h3(t)L(s, x), (5.4)
for all (t, s, x) ∈ δ ×X.
The inequalities (5.2), (5.3) and (5.4) show that (h4L) is satisfied for
T (t) = 2N(t).
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(h4L) Using Remark 2.4 and the inequality (h4t1) it follows that
h4(s)L(s, V3(t, s)P3(t)x) = h4(s)L(s, P3(s)V3(t, s)P3(t)x)
= h4(s)(sup
τ≥s
h3(s)
h3(τ)
‖U(τ, s)P3(s)V3(t, s)P3(t)x‖
+ sup
r≤s
h4(r)
h4(s)
‖V3(s, r)P3(s)V3(t, s)P3(t)x‖)
= h4(s) sup
τ≥s
h3(s)
h3(τ)
‖U(τ, s)V3(t, s)P3(t)x‖+ h4(s) sup
r≤s
h4(r)
h4(s)
‖V3(t, r)P3(t)x‖
≤ h4(s) sup
τ≥s
h3(s)
h3(τ)
‖U(τ, s)V3(t, s)P3(t)x‖ +N(t)h4(s) sup
r≤s
h4(r)
h4(s)
h4(t)
h4(r)
‖x‖
≤ h4(s) sup
τ≥s
h3(s)
h3(τ)
‖U(τ, s)V3(t, s)P3(t)x‖ +N(t)h4(t)L(t, x), (5.5)
for all (t, s, x) ∈ ∆×X.
Case I. If τ ≥ t ≥ s then by (e2), Remark 2.4 and (h3t4) we obtain that
h4(s) sup
τ≥s
h3(s)
h3(τ)
‖U(τ, s)V3(t, s)P3(t)x‖
= h4(s) sup
τ≥s
h3(s)
h3(τ)
‖U(τ, t)P3(t)x‖
≤ N(t)h4(s) sup
r≥s
h3(s)
h3(τ)
h3(τ)
h3(t)
‖x‖ ≤ N(t)h4(t)‖x‖
≤ N(t)h4(t)L(t, x), (5.6)
for all (t, s, x) ∈ ∆×X.
Case II. Similarly, if t ≥ τ ≥ s then by Remark 2.4 and (h4t1) it result
that
h4(s) sup
t≥τ≥s
h3(s)
h3(τ)
‖U(τ, s)V3(t, s)P3(t)x‖
= h4(s) sup
t≥τ≥s
h3(s)
h3(τ)
‖U(τ, s)V3(τ, s)P3(τ)V3(t, τ)P3(t)x‖
= h4(s) sup
t≥τ≥s
h3(s)
h3(τ)
‖V3(t, τ)P3(t)x‖
≤ N(t)h4(s) sup
t≥τ≥s
h3(s)
h3(τ)
h4(t)
h4(τ)
‖x‖
≤ N(t)h4(t)L(t, x), (5.7)
for all (t, s, x) ∈ ∆×X.
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The inequalities (5.5), (5.6) and (5.7) show that (h4L) is satisfied.
Sufficiency: Using Definition 5.1 we obtain that
h1(t)‖U(t, s)P1(s)x‖ ≤ h1(t)L(t, U(t, s)P1(s)x)
≤ T (s)h1(s)L(s, x) ≤ T
2(s)h1(s)‖x‖;
h2(t)‖V2(t, s)P2(t)x‖ ≤ h2(t)L(s, V2(t, s)P2(t)x)
≤ T (t)h2(s)L(t, x) ≤ T
2(t)h2(s)‖x‖;
h3(s)‖U(t, s)P3(s)x‖ ≤ h3(s)L(t, U(t, s)P3(s)x)
≤ T (s)h3(t)L(s, t) ≤ T
2(s)h3(t)‖x‖;
h4(s)‖V3(t, s)P4(t)x‖ ≤ h4(s)L(t, V3(t, s)P4(t)x)
≤ T (t)h4(t)L(t, x) ≤ T
2(t)h4(t)‖x‖,
for all (t, s, x) ∈ ∆×X.
Finally, by Definition 3.1 it results that (U,P) is H-trichotomic.
As a particular case, we obtain
Corollary 5.4. The pair (U,P) is uniformly-H-trichotomic if and only if
there exists an uniform H-Lyapunov function for (U,P).
Proof. It results from the proof of Theorem 5.3 for the particular case when
the functions M,N and T are constant.
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