A characterization of units in Z[A4]  by Allen, P.J & Hobby, C
JOURNAL OF ALGEBRA 66, 534-543 (1980) 
A Characterization of Units in Z[A,] 
P. J. ALLEN AND C. HOBBY 
Deparrmem of Mathematics, University of Alabama, University, Alabama 35486 
Communicated by I. N. Herslein 
Received November 6, 1979 
Let U(Z[G]) denote the group of units in the integral group ring Z[ G ] 
where Z denotes the ring of integers. Hughes and Pearson [3] and Polcino 
Milies [5] have presented characterizations of U(Z[S,]) and U(Z[D,]), 
respectively. Both Dennis [ 1 J and Sehgal [6 J have pointed to the need for 
additional work with special cases. In this article, we will obtain a charac- 
terization of U(Z[A,]), h w ere A, denotes the alternating group of degree 4. 
Our characterization will be used to establish that A, has a torsion-free 
normal complement in V(Z[A,]), h w ere V(Z[A,]) denotes the units in Z[A,] 
which have coefficient sum 1. Finally, our characterization permits an 
explicit construction showing that all elements of order 2 in the group 
V(Z(A,]) are conjugate in V(Z[A,]). 
The technique introduced by Hughes and Pearson consists of using the 
distinct irreducible representations of S, to obtain a 6 x 6 matrix P that 
describes a faithful representation cx V(Z[S,]) + cr( V(Z[S,])) c GL(2, Z). 
When r = x ai gi, the entries of a(r) are obtained in a simple way from the 
matrix multiplication aP = p, where a = [ul ... a6]. Finally, by computing 
P-’ and solving the system of linear congruences given by requiring 
a =/3P-’ to have entries in Z, they obtain necessary and sufficient 
conditions that describe the matrices in GL(2, Z) which belong to 
a(V(Z[s3])). When G is an arbitrary group of order n, the above approach 
can be adapted to obtain a representation 0: V(Z[G]) + a(V(Z[G])) c 
GL(m, Z) where u is described by an n x n matrix P. The utility of this 
method depends on obtaining an intrinsic characterization of the matrices in 
a(V(Z[G]). Finding P-’ and solving the system of linear congruences given 
by a =/3P-’ would seem to be very difficult when working with an arbitrary 
group G of order n. Fortunately, one can always invert the n X n matrix P 
by inspection. Moreover, it may be possible to avoid having to solve the 
large system of linear congruences: In our work with A,, we obtain 
necessary conditions for matrices to be in u(V(Z[A4])) simply by looking at 
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the form of the matrix P; it is then relatively easy to show that these 
conditions are also sufficient. A similar analysis of the P for S, and D, 
immediately gives the necessary and sufficient conditions found in 13, 5 J. 
1. RESULTS 
The group A, can be generated by the cycles a = (12)(34) and b = (123). 
It is well known that A, has four nonequivalent irreducible representations 
PI,P2,P3, and p4 of degrees 1, 1, I, and 3, respectively, where p,, is deter- 
mined by 
0 1 0 
(i) and p,(b) = B = 0 0 1 . i 1 1 0 0 
The representations pi, i = 1,2,3, are described by pi(a) = 1 and pi(b) = E, 
where E is a cube root of unity. To be specific, we write these representations 
as p,(b) = 1, p,(b) = o, and p,(b) = 02, where o is a primitive cube root of 
unity. 
Let GL(3, Z) and SL(3, Z) denote, respectively, the general and special 
linear groups of 3 x 3 integral matrices. When X E GL(3, Z) we will use the 
following notation: 
(ii) 
Let t, = x, + x8 + x12, t, = x, + x9 t xiO, and t, = x, t x, t x,, denote the 
“pseudo-traces” of the matrix X. Our characterization of U(Z[A.,]) will 
involve the following conditions on X: 
(1) XE B’ (mod 2) for some i= 0, 1,2 
and 
(2) two pseudo-traces are congruent o 0 modulo 4. 
When X satisfies both of the above conditions, it is clear that X E B’ 
(mod 2) implies that tj E 0 (mod 4) for j # i. Observe that the determinant of 
X satisfies the congruence (X( = @,F;ej (mod 4), where the &‘s denote the 
three odd integers that form the pseudo-trace ti. Consequently, it is clear that 
/XI E 1 (mod 4) if and only if fi - -1 (mod 4). 
Since U(Z[A,]> = {f 1 } X V(Z[A,]), our characterization of the group of 
units of Z[A,] is presented as 
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THEOREM 1. V(Z[A,]) z {X E SL(3, Z) 1 X satisfies conditions (1) and 
P)/* 
A normal subgroup N of V(Z[GJ) such that Gn N = 1 and 
V(Z[G]) = GN is called a normal complement for G in V(Z[G]). Our first 
application of Theorem 1 will be 
THEOREM 2. A, has a torsion-free normal complement N in V(Z[Aj]). 
Finally, Theorems 1 and 2 will be used in providing an explicit 
construction showing 
THEOREM 3. All elements of order 2 in the group V(Z[A,]) are 
conjugate in V(Z[A,]). 
2. METHOD 
Let p = p, 0 pz 0 p3 @ p4 denote the direct sum of the irreducible 
representations of A,. When g E A,, p(g) = J? is a 6 X 6 matrix with 
blocks on the main diagonal as follows: 
(iii) x”= 
We use D and X to denote, respectively, the 3 x 3 diagonal matrix with 
x, , x1, and x1 on the main diagonal, and the 3 X 3 matrix whose entries are 
x4 ,***, x,2 * Moreover, it will be useful to express the information contained in 
the matrix x* as a row vector x* = [x, , x2 ,..., x,~]. 
We agree always to list the elements gi in A, in the following order: (1 ), 
(12)(34), (13)(24), (14)(23), (123), (142), (134), (243), (132), (124), (143)9 
and (234). The product of two permutations will be computed by cycling 
from the right; i.e., (132)(12)(34) = (234). Select the elements gi E A, in the 
order listed above and let XT denote the 12-dimensional row vector 
corresponding to p( gi). The entries of XT are taken as the ith row of the 
following matrix: 
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1 1 1 100010001 
1 1 l-l 0 0 o-1 0 0 0 1 
1 1 1 1 0 0 o-1 0 0 o-1 
1 1 l-l 0 0 0 1 0 0 o-1 
1 0 CO2 010001100 
(iv) p= 1 w co2 0 1 0 0 0 -1-l 0 0 
1 0 CO* 0 -1 0 0 0 l-l 0 0 
1 w CO* o-1 0 0 O-l 1 0 0 
1 Cl)* w 001100010 
1 CO* w 0 o-1 1 0 0 o-1 0 
1 CO* w 0 0 -1-l 0 0 0 1 0 
1 CO* w 0 0 l-l 0 0 0 -1 0 
The direct sum representation p can be extended linearly to a Z-algebra 
homomorphism /i from Z[A,] into a Z-algebra of 6 x 6 matrices of the form 
given in (iii). Let n(X*) = X define the natural projection mapping X* to the 
3 X 3 matrix X (see (iii)). The composite map obtained by applying p and 
then 7c is a Z-algebra homomorphism sending Z[A,] into the Z-algebra of 
3 X 3 integral matrices. We let u denote the restriction of the map to 
V(Z[A,]). Then o is a homomorphism of V(Z[A,]) into GL(3, Z). 
The homomorphism cr can be described in terms of the matrix P as 
follows. Let a = [a,, a, ,..., a,,] represent he element r = C aigi, where the 
supporting elements g, are listed in the above order. It follows immediately 
that the matrix multiplication aP= x* gives the row vector x* associated 
with p(r) = X*. Then u(r) = n(P). The image of V(Z[A,]) under o consists 
of the elements X of GL(3, Z) which are projections of those matrices x* 
such that aP=x*, where a is the row vector of coefficients of some 
r E V(Z[A,]). Thus, once P-’ is known, we can say that the range of u is 
contained in the set of all X in GL(3, Z) such that x*P-’ is a row vector of 
integers whose sum is 1. 
It is well known that the Schur relations can be used to invert the matrix 
P. For the sake of completeness, we will give a brief outline of the inversion 
process, even though our P can be inverted by inspection. Recall that if pk 
and p, are irreducible matrix representations of degree n, and n, of a finite 
group G, say Pdg) = bk(g)i,I and p,(g) = [pl( g)ij], then (see Hall [2, 
Theorem 16.6.41) 
(VI & zc Pk( g)ijP,( g- ‘1st = ] i ftheF,lsk ’ = l’ ’ = ’ 
I 
Each column of our matrix P contains the numbers pk( g)ij, where g ranges 
over A,, for a fixed irreducible representation pk and a fixed choice of i and 
j. The importance of (v) is that we can find the mth row of P-’ as follows: 
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(1) Determine the fixed i,j, and k such that the mth column of P 
consists of {pk( g)j,j /g E G). 
(2) Once i, j, and k are known, select the column of P, say the m,th 
column, which consists of {pk( g)ii ( g E G). 
(3) Rearrange the m,th column by interchanging the entries for pk( g),ii 
and p,J g- l)ii. Then multiply each entry by n,J G 1. 
(4) Transpose the result of step (3) to obtain the mth row of F’. 
Applying the above process in our example gives 
p-&l 
12 
-11111 1 1 1 
1 1 1 1 1112 W2 u2 ii? 
1 1 I lw 0 ow 
3 -3 3 -3 0 0 0 0 
0 0 0 0 3 3 -3 -3 
00000 0 0 0 
00000 0 0 0 
3 -3 -3 3 0 0 0 0 
0 0 0 0 3 -3 3 -3 
0 0 0 0 3 -3 -3 3 
00000 0 0 0 
3 3 -3 -3 0 0 0 0 
1 1 1 1’ 
w w w w 
co= u2 u2 u2 
0 0 0 0 
0 0 0 0 
3 -3 -3 3 
3 3 -3 -3 
0 0 0 0 
0 0 0 0 
0 0 0 0 
3 -3 3 -3 
0 0 0 0 
Since the matrix P is invertible, it follows immediately that the Z-algebra 
homomorphism p is in fact an isomorphism. 
3. PROOF OF THEOREM 1 
Let a = [a,, a, ,..., a,,] represent he element r = C a, gi E V(Z[A,]) and 
denote the sums ~,+‘..+a,, a,+...+~,, and ~,+..~+a,, by s,,,s,, 
and s2, respectively. Recall that u: V(Z[A]) -+ o(V(Z[A,])) c GL(3, Z) is the 




H-1 0 x ’ 
it is easy to compute that D has diagonal entries s, + s, + s2, 
s,, + s, o + szo2, and s,, + s, cu2 + s2w. A standard argument can be used to 
show that the only units in the ring Z(w) are *I, fw, and fw2. Since the 
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diagonal entries of D must be units, it follows that two of the si are 0. Thus 
C ai = 1 implies that the other si is 1. The 3 x 3 matrix X is given by 
I 
a, -a, +a, --a‘$, a,ta, -a, -a,, a9 -a,0 ---all +a,2 
a9+a,o--a,,--al2~ al -a2 -a3 +a43 as-a, +a, --as . 
a5 - a6 -a7 +a,, a9-~lo+a,,-al2~ ~,+a, -a, -a4 1 
It follows directly that each ti = -si (mod 4), and it is trivial to observe that 
X-soZts,Bts2B2 (mod2) 
Consequently, any matrix XE a(V(Z[.4,])) satisfies both conditions (1) and 
(2). Moreover, since one of the ti is congruent to -1 modulo 4, it follows 
from the remark in Section 1, and the fact that IX] = f 1, that IX] = 1. 
Therefore, 
a(V(Z[A,])) 5 {XE SL(3,Z)]X satisfies conditions (1) and (2)} = G. 
It remains to show that 0 is an isomorphism and that the set containment is 
an equality. 
We already know that p is an isomorphism. We shall now show that u is 
an isomorphism. Suppose that I is the 3 x 3 identity matrix and let 
X” = w, where D is a diagonal matrix with entires xi, x2, and x3. 
Observe that any possible choice of (x, , x2, x3) other than (1, 1, 1) (namely, 
either (1, w, w’) or (1, 02, w)) will force x*P-’ to have entries other than 
integers. Consequently, the natural projection 71 restricted to p(V(Z[A,])) has 
trivial kernel and it follows that 0 is an isomorphism. 
Let X E G. If ti = 0 (mod 4), let ri = 0 and if ti z -1 (mod 4), let ri = 1. 
Let (x,, x2, x3) = r,(l, 1, 1) t r,(l, o, w’) t r,(l, 02, o) and use this choice 
of (Xl 3 x25 x3) together with the entries of X to determine 
x* = [x, ) x2 )...) x,~]. Since G is a group, we can show that a(V(Z[A,])) = G 
(i.e., r~ is onto G) simply by showing that [a,, a2 ,..., aI21 = x*P-’ has integer 
entries and C ai = 1. It is routine to show that each ai is an integer. For 
example, if we are computing a, for a matrix X having t, = -1 (mod 4), then 
a2 = -& (1 t w* t w - 3x, - 3x, t 3x,,) = -& (-3t, t 6x,,) is an integer 
since to E 0 (mod 4) and x,~ is even. In order to see that C a, = 1 we note 
that xi times the sum of the ith row of P- ’ gives 0 for i > 1 and consequently 
Ca,=x,. 
4. PROOF OF THEOREM 2 
In view of Theorem 1, we think of V(Z[A,]) as 
G = {XE SL(3,Z)(X satisfies conditions (1) and (2)} 
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and use A, to denote the elements of G corresponding to A,. We let the 
entries of X be denoted as in (ii) of Section 1 and let diag X = [x, , x8, x, z ] 
denote the diagonal of the matrix X. Let 
N= {XE G(diagXr [l, 1, 1] (mod4)}. 
After using cofactors to invert the matrix X, observe that X- ’ E N whenever 
XE N. It is now obvious that N is a subgroup of G. The elements A and B 
generate A,, and it is routine to check that conjugating an element X of N by 
either A or B rearranges the odd entries of X. Thus A, normalizes N and the 
proof will be complete if we can show that G = A, N. Let X E G and use 
condition (2) to write XE B’ (mod 2) for some i = 0, 1, or 2. Choose 
Y = B-‘X and observe that Y = Z (mod 2). Thus, the matrix Y has t, = - 1 
(mod 4) and, since 1 YI = 1, it follows that diag Y, modulo 4, is one of 
[ 1, 1, 11, [-1, -1, 11, [-1, 1, -11, or [l, -1, -11. Multiplying Y by, respec- 
tively, Z, A, BAB-‘, or B’AB-* will give a matrix in N. Therefore, G = A, N. 
Clearly, A, f7 N = {I}. Thus N is the required normal complement. 
It only remains to show that N is torsion free. It is well known (see 
Newman [4, p. 1801) that any torsion element in SL(3, Z) must have order 
1,2,3,4, or 6. We shall first review this argument and at the same time 
observe that the torsion elements of G must have order 1,2, or 3. Suppose 
that X has prime power order p”. Then X, as a root of a separable 
polynomial, is diagonalizable and thus must have a primitive p”th root of 
unity as an eigenvalue. Since X is a 3 X 3 matrix, it follows that 
pyp - 1) = #(p”) < 3. 
Therefore, p” = 2, 3, or 4. If X has order p” = 4, an inspection of the possible 
eigenvalues will show that C, = tr X = 1, which is impossible in our group G. 
Likewise, if X has order 6, then t, = tr X = 2 is also impossible in G. 
Therefore, any torsion element of G must have order 1, 2, or 3. Finally, 
observe that an element X of order 3 must have t, = tr X = 0, thus it is clear 
that the normal complement N cannot contain any elements of order 3. 
We have shown that if X is a torsion ‘element in N, then X must have 
order 2. Any such X in N can be written as X = Z + 2C where C has integer 
entries. Thus, M = f(X + I) is an integer matrix. Moreover, since X has order 
2, it follows that X is similar to the diagonal matrix A. Therefore, M is 
similar to a diagonal matrix D with diag D = [0, 0, I]. Consequently, M has 
rank 1 and there exist integers (x, p, y, a, b, and c with 
aa /Ia ya 
M= ab fib yb . I 1 ac PC yc 
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Clearly, X E N implies that diag X = [ 1, 1, 1 ] (mod 4) and it follows that 
diag M = [ 1, 1, 1 ] (mod 2). Thus the integers a, /3, y, a, b, and c are all odd. 
Thus, the matrix X= 2M- Z has pseudo-traces t, = t, = 2 (mod 4) a 
contradiction. Therefore, N is torsion free. 
5. PROOF OF THEOREM 3 
As shown in the proof of Theorem 2, 
N= {XE GldiagX= [l, 1, l] (mod4)} 
is a torsion-free normal complement of A, in G. If X is an element of order 2 
in G, then X is an element in one of the cosets AN, BAB’N, or B*ABN. The 
element B conjugates these cosets cyclically; thus it suffices to show that all 
elements of order 2 in AN are conjugate to A. 
We begin by showing that if X is an element of order 2 in AN, then X = A 
(mod 4). Clearly, 
(mod 4), 
where the ej are either 0 or 2. Observe that 
I 
1 + e,e, t e2e5, -2e, + e2e6, e1e4 
zzx*- - 2e, t e2e5, 1 +e,e,+e,e,, e2 e3 
I 
(mod 8). 
e3e69 elfb lte,e,+e,e, 
Assume that e, = 2. The (1, 3) entry of X2 modulo 8 must be 2e4, thus it 
follows that e4 = 0. Likewise, from the (3, 2) entry it follows that es = 0. But 
the matrix X has t, E e, t e4 + e, E 2 (mod 4), a contradiction. Therefore 
e, = 0. Once we know that e, = 0, we see from the (1,2) and (2, 3) entries of 
X2 that, if e2 = 2, then e3 = e6 = 0 and consequently X has t, E 2 (mod 4), a 
contradiction. Continuing in the same way, we find that each of the e, is 0; 
thus X = A (mod 4). 
It follows from the fact that X has order 2, and trace -1, that X is similar 
to A. Thus, the integer matrix A4 = 4(X+ Z) is similar to a diagonal matrix D 
with diag D = [O, 0, 11. Consequently, M has rank 1 and, as in the proof of 
Theorem 2, there exists integers a, p, y, a, b, and c such that 
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Since M = f(X + I), where X = A (mod 4), we have M = D (mod 2). Thus, c 
and y are odd and hence each of a, p, a, and b is even. 
We wish to show that there exists a matrix T in G such that T- ‘XT = A, 
or, equivalently, 
0) T-‘MT=;(A+Z)=D. 
It follows that the columns of T must be eigenvectors of M corresponding, 
respectively, to the eigenvalues 0, 0, and 1. We let 6 = GCD(a, /3) and write 
6 = ra + s/3 for some integers r and s. Our first guess for T will be 
(Y- 1>@/4 a 
(y- l)splS+ 1, b . 
-& c 1 
Note that the trace of M must be 1 since X has trace -1. Consequently, 
(ii) aa+/3b+yc= 1. 
It follows immediately that the third column of T is an eigenvector of M for 
the eigenvalue 1. A direct calculation shows that the first two columns are 
eigenvectors of M for the eigenvalue 0. Moreover, it follows from (ii) that 
IT(= 1. 
The matrix T given above has odd integers on the main diagonal and all 
other entries are even. Moreover, 1 T( = 1 and Tp ‘XT = A. We do not know 
that T E G since it is possible that the pseudo-traces t, or t, could be 2 
modulo 4. If r1 3 2 (mod 4), we modify T by adding twice the first column to 
the second column; if t, E 2 (mod 4), we add twice the second column to the 
first column. The resulting matrix has t, = 1, = 0 (mod 4), still has deter- 
minant 1, is congruent o Z modulo 2, and still conjugates X to A since the 
columns are still eigenvectors of M for the eigenvalues 0, 0, and 1. This 
completes the proof. 
6. REMARKS 
Equivalent representations can lead to characterizations of V(Z[G]) which 
look quite different. For example, the 3-dimensional representation of A., 
which arises naturally from Young diagrams is defined by 
-1 0 0 
p,(a)= L -1 0 1 
-1 1 0 
 -1 1 0 and p,(b) = I -1 0 
-1 0 
0 1 . 
1 
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The matrix P which comes from this choice of p4 is not as simple as that 
found in Section 2, but it can be inverted by the method described there. A 
straightforward attempt o solve the resulting system of congruences leads to 
rather intractable conditions, but one can choose equivalent conditions which 
give the following characterization: 
V(Z[A,]) r {X E SL(3, Z) ( X satisfies conditions (l), (2), and (3)}, 
where 
(1) all column sums are congruent o 1 modulo 4, 
(2) no row contains all odds, 
and 
(3) one pseudo-trace is congruent o -1 modulo 4 and the other two 
pseudo-traces are both congruent o 0 modulo 4. 
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