Abstract. The main object of Bayesian statistical inference is the determination of posterior distributions. Sometimes these laws are given for quantities devoid of empirical value. This serious drawback vanishes when one confines oneself to considering a finite horizon framework. However, assuming infinite exchangeability gives rise to fairly tractable a posteriori quantities, which is very attractive in applications. Hence, with a view to a reconciliation between these two aspects of the Bayesian way of reasoning, in this paper we provide quantitative comparisons between posterior distributions of finitary parameters and posterior distributions of allied parameters appearing in usual statistical models.
Introduction
In the Bayesian reasoning the assumption of infinite exchangeability gives rise to fairly tractable a posteriori quantities, which is very attractive in real applications. If observations form an infinite exchangeable sequence of random variables, de Finetti's representation theorem states that they are conditionally independent and identically distributed, given some random parameter, and the distribution of this random parameter is the center of the current Bayesian statistical inference. The theoretical deficiency of this approach lies in interpreting these parameters. In fact, as pointed out for the first time by de Finetti (see [5] , [6] and also [4] ), parameters ought to be of such a nature that one should be able to acknowledge at least the theoretical possibility of experimentally verifying whether hypotheses on these parameters are true or false. A closer look to the usual Bayesian procedures shows that Bayesian statisticians often draw inferences (from observations) both to empirical (i.e. verifiable) and to non empirical hypotheses. To better understand this point, it is worth stating a more complete formulation of the already mentioned de Finetti's representation theorem: A sequence (ξ n ) n≥1 of random elements taking values in some suitable measurable space (X, X ) (e.g.
a Polish space), is exchangeable if and only if the empirical distributioñ
converges in distribution to a random probabilityp with probability one and the ξ n s turn out to be conditionally independent givenp, with common distributionp. Hence, it isp that takes the traditional role of parameter in Bayesian modeling. However, sincep is a limiting entity of mathematical nature, hypotheses related to it might be devoid of empirical value. It is clear that this drawback vanishes when one confines oneself to considering a finite horizon framework, in whichẽ N , that is always (at least ideally) observable, takes the place ofp. In this way one preserves the hypothesis of exchangeability, which is quite natural in many statistical problems, but one avoids the problem of assessing probability law to unobservable entities. In particular, in this context, the conditional distribution of the empirical measurẽ e N given ξ(n) := (ξ 1 , . . . , ξ n ) (n < N ) takes the place of the conditional distribution ofp given given ξ(n), i.e. the usual posterior distribution of the Bayesian (nonparametric) inference. Even if, in view of de Finetti's representation, the parameter corresponding to the socalled "unknown distribution" (i.e.p) is the limit, as N → +∞, of empirical distribution, it should be emphasized that in the Bayesian practice two conflicting aspects sometimes occur. On the one hand, statistical inference ought to concern finitary and, therefore, observable entities whereas, on the other hand, simplifications of a technical nature can generally be obtained by dealing with (parameters defined as function of) the "unknown distribution"p. Hence, it is interesting to compare the conditional distribution ofẽ N given ξ(n) with the conditional distribution ofp given ξ(n), when (ξ k ) k≥1 is an infinite exchangeable sequence directed byp. This is the aim of this paper, that can be thought of as a continuation of the papers [2] and [3] , where specific forms of (finitary) exchangeable laws have been defined and studied in terms of finitary statistical procedures.
The rest of the paper is organized as follows. Section 2 contains a brief overview of the finitary approach to statistical inference together with some examples. Sections 3 and 4 deal with the problem of quantifying the discrepancy between the conditional law ofẽ N given ξ(n) and the conditional law ofp given ξ(n) .
To conclude these introductory remarks it is worth mentioning [7] , which, to some extent, is connected with our present work. In point of fact, in [7] , Diaconis and Freedman provide an optimal bound for the total variation distance between the law of (ξ 1 , . . . , ξ n ) and the law of (ζ 1 , . . . , ζ n ), (ξ 1 , . . . , ξ N ) being a given finite exchangeable sequence and (ζ k ) k≥1 a suitable infinite exchangeable sequence.
Finitary statistical procedures
As said before, we assume that the process of observation can be represented as an infinite exchangeable sequence (ξ k ) k≥1 of random elements defined on a probability space (Ω, F , P ) and taking values in a complete separable metric space (X, d), endowed with its Borel σ-field X . Let P 0 be a subset of the set P of all probability measures on (X, X ) and let t : P 0 → Θ be a parameter of interest, Θ being a suitable parameter space endowed with a σ-field. From a finitary point of view, a statistician must focus his attention on empirical versions t(ẽ N ) of the more common parameter t(p).
It might be useful, at this stage, to recast the decision theoretic formulation of a statistical problem in finitary terms. Usually one assumes that the statistician has a set D of decision rules at his disposal and that these rules are defined, for any n ≤ N , as functions from X n to some set A of actions. Then one considers a loss function L, i.e. a positive real-valued function on Θ × A, such that L(θ, a) represents the loss when the value of t(ẽ N ) is θ and the statistician chooses action a. It is supposed that
is finite for any δ in D and, then, r N (·) is said to be the a posteriori Bayes risk of δ(ξ(n)). Moreover, a Bayes rule is defined to be any element δ F B of D such that
for any realization of ξ(n). We shall call such a Bayes rule finitary Bayes estimator in order to distinguish it from the more common Bayes estimator obtained by minimizing
While the law of the latter estimator is determined by the posterior distribution, that is the conditional distribution ofp given ξ(n), the law of a finitary Bayes estimator is determined by the "finitary" posterior distribution, that is the conditional distribution of t(ẽ N ) given ξ(n). A few simple examples will hopefully clarify the connection between the finitary Bayesian procedures and the usual Bayesian ones. In all the examples we shall present, observations are assumed to be real-valued, that is (X, X ) = (R, B(R)), the space of actions is some subset of R and the loss function is quadratic, i.e. L(x, y) = |x − y| 2 . It is clear that, under these hypotheses,
and the usual Bayes estimator is given by 
Some computations show that the "finitary Bayes" estimator iŝ 
where
Example 4 (Estimation of the mean difference). Estimate the Gini mean difference
under the squared error loss. The usual Bayes estimator is
while the "finitary Bayes" estimator is
It is worth noticing that in all the previous examples when N goes to +∞ the "finitary Bayes" estimator converges to the usual Bayes estimator, while the "finitary Bayes" estimator becomes the usual plug-in frequentistic estimator if n = N .
Comparison between posterior distributions of means
Let Q be the probability distribution ofp. Then Q turns out to be a probability measure on P(X). Without loss of generality consider P = P(X) endowed with a bounded metric λ which induces the weak convergence on P (e.g. the Prohorov metric), and set P for its Borel σ-field. In what follows, if necessary, expand (Ω, F , P ) in order to contain all the random variables needed and, for any random variable V , let L V designate the probability distribution of V and, for any other random element U , by L V |U denote some conditional probability distribution for V given U . In particular, Lẽ N |ξ(n) will denote (a version of) the conditional distribution ofẽ N given ξ(n) := (ξ 1 , . . . , ξ n ) and Lp |ξ(n) will stand for (a version of) the conditional distribution ofp given ξ(n), i.e. the so-called posterior distribution ofp. Such distributions exist since (P, λ) is Polish.
As already said, the main goal of this paper is comparing Lẽ N |ξ(n) with Lp |ξ(n) . We start by comparing posterior means. Indeed, as we have seen in the previous section, the posterior mean of a function f appears in many natural statistical estimation problems. For the sake of notational simplicity, for any measurable real-valued function f , set
First of all we prove this very simple
Proof. Let φ be a bounded continuous function with
. To see this, note that, conditionally onp,ẽ N (f ) is a sum of independent random variables with meanp(f ) and absolute moment p(|f |), and, sincep(|f |) is almost surely finite, the conditional law ofẽ N (f ) givenp converges almost surely top(f ), and hence also in law. Since |E(φ(ẽ N (f )|p)| ≤ c almost surely, to conclude the proof it is enough to apply the dominated convergence theorem. The second part of the theorem can be proved in the same way conditioning with respect to (p, ξ(n)).
♦
In order to give a quantitative version of the previous statement we resort to the socalled Gini-Kantorovich-Wasserstein distance. Let P 1 = P 1 (R d ) be the subset of the set P = P(R d ) of all probability measures on B(R d ) defined by P 1 := {p ∈ P : R d x p(dx) < +∞}, where · denotes the Euclidean norm on R d . For every couple of probability measures (p, q) in P 1 × P 1 the Gini-Kantorovich-Wasserstein distance (of order one) between p and q is defined by
M(p, q) being the class of all probability measures on (R 2×d , B(R 2×d )) with marginal distributions p and q. For a general definition of the Gini-Kantorovich-Wasserstein distance and its properties see, e.g., [30] . If Z 1 and Z 2 are two random variables with law p and q respectively, w 1 (Z 1 , Z 2 ) will stand for w 1 (p, q).
Moreover,
Proof. Applying a well-known conditioning argument, note that
(by the Cauchy-Schwartz inequality)
(by the Jensen inequality)
1/2 and, by the Jensen inequality,
As for the second part of the proposition, first note that
Now, take the conditional expectation given (p, ξ(n)) and use again the Cauchy-Schwartz inequality to obtain
Finally, to complete the proof, apply the Jensen inequality and argue as in the previous part of the proof. ♦ Of course, the mean is not the unique interesting functional which appears in statistical problems. For instance, statisticians frequently deal with functionals of the form
or even of the form
Think, for example, of the variance or of the median of a probability measure, respectively.
It is immediate to generalize Proposition 3.1 according to
As far as functionals of the type of t 2 are concerned, the situation is less simple. As a general strategy, one could apply the usual argmax argument. See, e.g., [33] . To do this, set 
Hence, one can try to show that
for some continuous function g, with g(0) = 0, and some function φ such that for some θ 0
If these conditions hold, then the convergence of M N to M is easily proved, whereas both tightness of (θ N ) N ≥1 and uniqueness ofθ require additional assumptions.
Here is an example, where med(p) denotes the median of the distribution p.
and
Proof. In this case
Since P R |x|p(dx) < +∞ = 1, from Proposition 3.3 we get that (M N (θ 1 ), . . . , M N (θ k )) converges in law to (M(θ 1 ), . . . , M(θ k )) for every k and every (θ 1 , . . . , θ k ). Moreover
hence (1) is verified. It remains to prove the tightness of (M N ) N ≥1 . First of all observe that if X 1 , . . . , X 2N +1 are i.i.d random variables with common distribution function F then the distribution function of the median of X 1 , . . . , X 2N +1 is given by
where B is the Euler integral of the first kind (the so-called beta function). Hence, denoting byF (x) the distribution function ofp and setting
it follows that
Now, by the Markov inequality,
In the same way, it is easy to see that
and hence
With these inequalities it is immediate to prove the tightness of (M N ) N ≥1 . The proof of the second part of the proposition is analogous. ♦
Comparing posterior distributions of random probabilities
We now turn our attention to the comparison of Lẽ N |ξ(n) with Lp |ξ(n) . We shall use the Gini-Kantorovich-Wasserstein distance on the space of all probability measures. The GiniKantorovich-Wasserstein distance of order 1 (relative to a metric λ) between two probability measures, say (Q 1 , Q 2 ), defined on (P, P) is
λ(p 1 , p 2 )Γ(dp 1 dp 2 ) :
where M (Q 1 , Q 2 ) is the set of all probability measures on (P × P, P ⊗ P) with marginals Q 1 and Q 2 . Here, it is worth recalling that W 1 admits the following dual representation
f (p)(Q 1 (dp) − Q 2 (dp));
See, e.g., Theorem 11.8.2 in [9] . The main goal of this section is to give explicit upper bounds for the random variable W 1 (Lẽ N |ξ(n) , Lp |ξ(n) ).
A first bound for the posterior distributions.
There is a large body of literature on the rate of convergence to zero (when N diverges) of
is a sequence of independent and identically distributed (i.i.d.) random variables taking values in X, with common probability measure p. See, for instance, [1] , [8] and [18] . The next lemma shows how these well-known results can be used to get a bound for W 1 (Lp |ξ(n) , Lẽ N |ξ(n) ).
Lemma 4.1. Assume that λ is bounded and satisfies
for every ǫ in (0, 1) and every p,
Lp |ξ(n) (dp) + nK N holds true for P -almost every ξ(n).
Proof. First of all, note that for every A in P Lẽ N |ξ(n) (A) = P Lẽ N |ξ(n),p (A)Lp |ξ(n) (dp)
where , according to our notation, Lẽ N |ξ(n),p denotes (a version of) the conditional distribution ofẽ N given (ξ(n),p). Hence, from the dual representation (2) of W 1 it is easy to see that
Lp |ξ(n) (dp).
Now, writeẽ
, and observe thatẽ n andẽ N,n are conditionally independent givenp. Moreover,ẽ N,n has the same law ofẽ N −n and W 1 (δ p , Q) = P λ(p, q)Q(dq). Hence,
The thesis follows from integration over P with respect to Lp |ξ(n) . ♦ In the next three subsections we shall use the previous lemma with different choices of X and λ.
4.2.
The finite case. We start from the simple case in which X = {a 1 , . . . , a k }. Here P can be seen as the simplex
Define λ to be the total variation distance, i.e. λ(p, q) =
In point of fact, it should be noted that, since X is finite, there is no difference between the strong and the weak topology on P. In this case, for every j = 1, . . . , k, one has e N (a j ) = ♯{i : ξ i = a j ; 1 ≤ i ≤ N }/N. Now, denoting by Z i a binomial random variable of parameters (N − n, p i ) (p i := p(a i )), we get
Observing that K := sup{T V (p, q) : p, q ∈ S k } ≤ 1 and that the total variation distance satisfies (3), Lemma 4.1 gives
4.3.
The case X = R. Passing to a general Euclidean space we first need to choose a suitable metric λ. We recall that if p and q belongs to P(R d ), the so-called bounded Lipschitz distance (denoted by β) between p and q is defined by
Note that sup (p,q)∈P β(p, q) ≤ 2 and that β satisfies β(p,
for every ǫ in (0, 1) and every p, p 1 , p 2 in P. Recall also that β metrizes the weak topology (see, e.g., Theorem 11.3.3 in [9] ). In what follows we take X = R and λ = β. As a consequence of Lemma 4.1, we get the next proposition in which, for every p in P, we set
holds true for all n < N , with Y := sup n E[∆(p)|ξ(n)] < +∞, for P -almost every ξ(n).
Proof. As already recalled, sup (p,q)∈P 2 β(p, q) ≤ 2 and β satisfies (3). Using the dual representation of w 1 -which is the analogue of (2) with R d in the place of P and · in the place of λ-it is easy to see that (5) β(p, q) ≤ w 1 (p, q).
Moreover, recall that, when X = R,
See, for instance, [30] . For any p in P 1 , for the sake of simplicity, set z (p) i = z i and observe that combination of (5) and (6) gives
Now, note that
are binomial random variables of parameters ((N − n), F p (t)). Hence, since
holds true P -almost surely, from the Cauchy-Schwartz inequality one gets
Combination of this fact with Lemma 4.1 and the obvious identity P ∆(p)Lp |ξ(n) (dp) = E[∆(p)|ξ(n)] gives the first part of the thesis. To conclude the proof, apply Doob's martingale convergence theorem (see, e.g., Theorem 10.5.1 in [9] ) to E[∆(p)|ξ(n)] in order to prove that sup n E[∆(p)|ξ(n)] < +∞ almost surely. ♦ A first simple consequence of the previous proposition is embodied in
holds true for all n < N for P -almost every ξ(n).
It is worth recalling that ∆(p) < +∞ implies finite second moment for p but not conversely (this condition defines the Banach space L 2,1 , cf. [22] , p.10). It is easy to show that if p has finite moment of order 2 + δ, for some positive δ, then
holds true with C δ := 2(1 + δ)/δ. As a consequence of these statements we have the following
Proof. By Proposition 4.3, whenever E[∆(p)] < +∞, one can write
Now, letp(·) = E(p(·)). Then, (8) together with Fubini theorem and Jensen inequality yield
Combining these facts with Markov inequality completes the proof. 
where N (ǫ, η, p) is the minimal number of sets of diameter ≤ 2ǫ which cover R d except for a set A with p(A) ≤ η. Proposition 3.1 in [8] (see also Theorem 7 in [18] ) gives
Using the last inequality and arguing as in the proof of Proposition 4.3 we obtain the following
< +∞ for some positive k, then the inequality
holds true for all n < N , with 
Using this last inequality we can prove the following
, for all n < N and for P -almost every ξ(n), one gets Y := sup n Y n < +∞ and
Proof. Using (9) and applying the Jensen inequality two times, we obtain
Combining Lemma 4 with this last inequality, Doob's martingale convergence theorem, Markov inequality and Jensen inequality concludes the proof. ♦ 4.5. Examples. The application of the theorems of this section essentially require conditions on the moments of ξ i . In the most common cases, the marginal distribution of each observation is available. Indeed, from a Bayesian point of view, the marginal distribution of each observation is usually treated as a prior guess of the mean of the unknownp. In the next three examples we review a few classical Bayesian nonparametric priors from this perspective.
Example 5 (Normalized random measures with independent increments). Probably the most celebrated example of nonparametric priors is the Dirichlet process, see, for example, [10, 11] . A class of nonparametric priors which includes and generalizes the Dirichlet process is the class of the so called normalized random measures with independent increments, introduced in [31] and studied, e.g., in [26, 23, 24, 17, 32] . To define a normalized random measure with independent increments it is worth recalling that a random measureμ with independent increments on R d is a random measure such that, for any measurable collection {A 1 , . . . , A k } (k ≥ 1) of pairwise disjoint measurable subsets of R d , the random variableμ(A 1 ), . . . ,μ(A k ) are stochastically independent. Random measures with independent increments are completely characterized by a measure ν on R d × R + via their Laplace functional. More precisely, for every A in B(R d ) and every positive λ one has
A systematic account of these random measures is given, for example, in [19] . Following [31] , if In point of fact, under the previous assumptions, P {μ(R d ) = 0} = 0; see [31] . The classical example is the Dirichlet process, obtained with ν(dxdv) = α(dx)ρ(dv) = α(dx)v −1 e −v dv, α being a finite measure on R d . Consider now a sequence (ξ i ) i≥1 of exchangeable random variables driven byp. When ν(dxdv) = α(dx)ρ(dv), then P {ξ i ∈ A} = α(A)/α(R d ) for every i ≥ 1. More generally,
see, e.g., Corollary 5.1 in [32] . Hence, E ξ m < +∞ if and only if
Example 6 (Species sampling sequences and stick-breaking priors). An exchangeable sequence of random variables (ξ n ) n is called a species sampling sequence (see [28] ) if, for each n ≥ 1,
with the proviso that ξ * 1 , . . . ξ * k(n) are the k(n) distinct values of ξ 1 , . . . , ξ n in the same order as they appear, l j,n (j = 0, . . . , k(n)) are non-negative measurable functions of (ξ 1 , . . . , ξ n ), and α is some non-atomic probability measure on (X, X ). See, among others, [14, 13, 27, 29] . Of course, in this case, it a simple task to check conditions on the marginal distribution of each observation, since it coincides with α. A particular kind of random probability laws connected with the species sampling sequences are the so-called stick-breaking priors. Such priors are almost surely discrete random probability measures that can be represented as
where (p k ) k≥1 and (Z k ) k≥1 are independent, 0 ≤ p k ≤ 1 and N k=1 p k = 1 almost surely, and (Z k ) k≥1 are independent and identically distributed random variable taking values in X with common probability α. Stick-breaking priors can be constructed using either a finite or infinite numbers of terms, 1 ≤ N ≤ +∞. Usually,
where V k are independent Beta(a k , b k ) random variables for a k > 0, b k > 0. See [16, 15] . It is clear that in this case P {ξ i ∈ A} = α(A).
Example 7 (Pólya tree). Let X = R and let E j be the set of all sequences of 0s and 1s of length j. Moreover, set E * = ∪ j E j . For each n, let T n = {Bǭ :ǭ ∈ E n } be a partition of R such that for allǭ in E * , Bǭ 0 , Bǭ 1 is a partition of Bǭ. Finally let ℵ = {αǭ :ǭ ∈ E * } be a set of nonnegative real numbers. A random probabilityp on R is said to be a Pólya tree with respect to the partition T = {T n } n with parameter ℵ if
• {p ( Bǭ 0 |Bǭ 0 ) :ǭ ∈ E * } are a set of independent random variables • for allǭ in E * p (Bǭ 0 |Bǭ 0 ) is Beta(αǭ 0 , αǭ 1 ).
See [25, 20, 21] . Under suitable condition on ℵ, such a random probability does exist. See Theorem 3.3.2 in [12] . Moreover, if (ξ n ) n≥1 is an exchangeable sequence with driving measurẽ p, for any Bǭ withǭ = ǫ 1 ǫ 2 . . . ǫ k , P {ξ n ∈ Bǭ} = k i=1 α ǫ1ǫ2...ǫi α ǫ1ǫ2...ǫi0 + α ǫ1ǫ2... ǫi1 .
See, e.g., Theorem 3.3.3 in [12] . In this case it is a difficult task to give explicit conditions for the existence of the moments of ξ i . Nevertheless, Lavine suggests that, if the partitions has the form F −1 ( ǫ i /2 i , ǫ i /2 i + 1/2 i ), F being a continuous distribution function, and α ǫ1ǫ2...ǫi α ǫ1ǫ2...ǫi0 + α ǫ1ǫ2...ǫi1 = 1 2 then P {ξ n ≤ x} = F (x).
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