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1 INTRODUCTION
Probabilistic programs implement statistical models. Mostly, probabilistic programs follow the
Bayesian approach by choosing a prior distribution of parameters and conditioning on observations.
In a basic setting, individual observations are samples from the joint data distribution. For example,
in the model of an intensive care unit patient, an observation may be a vector of vital sign readings
at a given time.
However, instead of samples from the joint data distribution, observations may be independent
samples from marginal data distributions of each observable variable, summary statistics, or even
data distributions themselves, provided in closed form or as samplers. These cases naturally appear
in real life scenarios: samples from marginal distributions arise when different observations are
collected by different parties, summary statistics (mean, variance, and quantiles) are often used to
represent data collected over a large population, and data distributions may represent uncertainty
during inference about future states of the world, i.e. in planning. Consider the following situations:
• A study is performed in a hospital on a group of patients carrying a particular disease.
To preserve the patients’ privacy, the information is collected and presented as summary
statistics of each of the monitored symptoms, such that only marginal distributions of the
symptoms are approximately characterized. It would be natural to condition the model on a
combination of symptoms, but combinations are not observable.
• A map of roads is given for a country. The traveller must go in the shortest time from city A
to city B, but some road sections may turn out to be closed due to bad weather, which can
only be discovered at a crossing adjacent to the road section. A policy that minimizes average
travel time, given the probabilities of each road to be closed, must be found (this is known as
the Canadian traveller problem [5]). Each travel route would be conditioned on a particular
state of the roads, but the policy should be conditioned on the distribution of states.
Section 5 provides detailed examples of such settings, along with inference and posterior analysis.
Probabilistic programming languages and frameworks which support conditioning on samples
from the joint data distribution are not directly capable of expressing such models and performing
inference on them. For some settings, the models can be augmented with additional information [11]
and custom inference techniques can be used [6, 10, 11]. However, this compromises a core promise
of probabilistic programming: programs and algorithms should be separated, and off-the-shelf
inference algorithms should be applicable to a wide range of programs in a black-box manner.
In this work, we propose to distinguish between deterministic conditioning, that is, conditioning
p(x |y) of parameter x on a sampley from the joint data distribution, and stochastic conditioning, that
is, conditioning p(x |Dz ) on the distribution Dz of the stochastically observable variable z. We start
with an informal introduction providing intuition about stochastic conditioning (Section 2). Then,
we define the notion of stochastic conditioning (Section 3) and describe extensions of known general
inference algorithms to probabilistic programs with stochastic conditioning (Section 4). In case
studies (Section 5) we provide probabilistic programs for several problems of statistical inference
which are impossible or difficult to approach otherwise, perform inference on the programs, and
analyse the results.
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2 INTUITION
Consider a problem in which we know that z is distributed asN(0, 1) and want to infer x such that
observation y falls close to x + z. We might naïvely write the model for this problem as
z ∼ N(0, 1)
x ∼ Gamma(2, 2)
y ∼ N(x + z, 1)
(1)
Provided a given observation value c of y, we can infer the posterior distribution of x denoted as
p(x |y = c,Dz ).
However, model (1) answers a different question: we treat z as a latent variable and infer the joint
posterior of x and z under the given prior, i.e. p(x , z |y). This is not what we ask; the distribution of
z should remain the same standard normal. The quantity of interest is p(x |y,Dz ) where we want
to infer the latent variable x conditioned on the fixed observation y and the distribution Dz of a
stochastically observable variable z (e.g. Dz is N(0, 1) here). The ‘likelihood’ term p(y |x ,Dz ) also
depends on the external noise z with known distribution.
To reflect our intent, let us re-write the model using a different notation for z:
z ← N(0, 1)
x ∼ Gamma(2, 2)
y ∼ N(x + z, 1)
(2)
The left arrow in model (2) denotes that z’s distribution is known and the observation of y should
be averaged over the distribution of z. One may argue that (2) can be transformed such that z is
eliminated (see (10)). However, this is not possible in general. Consider a slightly modified model:
z ← N(0, 1)
x ∼ Gamma(2, 2)
y ∼ N(log(exp(x) + exp(z)), 1)
(3)
Model (3) has the same structure as model (2) but cannot be analytically transformed to a probabilis-
tic program with deterministic conditioning. We shall call models such as (2) and (3) probabilistic
programs with stochastic conditioning. As will become clear from the next section, stochastic con-
ditioning is related to nested conditioning [6]. However, unlike with the basic form of nested
conditioning, flattened Monte Carlo estimation of the posterior would be biased.
3 STOCHASTIC CONDITIONING
Let us define stochastic conditioning formally. For simplicity, we will consider a probabilistic
program without deterministic conditioning on y, that is with only x and z. Note that the deter-
ministic case is trivially included by specifying corresponding Dz to be a Dirac delta distribution
on the constant value. Let us assume that the prior probability distribution of x is given, p(x), as
well as the conditional probability, or likelihood, p(z |x), and the probabilistic program computes
p(x , z) = p(x)p(z |x), in the usual way. Our objective is to infer the posterior distribution of x
conditioned on Dz , a distribution of z with support ΩD . By conditioning on a distribution we mean
conditioning on all values according to their probabilities. Probability of conjunction of events is
the product of probabilities of events:
p(x |Dz ) ∝ p(x ,Dz ) = p(x)
∏
z∈ΩD
(p(z |x))pD (z)dz = exp
(
logp(x) +
∫
z∈ΩD
pD (z) logp(z |x)dz
)
∝ exp (logp(x) − KL(pD (z)| |p(z |x))) ,
(4)
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where
∏
refers to a type II geometric integral. For the discrete case, the integrals are to be replaced
with the product and the sum, correspondingly. pD (z) is the probability density of z with respect to
distribution Dz .
4 INFERENCE
Algorithms for deterministic conditioning cannot be applied without modification to probabilistic
programs with stochastic conditioning. One approach is to leverage the methods of nested Monte
Carlo estimation [7]. However, probabilistic programs with stochastic conditioning constitute
an important particular case of nested models, and it is possible to leverage properties of such
programs to adapt a wider class of inference algorithms.
In importance sampling, xi are drawn from a proposal distributionQ with probability mass or
density q(x) and weighted by the joint probability of x and observations. In the case of stochastic
conditioning, the weight of xi is
wi =
1
q(xi )
∏
z∈ΩD
p(xi , z)pD (z)dz . (5)
A Monte Carlo estimate of wi using samples zj ∼ Dz would be biased [7] due to a non-linear
mapping of the expectation in (5), however a bias-adjusted estimate ŵi can be computed as follows:
mi =
1
N
N∑
j=1
logp(xi , zj ), s2i =
1
N − 1
N∑
j=1
(
logp(xi , zj ) −mi
)2
, ŵi =
exp(mi )
q(xi ) exp
(
s2i
2N
) . (6)
In order to apply lightweight Metropolis-Hastings [12], a variant of Metropolis-Hastings
within Gibbs adapted for probabilistic programs, to probabilistic programs with stochastic condi-
tioning, the acceptance rate must be adjusted in a way similar to the weight estimate in importance
sampling. However, stochastic gradient Markov chainMonte Carlo (sgMCMC) [4] can be used
unmodified when the log probability is differentiable with respect to x . sgMCMC uses an unbiased
stochastic estimate of the gradient of log probability density. Such estimate is trivially obtained by
drawing a single sample z from Dz and computing the gradient of the log density by x given z.
Stochastic variational inference [2, 3, 8] requires a noisy estimate of the gradient of ELBO
∇λL = Eq [∇λ logq(x |λ)(logp(x ,Dz ) − logq(x |λ))] . (7)
As in the standard posterior-inference setting, maximizing ELBO is equivalent to mimising the KL
divergence from q(x |λ) to p(x |Dz ). Substituting (4) into (7), we obtain
∇λL = Eq
[
∇λ logq(x |λ)(logp(x) +
∫
z∈ΩD
pD (z) logp(z |x)dz − logq(x |λ))
]
= Eq
[∫
z∈ΩD
(
∇λ logq(x |λ)
(
logp(x) + logp(z |x) − logq(x |λ)
))
pD (z)dz
]
= E(x,z)∼q(x |λ)×Dz
[
∇λ logq(x |λ)
(
logp(x) + logp(z |x) − logq(x |λ)
)]
. (8)
Since samples of xt and zs are independent, ∇λL can be estimated using Monte Carlo samples
xs , zs ∼ q(x |λ) × Dz :
∇λL ≈ 1
S
S∑
s=1
∇λ logq(xs |λ)(logp(xs ) + logp(zs |xs ) − logq(xs |λ)), (9)
and stochastic variational inference can be directly applied. In fact, [11] uses black-box variational
inference [8] for a special case of stochastic conditioning arising in policy search.
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Fig. 1. Introductory example: inferred posteriors of x for y = 1 for each of the three models. Importance
sampling on the model with stochastic conditioning (2), and on the analytically transformed model (10) give
virtually identical results. Results on the wrong model (1), in which z is another random variable, differ.
5 CASE STUDIES
The code and data for the case studies are in repository https://bitbucket.org/dtolpin/stochastic-
conditioning.
5.1 Introductory Example
We begin with performing posterior inference on the introductory example (2) in Section 2. Stochas-
tic conditioning can be analytically eliminated in (2) by applying results from Section 3, resulting
in (10):
x ∼ Gamma(2, 2)
y ∼ N(x , 1) (10)
We compare marginal posterior distributions for models (2), (10), and (1). x was proposed from
Gamma(1, 1). The inference results are obtained for 10 000 samples of x and 100 samples of z for
each value of x . Figure 1 shows the marginal cumulative posterior distribution functions for each
of the models, for deterministic observation y = 1.
5.2 Inferring the Accuracy of Weather Forecast
A person commutes to work either by motorcycle or, on rainy days, by taxi. When the weather is
good, the motorcycle ride takes 15 ± 2 minutes. If rain is expected, the commuter takes a taxi, and
the trip takes 30 ± 4 minutes, because of crowded roads which slow down a four-wheeled vehicle.
Sometimes, however, the rain catches the commuter in the saddle, and then the commuter rides
slowly and carefully, arriving at 60 ± 8 minutes. Given weather observations and trip durations, we
want to estimate the accuracy of rain forecasts, that is, the probability of the positive forecast on
rainy days pt (true positive) and on dry days pf (false positive).
The problem is represented by the following generative model:
pr ,pt ,pf ∼ Beta(2, 2)
rain ∼ Bernoulli(pr )
willRain ∼
{
Bernoulli(pt ) if rain
Bernoulli(pf ) otherwise
duration ∼

Normal(30, 4) ifwillRain
Normal(15, 2) if ¬rain
Normal(60, 8) otherwise
(11)
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Fig. 2. Commute to work: posteriors of pt and pf for each of the four models.
This generative model can be interpreted as either a simulator that draw samples of (rain, duration)
given pr , pt , and pf , or as a procedure that computes the conditional probability of (rain, duration)
given pr , pt , and pf . We use the simulator interpretation to generate synthetic observations for 30
days and pr = 0.2, pt = 0.8, pf = 0.1. The conditional probability interpretation lets us write down
a probabilistic model for posterior inference of pt and pf given observations.
If, instead of observing (rain, duration) simultaneously for each day, we observe weather and
trip durations independently, and do not know correspondence between weather and trip duration
(a common situation when different measurements are collected by different parties), we can still
write a conventional probabilistic program, but the time complexity of inference is squared in the
number of observations. In general, the complexity grows exponentially with the dimensionality of
observations, and inference is infeasible in problems with more than a couple of observed features.
Alternatively, we can draw rain and duration from the observation sets randomly and stochasti-
cally condition on the joint distribution Dz = Rains × Durations:
rain,duration ← Rains × Durations
...
(12)
One can argue that the probabilistic program for the case of independent sets of observations of
rain and duration can still be implemented with linear complexity in the number of observations by
noting that the domain of rain contains only two values, true and false, and manually marginalizing
over rain. However, marginalization is not always possible. Consider a variant of the problem, in
which the duration of a motorcycle trip in rain depends on rain intensity.
Figure 2 showsmarginal posteriors ofpt andpf for each of the four models, on the same simulated
data set. Posterior distributions should be the same for the marginal and stochastic models. The
deterministic model is exposed to more information (correspondence between rain occurrence and
trip duration). Hence, the posterior distributions are more sharply peaked. The stochastic model
with observation of intensity should be less confident about pt , since now the observation of a
motorcycle trip duration slowed down by rain is supposed to come from a distribution conditional
on rain intensity.
5.3 Estimating the population of New York state
This case study is inspired by [9], also appearing as Section 7.6 in [1]. The original case study
evaluated Bayesian inference on the problem of estimating the total population of 804 municipalities
of New York state based on a sample of 100 municipalities. Two samples were given, with different
summary statistics, and power-transformed normal model was fit to the data to make predictions
consistent among the samples. The authors of the original case study apparently had access to the
full data set (populations of each of 100 municipalities in both samples).
However only summary description of the samples appears in the publication: the mean, the
standard deviation, and the quantiles (Table 1). We show how such summary description can be
used to perform Bayesian inference, with the help of stochastic conditioning.
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Population Sample 1 Sample 2
(N=804) (n=100) (n=100)
mean 17,135 19,667 38,505
sd 139,147 142,218 228,625
lowest 19 164 162
5% 336 308 315
25% 800 891 863
median 1,668 2,081 1,740
75% 5,050 6,049 5,239
95% 30,295 25,130 41,718
highest 2,627,319 1,424,815 1809578
Table 1. Summary statistics for populations of municipalities in New York State in 1960; all 804 municipalities
and two independent simple random samples of 100. From [9].
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Fig. 3. Populations of municipalities in NY state: inferred predictive posterior distributions.
Sample 1 Sample 2
mean 18,646 23,655
5% 82 69
median 2,389 2,395
95% 66,381 80,296
Table 2. Posterior intervals for each of the samples. Despite apparent differences in the summaries (Table 1),
the posterior intervals are similar.
The original case study in [9] started with comparing normal and log-normal models, and finally
fit a truncated power-transformed normal distribution to the data, which helped reconcile conclu-
sions based on each of the samples while producing results consistent with the total population.
Here, we use a model with log-normal sampling distribution and normal-inverse-Gamma prior
on the mean and variance. To complete the model, we stochastically condition the model on the
piecewise-uniform distribution Dz of municipality populations according to the quantiles:
z1...n ←Quantiles
m ∼ Normal(mean, sd√
n
), s2 ∼ InvGamma(n2 ,
n
2 sd
2)
σ =
√
log (s2/m2 + 1), µ = logm − σ
2
2
z1...n ∼ LogNormal(µ,σ )
(13)
The posterior predictive distributions from both samples are shown in Figure 3 and summarized in
Table 2. Despite differences in the sample summaries, the posteriors are quite similar and consistent
with the summary of the total population.
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