Abstract. Benchmarking methods for 3d hand tracking is still an open problem due to the difficulty of acquiring ground truth data. We introduce a new dataset and benchmarking protocol that is insensitive to the accumulative error of other protocols. To this end, we create testing frame pairs of increasing difficulty and measure the pose estimation error separately for each of them. This approach gives new insights and allows to accurately study the performance of each feature or method without employing a full tracking pipeline. Following this protocol, we evaluate various directional distances in the context of silhouette-based 3d hand tracking, expressed as special cases of a generalized Chamfer distance form. An appropriate parameter setup is proposed for each of them, and a comparative study reveals the best performing method in this context.
Introduction
Benchmarking methods for 3d hand tracking has been identified in the review [7] as an open problem due to the difficulty of acquiring ground truth data. As in one of the earliest works on markerless 3d hand tracking [19] , quantitative evaluations are still mostly performed on synthetic data, e.g., [26, 2, 34, 4, 21] . The vast majority of the related literature, however, is limited to visual, qualitative performance evaluation, where the estimated model is overlaid on the images.
While there are several datasets and evaluation protocols for benchmarking human pose estimation methods publicly available, where markers [28, 1] , inertial sensors [3] , or a semi-automatic annotation approach [32] have been used to acquire ground truth data, there are no datasets available for benchmarking articulated hand pose estimation. We propose thus a benchmark dataset consisting of 4 sequences of two interacting hands captured by 8 cameras, where the ground truth position of the 3d joints has been manually annotated.
Tracking approaches are usually evaluated by providing the pose for the first frame and measuring the accumulative pose estimation error for all consecutive frames of the sequence, e.g., [28] . While this protocol is optimal for comparing full tracking systems, it makes it difficult to analyze the impact of individual components of a system. For instance, a method that estimates the joint positions with a high accuracy, but fails in a few cases and is unable to recover from errors, In the synthetic experiments all joints (all dots in (a)) are taken into account, while in the realistic only a subset (black dots in (a)) is evaluated.
will have a high tracking error if an error occurs very early in a test sequence. However, the tracking error will be very low if the error occurs at the end of the sequence. The accumulation of tracking errors makes it difficult to analyze in-depth situations where an approach works or fails. We therefore propose a benchmark that analyzes the error not over a full sequence, but over a set of pairs consisting of a starting pose and a test frame. Based on the start pose and the test frame, the pairs have different grades of difficulty.
In this work, we use the proposed benchmark to analyze various silhouettebased distance measures for hand pose estimation. Distance measures that are based on a closest point distance, like the Chamfer distance, are commonly used due to its efficiency [19] and often extended by including directional information [9, 33] . Recently, a fast method that computes a directional Chamfer distance using a 3d distance tensor has been proposed [16] for shape matching. In this work, we introduce a general form of the Chamfer distance for hand pose estimation and quantitatively compare several special cases.
Related Work
Since the earliest days of vision-based hand pose estimation [24, 7] , low-level features like silhouettes [19] , edges [13] , depth [6] , optical flow [19] , shading [14] or a combination of them [17] have been used for hand pose estimation. Although Chamfer distances combined with an edge orientation term have been used in [33, 2, 31, 29] , the different distances have not been thoroughly evaluated for hand pose estimation. While a KD-tree is used in [31] to compute a directional Chamfer distance, Liu et al. [16] recently proposed a distance transform approach to efficiently use a directional Chamfer distance for shape matching. Different methods of shape matching for pose estimation have been compared in the context of rigid objects [12] or articulated objects [22] . While previous work mainly considered to estimate the pose of a hand in isolation, recent works con-sider more complicated scenarios where two hands interact with each other [21, 4] or with objects [11, 25, 10, 20, 4] .
Hand Pose Estimation
For evaluation, we use a publicly available hand model [4] , consisting of a set of vertices, an underlying kinematic skeleton with 35 degrees of freedom (DOF) per hand, and skinning weights. The vertices and the joints of the skeleton are shown in Fig. 1 . Each 3d vertex v is associated to a bone j by the skinning weights α v,j , where j α v,j = 1. The articulated deformations of a skeleton are encoded by the vector θ that represents the rigid bone transformations T j (θ), i.e., rotation and translation, by twistsξ ∈ se(3) [18, 5] . Each twist-encoded rigid body transformation θ jξj for a bone j can be converted into a homogeneous transformation matrix by the exponential map operator, i.e., T j (θ) = exp(θ jξj ) ∈ SE(3). The mesh deformations based on the pose parameters θ are obtained by the linear blend skinning operator [15] using homogeneous coordinates:
In order to estimate the hand pose for a given frame, correspondences between the mesh and the image of each camera c are established. Each correspondence (v i , q i , c i ) associates a vertex v i to a 2d point q i in camera view c i . Assuming that the cameras are calibrated, the point q i can be converted into a projection ray that is represented by the direction d i and moment m i of the line [30, 27] . The hand pose can then be determined by the pose parameters that minimize the shortest distance between the 3d vertices v i and 3d projection rays (d i , m i ):
This non-linear least-squares problem can be iteratively solved [27] :
-Update vertex positions by (1) .
In this work, we reformulate (2) as a Chamfer distance minimization problem.
Generalized Chamfer Distance
As discussed in Section 2, the Chamfer distance is commonly used for shape matching and has been also used for pose estimation by shape matching. In our context, the Chamfer distance between pixels of a contour C for a given camera view and the set of projected rim vertices P(θ), which depend on the pose parameters θ and project onto the contour of the projected surface, is
This expression can be efficiently computed using a 2d distance transform [8] .
The Chamfer distance (3) can be generalized by
where d(p, q) is a 2d distance function to compute the distance between two points, f (p, q) is a penalty function for two closest points, and Z is a normalization factor. If we use
Chamf er (θ, C) is the standard Chamfer distance (3). In order to increase the robustness to outliers,
2 , K is used in [29] , where K is a threshold on the maximum squared distance.
Orientation can be integrated by penalizing correspondences with inconsistent orientations:
or by computing the closest distance to points of similar orientation based on a circular distance threshold τ [9] :
where |φ(p) − φ(q)| φ is the circular distance between two angles, which can be signed, i.e., in the range of [0, π], or unsigned, i.e., in the range of [0,
The directional Chamfer distance [16] can be written as
Chamf er (θ, C) with (8) efficiently, φ can be quantized to compute a 3d distance transform [16] . As in [16] , we compute φ(q) by converting C into a line representation [23] . φ(p) is obtained by projecting the normals of the corresponding vertices in P(θ).
In order to use the generalized Chamfer distance d
Chamf er (θ, C) for pose estimation from multiple views (2), only f and Z need to be adapted. Let C(c) denote the contour of camera view c and P(θ, c) the set of projected vertices for pose parameters θ and camera c. (2) can be rewritten as
Chamf er (θ, C(c))
with
where v(θ) is the 3d vertex corresponding to p ∈ P(θ) and (d, m) is the 3d projection ray corresponding to q. d(p, q) can be any of the functions (5)- (8) .
In case of (6), instead of adding a fixed penalty term K, correspondences with inconsistent orientation can be simply removed and P(θ, c) becomes the set of correspondences with |φ(p) − φ(q)| φ < τ .
Benchmark
We propose a benchmarking protocol that analyzes the error not over full sequences, but over a sampled set of testing pairs. Each pair consists of a starting pose and a test frame, ignoring the intermediate frames to simulate various difficulties. This approach gives new insights and provides means to analyze in-depth the contributions of various features or methods to the overall tracking pipeline under varying difficulty and to thoroughly study failure cases.
In this respect, 4 publicly available sequences 1 are used, containing realistic scenarios of two strongly interacting hands [4] . 10% of the total frames are randomly selected, forming the set of test frames of the final pairs. This is the basis to create 4 different sets of image pairs, having 1,5,10,15 frames difference respectively between the starting pose and the test frame, presenting thus increasing difficulty for tracking systems. These 4 sets and the overall combination constitute a challenging dataset, representing realistic scenarios the occur due to low frame rates, fast motion or estimation errors in the previous frame.
The created testing sets are used in two experimental setups: a purely synthetic and a realistic. In both cases, the starting pose is given by the publicly available motion data outputed by the tracker of [4] . In the synthetic experimental setup the test frame is synthesized by the hand model and the aforementioned motion data, while the required ground truth exists inherently in them. In the realistic setup the test frame is given by the camera images, for which no ground-truth data are available, thus the frames have been manually annotated 2 . As error measure, we use the average of the Euclidean distances between the estimated and the ground-truth 3d positions of the joints. For the realistic setup we use only the joints of the model that could be annotated, which are depicted with black color in Fig. 1 . For the synthetic setup all joints of the model (black and red) are taken into account.
Experiments

Implementation Details
The aforementioned benchmark is used to evaluate four special cases of the generalized Chamfer distance (Section 4) for hand pose estimation.
CH denotes the Chamfer distance without any orientation information (5) . DCH-Thres rejects correspondences if the orientations are inconsistent, depending on the circular distance threshold τ (6).
DCH-Quant computes a 2d distance field for all quantizations of φ and assigns a vertex to one bin based on the orientation of its normal (7) . Instead of hard binning, soft binning can also be performed, denoted by DCH-Quant2. In this case, the two closest bins are used, yielding two correspondences per vertex. DCH-DT3 denotes the approximation of the directional Chamfer distance (8) proposed by Liu et al. [16] . The approach computes a 3d distance field DT3 and depends on two parameters. While λ steers the impact of the orientation term in (8), φ is quantized by a fixed number of bins.
As mentioned in Section 4, the target silhouette is approximated with linear line segments for all the directional distances DCH, using [23] . We also investigate two versions of the circular distance | · | φ , namely the unsigned version, denoted by 180, and the signed version, denoted by 360.
Results
We have evaluated all Chamfer distances both on the synthetic and the realistic dataset in order to compare the distances for 3d hand pose estimation, but also in order to investigate the performance predicting abilities of synthetic test data. As measure, we use the average joint error per test frame and compute the percentage of frames with an error below a given threshold. We first evaluated the differences between the signed and unsigned circular distance for DCH-Thres and varied the threshold parameter τ . The results are plotted in Fig. 2 . The plot shows that the signed distance outperforms the unsigned distance. Since we observed the same result for DCH-DT3, we only report results for the signed distance (360) in the remaining experiments.
For DCH-DT3, we evaluated the impact of the two parameters λ and the number of quantization bins for φ. The results are plotted in Fig. 3. Figs. 3a  and 3b show the importance of directional information for hand pose estimation, and reveal that there is a large range of λ that works well. With a finer quantization of φ, the original directional Chamfer distance (8) is better approximated. Figs. 3c and 3d show that 16 bins are sufficient for this task. We finally evaluated the number of bins for DCH-Quant and DCH-Quant2. Fig. 4 shows that DCH-Quant2 performs better than DCH-Quant. In this case, a large number of bins results in a very orientation sensitive measure, and the performance decreases with a finer quantization, in contrast to DCH-DT3. Fig. 5 summarizes the results for each distance with the best parameter setting. As expected, the results show that directional information improves the estimation accuracy. However, it is not DCH-DT3 that performs best for hand pose estimation, but DCH-Thres, which is also more efficient to compute. While for DCH-DT3 the full hand model converges smoothly to the final pose, the thresholding yields a better fit to the silhouette after convergence (see supplementary video 3 ). Comparing the performances between synthetic and real data, we conclude that synthetic data is a good performance indicator, but might be misleading sometimes. For instance, CH performs well on the synthetic data but worst on the real data. This is also reflected by the mean error for the various frame differences provided in Table 1 , that introduce an increasing difficulty in the benchmark. Denoted with the term initial is the average 3d distance of the joints before running the pose estimation algorithm. The result of a full tracking system [4] is provided for comparison, which expectedly performs better due to the number of features combined. Finally, runtime is provided for the synthetic experiments, giving some intuition about the time efficiency of each method.
Conclusion
In this work, we propose a new benchmark dataset for hand pose estimation that allows to evaluate single components of a hand tracker without running a full system. As an example, we discuss a generalized Chamfer distance and evaluate four special cases. The experiments reveal that directional information is important and a signed circular distance performs better than an unsigned distance in the case of silhouettes. Interestingly, a distance using a circular threshold outperforms a smooth directional Chamfer distance both in terms of accuracy and runtime. We finally conclude that synthetic data can be a good indicator for the performance, but might be misleading when comparing different methods. Future plans include adding frame pairs of other sequences with more background clutter and segmentation noise. 
