U.S. imports and exports respond little to exchange rate changes in the short run. Pricing behavior has long been thought central to explaining this response: if local prices do not respond to exchange rates, neither will trade flows. Sticky prices and strategic complementarities in price setting generate sluggish responses, and they are necessary to match newly available international micro price data. Using trade flow data, I test models capable of replicating these trade price data. Even with significant pricing frictions, the models still imply a trade response to exchange rates stronger than found in the data. Moreover, using significant cross-sector heterogeneity, comparative statics implied by the model find little to no support in the data. These results suggest that while complementarity in price setting and sticky prices can explain pricing patterns, some other short-run friction is needed to match actual trade flows. Furthermore, the muted response found for sectors with high long-run substitutability implies that simply assuming low elasticities may be inappropriate. Finally, there is evidence of an asymmetric response to exchange rate changes.
Introduction
Why do international trade flows respond so little to exchange rate changes? This perennial question has important relevance for current account imbalances and monetary policy transmission. The response depends on both how often and how much destination prices move after a change in the exchange rate. Intuitively, both aspects can help explain the empirical finding that trade values (and volumes) are largely unresponsive to exchange rate changes in the short run. First, if prices are stuck in the local currency, exchange rate movements will not affect the trade value or volume. Second, even if prices change but exporters choose not to pass through the exchange rate change fully, this will also dampen the trade response. Related to the pricing frictions, I consider one additional theory proposed by Leibovici and Waugh (2012). In their model, shipping lags reduce the effective price elasticity through the stochastic discount factor. I test their theory by comparing sectors and countries with relatively high proportions shipped by vessel to those shipped by other, faster means (typically air or ground). I find no discernible difference in response across sectors for imports.
Exports that are predominately shipped by vessel have essentially no response to exchange rate changes, compared to a statistically significant but small response for exports shipped by other means. While this is supportive of the theory, the difference in magnitude is small, suggesting that it is not a primary driver of the overall muted response. (2012) show how more productive firms in France respond differently than less productive firms to exchange rate changes. Using Italian firm-level data, Bernard, Grazzi and Tomasi (2011) show that the trade response of wholesalers to exchange rate changes is less than than of manufacturing firms who export directly.
Our understanding of trade pricing has grown significantly in the past several years.
In addition to work with micro price data already mentioned, several papers contribute to estimating and explaining limited pass-through of exchange rate changes into import prices. pricing and time-dependent (Calvo) price setting. 2 Here, I examine imports and exports separately, using models more capable of matching micro price facts and taking the results back to highly disaggregated trade data.
The rest of the paper is organized as follows: Section 2 starts by analytically characterizing a simple flexible price baseline where firms optimally choose not to fully pass through exchange rate shocks due to strategic complementarities in price setting and imported intermediates. Section 3 lays out the benchmark model which can incorporate flexible, Calvo, or 2 Landry (2010) demonstrates the effects of state-dependent pricing in a DSGE setting with two countries. menu cost pricing. Section 4 describes the data and estimation procedure to be used with both actual and simulated data. Section 5 discusses the results, and Section 6 concludes.
Flexible price baseline
In this section, I show analytically how strategic complementarities in price setting and imported intermediates combine to reduce both exchange rate pass-through and the response of trade to exchange rate changes, while allowing firms to flexibly choose their prices. The analysis of optimal price-setting and pass-through follows Gopinath and Itskhoki (2010) and Klenow and Willis (2006) , though the focus here is on the response of trade to exchange rate changes, rather than its pass-through to prices.
Firms compete monopolistically; let q(p) denote the quantity demanded by the destination given a price p, denominated in the destination currency. 3 Constant elasticity of substitution (CES) is the standard demand setup for models of monopolistic competition, which provides very tractable demand equations depending only on the firm's price p, the sectoral price index P , and real demand C:
where θ is the elasticity of substitution between varieties. This leads to the optimal, flexible price charged by a firm to be a constant markup θ/(θ − 1) over marginal cost.
Gopinath et al. (2010) and Gopinath and Itskhoki (2010) find that variable markups are important in producing the low exchange rate pass-through observed in micro trade price data. Typical explanations -nominal rigidity in the short run and local distribution costs -cannot sufficiently explain the observation that individual import prices at the dock do not pass through changes in the exchange rate, even after adjusting. Therefore, it is essential to move away from CES demand to a more general class of demand functions with variable markups.
Starting with the general case, letθ denote the effective demand elasticity:
Let˜ denote the elasticity of the elasticity, or the "super-elasticity":
Firms choose prices p to maximize profits each period, facing (constant) costs c(e, a) = e φ /a which depend on the exchange rate e (in units of destination currency per producer currency) and their productivity a. In steady state, a = e = 1. The portion of the firm's costs in the firm's currency is denoted by φ, and φ < 1 implies that the firm imports some intermediates from its destination. (e, a) ).
With flexible prices, the firm optimally chooses to price at a markup over marginal costs, where the markup is based on the effective demand elasticityθ:
The pass-through of the exchange rate to destination prices is then:
Note that if the super-elasticity is zero (˜ = 0), pass-through is simply dependent on the fraction of costs paid in the firm's currency (φ). Further, note that a positive superelasticity lowers pass-through ( ∂Ψ ∂˜ < 0). This expression illustrates how even with flexible prices, these two mechanisms reduce the optimal degree of pass-through of exchange rates to destination prices.
The elasticity of trade with respect to exchange rates, denoted by λ, can be shown to be a function of pass-through and the effective elasticity of demand:
Reducing pass-through Ψ clearly reduces the elasticity of trade λ for any given effective demand elasticityθ.
The source of the variable markups (˜ > 0) can be generated from micro sources, 4 but it is often convenient to characterize them in a way consistent with the formulation in Kimball (1995). Essentially, they are a broad class of demand aggregators which induce strategic complementarities in price setting: firms set their prices not only according to their own costs, but also relative to the prices of their competitors.
For concreteness, consider the demand aggregator to be used in the numerical model de- C ≡ 1):
This generates an effective elasticity which is a function of both the elasticity of substitution and the log difference of the price relative to the sectoral price index:
where is a parameter which controls the super-elasticity, and P is approximately a geometric average of sector prices. 5 As → 0, the demand specification collapses to CES. As p → P , the elasticity returns to θ, leading to a steady state markup equivalent to the CES case. 6 One way to think of is that it controls the degree to which firms desire to keep their price close to their competitors as determined by the sectoral price index P .
Finally, note that nominal trade described above (pq(p)) is denominated in the destination (local) currency. Suppose instead we denominate trade in the firm's (producer) currency. Then the trade response becomes:
which is simply λ P CP = λ − 1. So all else equal, we would expect dollar-priced U.S. exports to have respond with a nominal trade elasticity one unit higher than dollar-priced U.S. 
Numerical model setup
The benchmark numerical model is a partial equilibrium analysis of a monopolistically competitive sector, including both domestic and foreign firms. This level of aggregation is consistent with the bilateral, disaggregated data described in Section 4. The (nominal) exchange rate process is taken to be exogenous, a reasonable assumption given the general lack of connection between exchange rate movements and underlying fundamentals at higher frequencies. 7 The setup of the model follows that of Gopinath and Itskhoki (2010), but similar models can be found in Schoenle (2010) and Neiman (2011). 8 This class of models is generally capable of reproducing the basic known properties of international price setting and exchange rate pass-through.
A large number of foreign firms compete monopolistically in the home sector. Firms face demand which induces strategic complementarities in price setting: firms set prices based on both a markup over their marginal cost and the aggregate price index in the sector.
This feature is crucially important in matching the price data, where even conditional on adjustment, pass-through of exchange rate changes to prices is fairly low. Specifically, demand takes the form of the Klenow-Willis aggregator described in Section 2.
Given this demand, firms choose whether to change their price each period. In a flexible price setting, the cost of changing the price is zero. In a menu cost setting, however, the cost of changing a firm's price is set sufficiently high to match the frequency of price changes observed in transaction-level international price data. By contrast, a time-dependent Calvo price framework can be implemented in the same model by making this menu cost stochastic.
Firms meet demand at their current price by hiring labor at an exogenous wage.
The firm's problem
All three price-setting formulations can be characterized by the same set of Bellman equations. Let V a (p, e, a) denote the value of the firm with price p, nominal exchange rate e (defined as units of destination currency per unit of producer currency), and productivity a. V n is the value if the firm does not adjust its price. A firm pays f mc to change its price, and it earns profit π(p, e, a). The Bellman equations can be characterized as:
where primes denote the next period, and β is a constant discount rate. The value of the firm at any time is simply V = max{V a , V n }. Flow profit in each period is π(p, e, a) = epq − qe φ /a for a firm which sets its price in its own currency (producer cost pricing), and φ denotes the degree to which costs are in the exporter's currency. This captures a degree of vertical production using intermediate goods or foreign labor to produce a good for a 7 It is also common in the literature, where generating plausible exchange rate volatility is difficult in general equilibrium. See, e.g., Alessandria, Kaboski and Midrigan (2010). 8 Note that each of these papers addresses either exports or imports. This formulation embeds all three price setting types: with flexible prices f mc = 0 ∀t and V = V a , and with menu costs firms choose between V a and V n each period. With
Calvo-style price setting, f mc takes a prohibitively high value with probability ψ, and a value of 0 with probability 1 − ψ.
The nominal exchange rate is exogenous and assumed to follow a persistent AR (1) process:
ln e = ρ e ln e + e .
Similarly, for each firm, their idiosyncratic productivity follows an AR(1) process, with their shocks drawn independently:
Given that demand q depends on the relative price of a good to the overall price index P , firms must know its expected evolution. I assume as in Gopinath and Itskhoki (2010) that firms forecast the sectoral price index based on the current sectoral price and the exchange rate:
where e + indicates an increase in the exchange rate relative to the previous period and e − indicates a decrease. 9 This allows for the sectoral price index to respond asymmetrically to exchange rate increases and decreases. The coefficients µ must be endogenously determined for each calibration, a process detailed in the appendix.
A sectoral equilibrium consists of a sequence of sectoral prices {P t } consistent with firms' price decisions {p it } taking the nominal exchange rate process (5) and idiosyncratic productivity processes (6) as given. The model is solved numerically with value function iteration, detailed in Appendix B. Once the model solution converges and the sectoral price forecasting equation (7) is sufficiently accurate, I simulate trade values comparable to the data. This simulated trade data are then aggregated to a single sector at a quarterly frequency and estimated similarly to (8), discussed below. 10 The resulting impulse responses can then be plotted alongside the impulse responses estimated from the data.
9 I add this potential asymmetry to give the model a better chance at reproducing the asymmetric responses seen in the data in Section 5.9.
10 Sectoral demand is held constant and assumed to be independent of the exchange rate shocks. This is broadly consistent with the exchange-rate disconnect literature, e.g. Obstfeld and Rogoff (2000). and exports have full pass-through of a change in the exchange rate. Table 1 provides the benchmark calibration. Of utmost importance is the elasticity of substitution θ, which I calibrate in the baseline to be 4. This is on the low end of average estimates from disaggregated, long-run trade data, but higher than most calibrations of international real business cycle models. 11 The model's results for both lower and higher elasticities are explored in Section 5.5.
Calibration
Following Gopinath et al. (2010), the super-elasticity is equal to 3. This is sufficiently high to reduce their measure of medium run pass-through (pass-through conditional on a price change) to a realistic level relative to micro price data. It is not, however, sufficient to generate a very strong asymmetric response between exchange rate increases and decreases.
I set the autocorrelation of the productivity process to 0.96, similar to that in Schoenle 
Data
Given that price stickiness is on the order of one year (Gopinath and Rigobon 2008), higher frequency data are required to understand the implications of pricing on the dynamic response of trade flows. Since these newly-available price facts are derived from U.S. firm data, it makes sense to focus on these U.S. trade flows. Unlike price data, which is sampled by the BLS and only available for a few large bilateral groups (e.g. Near East Asia), the Census records the universe of bilateral trade in goods. 13 The bilateral nature of the data allows exploitation of cross-country heterogeneity in exchange rate movements, rather than average trade-weighted changes in the exchange rate. Sources and aggregation methods for the data are described in more detail in Appendix A.
Trade Data
The most comprehensive data are available from 1989, which begins the sample. This analysis focuses on bilateral pairs which are members of the OECD. These include the largest trading partners, with the obvious exception of China. In the case of China, however, there
is not a great deal of nominal exchange rate variability in much of this sample period.
Focusing on relatively developed countries also emphasizes the presumably substitutable nature of these (largely manufactured) goods.
Unless otherwise stated, the trade data used here are comprised of harmonized system (HS) 4-digit categories. There are over 1200 distinct HS4 categories. 14 These data are mapped to various sector-level classifications discussed below.
Price duration
Recent analysis of BLS micro data on U.S. import and export prices by Gopinath and 
Elasticity of substitution
The elasticity of substitution is a crucial parameter of the model, regardless of other underlying price-setting frictions. The focus of this paper is essentially on the short-run 13 The underlying confidential BLS micro data identifies the country of origin/destination, but the data are still insufficiently detailed to construct reliable price indices for each bilateral pair by sector.
14 Though trade data are obviously available at a more disaggregated bilateral level for the United States, HS4-level analysis is a trade-off between sectoral heterogeneity and the noisiness of more disaggregated data.
15 They point out, however, that there is more heterogeneity of price duration within sectors than between.
16 This is likely due to confidentiality of the underlying data as well as a consequence of sampling.
elasticity of trade values to exchange rate changes, which is generally influenced by shortrun price-setting frictions. Yet a sector's "true" elasticity is perhaps better captured by longer-run data, and one such estimation strategy can be found in Broda and Weinstein (2006) . I use these estimates to classify HS4 categories into "high", "medium", and "low"
elasticities. Grouping elasticities into bins allows for a large number of sectors to be averaged into estimating each set of impulse responses. In addition, it does not depend on precise estimates of the elasticities, instead using the estimates primarily to establish a ranking.
Imported intermediates
At its heart, the response of trade to exchange rate changes stems from a good being sold in the destination currency and its production costs being paid in a different currency.
To the extent a firm imports its intermediates (especially from the same country to which it is exporting), this effect is reduced. This phenomenon is commonly found in trade price literature. 17 Using 2002 BEA Input-Output tables for the United States, I calculate the ratio of imported intermediates as a share of total intermediates and employee compensation for 282 industries. There is significant variation across sectors, ranging from 0.5% to 45%
of production costs being imported. 18 
Pricing classification
The model, like most macro models of price-setting behavior, is built around monopolistically competitive firms. The degree to which a firm can price set is dependent on its product, however. Rauch (1999) classifies goods into three categories: goods traded on an organized exchange (homogeneous goods), goods for which a published "reference price" is available, and differentiated goods. Clearly, sticky prices with lower elasticities of substitution are likely to be found in the last group. We should expect the first two groups to have relatively more-flexible prices and higher elasticities of substitution.
Time to ship
The collapse in international trade during the 2008-09 financial crisis renewed interest in understanding how trade tends to be very responsive to income (GDP) changes but less responsive to price changes. Levchenko, Lewis and Tesar (2010) document that U.S.
real non-oil imports and exports fell by about 20%, while trade prices fell by 9% and 6% respectively. Explaining the collapse in trade involves not just explaining large GDP elasticities but also small price elasticities.
One explanation proposed by Leibovici and Waugh (2012) involves shipping lags. The basic intuition is as follows. Suppose the price of imports drops; all else equal, demand for imports rises. Time to ship implies that those low prices can only be obtained in the future (a month or two of shipping lag). Through the stochastic discount factor, households discount those future imports relatively more than before the price change, and this reduces the demand for imports. The result is a smaller, but still positive, response of imports to the price change.
In addition to these comparative statics, I consider two additional exercises in the appendix. Given fixed capital, sectors which use labor relatively more should be more responsive to exchange rate changes. In addition, consumers are likely to be more cost sensitive toward durable goods purchases; they can substitute both between suppliers and over time.
Estimation strategy
Bilateral, disaggregated data allows the use of sector-time fixed effects, which capture the sector-specific supply and demand changes occurring within the United States and the world as a whole. In this way, the regressions can isolate the common effect on trade flows of different industries for a relative exchange rate change between two U.S. trading
partners. 19 Appendix C shows how these fixed effects are equivalent to filtering out the common component of the bilateral exchange rates, leaving only their relative changes.
Thus, the substitutability implicit in the estimation strategy is between different foreign trading partners. It seems reasonable to think that goods within the same disaggregated category from two different trading partners are fairly substitutable, rather than the typical home versus foreign substitutability considered in many two-country international macro models. This in turn influences the choice of demand elasticity assumed in the numerical model analysis.
The estimation strategy takes several parts: pooled regressions to determine an "average" effect of exchange rate changes on imports and exports, and splitting the sample according to classifications of the goods' frequency of price changes, their medium-run elasticity of substitution, their use of imported intermediates, and their price-setting classification from Rauch (1999). The first exercise can be thought of as a macro (albeit partial equilibrium) analysis of the average effects, while the other exercises inform the comparative statics of the model presented in section 3. Finally, I consider whether goods shipped relatively more by vessel respond differently than other goods, and I also examine whether the average responses to imports and exports are asymmetric in exchange rate appreciations and depreciations.
The basic estimating equation for sector i, country j, at time t is:
where given price stickiness and strategic complementarities, exchange rate changes may take up to two years to fully take effect. For imports, foreign income helps proxy for supply side effects. For exports, foreign income plays a direct role proxying for changes in demand from the business cycle. 21 For data generated from the model, only the exchange rate coefficients are estimated, as there are no aggregate income shocks. . Since the estimating strategy here uses (log) differences, I conduct robustness exercises using an alternative difference formula which explicitly allows for zero observations; this follows from work in the labor literature, including Davis, Haltiwanger, Jarmin, Miranda, Foote and Nagypal (2006). The log differences are replaced by 2
Results

Time-dependent pricing and the selection effect
. The estimates are generally similar to those with log differences. For ease of interpretation, I report log differences. In addition, since foreign GDP encompasses net exports, I re-estimate (8) omitting ∆ ln yjt and ∆ ln yjt−1, which could in principle be correlated with ∆ ln Tradeijt.
The resultingβ e,k are basically unaffected. Detailed results available upon request.
21 While these proxies are not perfect, they are implied by most international business cycle models as indicators of supply and demand changes.
22 For a detailed discussion of this in a closed-economy context, see Midrigan (2011).
multi-product firms, stochastic menu costs, etc., which help reduce the selection effect, can generally be seen as some combination of these extremes. As seen in the right panel of Figure 1 , the export response in the data is substantially stronger, almost half a percent in the first quarter compared to a near-zero result for imports.
Imports Exports
The result is also of the expected (negative) sign, but note that given (2), we should expect the response to be 1 percentage point larger than the import response. In this sense, exports have an even weaker response than expected compared to imports. Yet the models with producer-cost priced (PCP) exports imply very strong results. Here, flexible prices fit best, because the quick response to the exchange rate change implies that the prices faced by foreigners do not automatically rise because of the domestic exchange rate appreciation. The menu cost model and Calvo models have dramatic responses due to this price stickiness. In the data, however, export prices are more sticky than import or domestic prices (Schoenle 2010).
Separating prices and quantities in Figure 3 , we see that the menu cost model more quickly mimics the flexible price model than in the case of imports. This is due to the automatic pass-through of the exchange rate to destination prices if the dollar price does not change. This provides a strong incentive for exporters to change their dollar price so as to not fully pass through this appreciation, and in the menu cost model they have that option. On the other hand, the time-dependent Calvo framework produces a very muted response, though exporters are free to adjust their prices by a greater magnitude when they are allowed to change their price.
Clearly, these standard modeling techniques do not fit the trade data well. Indeed, while the Calvo model fits the import pattern best, it performs worst for exports. This general pattern underscores the importance of simultaneously -but separately -considering both imports and exports for the U.S. In each exercise from this point forward, I use the menu cost model as the benchmark, as it is the model most capable of matching the stylized facts about trade prices. 
Prices Quantities
Strategic complementarity
As discussed in Section 2, strategic complementarities in price setting are important to replicate the low exchange rate pass-through to import prices, even conditional on a price change. For imports, adding further sluggishness to the responsiveness of dollar prices will tend to reduce the trade response. For dollar-priced exports, on the other hand, keeping one's price unchanged implies complete exchange rate pass-through. Strategic complemen- 
Import shares
Given the strategic complementarities, the nature of an exporter's competition is important. I conduct robustness exercises in Figure 5 for different import shares into the domestic market. Market shares are varied by changing the exogenous number of foreign firms relative to the number of domestic firms operating in the market. As the share of imported goods relative to domestic goods rises, both imports and exports become less responsive to exchange rates. The sectoral price index reflects more of a change from the exchange rates. A 2% import share implies a sectoral price index coefficient ofμ 3 ≈ 0, while the 
Variation in duration
There is significant variation in price duration between HS sectors, as documented by
Gopinath and Rigobon (2008). I use this variation to break up the categories into three
"bins" of duration: short, medium, and long. For imports, this corresponds to durations of roughly 5, 12, and 17 months, while for exports this is roughly 7, 14, and 20 months. initial response in the model drops from about 1% to 0.5%, yet the estimated initial impacts are essentially indistinguishable. For exports, the initial response rises from -2.5% to about -3% in the model, yet the estimated response is also basically unchanged by comparison.
With a menu cost model, however, duration is a function of nearly all parameters of the model. Variation in duration might come from heterogeneity in some form. Alternatively, some mechanism might shut down the menu cost's ability to affect the magnitude of trade flows. One obvious mechanism is the elasticity of substitution. Yet as the next section shows, it is unreasonable to assume low elasticities of substitution for all goods in this sample.
Variation in long-run elasticity
The elasticity of substitution is critical to the trade responses. Here, price stickiness and strategic complementarities both affect pass-through of exchange rate changes to prices; for imports, this mitigates the trade value response as seen in the left panel of Figure 1 , yet price stickiness worsens the model's ability to match the data for exports (the right panel).
The baseline elasticity in these exercises is 4, a value on the low end of those used commonly 
Variation in imported intermediates
As analytically demonstrated by (1), The most straightforward way to reduce the trade response from exchange rate movements is if the costs of production are in the same currency as the importing country. rather than the expected muted response. At these modest percentages, however, the model shows almost no difference across bins. Realistically, imported intermediates are unlikely to be a major source of a reduced U.S. export response to exchange rate changes.
Variation in pricing classification
Given that the model is one of sticky prices and monopolistically competitive firms, it is important to understand if pricing and market type play a significant role in how imports and exports respond to exchange rates. : Impulse responses to 1% exchange rate appreciation by pricing type neous, with firms having little pricing power. Since prices are set on organized exchanges, they exhibit little stickiness. Reference-priced goods are those for which a published price for that type of good is available, separate from a particular supplier. It might best be thought of as a type of good somewhere in between homogeneous goods and differentiated goods. Finally, differentiated goods are those most likely to have sticky prices and lower elasticities of substitution.
As the figure shows, there is little difference in the import response of the three types of goods. Qualitatively, differentiated goods look much like the pooled response in the left panel of Figure 1 , with a negative initial response and only a small positive response over time. Exports, on the other hand, show a clear pattern. The more differentiated the good, the more negative and significant the response. Once again, however, this is contrary to the prediction of the model with regard to the elasticity of substitution. Highly differentiated goods should imply a low elasticity of substitution, and thus a smaller response. On the other hand, the right panel of Figure 1 shows that the stickier the prices, the larger the response given producer cost pricing. To replicate the pattern seen in the data, the exchange-traded and reference-priced goods must have effectively demand elasticities, despite their relative homogeneity. The greater response of differentiated goods could be the result of sticky prices with an otherwise similarly low elasticity of substitution. Of course, economically such low elasticities are contrary to the notion of homogeneous goods; this suggests that other frictions in the economy are dominating trade flows, and that these frictions are important even for exchange-traded and reference-priced goods.
Variation in time to ship
To test whether time to ship may reduce effective price elasticities, I look for this explanation at work in the disaggregated, bilateral trade data used here. One important source of heterogeneity of the time between production and arrival is the mode of shipping. I use data on the fraction each sector-country pair shipped by vessel rather than by faster means (essentially air and ground). Again breaking the sample up into percentiles, Figure 10 Figure 11 shows the response of imports and exports when the effects of an appreciation and depreciation are estimated separately. This is done by estimating
Asymmetric responses
where ∆ + has the value of the change in exchange rate if the change is positive, and zero otherwise, with ∆ − similarly defined. As Kilian and Vigfusson (2011) demonstrate, these impulse responses represent not the average impulse response but the response for a large shock. Still, they are instructive, especially for comparison to the model.
For imports, an appreciation increases imports but only after about a 4 quarter lag.
For a depreciation, imports puzzlingly rise on impact; this suggests that it is exchange rate depreciation episodes in the data which help produce the average pooled response in Figure   1 . The benchmark menu cost model, shown with markers, shows little sign of asymmetry. 30
Therefore, the nature of this asymmetry may help inform the mechanism which reduces the overall short-run response.
For exports, an appreciation has a large, immediate impact. On the other hand, a depreciation has a smaller, hump-shaped response. Neither have the immediate response implied by the menu cost model, where full exchange rate pass-through implies the strongest response contemporaneously to the exchange rate shock.
Conclusion
Using disaggregated sector-level, bilateral U.S. imports and exports, I test the implications of models designed to match firm-level trade price data. Even restricting the analysis to those goods which should be quite sensitive to exchange rate changes -those with high long-run elasticities or low price durations -the response is muted. construct a dynamic trade model with a time-dependent Calvo-style switching mechanism to slow short-run adjustments in quantity. While such a modeling mechanism can improve the fit of aggregate models, it is important to understand the precise mechanisms involved.
Other possibilities outside of the scope of the model in this paper include distribution contracts, firm-specific production, and search costs to find new suppliers. Ideally, such mechanisms are tested not only via models and aggregate data but tested explicitly using disaggregated data and the large heterogeneity between sectors and firms. This is a fruitful direction for future work.
A Data appendix
Bilateral 
B Computational algorithm
The computational model in Section 3 is solved via discretization of the state space and value function iteration for each set of calibrated parameters. 33 The basic solution method is similar to Gopinath and Itskhoki (2010). 34 The (log) sectoral price level is centered around ln (θ/(θ − 1)), with 81 grid points used for the individual firm price, 75 for the sectoral price level, 31 for the exchange rate, and 15 for the idiosyncratic productivity. The AR (1) processes for the exchange rate and productivity have grid points and transition matrices calculated with the method described in Adda and Cooper (2003) . The procedure is iterative, as follows:
33 I also experimented with collocation methods, but the value functions were not well approximated by the commonly used Chebyshev polynomials, requiring spline interpolation; the computational speed was substantially slower than the more common discretization method with relatively few benefits in numerical precision.
34 I thank Gita Gopinath and Oleg Itskhoki for making their model's code available for comparison.
In practice, the value functions in step 2 converge quickly after the first time by using the previous value function.
C Regression equivalence: pre-filtering exchange rate
The regression model (8) To consider that case, I ignore sectoral heterogeneity for notational convenience. Suppose that instead of (8), one first pre-filters the exchange rate series by running:
where I k is an indicator variable taking the value 1 if k = t, and 0 otherwise. The filtered series is then it . With this series, we can run the following regression:
Substituting in for it−k with equation (10), one obtains:
Compare this to the estimation without pre-filtering, which (abstracting from the GDP entries) takes the form:
Thus, τ t = T k=0 β t−k γ t−k + α t , and the estimates of β are unchanged. Table 3 reports the coefficients from the baseline regressions depicted in Figure 1 . The coefficients on nominal GDP are also reported; for U.S. imports, it is unsurprising that the coefficients on foreign GDP are insignificant. For exports, however, they are all highly significant. Since the model holds the level of demand constant, these coefficients are not estimated (the demand equation essentially assumes an aggregate real elasticity of unity). In addition, (2) and (5) report the results of a robustness exercise in which large changes in imports and exports are dropped; specifically, I drop those where |∆ ln Trade| > 1. For imports, we see that while the initial negative response is smaller in magnitude, the rise over time is even smaller. Similarly for exports, the magnitude of the response is halved, proving even more difficult for the model to match. Notes: (1) and (4) are the regressions corresponding to the pooled data in Figure 1 . (2) and (5) drop those observations where |∆ ln Trade| > 1. (3) and (6) correspond to the benchmark menu cost simulation, also shown in Figure 1 .
Additional Appendix for Online Publication
D Regression tables
E Labor intensity
Fixed capital may make production decisions more difficult to adjust in response to a change in the exchange rate. For example, given an exchange rate depreciation, production for an exporter may not be able to ramp up quickly given time-to-build constraints on capital. If capital is relatively more difficult to adjust in the short run than labor, sectors with relatively labor intensive production processes should be more responsive to exchange rate changes. I use a measure of labor intensity calculated from the BEA Input-Output tables, measured as employee compensation divided by value added. These are mapped to NAICS 6-digit industries, as in Levchenko et al. (2010) . These industries are then pooled into "high" (0.88), "medium" (0.68), and "low"(0.4) intensity by percentile.
For comparable model simulations, I assume that capital is completely fixed and profits take the form π(p, e, a) = pq − (qe φ /a) 1/ψ , where ψ ∈ {0.88, 0.68, 0.4} to match each bin. Figure 12 shows the response of imports and exports by labor intensity group. For imports, there is no discernible difference in the response across categories, and no indication that sectors with relatively large labor intensity are more responsive than those with low labor intensity. For exports, the results are also very similar, and in the short run the high labor intensity sectors are, if anything, less responsive to the exchange rate appreciation.
F Durable goods
Alternatively, consumer demand may respond differently to price changes based on whether they consume it as a non-durable or hold a stock of it as a durable. While the model does not speak directly to how durable goods might be different, a number of scenarios are plausible. First, durable goods consist of larger goods, for which consumers may be making more deliberate, discrete purchasing choices. When buying an automobile, for example, price is an important consideration between a car produced in Japan and Germany. A change between the relative exchange rates of the yen and euro that filters into dollar prices would lead consumers on the margin to switch their purchases relatively freely. A second possibility is that a potential car buyer has some ability to re-time her purchase if pricing is currently unfavorable. 35 On the flip side, durable goods tend to be more complex and require several stages of production. Since trade largely consists of intermediate goods, a car manufacturer might be stuck with a specific supplier of a car part in the short run; either the buyer or the seller would be exposed to the exchange rate change depending on the currency of pricing, and it would not be feasible to quickly shift from a Japanese supplier to a German or Canadian one.
In terms of the model, such considerations are essentially reduced down to changes in the elasticity of substitution between varieties, with the caveat that the short-run elasticity may differ from the long-run elasticity.
I use the same classification of durable goods as in Levchenko et al. (2010) . This is a simple classification at the 3-digit NAICS level. Sectors 23X (construction) and 325-339 (chemical, plastics, mineral, metal, machinery, computer/electronic, transportation, and miscellaneous manufacturing) are durable. Non-durable sectors are all other 1XX, 2XX, and 3XX categories. Figure 13 plots the results. Again, there is essentially no difference between durable and non-durable sectors with both imports and exports. 
