The growth of mobile and wearable technologies has enabled a host of new applications, including remote situational awareness, in which a device worn by a remote partner can simulate being present in the remote location for an observer. We illustrate this idea by constructing the HomCam, a helmet-based omnidirectional video system that gives an observer the 360-degree perspective of a remote wearer. To our knowledge, the HomCam was the first wearable system that enabled real-time streaming of 360-degree video to a remote location built from commercial-of-the-shelf hardware. This paper describes related efforts, the HomCam prototype, its visual display, and an initial test of network performance. This prototype demonstrates some of the challenges of remote situation awareness and contributes to designers' implementation of related systems.
INTRODUCTION
In many situations, whether in the home, an athletic field, or in military combat, it is important for humans to have an accurate understanding of their environment or surroundings. In a team sport environment, players need to know what their teammates are doing, what the competitors are doing, and where the ball is. More critically, war-fighters need to have accurate situational awareness (Endsley, 1995) of their environment in order to make accurate decisions to carry out their operations and to keep themselves safe.
While situation awareness has been studied over 20 years, the authors are interested in supporting remote situation awareness. Specifically, the goal is to create a wearable 360-degree real-time video system worn by a scout in the field that would convey sufficient information to a remote location that people there would gain true situational awareness of location in the field. This goal presented two challenges: 1) Could wearable hardware be created to provide real-time wireless 360-degree video, and 2) What interface would give the observer maximum situational awareness? This paper describes the successful construction of a prototype system that meets these goals. We believe it is the first such real-time omnidirectional video system constructed from commercial off-the-shelf hardware and open-source software. The system is described below, along with superficial evaluation of this proof-of-concept that demonstrates that it can serve as a platform for future research studies. Our device is called the HomCam, which is short for Homunculus Camera (see Figure  1 ). The term homunculus is Latin for "little person." The HomCam system allows the observer to view the world from the point of view of the wearer, as if the observer were a little person inside the wearer's head.
Application Domains
The original HomCam project was funded by the US Army Research Lab and envisioned the warfighter as an intelligent data-collecting probe in the field. Squad members could monitor the full visual experience of the warfighter, watch a battle unfold, or supplement situational awareness ("There's a sniper behind you"). Some of these applications also apply to existing body worn video (BWV) systems worn by police officers (Ariel, Farrar, & Sutherland, 2014; White, 2014) , but the HomCam extends this approach to 360-degrees.
There are a variety of applications beyond the military. Educators have taken "Virtual Field Trips" on the Internet since 1997 (Cooper & Cooper, 1997; Stainfield, Fisher, Ford, & Solem, 2000) , though more recently this term has begun to designate live interactive sessions with remote guides or experts, e.g., Adedokun, et al. (2012) . An instructor wearing a HomCam in an unusual location would be able to offer a live virtual field trip for a remote class.
The construction industry has also been interested in remote situation awareness. The "digital hardhat" from 1997 (Liu, 1997 ) is a system with a camera mounted to a hardhat and connected to a mobile tablet so that personnel on site can collaborate with offsite colleagues about construction concerns. Interest in real-time collaboration in this context has continued as newer technologies and greater bandwidth have arrived (Jaselskis, Jahren, Jewell, Floyd, & Becker, 2010; Jaselskis, Sankar, Yousif, Clark, & Chinta, 2014) . The HomCam would also serve this purpose.
Sports industry professionals, particular those interested in real-time performance analysis (Azcueta, Libatique, & Tangonan, 2014) or athlete life-logging (Johansen, Gurrin, & Johansen, 2015) and diet in the field (O'Loughlin, et al., 2013) are also interested in wearable cameras.
Challenges
The technology is the first challenge. Usable remote situation awareness requires appropriate bandwidth for transmission of large video files with a tight timeline constraint. The wearer requires a computer capable of acquiring and compressing visual data, and networks sufficient to transmit the data quickly. Since networks are not ideal, we must design systems that tolerate faults appropriately when they occur.
The interface design for the viewer is also a challenge. Should the viewer be at a desktop screen, or immersed in a head-mounted display, or standing in a immersive large screen surround display ? Czerwinski, Tan & Robertson (2002) note the importance of a wide field of view for spatial tasks, and it's possible that compression of that wide field of view to a smaller physical display would aid in performance within a limited display context .
While consumer wearable camera systems will also face the challenge of privacy, as did Google Glass (Bilton, 2015) , and the overall surveillance "creepy" factor (Tene & Polonetsky, 2013) , we place that challenge beyond the scope of this initial prototyping project.
RELATED RESEARCH Telepresence & Situation Awareness
Some of the earlier work on remote situation awareness is described by Stone (1991) . Here the authors describe very early attempts at telepresence, which allow a human in one location to experience situations in another location. Similar early work is described in Fisher & McGreevy (1987) , which introduces a head-mounted display to show virtual environments to users. A later innovation is a system that fuses visible and thermal images allow observers better situational awareness of targets (Toet, IJspeert, Waxman, & Aguilar, 1997) .
In terms of virtual environments, Laptaned (2006) demonstrated the tight relationship between immersion, presence, and situation awareness, but they did not find a significant relationship between these factors and performance. Performance may be enhanced in virtual environments by increased situation awareness only if the task specifically requires situation awareness. In future studies, the HomCam project seeks to measure precisely how well increased situation awareness of a remote location enhances the performance of a viewer.
Related Camera Technologies
Other attempts have been made to build systems that enable remote situation awareness. Yamazawa, Takemura & Yokoya (2002) created a telepresence system using a hyperboloidal mirror that could provide remote awareness of a room, but the hardware was not wearable. The FIPPO camera system (Kondo, et al., 2011; Kondo, Mukaigawa, & Yagi, 2009 ) is a wearable four-camera 360-video system that cleverly uses mirrors to make the cameras' views align with the viewpoint of the wearer for improved fidelity for the viewer. Kondo and other FIPPO creators have focused on high fidelity omnidirectional recording of sound and video, but FIPPO could theoretically satisfy our goals if fit with real-time video transmission. However, its hardware is more conspicuous than a wearable system, but it offers an accurate first-person perspective as a tradeoff.
FlyVIZ (Ardouin, Lécuyer, Marchal, Riant, & Marchand, 2012 ) is a head-mounted device which augments a user's perspective with a full 360-degree view of his or her own surroundings. The FlyVIZ system is similar to the HomCam in that they both utilize head-mounted imaging. However, the HomCam aims to provide situation awareness to a remote user, rather than the local individual.
In the realm of 360-degree cameras, there are a growing number of consumer models on the market. They are typically either spheroid devices with multiple cameras lenses embedded, e.g., Bublcam, 360Fly, and Panono, or cameras with a one or more wide-angle lenses or reflectors that capture circular but not necessarily spherical images, e.g., GoPano, V.360, Giroptic 360cam, and Geonaute 360. Some of these units also stream video wirelessly. Also, there are camera rigs designed to combine multiple "normal" cameras into a 360-degree configuration, such as Google Jump or F360 Broadcaster.
While some these new streaming 360-degree units offer much of the desired functionality of the HomCam, the manufacturers typically consider neither the long term wearability of their hardware, nor the application of remote situation awareness, and thus have less consideration for the real-time viewer interface. The HomCam project therefore contributes to understanding these gaps.
SYSTEM DESIGN

HomCam System Requirements
To achieve the goal of providing remote situational awareness, the following system requirements were used to guide the design. Frame rate: the system should be capable of broadcasting at least 15 frames per second. While a higher frame rate is desired, this frame rate allows for a reasonably smooth user viewing experience. Bandwidth: the system should operate in environments with as little as 3 Mbps available bandwidth. Weight and form factor: the prototype should weigh under 10 pounds so it may be reasonably worn for at least three hours. The whole system needs to be as discrete as possible. Commercial Off-The-Shelf (COTS) components: the HomCam needs to be able to be built as a kit so that HomCams could be easily replicated for broader consumer use. Cross-platform: the HomCam video should be viewable using clients on Mac, Linux, and Windows.
Design Decisions
We chose the H.264 video compression format, as it is readily available on a number of platforms. Real Time Streaming Protocol (RTSP) (Schulzrinne, Rao, & Lanphier, 1998) was chosen as the video streaming protocol because it allows for simple establishment and control of the streaming media, and is suited for both live and stored media. Also, it is available in cross-platform video libraries, making it suitable for cross-platform use. The VLC video libraries were chosen because they support a wide variety of applications as well as RTSP. QT was chosen as the client application framework because it is supported on a larger number of platforms, particularly mobile operating systems.
IMPLEMENTATION
The final prototype worn by the wearer consisted of four cameras embedded in a helmet, frame grabbers, and a small computer to manage the network transmit the frames via WiFi (Figure 2) . The system included a small box (approximately 20cm x 20cm x 5cm) to carry the frame grabbers and computer.
Hardware
The HomCam host's computer was a PandaBoard ES with a dual-core ARM Cortex-A9 MPCore CPU. The cameras were four 700 TVL Color PC602XS from Supercircuits.com. Each had a 1/3 inch Sony ExView Super HAD CCD II sensor capable of detecting 700 TV lines, approximately 720x480. The cameras were IR sensitive for night viewing and each camera had a wide-angle lens with a 2.6mm focal length to give it an approximately 110-degree field of view. The four cameras were inserted into the helmet to be almost flush with the external surface around the horizontal plane. Four frame grabbers, Sensoray 2253s, were used to process video from the cameras.
Client Display
There are many possibilities for the design of the actual display of the four video streams that represent a 360-degree viewpoint. While systems such as Google Streetview (Vincent, 2007) , or immersive displays, e.g., (Hirose, Ogi, & Yamada, 1999; Tang, Wong, & Heng, 2005) , use an egocentric field-of-view (FOV) in which the user rotates either the head or the image around the head to see the full 360-degrees, we designed the HomCam client using the results described in to display the 360-degrees simultaneously in a way that affords good spatial cognition (see Figure 3) . This display offers four 90-degree frames with the front and sides above and the "rear view mirror" below. However, there are some gaps in the continuity between the front, left, and right frames because the cameras are mounted on the surface of the helmet instead of at the center point of the head. However, when viewing the HomCam videos (see URL in figure caption), the gaps are less noticeable because of smooth optical flow from center to the sides.
An initial concern with the HomCam vision ( Figure 1 ) was that cameras placed on the body would result in a shaky video as the human body swayed or bounced with the gait of the wearer. Additionally, a concern with head-mounted cameras is potential confusing when the wearer turns the head while moving vs. gazing straight forward. While a systematic user study to answer these questions was beyond the scope of this initial effort, the HomCam video recordings suggest that these concerns may be less problematic than initially feared. It seems possible to gain spatial knowledge and situational awareness from these videos, despite periodic irregular movements. The upper two recordings shown in Figure 3 were taken when the helmet was not quite centered on the wearer's head, another potential concern when wearing the HomCam in the field. While some of the surrounding environment was obscured, particularly in the upper example rear view, the recording remains a robust representation of the building, in part because the viewer sees most items in the environment at least three times: once ahead, once as it passes on the side, and once behind. The video of the upper example features ascending and descending stairs, and the lower example video outdoors features a moment when the wearer turns his head left and right before crossing a street, which can address the concern of head movement independent of the direction 
PERFORMANCE EVALUATION
To evaluate the HomCam's technical performance in real world conditions, it was run in the following environments: 1) a controlled network with light background network traffic (twice), 2) an uncontrolled network with significant interfering heavy background network traffic, and 3) with the client and host physically separated between buildings, as opposed to being very close to each other. In each environment, the authors measured the variables shown in Table 1 .
The evaluations used the HomCam hardware as described above. The client was run on a 2012 15" Retina MacBook Pro. All tests are performed on the university Wi-Fi network. To assess the quality of the video we use a 5-point Likert scale, with 5 representing a perfectly clear image, and 1 representing no complete image. Results of our individual tests are shown in Table 1 . 
Host moving, Light background traffic 1.
In this test, the client viewing the laptop remained stationary, while the host alternated between moving through the building and standing still. When the host was stationary, we obtained good video with a Likert rating of 4 and a frame rate of 30 fps. However, when the host began moving, quality dropped dramatically to a Likert of 1 and frame rates as low as 1 fps.
2. Host moving, Light background traffic 2. Test 2 occurred in a different room with the client laptop stationary and the host alternating between moving and standing still. When the host was stationary, we again obtained good video with a Likert rating of 4 and a frame rate of 30 fps. However, when the host began moving as before, quality again dropped dramatically to a Likert of 1 and frame rates as low as 1 fps.
3. Host moving, Heavy background traffic. Test 3 occurred in a room with the client laptop stationary, and the host alternating between moving and standing still. In this scenario, we never obtained good video due to the heavy background traffic and limited bandwidth. Our maximum frame rate was 5 fps while stationary, and 1 fps when moving. In both cases, video quality was poor with a Likert rating of 1.
4. Host Moving, Physically Separated, Controlled Network. We performed a test with both the client and host in separate buildings, such that both were connected to the network via different wireless access points. In this scenario, we obtained a good video with a Likert of rating of 4 and a frame rate of 30 ps. We achieved this quality of video regardless of the status of the host-the image was good when both stationary and moving.
DISCUSSION
The results of better bandwidth when the HomCam and client were separated (Test 4) make sense when considering the traffic on the local Wi-Fi access points. In Tests 1-3, a single access point handled the data traffic both from the HomCam and to the client, while two access points were involved in Test 4, receiving and sending. This context led the maximum bandwidth in Test 4 to be approximately twice that of Test 1. If deployed live in the field, it would advantageous to have access to two access points.
From the results, the HomCam requires a minimum of about 8 Mbps, and additional bandwidth will ensure quality in the video, not our original goal of 3 Mbps. Our goal for weight and form factor was met: the entire wearable system weighed 6.5 lbs, including helmet and the box with a battery that lasted at least two hours, the Pandaboard, frame grabbers, and other components. Regarding component sourcing, all were COTS as desired. The viewing client was cross-platform as desired. It was beyond the scope of this project to port the client to a mobile platform such as iOS or Android. In summary, four out of five system requirements were met, and the system ran successfully in a controlled network environment with sufficient bandwidth. These results can be deemed a technical success for this initial prototype. To our knowledge, the HomCam was the first wearable system that allows for live transmission of a 360-degree image to a remote location built on commercial-of-the-shell hardware.
FUTURE WORK
We plan on conducting controlled experiments to determine how well a viewer watching HomCam video can form a mental map of the remote environment. Users' performance using different client displays can be compared to optimize the display.
The HomCam system also has significant potential for updating geospatial databases, which could be achieved via imagery and 3D building models generated by computer vision algorithms processing the video captured by the HomCam.
In addition, the social dynamics and communication patterns between viewer and wearer are worth investigating. With a strong two-way audio connection, and possibly a video signal, the wearer could be serve as a human puppet, proxy, or surrogate of the viewer.
Lastly, further innovations in the HomCam technology are needed. In a construction context, for example, if the viewer asked the wearer to approach a particular joist for inspection, it would be difficult for the wearer to position a head-mounted camera rig appropriately. Instead, it would be useful for the HomCam wearer to have a wrist-or fingermounted camera that could point directly at the joint, with with an affordance for routing the hand-mounted video rather than the head-mounted video during the inspection. 
