When we want to do regression analysis in SPSS, we have to go through the following steps:
1 As usual, we choose analyse.
2 In the pop-down menu that appears, we go to regression.
3 A new pop-down menu appears. We choose linear.
4
A new screen appears. From the list of variables on the left, we will first choose our dependent variable, in this case 'pupil attainment', and then click on the button next to dependent. The variable name now appears in the 'dependent' box:
5 Next, we have to choose our predictors. Then we click on 'ok'.
The following is the output from our analysis: The first box of the output is labelled 'Variables entered/removed'. This is simply a list of all the predictors we have entered into the equation. It also gives the method we have used (more about that later). The second box is labelled 'Model summary'. This is an important one, as it gives us the measures of how well our overall model, i.e. our three predictors together, is able to predict English grades. The first measure in the table is called R. This is a measure of how well our predictors predict the outcome, but we need to take the squared root of R to get a more accurate measure. This is R squared, which SPSS shows us in the next column. This gives us the amount of variance in pupil attainment explained by the four predictor variables together. R squared varies between 0 and 1. The next column is labelled adjusted R squared. This is, as the name implies, a correction to R squared, which takes into account that we are looking at a sample rather than at the population. As the model is likely to fit the population less well than the sample, R squared is adjusted downwards to give us a measure of how well our model is likely to fit in the population. Adjusted R squared also lies between 0 and 1. In this case it is 0.29, which suggests fit of our model to the data is modest. As a rough guide, the following rule of thumb can be used to see how well our model fits the data: <0.1: poor fit 0.11 -0.3: modest fit 0.31 -0.5: moderate fit > 0.5: strong fit
The final column gives us the standard error of the estimate. This is a measure of how much R is predicted to vary from one sample to the next.
The third output box is labelled ANOVA. We will not worry about that one here. The fourth box, Coefficients, gives us some important information, as that is where we will be able to look at the b, beta and significance of our three predictors separately.
The first column gives us the names of our predictor variables. The variable labelled 'constant' is the intercept, or a. The second column gives us our b coefficients, the value that Y will change by if X changes by 1 unit. If we look at school climate, that value is .156. So, if scores on the school climate scale go up by 1, pupil attainment is predicted to go up by 0.156. In the next column, the standard error for each of these 'b's is given.
The following column contains the Beta parameters. What is Beta? One problem with b is that because variables are often measured using different scales, you can't use b values to see which of your variables has the strongest influence on the dependent variable. That is why if we want to look at the effect size of each of our variables, we need to standardise the variables so that they are all measured on the same scale. The Betas give us these standardised coefficients. Betas vary between 0 and 1, with, as usual, 1 being the strongest effect, and are interpreted similarly to correlation coefficients.
The final column in this box gives us the statistical significance of the relationship between each predictor and the dependent variable. In other words, how likely is it that we would have found a relationship this strong in our sample if there wasn't one in the population? Again, interpretation is the same as for correlation coefficients.
Logistic Regression in SPSS
To calculate logistic regression in SPSS, using pass/fail as our dependent variable, we need to do the following:
3 A new pop-down menu appears. We choose binary logistic.
4
A new screen appears. From the list of variables on the left, we will first choose our dependent variable, in this case 'passfail', and then click on the button next to dependent. The variable name now appears in the 'dependent' box.
5 Next, we have to choose our predictors. We choose family gender and click on the arrow next to the 'covariates' box. We do the same for 'I often don't understand things in school' and 'I'm one of the best in my class at all subjects'. Then we click on 'ok'.
The output then appears, and it is the most confusing one yet! Luckily, we don't require all the information provided. 
Variables not in the Equation
Score df Sig.
Step 
Omnibus Tests of Model Coefficients
Chi square df Sig.
Step The first set of boxes provides us with some technical details and information on variables, which are not very important.
The useful information starts with the section labelled 'Block 0'. This section gives us the statistics for the baseline model, which doesn't contain any of the independent variables.
The first box in this set gives us the comparison between the predicted and actual scores. As we have no independent variables in this baseline model, the prediction is simply that everyone will pass, which turns out to be correct in 53.2% of cases (you can find this number in the bottom-right corner of the table, in the row labelled 'Overall percentage').
The second box gives us the regression coefficients for the variables in the model. The only variable in the model at present is constant (the intercept), which has no substantive interpretation. The third box contains the variables not in the baseline model.
The next section of the output is labelled 'Block 1: Method = Enter'. This section contains the statistics for the model with the independent variables included.
The first box gives us the so-called 'omnibus test of model coefficients'. This gives us an indication of whether or not the model with our independent variables fits the data better (i.e. gives us a better prediction of individual scores) than the baseline model. We can find significance in the final column on this table, and we can see (significance is less than .05) that the model is significant, which means that our model with the three predictors fits better than a model with no predictors.
The second box provides us with the Pseudo R square statistics. There are two measures, Cox & Snell and Nagelkerke. Both use a somewhat different formula, but both are equally valid. In this case, Cox & Snell is .20, and Nagelkerke is .27. These numbers indicate modest improvement in fit over the baseline model (0-.1 would indicate poor improvement in fit, .1-.3 modest improvement, .3-.5 moderate improvement and more than .5 strong improvement).
The third box is called the classification table, and gives us the comparison between predicted scores and the actual scores. We can see, for example, that 292 pupils who were predicted by our model (with the three predictors) were predicted to fail and did indeed fail, while 122 were predicted to fail and in fact passed. In total, 70.9% of our predictions were accurate, which though far from perfect is a clear improvement over the baseline model, where 53.2% of predictions were accurate.
The final box provides the data for the independent variables. In the box labelled 'sig', we can see that the variables school climate and school leadership are significant, while gender isn't. The regression coefficients are given under B, and show that an increase of one on the scale for schsc3 increases the probability of a pass on the outcome variable by .777.
