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Abstract
The second-order nonlinear responses of inviscid chiral fluids near local equilibrium are investigated
by applying the chiral kinetic theory (CKT) incorporating side-jump effects. It is shown that the local
equilibrium distribution function can be non-trivially introduced in a co-moving frame with respect to
the fluid velocity when the quantum corrections in collisions are involved. For the study of anoma-
lous transport, contributions from both quantum corrections in anomalous hydrodynamic equations of
motion and those from the CKT and Wigner functions are considered under the relaxation-time (RT)
approximation, which result in anomalous charge Hall currents propagating along the cross product of
the background electric field and the temperature (or chemical-potential) gradient and of the temper-
ature and chemical-potential gradients. On the other hand, the nonlinear quantum correction on the
charge density vanishes in the classical RT approximation, which in fact satisfies the matching condition
given by the anomalous equation obtained from the CKT.
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I. INTRODUCTION
In recent years, there have been mounting interests in the transport of relativistic Weyl
fermions in both nuclear physics and condensed matter systems. One of the renown exam-
ples is the study of chiral magnetic effect (CME) associated with the chiral anomaly, from which
a vector-charge current is generated along magnetic fields for Weyl fermions, JV = σBB, where
σB represents the CME conductivity characterized by chiral imbalance and the coefficient of
chiral anomaly [1]. Such an effect draws much attention for the research in heavy ion collisions,
where a system with approximated chiral symmetry could be realized in quark gluon plasmas
(QGP). In addition, a strong magnetic field generated by colliding nuclei and the local chiral
imbalance stemming from topological excitations makes heavy ion collisions a suitable testing
ground for CME [2–5]. On the other hand, in Weyl semimetals, the quasi-particles at Weyl nodes
mimic relativistic Weyl fermions. By pumping a nonzero axial chemical potential through ap-
plied electric and magnetic fields parallel to each other, longitudinal negative magneto-resistance
associated with CME has been recently observed [6]. Moreover, not only magnetic fields but also
vorticity could trigger an anomalous current, known as the chiral vortical effect (CVE) [7]. As
the counter part of vector currents, both magnetic fields and vorticity could also induce axial
currents, where the former case is dubbed as chiral separation effect (CSE) [3]. The interplay
between CME and CSE could further yield propagating charge-density waves [8], which only
rely on local fluctuations of vector and axial charges and hence exist even in the absence of net
vector/axial chemical potentials. Such charge-density waves known as chiral magnetic waves
(CMW) could lead to potentially measurable observables in heavy ion collisions [9]. There are
also some studies for axial currents induced by electric fields via interactions [10–12].
On the theoretical side, these quantum effects particularly for CME/CVE associated with
quantum anomalies have been investigated from various approaches including field theories based
on Kubo formula [3, 4, 13], kinetic theory [14–23], relativistic hydrodynamics [24–28], lattice sim-
ulations [29–35], and gauge/gravity duality [36–39]. Peculiarly, recent progress in chiral kinetic
theory (CKT) with the manifestation of Lorenz symmetry and the incorporation of collisions has
facilitated our understandings on anomalous transport out of equilibrium [40–42]. It is found
that the presence of side-jump terms in Wigner functions or equivalently the modified Lorentz
transformation of distribution functions pertinent to side-jump phenomena of Weyl fermions is
crucial for Lorentz covariance and the contribution to CVE. Regarding the Lorentz covariance
of CKT, see Refs. [18, 23] for the derivation through Wigner functions of relativistic fluids near
equilibrium and Refs. [43, 44] for a different approach by using the world-line formalism.
Although it is generally believed that the linear response such as CME conductivity σB is pro-
tected by chiral anomaly and independent of the interactions, the nonlinear responses of Weyl
fermions could be affected by interactions. Moreover, it has been recently pointed out that the
frequency dependent CME conductivity σB(ω) could be modified by collisions, the energy shift
from the magnetic-moment coupling, and magnetization currents associated with side jumps in
the non-equilibrium case [4, 21, 45]. On the other hand, the coupling independence of the CVE
coefficient is in general under debate1. Similar to the case for background fields, the nonlinear
1 For one of the CVE coefficients only depending on temperature and contributing to axial currents, it is proposed
that such a coefficient could be protected by mixed-axial-gravitational anomaly [13, 39], while it is found there
exists an exceptional case [46, 47]. See Refs.[48–50] for some following works.
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responses involving vorticity may be influenced by interactions as well. In anomalous hydrody-
namics, one could classify the possible second-order corrections related to anomalies based on
symmetries and thermodynamics [28]. However, it is useful to utilize microscopic theories such
as CKT to obtain such coefficients and analyze their dependence on thermodynamical proper-
ties.The second-order nonlinear transport in Weyl-fermion systems have been recently studied
with CKT in Refs. [51–53]. Nonetheless, these studies aim at systems in the absence of collective
motion for quasi-particles, which are applicable for Weyl semimetals such that the interaction
among quasi-particles is suppressed by their collisions with impurities and phonons. In such
cases, the energy-momentum conservation could be violated when neglecting the backreaction
upon environments. On the contrary, in QGP, the fluid-like properties of Weyl fermions should
be taken due to strong coupling and hydrodynamics impose the energy-momentum conservation.
Although in reality the QGP coupling could be too strong for the legitimacy of a kinetic-theory
description, there exists a temporal window in early times of heavy ion collisions such that the
kinetic theory is applicable to delineate the collective motion of quasi-particles, e.g., see Ref. [54]
for the boost invariant formation of CKT and the so-called chiral circular displacement, and
Refs. [22, 55] for the very recent numerical simulations of CKT in heavy ion collisions.
Furthermore, even in Weyl semimetals, the strongly interacting quasi-relativistic plasma could
be possibly realized and the hydrodynamics of Weyl fermions should be considered. See e.g.,
Ref. [56] for such a discussion and the references therein for Dirac fluids in graphene. Therefore,
in the comparison with the studies [51, 52], it is also of interest to consider the nonlinear response
of CKT under the constraint of hydrodynamics.
In this paper, we investigate second-order nonlinear responses in a chiral fluid with back-
ground fields and vorticity by employing the CKT derived from quantum field theories [42].
Due to the involvement of side-jump terms in collisions, it is nontrivial to show the definition
of local equilibrium distributions functions in a proper frame. We tackle this issue first and
then focus on nonlinear responses with respect to local fluctuations away from equilibrium led
by background fields and local temperature/chemical-potential gradients for right-handed Weyl
fermions. In the following, we briefly mention our strategy and summarize some important
findings. To solve for the corresponding nonlinear responses perturbatively in gradient expan-
sions, we first apply continuity equations to derive anomalous hydrodynamic equations of motion
(EOM) given the first-order transport coefficients obtained from equilibrium Wigner functions.
Next, we implement CKT to obtain the non-equilibrium corrections of distributions functions
in aid of anomalous hydrodynamic EOM. Given the non-equilibrium distribution functions, we
directly compute the charge current and charge density defined by Wigner functions. For sim-
plicity, we neglect viscous corrections and utilize the relaxation-time (RT) approximation for the
study of nonlinear responses. Through the paper, we refer quantum corrections to the corrections
at O(~) in the Wigner-function approach, which originate from the spin of Weyl fermions and
anomalies, e.g., some nonlinear responses are from combination of the side-jump and anomalous
hydrodynamic transports. The higher-order corrections in O(~2) are beyond the scope of this
paper. To give a quick view and simple explanation, here we summarize our findings in short:
1. When quantum corrections from side jumps in collisions are considered, the local equilib-
rium distribution functions can be defined in the frame in accordance to the fluid velocity.
2. Without applying anomalous hydrodynamic EOM, which corresponds to a system breaking
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energy-momentum conservation due to the interaction with the environment, the quantum
corrections of the second-order responses for charge currents under a “naive” RT approxi-
mation give the terms proportional to ∇× E and E ×∇µ, which agree with the findings
in [51, 52]. Here E and µ denote an electric field and a chemical potential.
3. By using anomalous hydrodynamic EOM, which corresponds to an isolated system, the
transport coefficients for the ∇×E and E × ∇µ terms in charge currents are modified.
Furthermore, the E×∇T and (∇µ)× (∇T ) terms emerge from hydrodynamics, where T
denotes temperature.
4. For an inviscid chiral fluid, vorticity does not affect the nonlinear responses in charge
currents up to the second order.
5. Except for the implicit quantum corrections from collisions, the nonlinear quantum correc-
tion on charge density vanishes with hydrodynamic EOM in the RT approximation. The
result is consistent with the matching condition from the anomalous equation.
We note that a relevant study was previous presented in Ref. [57], whereas the background
fields were not included and the subtlety of local equilibrium stemming from side jumps was not
discussed therein.
The paper is organized as following : In Sec. II, we investigate the interacting Weyl fermions
in local equilibrium from the Wigner-function approach. In Sec. III, we work out the non-
equilibrium distribution functions involving the second-order quantum corrections for an inviscid
chiral fluid by using CKT and hydrodynamic EOM. In Sec. IV, we implement the non-equilibrium
distribution functions to compute the second-order quantum corrections for the charge current
and density. We also analyze the corresponding vector/axial currents in high-temperature and
large-chemical-potential limits. In the beginning of each section above, we briefly explain our
strategy and highlight the key equations and findings, which could be helpful for readers who are
not interested in the details of computations. In Sec. V, we make brief discussions and outlook.
For reference, we include the conventions and some widely-used relations in Appendices despite
some overlap with the context. We also present the details of some calculations therein.
Throughout this work, we have choose the metric ηµν = diag{+,−,−,−}. Therefore, the
fluid velocity uµ satisfying uµuµ = 1, and the projector is given by Θ
µν = ηµν − uµuν . We also
use the Levi-Civita symbol ǫµναβ and choose ǫ0123 = −ǫ0123 = 1.
II. LOCAL EQUILIBRIUM WIGNER FUNCTIONS
Before working on nonlinear responses away from equilibrium, first we would like to review
the chiral kinetic theory with side-jump based on the Wigner-function approach in Sec. IIA.
Because of side jumps, the distribution function becomes frame dependent stemming from ~
corrections. Therefore, we need to define the local-equilibrium distribution function in a proper
way. Consequently, we review the well-defined case in global equilibrium in Sec. II B, where the
explicit form of the global-equilibrium distribution function for an arbitrary frame is shown in
Eq. (13). Then we further investigate the case in local equilibrium in Sec. IIC. It turns out
that the local-equilibrium distribution function can be introduced in a co-moving frame with the
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form in Eq. (13) such that the collisional kernel in CKT vanishes for at least 2 to 2 scattering.
The explicit expression of the corresponding Wigner function in local equilibrium is presented in
Eq. (22).
A. Wigner Functions and Chiral Kinetic Theory
Wigner functions are defined as the Wigner transformation of lesser/greater propagators,
S`<(>)(q,X) ≡
∫
d4Y e
iq·Y
~ S<(>)(x, y), (1)
where S<(x, y) = 〈ψ†(y)ψ(x)〉 and S>(x, y) = 〈ψ(x)ψ†(y)〉 as the expectation values of fermionic
correlators with Y = x − y and X = (x + y)/2. Here the gauge link is implicitly embedded to
keep gauge invariance and hence qµ denotes the canonical momentum. As shown in Ref. [42],
by solving Dirac equations up to O(~), the perturbative solution for the less propagators of
right-handed Weyl fermions is given by
S`<(q,X) = σ¯µS`
<µ(q,X)
= σ¯µ2πǫ¯(q · n)
(
qµδ(q2)f (n)q + ~δ(q
2)Sµν(n)Dνf
(n)
q + ~ǫ
µναβqνFαβ
∂δ(q2)
2∂q2
f (n)q
)
, (2)
where ǫ¯(q · n) represents the sign of q · n, σ¯µ = (1,−σ) are the spin matrices, and
Sµν(n) =
ǫµναβ
2(q · n)
qαnβ (3)
denotes the spin tensor depending on a frame vector nµ. The choice of a frame corresponds to
the choice of an observer and nµ as a timelike vector represents the four velocity of this observer.
Here we denote Dβf
(n)
q = ∆βf
(n)
q −Cβ , where ∆µ = ∂µ+Fνµ∂
ν
q , Cβ = Σ
<
β f¯
(n)
q −Σ>β f
(n)
q with Σ
<(>)
β
being less/greater self-energies and f
(n)
q and f¯
(n)
q = 1 − f
(n)
q being the distribution functions of
incoming and outgoing particles, respectively. In a general case, the distribution functions here
are frame dependent, which follows the modified Lorentz transformation between frames2
f (n
′)
q = f
(n)
q +
~ǫνµαβqαn
′
βnµ
2(q · u)(q · n′)
Dνf
(n)
q . (4)
Note that both the energy-momentum tensor and currents can be directly obtained from Wigner
functions3,
T µν =
∫
d4q
(2π)4
[
qµS`<ν + qνS`<µ
]
, Jµ = 2
∫
d4q
(2π)4
S`<µ. (5)
2 The transformation between different frames here is equivalent to the inverse Lorentz transformation of qµ
and Xµ. Due to the side-jump term associated with Sµν(n) in Wigner functions, the distribution function is no
longer a scalar, which thus undergoes the non-trivial frame transformation or equivalently the modified Lorentz
transformation upon phase-space coordinates. One may refer to Ref. [42] for more details. As we will discuss
later, the explicit expression of distribution functions sometimes may have to be introduced in a particular
frame.
3 When performing the explicit computations of currents and energy-momentum tensors from Wigner functions,
one actually takes normal ordering and drops infinite constants coming from the anti-commutation relation of
fermions. 5
In Ref. [42], nµ is chosen to be independent of q and X except for the part inside collisional
kernel, which corresponds to the choice of a global observer in the lab frame. However, when
choosing a local observer, nµ could depend on spacetime coordinates and the CKT has to be
modified. Assuming the frame vector nµ only depends on X , we find
∆µS`
<µ = ∂µS`
<µ + Fνµ∂
ν
q S`
<µ
= 2πǫ¯(q · n)
{[
δ(q2)q ·∆+ ~δ(q2)
[
Fρµ
(
∂ρqS
µν
(n)
)
Dν + S
µν
(n)(∂µFρν)∂
ρ
q +
(
∂µS
µν
(n)
)
Dν
]
+~
∂δ(q2)
∂q2
[
2qρFµρS
µν
(n)Dν +
1
2
ǫµναβqνFαβ∆µ
]]
f (n)q − ~δ(q
2)Sµν(n)∆µCν
}
(6)
and
Σ<µ S`
>µ − Σ>µ S`
<µ = 2πǫ¯(q · n)
(
δ(q2)q · C + ~ǫµναβCµqνFαβ
∂δ(q2)
2∂q2
+~δ(q2)Sµν(n)
(
Σ<µDν f¯
(n)
q − Σ
>
µDνf
(n)
q
))
. (7)
From ∆µS`
<µ = Σ<µ S`
>µ − Σ>µ S`
<µ, carrying out similar computations as in Ref. [42], the corre-
sponding CKT takes the form,
δ
(
q2 − ~
B · q
q · n
){[
q ·∆+ ~
Sµν(n)Eµ
(q · n)
Dν + ~S
µν
(n)(∂µFρν)∂
ρ
q + ~Πˆ(n)(q,X)
]
f (n)q − q · C˜
}
= 0, (8)
where
Πˆ(n)(q,X) =
(
∂µS
µν
(n)
)
Dν =
ǫνµαβ
2q · n
(
qα(∂µnν)−
nνqαq
ρ(∂µnρ)
q · n
)
Dβ (9)
comes from the choice of a local observer, and
C˜µ = Cµ + ~
ǫµναβnν
2q · n
(
f¯ (n)q ∆
>
αΣ
<
β − f
(n)
q ∆
<
αΣ
>
β
)
(10)
with ∆
>(<)
µ = ∆µ + Σ
>(<)
µ .
Here the electromagnetic fields are defined thorough the frame vector nµ,
nνFµν = Eµ,
1
2
ǫµναβnνFαβ = B
µ, Fαβ = −ǫµναβB
µnν + nβEα − nαEβ. (11)
Note that Cµ implicitly incorporates ~ corrections since it contains at least one internal line of
Weyl fermions in the self-energy, which is true for most of realistic scattering processes, and the
side-jump term will in general be involved. One can alternatively write the CKT as[
q · D˜ +
~Sµν(n)Eµ
q · n
Dν + ~S
µν
(n)
(
∂µFρν
)
∂ρq + ~
(
∂µS
µν
(n)
)
Dν
]
f (n)q = 0, (12)
where D˜µf
(n)
q = ∆µf
(n)
q − C˜µ. When taking n
µ = (1, 0) and using the on-shell condition, the
CKT reduces to the usual three-momentum form in Refs. [17, 42].
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B. Global Equilibrium Cases
It is shown from the semi-classical approach that a global equilibrium distribution function
of a rotating Weyl fluid could be defined frame-independently [41]. We shall first present an
equivalent description in Wigner functions and discuss an obstacle for the generalization to local
equilibrium. Following the definition in Ref. [41], we take the distribution function of right-
handed fermions as
f eq(n)q = (e
g + 1)−1, g =
(
βq · u− µ¯+
~Sµν(n)
2
∂µ(βuν)
)
, (13)
where β = 1/T is the inverse of temperature T , µ¯ = µ/T with µ the charge chemical potential,
and uµ represents the fluid velocity. In our further calculations, we also often use the ordinary
distribution function without side jumps,
f (0)q = (e
g0 + 1)−1, g0 = βq · u− µ¯. (14)
We shall find that Eq. (13) gives rise to the distribution functions in global equilibrium
with constant T and µ. For general conditions, we may decompose the derivative of uν
into symmetric/anti-symmetric parts ∂µuν = σµν + ωµν , where σµν = (∂µuν + ∂νuµ)/2 and
ωµν = (∂µuν − ∂νuµ)/2. By introducing the fluid vorticity
ωµ ≡
1
2
ǫµναβuν
(
∂αuβ
)
, (15)
we may further rewrite the anti-symmetric part as
ωαβ = −ǫαβµνω
µuν + καβ , καβ =
1
2
(
uαu · ∂uβ − uβu · ∂uα
)
, (16)
and the dual tensor
ω˜µν =
1
2
ǫµναβωαβ =
1
2
ǫµναβuαu · ∂uβ + ω
µuν − ωνuµ. (17)
By inserting Eq. (13) into Eq. (2) and using the relation
Sµν(n)q
ρωνρ +
Sρν(n)
2
qµωρν = −
ω˜µαqα
2
,
we obtain
S`<µ = 2πǫ¯(q · n)
{[
δ(q2)
(
qµ +
~
2
[
uµ(q · ω)− ωµ(q · u)
]
∂q·u −
~
4
(
ǫµναβqνuαu · ∂uβ
)
∂q·u
−
~qµSρν(n)uν
2T 2
(∂ρT )∂q·u − ~S
µν
(n)E˜ν∂q·u
)
+ ~ǫµναβqνFαβ
∂δ(q2)
2∂q2
]
f (0)q − ~δ(q
2)Sµν(n)Cν
}
,
(18)
7
where we define
E˜ν = Eν +
(q · u)
T
∂νT − q
σ(σνσ + κνσ), Eν = Eν + T∂νµ¯. (19)
For a rotating fluid with constant T and µ such that T∂µ(βuν) = −ǫµναβu
βωα, the Wigner
function reduces to
S`<µ = 2πǫ¯(q · n)
{[
δ(q2)
(
qµ +
~
2
[
uµ(q · ω)− ωµ(q · u)
]
∂q·u
)
+ ~ǫµναβqνFαβ
∂δ(q2)
2∂q2
]
f (0)q
−~δ(q2)Sµν(n)Cν
}
. (20)
The original side-jump term combined with the spin-tensor correction in f eqq results in a frame-
independent contribution associated with vorticity, which suggests that f
(0)
q should be also frame
independent and the relevant parameters T , µ, and uµ could be defined universally in arbitrary
frames. Given that the collisional kernel vanishes in the center of mass (COM) frame as a no-
jump frame [41, 42], it should now vanish in an arbitrary frame for global equilibrium. Therefore,
the Wigner functions for a purely rotating Weyl fluid in global equilibrium takes the form4
S`<µgeq = 2πǫ¯(q · n)
[
δ(q2)
(
qµ +
~
2
[
uµ(q · ω)− ωµ(q · u)
]
∂q·u
)
+ ~ǫµναβqνFαβ
∂δ(q2)
2∂q2
]
f (0)q . (21)
Nonetheless, when T , µ, and uµ are local parameters, which contribute to not only the vorticity,
Eq. (18) also indicates that these parameters are no longer frame independent under ~ corrections.
Although one can introduce local-equilibrium distribution functions in the COM frame such that
the collisional kernel vanishes, which is equivalent to introduce multiple observers for different
scattering events with different momenta of incoming and outgoing particles, it is impractical
since we may only solve for the distribution function with just one observer in CKT. Technically,
in CKT, the Wigner function in ∆ · S`< cannot work in the COM frame when T , µ, and uµ depend
on the momenta of other scattered particles as a consequence of their ~ corrections.
Since it is formidable to find a general expression of the local equilibrium distribution function
for an arbitrary frame such as Eq. (13) in global equilibrium, we may downgrade the problem
to seek for the local equilibrium function in a particular frame, from which one can implement
the modified Lorentz transformation to write down the corresponding distribution functions in
different frames. Fortunately, we find that setting nµ = uµ as the co-moving frame with the
expression in Eq. (13) fits our purpose, which yields the vanishing collisional kernel in 2 to 2
scattering albeit the proof is somewhat technical as we will show in the following subsection.
4 Frame dependence of the sign function ǫ¯(q · n) does not affect the conclusion.
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C. Local Equilibrium Cases
By taking nµ = uµ with the distribution function in Eq. (13), the Wigner function can be
written as
S`<µleq = 2πǫ¯(q · u)δ(q
2)
(
qµ + ~Sµν(u)∆ν + ~ǫ
µναβqνFαβ
∂δ(q2)
2∂q2
)
f eq(u)q
= 2πǫ¯(q · u)
[
δ(q2)
(
qµ +
~
2
(
uµ(q · ω)− ωµ(q · u)
)
∂q·u − ~S
µν
(u)E˜ν∂q·u
)
+
~ǫµναβFαβ
4
∂qνδ(q
2)
]
f (0)q . (22)
Here the collisional corrections in the side-jump term do not contribute to S`<µleq since Cµ at O(1)
should be proportional to either qµ or uµ. Given that f
(0)
q = e−β(q·u−µ)f¯
(0)
q , where the bar for
fq here corresponds to the distribution functions for outgoing particles, we can write down a
relation between the less and greater propagators,
S`<µleq = e
−β(q·u−µ)
(
S˜>µleq −
~
2T
(
uµω · S`>leq − ω
µS`>leq · u
)
+
~ǫµναβuν
2T (q · u)
E˜βS`
>
leqα
)
. (23)
For the leading-order 2 to 2 Coulomb scattering as considered in Ref. [42], using Eq. (23), one
finds
S`>leq · Σ
< − S`<leq · Σ
>
= ~πδ(q2)
∫
q′,k,k′
|M|2
4(k · k′)
f¯ (0)q f¯
(0)
q′ f
(0)
k f
(0)
k′
[
χˇ(q, q′) + χˇ(q′, q)− χˇ(k, k′)− χˇ(k′, k)
]
, (24)
where we introduced a compact notation for the integral,∫
q′,k,k′
=
∫
d4q′d4kd4k′
(2π)5
δ(4)(q + q′ − k − k′)δ(q′2)δ(k2)δ(k′2),
(25)
and
χˇ(q, q′) = −
1
T
(
(q · u)(q′ · ω)− (q · ω)(q′ · u)
)
+
ǫµναβuν
T (q′ · u)
qµE˜β(q
′)q′α. (26)
Here |M|2 is the squared matrix element for the 2 to 2 scattering process:
|M|2 = 4e4
[
(q · q′)
(q · k)
+
(q · q′)
(q · k′)
]2
. (27)
The vorticity cancels out in the sum of χˇ(q, q′) and χˇ(q′, q) appeared in Eq. (24):
χˇ(q, q′) + χˇ(q′, q) =
ǫµναβuν
T
qµq
′
α
(
E˜β(q
′)
(q′ · u)
−
E˜β(q)
(q · u)
)
, (28)
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and thus
S`>leq · Σ
< − S`<leq · Σ
> = ~πδ(q2)
∫
q′,k,k′
|M|2
4(k · k′)
f¯ (0)q f¯
(0)
q′ f
(0)
k f
(0)
k′
ǫµναβuν
T
×
[
qµq
′
α
(
E˜β(q
′)
(q′ · u)
−
E˜β(q)
(q · u)
)
− kµk
′
α
(
E˜β(k
′)
(k′ · u)
−
E˜β(k)
(k · u)
)]
. (29)
It is clear to see that the vorticity-related part, which is actually independent of frames, vanishes
by symmetry. This finding agrees with the case in global equilibrium. Now, we shall deal with
the rest part pertinent to E˜β.
For convenience, we can work in the local rest frame uµ = (1,u(X)) such that u ≈ 0 and
∂µu
0 ≈ 0 yet ∂µu 6= 0. Then we find
S`>leq · Σ
< − S`<leq · Σ
> = ~πδ(q2)
∫
q′,k,k′
|M|2
4(k · k′)T
f¯ (0)q f¯
(0)
q′ f
(0)
k f
(0)
k′
×
[
(q× q′) ·
(
E˜(q′)
q′0
−
E˜(q)
q0
)
− (k× k′) ·
(
E˜(k′)
k′0
−
E˜(k)
k0
)]
, (30)
where E˜(q) = E−T∇µ¯+(∇(q · u)+(q · ∇)u)/2. It turns out that this integral actually vanishes,
which can be shown based on the symmetry as discussed below. Apparently, the T∇µ¯ terms in
the integral cancel each other. Now, considering the inversion of spatial momentum and electric
fields (q→ −q, q′ → −q′, k→ −k ,k′ → −k′,E→ −E). In Eq. (30), we find that the integral is
an odd function under the inversion. On the contrary, from the remaining terms in the integral,
a non-vanishing collisional kernel should only be proportional to q · E and (q · ∇)(q · u) and
thus should be “even” under the inversion. Accordingly, the integral in Eq. (30) and the full
collisional kernel should vanish. We thus conclude that Eq. (22) indeed corresponds to the local
equilibrium Wigner function at least when considering only 2 to 2 scattering.
III. NON-EQUILIBRIUM DISTRIBUTION FUNCTIONS
Our final goal is to evaluate second-order quantum corrections on the charge current and
density when the system is slightly away from local equilibrium. To handle this problem, we
follow the standard strategy: expanding all the quantities and evolution equations in the power
series of ~ and space-time derivative ∂. In the previous section, we have defined the distribution
function in local equilibrium. Nevertheless, we have to first derive the non-equilibrium distri-
bution functions led by fluctuations up to the O(~∂2). In addition, since we consider a closed
system, we shall impose the energy-momentum conservation through anomalous hydrodynamics
dictated by continuity equations in Eq. (37) as constrains for CKT.
In Sec. IIIA, we derive the equations of motion (EOM) for anomalous hydrodynamics neces-
sary for the study of ~ corrections on non-equilibrium distribution functions. Those anomalous-
hydrodynamic EOM will govern the dynamics of free thermodynamic parameters such as T , µ,
and uµ in local-equilibrium distribution functions as shown in Eq. (45). Later, these relations
have to be applied when solving the non-equilibrium distribution function perturbtively from
CKT.
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Subsequently, in Sec. III B the non-equilibrium distribution function is perturbatively solved
from CKT by using an ansatz in Eq. (57) with the RT approximation. The corresponding
solutions are presented in Eqs. (60) and (61), where the quantum part is further composed of
three pieces coming from the ~ corrections in CKT, hydrodynamic EOM, and postulated terms
in collisions, respectively.
A. Anomalous Hydrodynamic Equations
Now, armed with the local equilibrium Wigner function in Eq. (22), we may first proceed
to reproduce first-order anomalous transport coefficients in hydrodynamics, which have been
studied from various approaches (e.g., see Refs. [14, 58] and the references therein). On the
other hand, we will also derive the hydrodynamic EOM with quantum corrections, which further
contribute to the second-order transport.
In local equilibrium, the constitutive relations for energy-momentum tensors and charge cur-
rents are given by
T µν = uµuνǫ− pΘµν +Πµνnon +Π
µν
dis, J
µ = N0u
µ + vµnon + v
µ
dis, (31)
where Θµν = ηµν−uµuν and ǫ and p denote the energy density and pressure, respectively. Here the
subindices “non” and “dis” represent the non-dissipative and dissipative corrections, respectively.
The non-dissipative corrections come from anomalous transport, which can be written as
Πµνnon = ~ξω
(
ωµuν + ωνuµ
)
+ ~ξB
(
Bµuν +Bνuµ
)
, vµnon = ~σBB
µ + ~σωω
µ, (32)
where ξω and ξB contribute to the heat conductivity and σB and σω corresponds to the charge
conductivity of CME and CVE, respectively. Note that the electromagnetic fields are defined
in Eq. (11). Such decompositions we applied are more convenient to be embedded into CKT,
which are distinct from the Landau frame implemented in the previous studies of anomalous
hydrodynamics such as in Ref. [24, 59].
We may compute the non-dissipative contributions of energy-momentum tensors and currents
from the Wigner functions in local equilibrium,
T µνleq = u
µuνǫ− pΘµν +Πµνnon =
∫
d4q
(2π)4
(
qµS`<νleq + q
νS`<µleq
)
,
Jµleq = N0u
µ + vµnon = 2
∫
d4q
(2π)4
S`<µleq , (33)
whereas the dissipative parts stem from non-equilibrium corrections associated with collisions. In
practice, it is more convenient to work in the local rest frame to derive the transport coefficients
and plug them back into the constitutive relations. By employing Eq. (22) and carrying out
direct computations, we find
ǫ = 3p = T 4
(7π2
120
+
µ¯2
4
+
µ¯4
8π2
)
, N0 =
T 3
6
(
µ¯+
µ¯3
π2
)
, (34)
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σω =
T 2
12
(
1 +
3µ¯2
π2
)
, σB =
µ
4π2
, (35)
and
ξω =
T 3
6
(
µ¯+
µ¯3
π2
)
= N0, ξB =
T 2
24
(
1 +
3µ¯2
π2
)
=
σω
2
. (36)
Note that E˜µ term in S`<µleq does not contribute to v
µ
non and Π
µν
non, which can be shown in di-
rect calculations. The anomalous coefficients obtained above agree with what have been found
previously e.g., from Kubo formulae [58] or hydrodynamics with second-law of thermodynamics
[25].
Subsequently, using the continuity equations,
∂µT
µν = F νρJρ, ∂µJ
µ =
~
4π2
(E ·B), (37)
and taking the projections, we obtain
uν∂µT
µν = (ǫ+ p)∂ · u+ u · ∂ǫ+ ~
(
ω · ∂ξω + ξω∂ · ω + (ω · u)(u · ∂)ξω + ξω(ω · u)(∂ · u)
+ξωuνu · ∂ω
ν
)
+ (ω ↔ B) + uν∂µΠ
µν
dis
= (ǫ+ p)∂ · u+ u · ∂ǫ+ ~
(
ω · ∂ξω + ξω∂ · ω + ξωuνu · ∂ω
ν
)
+ (ω ↔ B) + uν∂µΠ
µν
dis
= uνF
νρJρ, (38)
and
Θαν∂µT
µν = (ǫ+ p)u · ∂uα − ∂αp+ uα(u · ∂p) + ~
[
ξω(ω · ∂)u
α + ξωω
α∂ · u+ ωα(u · ∂)ξω
+ξω(u · ∂)ω
α − uαξωuνu · ∂ω
ν + (ω ↔ B)
]
+Θαν∂µΠ
µν
dis
= (F αρ + uαEρ)Jρ. (39)
For convenience, we will work in the local rest frame and our goal is to solve for the time
derivatives of parameters T , µ¯, and u. In addition, the incorporation of vµdis and Π
µν
dis will result in
O(∂2) corrections on ∂0u, ∂0T , and ∂0µ¯. Consequently, v
µ
dis and Π
µν
vis, which could yield quantum
corrections at least for O(~∂3) in CKT, will be omitted. The calculations in a covariant form
are shown in Appendix B. For simplicity, we further drop the viscous corrections. Working in
the local rest frame and implementing the constitutive relations, the continuity equations give
rise to
∂0N0 = −~
[
ω · ∇σω + 2σωω · ∂0u+B · ∇σB + σB∂ · B
]
+
~
4π2
(E ·B), (40)
∂0ǫ = −~
(
ω · ∇ξω + ξω∂ · ω + ξωω · ∂0u
)
− ~
(
B · ∇ξB + ξB∂ · B + ξBB · ∂0u
)
+~
(
σω(E ·ω) + σB(E ·B)
)
, (41)
(ǫ+ p)∂0u = ∇p−N0E+ ~
[
ω∂0ξω + ξω∂0ω +B∂0ξB + ξB∂0B−
(
ξB + σω
)
(ω ×B)
]
. (42)
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In aid of Bianchi identity ∂µF˜
µν = 0 and ∂µω˜
µν = 0, which takes explicit forms as
∂ · B − 2E · ω −B · ∂0u = 0, ∂0B+B× ω + (∇×E− E× ∂0u) = 0, (43)
and
∂ · ω − 2ω · ∂0u = 0, ∂0ω −
1
2
∇× (∂0u) = 0, (44)
we perturbatively solve the continuity equations up to O(~) and obtain the hydrodynamic EOM,
∂0T
T
= ~E ·
(
T˜BB+ T˜ωωT
)
, ∂0µ¯ = ~E ·
(
µ˜BB+ µ˜ωωT
)
, (45)
and
∂0u = ∂0u
(0) + ~∂0δu, ∂0u
(0) = −
∇T
T
+
N0E
4p
,
~∂0δu = ~
(
U˜E∇×E+ U˜T
E×∇T
T
+ U˜µ¯E×∇µ¯
)
, (46)
where the coefficients involved have the following dimensions in energy, T˜B(ω) : O(T
−3), µ˜B(ω) :
O(T−3), U˜E,T,µ¯ : O(T
−2). The explicit forms of these coefficients read
U˜E = U˜T =
T 2
96pπ2
[
(3µ¯2 + π2)−
N0µ¯T (µ¯
2 + π2)
2p
]
,
U˜µ¯ =
T 3
384p2π2
[
N0(3µ¯
2 + π2) + µ¯T (µ¯2 + π2)
(
2σω −
N20
p
)]
, (47)
T˜B = −
15µ¯
(
15µ¯4 + 50µ¯2π2 + 19π4
)
2 (15µ¯4 + 6µ¯2π2 + 7π4) (15µ¯4 + 30µ¯2π2 + 7π4)T 3
,
T˜ω = −
5
(
45µ¯6 + 75µ¯4π2 − 9µ¯2π4 − 7π6
)
(15µ¯4 + 6µ¯2π2 + 7π4) (15µ¯4 + 30µ¯2π2 + 7π4) T 3
, (48)
µ˜B =
3
(
75µ¯6 + 375µ¯4π2 + 285µ¯2π4 + 49π6
)
2 (15µ¯4 + 6µ¯2π2 + 7π4) (15µ¯4 + 30µ¯2π2 + 7π4)T 3
,
µ˜ω =
3
(
75µ¯6 + 225µ¯4π2 + 65µ¯2π4 − 21π6
)
(15µ¯4 + 6µ¯2π2 + 7π4) (15µ¯4 + 30µ¯2π2 + 7π4) T 3
. (49)
On can make a quick crosscheck with what have been found in the Landau frame, for which we
shall shift the fluid velocity as
u˜µ = uµ + ~
ξωω
µ + ξBB
µ
ǫ+ p
, (50)
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which yields
Jµleq = N0u˜
µ + ~σ˜ωω
µ + ~σ˜BB
µ, (51)
where
σ˜ω = σω −
N0ξω
ǫ+ p
, σ˜B = σB −
N0ξB
ǫ+ p
. (52)
By using the result in Eq .(46), we derive
∂0u˜ = −
∇T
T
+
N0E
4p
−
~σω
8p
ω ×B, (53)
which is in accordance with the finding in Ref. [59]. As discussed therein, this equation is
responsible for the Chiral Alfven waves.
B. Non-equilibrium Responses from CKT
In this section, we would like to investigate the second-order corrections in terms of gradient
expansions on the distribution functions when a system is slightly driven away from local equi-
librium by external background fields and temperature/chemical-potential gradients. We work
in the nµ = uµ frame and the CKT in Eq. (8) can be written as[
q ·∆+ ~
Sµν(u)Eµ
(q · u)
∆ν + ~S
µν
(u)(∂µFρν)∂
ρ
q + ~
(
∂ρS
ρµ
(u)
)
∆µ
]
f (u)q = Cfull, (54)
where
Cfull = q
µC˜µ + ~
Sµν(u)Eµ
(q · u)
Cν + ~
(
∂ρS
ρµ
(u)
)
Cµ. (55)
The explicit form of ∂ρS
ρµ
(u) is evaluated as
∂ρS
ρµ
(u) =
1
2
[
ωµ −
(q · ω)uµ
q · u
−
(q · ω)qµ
(q · u)2
]
+
ǫµναβ
2q · u
(
qακβν −
uνqαq
ρ
q · u
(σβρ + κβρ)
)
. (56)
We then introduce the perturbation on distribution functions,
f (u)q − f
eq
q = δfq = δf
(c)
q + ~δf
(Q)
q , (57)
in which we further decompose the classical and quantum corrections. In order to just analyze
non-equilibrium transport qualitatively and derive analytic expressions, we will implement the
RT approximation to simplify the collisional terms. Nevertheless, in non-equilibrium states, the
nonzero collisional terms also include ~ corrections. For completeness, we approximate
Cfull = −
1
τR
(
q · u+ ~
qµAµ
(q · u)2
)
δfq, (58)
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where Aµ could be proportional to Bµ, ωµ, Eµ, etc. at O(∂). Here the relaxation time τR is
regarded as a dimensionful constant under the “naive” RT approximation, which describes how
long the system could return to the equilibrium state. The perturbative solution then takes the
form,
δfq = −
τR
q · u
(
1−
~q · A
q · u
)[
q ·∆+ ~
Sµν(u)Eµ
(q · u)
∆ν + ~S
µν
(u)(∂µFρν)∂
ρ
q + ~
(
∂ρS
ρµ
(u)
)
∆µ
]
f eqq . (59)
In general, the classical part of the non-equilibrium distribution function δf (c) should also involve
second-order terms responsible for e.g., classical Hall effects. These terms may contribute to
higher-order quantum transport starting from O(~∂3) in currents, while we only focus on second-
order quantum corrections and hence omit such terms. Consequently, we have
δf (c)q =
τRq · E˜
q · u
∂q·uf
(0)
q . (60)
Based on Eq. (59), one finds that the quantum corrections in the non-equilibrium distribution
function can be decomposed into three parts, ~δf
(Q)
q = δfKq + δf
H
q + δf
C
q , where
δfKq = −
τR
q · u
{[
q ·∆+ ~
Sµν(u)Eµ
(q · u)
∆ν + ~S
µν
(u)(∂µFρν)∂
ρ
q + ~
(
∂ρS
ρµ
(u)
)
∆µ
]
f eqq − q ·∆f
(0)
q
}
,
δfHq = τR
[
Tu · ∂µ¯ +
(q · u)u · ∂T
T
− ~qµu · ∂δuµ
]
∂q·uf
(0)
q ,
δfCq = −
~τR
(q · u)4
(q · E˜)(q · A)∂q·uf
(0)
q . (61)
Here, δfKq and δf
H
q come from the explicit ~ corrections in CKT and the ~ corrections from
hydrodynamic EOM, respectively. However, the last one δfCq stems from the ~ corrections of
collisions. Note that in the local rest frame, q · A must be linear to q given that it is at O(∂).
We may accordingly take q · A = −q ·A with A = Ai without the loss of generality.
Now, δfHq can be read out from hydrodynamic EOM in Eqs. (45) and (46). In the local rest
frame, we have
δfHq = ~τR
[
E ·
((
T µ˜B + q0T˜B
)
B+
(
T µ˜ω + q0T˜ω
)
ωT
)
+q ·
(
U˜E∇×E+ U˜T
E×∇T
T
+ U˜µ¯E×∇µ¯
)]
∂q0f
(0)
q . (62)
The derivation of δfKq is somewhat complicated yet straightforward, for which we present some
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details of calculations in Appendix B. By using Eq. (C7), in the local rest frame, we find
δfKq = −
~τR
2q0
{[
ω · E −
q0ω · ∇T
T
+
(q · ω)(q · E)
q20
+
(q · ∂)(q · ω)
q0
−
(q · ω)
q0
(
q · E −
q0q · ∇T
T
)
∂q0
+
(
q
q0
)
·
(
E×
(
T∇µ¯
q0
+
∇T
T
)
+∇×E
)]
−
[
(q · ω)
q0
((
T∂0µ¯+ q · ∂0u
)
(2− q0∂q0)−
q0∂0T
T
(1− q0∂q0)
)
+ q0ω · ∂0u
+
(∂0u)× q
q0
·
(
E −
q0∇T
T
)]}
∂q0f
(0)
q . (63)
Here the terms in the first two lines of Eq. (63) are independent of hydrodynamic EOM. When
including the hydrodynamic corrections in Eq. (63), only the leading-order hydrodynamic EOM
are needed. Therefore, one can in fact drop the terms containing ∂0T and ∂0µ¯ in Eq. (63), which
are at the order of O(~) shown in Eq. (45) while we keep them here simply for completeness.
IV. NONLINEAR EFFECTS IN NON-EQUILIBRIUM CURRENTS
After deriving the second-order non-equilibrium distribution function from the previous sec-
tion, we will then insert it into the Wigner function and evaluate the second-order quantum cor-
rections upon the charge current and density in Sec. IVA and Sec. IVB, respectively. The final
result of anomalous Hall currents triggered by electric fields and temperature/chemical-potential
gradients is shown in Eq. (76). On the other hand, we also show that the non-equilibrium cor-
rection on charge density can only be contributed by the postulated ~ corrections in collisions
as shown in Eq. (85), which agrees with the matching condition led by Eq. (88) from CKT. Fi-
nally, in Sec. IVC, with the inclusion of left-handed fermions, we present the vector/axial charge
currents with second-order quantum corrections in high/low-temperature limits.
A. Charge Currents
Given the non-equilibrium distribution function, we may start to compute the second-order
responses in charge currents. We shall focus on just quantum corrections and neglect classical
effects. From Eqs. (2) and (5), the quantum corrections of the non-equilibrium current read
δJµQ = 2~
∫
d4q
(2π)3
ǫ¯(q · u)δ(q2)
[
qµδf (Q)q −
1
2
(
ǫµναβ
uνqα
q · u
∆β + ǫ
µναβFαβ
∂qν
2
)
δf (c)q
]
. (64)
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In the local rest frame, the charge density and charge current accordingly take the form,
δJ0Q = 2~
∫
d4q
(2π)3
ǫ¯(q0)δ(q
2)
(
q0δf
(Q)
q +
B
2
· ∇qδf
(c)
q
)
,
δJQ = 2~
∫
d4q
(2π)3
ǫ¯(q0)δ(q
2)
[
qδf (Q)q −
1
2q0
(q×∇+ (q× E)∂q0 − q0E×∇q) δf
(c)
q
+
1
2q0
(q0B∂q0 − (q ·B)∇q +B(q · ∇q)) δf
(c)
q
]
, (65)
where ∇q = ∂/∂q. We will now evaluate the charge current in the following.
We shall first consider the current led by δf
(Q)
q , which consists of three parts shown in Eq. (61).
We first compute the contribution from δfKq , which yields
δJK = 2
∫
d4q
(2π)3
ǫ¯(q0)δ(q
2)qδfKq
= −
~τR
3
∫
d4q
(2π)3
ǫ¯(q0)δ(q
2)
[(
∇× E+ E×
(
T∇µ¯
q0
+
∇T
T
))
− q0∂0ω
−
(
E− T∇µ¯−
q0∇T
T
)
∂0u− ω
(
T∂0µ¯(2− q0∂q0) +
q0∂0T
T
(1− q0∂q0)
)]
∂q0f
(0)
q .
(66)
Implementing the useful integrals in Appendix A and the Bianchi identity in Eq. (44), we find
δJK = −
τR~
12π2
[
− µ∇×E−E×
(
T∇µ¯+ µ¯∇T − µ∂0u
)
− T (µ∇µ¯+ I1∇T )∂0u
+ωT
(
3µ∂0µ¯+ 4I1∂0T
)
+
1
2
I1T
2∇× (∂0u)
]
,
where I1,2... are defined in Eqs. (A14)-(A20). Next, we consider the contribution from δf
H
q ,
δJH = 2
∫
d4q
(2π)3
ǫ¯(q · u)δ(q2)qδfHq = 2~τR
∫
d4q
(2π)3
ǫ¯(q0)δ(q
2)
q20
3
(∂0δu)∂q0f
(0)
q , (67)
which results in
δJH = −
~τR
6π2
I2T
3
(
U˜E∇× E+ U˜T
E×∇T
T
+ U˜µ¯E×∇µ¯
)
. (68)
Subsequently, the third part stemming from collisions is given by
δJC = 2
∫
d4q
(2π)3
ǫ¯(q · u)δ(q2)qδfCq =
2~τRA
3
∫
d4q
(2π)3
ǫ¯(q0)δ(q
2)
(
∂0T
T
+
T∂0µ¯
q0
)
∂q0f
(0)
q . (69)
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Performing the integral, we find
δJC = −
~τRA
6π2
(
µ∂0T
T
+ T∂0µ¯
)
. (70)
Note that δJC vanishes after applying the hydrodynamic EOM in Eq. (45).
Finally, we have to consider the contributions from δf
(c)
q in Eq. (65). We first evaluate the
part related to the curl term and electric fields, which gives
δJE = −2
∫
d4q
(2π)3
ǫ¯(q0)δ(q
2)
~
2q0
(
q×∇+ (q× E)∂q0 − q0E×∇q
)
δf (c)q
=
~τR
3
∫
d4q
(2π)3
ǫ¯(q0)δ(q
2)
[(
−∇× E+
2E×∇T
T
+
2T (E×∇µ¯)
q0
)
+ 2q20
∂0T
T
ω∂q0
+
(
q0∇×
(
∂0u
)
+ E× ∂0u(3 + q0∂q0) + q0(∂0u)×
∇T
T
(1 + q0∂q0)
)]
∂q0f
(0)
q . (71)
Performing the integral, we obtain
δJE = −
τR~
12π2
[(
− µ∇×E+ 2µ¯E×∇T + 2TE×∇µ¯
)
− 6I1Tω(∂0T )
+
(
µT∇×
(
∂0u
)
+ µE× ∂0u− 2I1T (∂0u)×∇T
)]
. (72)
Nonetheless, there exists a missing contribution in δJE when considering just the “naive” RT
approximation treating τR as a constant. In practice, τR should be a function of T and µ. The
magnetization current stemming from q×∇δf
(c)
q in the integrand could further gives rise to
δJτR = −2
∫
d4q
(2π)3
ǫ¯(q0)δ(q
2)
~
2q20
q× (∇τR)q · E˜∂q0f
(0)
q
=
~
12π2
(
I1T∇T − µ(E− T∇µ¯)
)
×
(
(∂T τR)∇T + (∂µ¯τR)∇µ¯
)
=
~
12π2
(
(µ∂T τR − I1∂µ¯τR)(∇µ)× (∇T ) + µ¯(µ¯∂µ¯τR − T∂T τR)E×∇T − µ¯(∂µ¯τR)E×∇µ
)
,
(73)
which may generate E × ∇T and (∇µ) × (∇T ) terms even in the absence of hydrodynamics
depending on the detailed structure of τR. For making fair comparisons with previous studies, in
which δJτR is ignored [51, 52], we will apply the “naive” RT approximation and thus omit δJτR .
The rest part related magnetic fields reads
δJB = −2
∫
d4q
(2π)3
ǫ¯(q0)δ(q
2)
~
2q0
(
q0B∂q0 − (q ·B)∇q +B(q · ∇q)
)
δf (0)q
= −~τRB
∫
d4q
(2π)3
ǫ¯(q0)δ(q
2)
[(
T∂0µ¯+
q0∂0T
T
)
∂q0 +
∂0T
T
]
∂q0f
(0)
q ,
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which yields
δJB = −
τR~
4π2
B
(
T∂0µ¯+ µ¯∂0T
)
. (74)
Apparently, δJB = 0 from hydrodynamics.
Combining all the contributions, we eventually obtain
δJQ = δJK + δJH + δJC + δJE + δJB
= −
~τR
12π2
[
− 2
(
µ− I2T
3U˜E
)
∇× E+
(
1 + 2I2T
2U˜µ¯
)
E×∇µ
+2I2T
(
T U˜T − µU˜µ¯
)
E×∇T + T
(
2µ¯E− µ∇µ¯+ I1∇T
)
× ∂0u+
3I1T
2
2
∇× (∂0u)
+3B
(
T∂0µ¯+ µ¯∂0T
)
− ωT
(
2I1∂0T − 3µ∂0µ¯
)
+ 2A
(
µ¯∂0T + T∂0µ¯
)]
. (75)
By omitting the terms including time derivatives and taking U˜E,T,µ¯ = 0, it is clear to see that only
the ∇× E and E × ∇µ terms contribute to the non-equilibrium charge current in the absence
of hydrodynamics, which agrees with what have been found in Refs. [51, 52]. Now, by using
hydrodynamic EOM in Eqs. (45) and (46) to replace the time derivatives of T , µ¯, and u with
explicit expressions, the non-equilibrium charge current becomes
δJQ = −
~τR
12π2
[
− 2
(
µ− I2T
3U˜E −
3I1T
2N0
16p
)
∇× E+
(
µ¯+
I1TN0
4p
)
(∇µ)× (∇T )
+
((
1−
µN0
4p
)
+ 2I2T
2U˜µ¯ +
3I1T
2
4p
(
N20
2p
+ σω
))
E×∇µ
+
(
2I2T (T U˜T − µU˜µ¯)− 2µ¯+
µ2N0
4Tp
+
I1T
8p
(
N0 − 6µσω −
3µN20
p
))
E×∇T
]
, (76)
where we utilize
1
2
∇× (∂0u) =
1
8p
(
N0E×∇T
T
+N0∇×E+ T
(
N20
p
− 2σω
)
E×∇µ¯
)
+O(~) (77)
from hydrodynamic EOM in the calculation. Except for the modifications of the transport
coefficient for∇× E and E×∇µ terms, E×∇T and (∇µ)×(∇T ) terms emerge in hydrodynamics.
Note that here the vorticity does not affect δJQ in the inviscid case. Also, in contrast to the
anomalous Hall current above from quantum corrections, the classical Hall current obtained from
the kinetic theory in weak fields and the RT approximation is proportional to τ 2R instead of τR
as shown in e.g., Refs. [12, 51].
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B. Charge Density
Following Eq. (65), we can further evaluate the charge density. Similar to the computation
for currents, we first consider the contribution led by δfKq , which yields
δJ0K = 2
∫
d4q
(2π)3
ǫ¯(q · u)δ(q2)q0δfKq
= 2τR
∫
d4q
(2π)3
ǫ¯(q0)δ(q
2)
~
2
[
− ω · E +
q0ω · ∇T
T
+
(ω · E)
3
+
q0(∇ · ω)
3
− q0∂0ω
0
+
q0
3
(
ω · E −
q0ω · ∇T
T
)
∂q0 +
q0
3
ω · ∂0u(2− ∂q0) + q0ω · ∂0u
]
∂q0f
(0)
q . (78)
By employing the Bianchi identity for vorticity in Eq. (A13) and performing the integral, we
obtain
δJ0K =
~τR
2π2
[
µω · E − I1Tω · ∇T − I1T
2
ω · ∂0u
]
. (79)
Next, considering the quantum corrections from hydrodynamic EOM, we find
δJ0H = 2
∫
d4q
(2π)3
ǫ¯(q · u)δ(q2)q0δfHq
= 2~τR
∫
d4q
(2π)3
ǫ¯(q · u)δ(q2)q0E ·
[
T
(
µ˜BB+ µ˜ωωT
)
+ q0
(
T˜BB+ T˜ωωT
)]
∂q0f
(0)
q , (80)
which results in
δJ0H = −
~τR
2π2
[(
E ·B
)
T 3
(
I1µ˜B + I2T˜B
)
+
(
E · ω
)
T 4
(
I1µ˜ω + I2T˜ω
)]
. (81)
As opposed to the case for the charge current, the relevant parts in hydrodynamic EOM are
∂0T and ∂0µ¯. For the charge density, there is only magnetic-field related term coming from the
side-jump term associated with magnetization currents as shown in Eq. (65). We thus evaluate
δJ0B = = 2
∫
d4q
(2π)3
ǫ¯(q0)δ(q
2)
~
2
B · ∇qδf
(0)
q
= 2τR
∫
d4q
(2π)3
ǫ¯(q0)δ(q
2)
~
2q0
(
−B · E + q0
B · ∇T
T
+ q0B · ∂0u
)
∂q0f
(0)
q (82)
and derive
δJ0B = −
~τR
2π2
(
− (B · E) + µ¯B · ∇T + µB · ∂0u
)
. (83)
Finally, considering the ~ corrections in collisions, we find
δJ0C = 2
∫
d4q
(2π)3
ǫ¯(q · u)δ(q2)q0δfCq
= 2~τR
∫
d4q
(2π)3
ǫ¯(q0)δ(q
2)
1
3q0
[
−A · E + q0
A · ∇T
T
+ q0A · ∂0u
]
∂q0f
(0)
q , (84)
20
which gives
δJ0C = −
~τR
6π2
[
−A · E + µ¯A · ∇T + µA · ∂0u
]
. (85)
Combining all pieces together and utilizing the hydrodynamic EOM, it turns out that except
for δJ0C , the nonlinear quantum corrections on charge density vanishes,
δJ0K + δJ
0
H + δJ
0
B = 0. (86)
Nonetheless, the finding is not surprising, which in fact agrees with the matching condition of
the RT approximation as shown below. As found in Appendix C, the CKT gives rise to
∂µJ
µ =
~
4π2
(E ·B) + 2
∫
d4q
(2π)3
ǫ¯(q · u)
[
δ(q2)q · C˜ + ~ǫµναβCµFαβ
∂qνδ(q
2)
4
]
. (87)
For realistic collisions, the integral with collisional terms should automatically vanish in accor-
dance with energy-momentum conservation. In the case for C˜i = Ci = 0, we may rewrite the last
term as
2
∫
d4q
(2π)3
ǫ¯(q · u)
[
δ(q2)q · C˜ + ~ǫµναβCµFαβ
∂qνδ(q
2)
4
]
= 2
∫
d4q
(2π)3
ǫ¯(q0)δ(q
2)q0
(
1 +
~B · ∇q
2q0
)
C0. (88)
Applying the RT approximation in Eq. (58) for q0C0 = Cfull, such a vanishing term results in the
matching condition
2
∫
d4q
(2π)3
ǫ¯(q · u)δ(q2)
(
1 +
~B · ∇q
2q0
)
Cfull
= −2
∫
d4q
(2π)3
ǫ¯(q0)δ(q
2)
q0
τR
(
δf (c)q +
~B · ∇q
2q0
δf (c)q + δf
K
q + δf
H
q
)
= 0. (89)
Note that the q·A term in the RT approximation and that in δfCq cancel each other. Apparently,
this matching condition in general leads to the vanishing charge density from interactions J0int = 0.
One can easily check that the classical contribution above is zero. Then the vanishing quantum
correction is consistent with (86). Nevertheless, the matching condition here does not exclude
the contribution from δfCq for the charge density.
C. Vector/Axial-Charge Currents
So far, we have considered only the responses for right-handed fermions. One can implement
the same approach to derive the responses for left-handed fermions, for which the ~ corrections are
the same as those for right-handed fermions with just an overall sign difference. Combining the
contributions from both right-handed and left-handed fermions, we can compute the vector/axial
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charge currents. Due to the complexity of transport coefficients in hydrodynamics, we may focus
on just high-temperature and large-chemical-potential limits. In addition, only the quantum
corrections will be presented. One may refer to Ref. [51] for a complete study with the classical
second-order effects in vector/axial charge currents in the absence of collective motion.
From Eq. (76), in the high-temperature limit µ¯R/L ≪ 1, the right/left-handed charge currents
are given by
δJQR/L = ∓
~τR
84π2
[
µR/L∇× E+
7µR/L
2T
E×∇T −
1
2
E×∇µR/L +
12µR/L
T
(∇µR/L)× (∇T )
]
,
(90)
where we append the subindices R/L to µ for representing right/left-handed chemical potentials
and the overall minus/plus signs are for right/left-handed fermions, respectively. Here we preserve
the leading-order contribution in terms of the small-µ¯R/L expansion for each relevant term. On
the contrary, for µ¯R/L ≫ 1, the right/left-handed charge currents reduce to
δJQR/L = ±
~τR
4π2
[
π2T 2
3µR/L
∇× E+
2µR/L
3T
E×∇T −
2
3
E×∇µR/L −
2µR/L
3T
(∇µR/L)× (∇T )
]
,
(91)
via the 1/µ¯R/L expansion. Here some of transport coefficients change signs in different limits, for
which the reason in underlying physics is unclear. However, as mentioned previously, in more
pragmatic cases, one should also incorporate the contributions from δJτR shown in Eq. (73). In
general, to pin down the signs and numerical values of these transport coefficients, we certainly
have to work beyond the RT approximation, whereas their dependence on T and µR/L could be
qualitatively captured by the results above.
We may now introduce the vector/axial-charge currents, JV/A = JR ± JL. Considering both
the right/left-handed fermions, we obtain, for high temperature µ¯R/L ≪ 1,
δJQV = −
~τR
84π2
[
µA∇× E+
7µA
2T
E×∇T −
1
2
E×∇µA +
6
T
∇(µV µA)× (∇T )
]
,
δJQA = −
~τR
84π2
[
µV∇× E+
7µV
2T
E×∇T −
1
2
E×∇µV +
3
T
∇(µ2V + µ
2
A)× (∇T )
]
, (92)
where µV/A = µR±µL. Note that in the extreme case with zero net chemical potentials, only the
E × ∇µA/V terms contribute to the vector/axial currents. In the large-chemical-potential limit
µ¯R/L ≫ 1, one finds
δJQV =
~τR
4π2
[
4π2T 2µA
3(µ2A − µ
2
V )
∇× E+
2µA
3T
E×∇T −
2
3
E×∇µA −
1
3T
∇(µV µA)× (∇T )
]
,
δJQA =
~τR
4π2
[
4π2T 2µV
3(µ2V − µ
2
A)
∇× E+
2µV
3T
E×∇T −
2
3
E×∇µV −
1
6T
∇(µ2V + µ
2
A)× (∇T )
]
.(93)
As opposed to the high-temperature limit, here the dominant contributions in vector/axial charge
currents come from E×∇T and (∇µV/A)× (∇T ) terms.
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V. DISCUSSIONS AND OUTLOOK
In this paper, we have investigated the dissipative quantum transport of inviscid chiral fluids
incorporating background fields and vorticity up to the second order via the CKT with a RT
approximation. It is found that some of anomalous Hall currents emerge from the anomalous-
hydrodynamic corrections. Furthermore, we show that the vanishing quantum correction upon
the charge density (except for the potential contributions from quantum corrections in colli-
sions) agrees with the matching condition obtained from CKT based on the energy-momentum
conservation.
Although we find extra Hall currents coming from the cross product of electric fields and
temperature-gradient and that of the temperature and chemical-potential gradients given by
anomalous hydrodynamic corrections, we also indicate that such terms could possibly led by the
temperature/chemical-potential dependence of relaxation time even in the absence of hydrody-
namics. In phenomenology, this implies that the aforementioned anomalous Hall currents could
possibly exist in Weyl semimetals even in the absence of collective motion for quasi-particles.
The study along such a direction will be presented elsewhere. On the other hand, the possible
quantum corrections in collisions stemming from side jumps may contribute to the charge density.
In fact, for realistic collisions, the anomalous equation does not force the correction on the charge
density to be always zero. It is found in a recent study that the direct product of magnetic fields
and vorticity can modify the charge density for Weyl fermions in the lowest Landau level [60].
However, we suspect such an effect may be at O(~2) in the Wigner-function approach with weak
background fields. In addition, even though the quantum corrections in collisions characterized
by the RT approximation does not influence the charge current in inviscid fluids, this may not
be the case for viscous ones. To further explore the nonlinear quantum transport for viscous
chiral fluids, the current RT approximation may be insufficient. Either directly tackling realis-
tic yet complicated collisional kernels including side-jump effects or developing more applicable
approximations for collisions should be pursued in the future.
Appendix A: Conventions and Useful Relations
In this paper, we use the most negative spacetime metric ηµν = diag(1,−1,−1,−1) and we
define ǫ0ijk = −ǫ0ijk ≡ ǫ
ijk with ǫ123 = 1. Also, µ¯ = µ/T and nµ denotes the frame vector and
uµ represents the fluid velocity.
The fluid vorticity is defined as
ωµ ≡
T
2
ǫµναβuν∂α(βuβ) =
1
2
ǫµναβuν
(
∂αuβ
)
. (A1)
We apply the decompositions
∂µuν = σµν + ωµν , σµν =
1
2
(
∂µuν + ∂νuµ
)
, ωµν =
1
2
(
∂µuν − ∂νuµ
)
(A2)
and
ωαβ = −ǫαβµνω
µuν + καβ , καβ =
1
2
(
uαu · ∂uβ − uβu · ∂uα
)
, (A3)
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which gives
T∂µ(βuν) = −ǫµναβu
βωα + κµν + σµν −
uν∂µT
T
. (A4)
We also introduce the dual tensor
ω˜µν =
1
2
ǫµναβωαβ =
1
2
ǫµναβuαu · ∂uβ + ω
µuν − ωνuµ, ωµν = −
1
2
ǫµναβ ω˜
αβ. (A5)
In the nµ frame, the electromagnetic fields are given by
nνFµν = Eµ,
1
2
ǫµναβnνFαβ = B
µ, Fαβ = −ǫµναβB
µnν + nβEα − nαEβ. (A6)
When nµ = uµ, the Bianchi identity ∂νF˜
µν = 0 yields
∂ · B − 2E · ω +Bµu · ∂uµ = 0, (A7)
and
u · ∂Bρ +Bρ∂ · u−B · ∂uρ + uρBµu · ∂uµ + ǫ
ρµαβ
(
uβ∂µEα + uµEαu · ∂uβ
)
= 0. (A8)
In the local rest frame, it becomes
∂ ·B + 2E · ω −B · ∂0u = 0,
∂0B+B(∂ · u)−
1
2
(
(B · ∇)u+B · (∇u)
)
+B× ω + (∇× E− E× ∂0u) = 0. (A9)
In the paper, we also widely use the notation
E˜β = Eβ +
(q · u)
T
∂βT − q
σ(σβσ + κβσ), Eµ = Eµ + T∂µµ¯. (A10)
Similar to Fµν , ∂ν ω˜
µν = 0 gives (using ωµ → −Bµ, u·∂
2
uβ → −Eβ)
∂ · ω + 2ωµu · ∂uµ = 0, (A11)
and
u · ∂ωρ + ωρ∂ · u− ω · ∂uρ + uρωµu · ∂uµ +
ǫρµαβ
2
uβ∂µ(u · ∂uα) = 0. (A12)
In the local rest frame, we accordingly have
∇ · ω = 0, ∂0ω + ω∂ · u =
1
2
[
(ω · ∇)u+ ω · (∇u)−∇× (∂0u)
]
. (A13)
There exist useful integrals :
−
∫
d4q
(2π)3
θ(q0)δ(q
2)q−10 ∂q0f
(0) =
1
4π2
, (A14)
I0 = −(4π
2)T−1
∫
d4q
(2π)3
θ(q0)δ(q
2)∂q0f
(0) = µ¯, (A15)
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I1 = −(4π
2)T−2
∫
d4q
(2π)3
θ(q0)δ(q
2)q0∂q0f
(0) = µ¯2 +
π2
3
, (A16)
I2 = −(4π
2)T−3
∫
d4q
(2π)3
θ(q0)δ(q
2)q20∂q0f
(0) = µ¯
(
µ¯2 + π2
)
, (A17)
I3 = −(4π
2)T−4
∫
d4q
(2π)3
θ(q0)δ(q
2)q30∂q0f
(0) =
7π4
15
+ 2π2µ¯2 + µ¯4, (A18)
I
(2)
1 = −(4π
2)T−1
∫
d4q
(2π)3
θ(q0)δ(q
2)q0∂
2
q0f
(0) = −2I0, (A19)
I
(2)
2 = −(4π
2)T−2
∫
d4q
(2π)3
θ(q0)δ(q
2)q20∂
2
q0f
(0) = −3I1 (A20)
Appendix B: Covariant Anomalous Hydrodynamic Equations
From Eq. (39), we obtain,
Θνµ∂µ
1
T
+
1
T
(u · ∂)uν +
~
T (ǫ+ p)
Ξν −
Θνµ
ǫ+ p
[
N0
(
∂µ
µ
T
+
Eµ
T
)
+ ξ
1
T
ǫµναβωνuαBβ
]
= 0, (B1)
with
Ξµ = ξBB
µ(∂ · u) + Θµα(u · ∂)(ξBBα) + ξB(B · ∂)u
µ
+ξωω
µ(∂ · u) + Θµα(u · ∂)(ξωωα) + ξω(ω · ∂)u
µ. (B2)
From Eq. (34), the equation of states in this case is,
ǫ = 3p. (B3)
We choose β = 1/T and µ¯ as thermal variables and rewrite the thermodynamical relations,
1
3
βdǫ = βdp = −(ǫ+ p)dβ +N0dµ¯,
d (βp) = −ǫdβ +N0dµ¯, (B4)
where
ǫ =
∂(βp)
∂β
∣∣∣∣
µ¯
, N0 =
∂(βp)
∂µ¯
∣∣∣∣
β
. (B5)
Since d(βp) is a total derivative, then we obtain,
∂N0
∂β
∣∣∣∣
µ¯
= −
∂ǫ
∂µ¯
∣∣∣∣
β,
= −3N0T,
(B6)
25
For convenience, we also derivative some useful relations,
∂Tσω =
2σω
T
, ∂µ¯σω = 2ξBT,
∂TσB =
σB
T
, ∂µ¯σB = −CT,
∂T ξω =
3N0
T
, ∂µ¯ξω = 2σωT,
∂T ξB =
σω
T
, ∂T ξB = σBT,
∂T ǫ =
4ǫ
T
, ∂µ¯ǫ = 3N0T, (B7)
with C = − 1
4pi2
. Then, Eq. (B1) reduces to,
(u · ∂)uν =
N0T
ǫ+ p
Eν +
1
T
∇µT + ~
1
ǫ+ p
1
2
σωǫ
νραβωρuαBβ
−
~
(ǫ+ p)
[(σω
T
(u · ∂)T + σBT (u · ∂)µ¯
)
Bν +
1
2
σω(u · ∂)B
ν +
1
2
σω(B
α(u · ∂)uα)u
ν
]
−
~
(ǫ+ p)
[(
3N0
T
(u · ∂)T + 2σωT (u · ∂)µ¯
)
ων +N0(u · ∂)ω
ν +N0(ω
α(u · ∂)uα)u
ν
]
,
(B8)
where ∇µ = Θµν∂
ν . Inserting (u · ∂)uν into Eqs. (A8) and (A12), we get
(u · ∂)Bν = ǫµναβ(∂µEα)uβ + (−u
νBσ + ǫναρσEαuρ)
(
N0T
ǫ+ p
Eσ +
1
T
∇σT
)
+ǫµναβBµuαωβ, (B9)
and,
(u · ∂)ωµ = −ων
(
N0T
ǫ+ p
Eν +
1
T
∇νT
)
uµ +
3
8
T
ǫ
(
2σω −
3N20
ǫ
)
ǫµναβuν(∂αµ¯)Eβ −
N0T
ǫ+ p
ωµ(u · ∂)µ¯
−
1
2
N0
T (ǫ+ p)
ǫµναβuν(∂αT )Eβ +
1
2
N0
ǫ+ p
ǫµναβuν∂αEβ −
1
T
ωµ(u · ∂)T, (B10)
where we have used,
(u · ∂)(∂αuβ) = ∂α((u · ∂)uβ)−Θαβω
2 + ωαωβ+uαǫβγρσ((u · ∂)u
γ)uρωσ, (B11)
and,
∂T
(
N0T
ǫ+ p
)
= 0, ∂µ¯
(
N0T
ǫ+ p
)
=
3
4
T 2
ǫ
(
2σω −
3N20
ǫ
)
. (B12)
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Then, we can further express (u · ∂)uν in Eq. (B8) with the results of Eqs. (B9) and (B10), then
we find, up to O(~),
(u · ∂)uν =
N0T
4p
Eν +
1
T
∇νT
+~
1
96pπ2
(
N0µ
2p
(π2 + µ¯2)−
(
π2 + 3µ¯2
)) [
Tǫνραβuρ(∂αT )Eβ − ǫ
νραβuρ∂αEβ
]
−~
N0T
2
96pπ2
[
−
1
2
N0
p2
µ(π2 + µ¯2) +
3
4p
(π2 + 3µ¯2)
]
ǫνραβuρ(∂αµ¯)Eβ. (B13)
Similar, Eq. (38) and ∂µJ
µ = ~(E ·B)/(4π) can be rewritten as,
(ǫ+ p)(3T (u · ∂)β + ∂ · u) + 3N0(u · ∂)µ¯+ ~Π1 = 0,
N0(3T (u · ∂)β + ∂ · u) +
∂N0
∂(βµ)
∣∣∣∣
β
(u · ∂)µ¯+ ~Π2 = 0, (B14)
where
Π1 = −ξBB
µ(u · ∂)uµ + ∂µ(ξBB
µ)− ξωω
µ(u · ∂)uµ + ∂µ(ξωω
µ)
+σB(E · B) + σω(E · ω),
Π2 = ∂µ(σBB
µ + σωω
µ)− CE · B. (B15)
We can solve (u · ∂)T and (u · ∂)µ¯ from Eqs. (B14) with ∂ · u = 0,
(u · ∂)T = ~
2TσωΠ1 − 3N0TΠ2
9N20 − 8ǫσω
,
(u · ∂)µ¯ = ~
−3N0Π1 + 4ǫΠ2
T (9N20 − 8ǫσω)
. (B16)
By using Eqs. (B9), (B10), and (B13), we finally obtain,
Π1 = (σB − σω
N0
4p
)B · ET + (2σωT −
3N20T
4p
)(E · ω),
Π2 = −(CT + σB
N0T
4p
)B · E + (2σBT − 2σω
N0T
4p
)(ω · E). (B17)
In the local rest frame, Eqs. (B13), (B16), and (B17) will reduce to Eqs. (47), (48), and (49).
Appendix C: Calculations of 2nd-Order Responses in CKT
Taking nµ = uµ for Eq. (13), the local-equilibrium function can be written as
f eqq = f
(0)
q + ~δf
(ω)
q δf
(ω)
q =
(ω · q)
2(q · u)
∂q·uf
(0)
q , (C1)
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which comes from
~
2
Sµν(u)∂µ(βuν) = ~β
(ω · q)
2(q · u)
(C2)
based on Sµν(u)(σµν + κµν − T
−1uν∂µT ) = 0. This ~ correction in f
eq
q contributes to one of the
relevant terms,
~q ·∆δf (ω)q = ~q ·∆
(
(q · ω)
2q · u
∂q·uf
(0)
q
)
= −~
(q · ω)(q · E˜)
2q · u
∂2q·uf
(0)
q +
~
2q · u
[
(q · ∂)(q · ω)−
(q · ∂T )(q · ω)
T
−
(q · ω)
(q · u)
qµσµνq
ν
+
(
ωαFαβq
β +
(q · ω)(q · E)
(q · u)
)]
∂q·uf
(0)
q . (C3)
On the other hand, the side-jump term yields
~
Sµν(u)Eµ
(q · u)
∆νf
(0)
q = −
~
2
[
(ω · E) +
(q · E)(q · ω)
(q · u)2
]
∂q·uf
(0)
q − ~
Sµν(u)Eµ
(q · u)
E˜ν∂q·uf
(0)
q , (C4)
and
~Sµν(u)(∂µFρν)∂
ρ
q f
(0)
q = ~S
µν
(u)
(
(∂µEν) + F
ρ
ν(∂µuρ)
)
∂q·uf
(0)
q
= ~
[
Sµν(u)
(
∂µEν + F
ρ
ν (σµρ + κµρ)
)
+
1
2
(
E · ω −
ωαFαβq
β
q · u
)]
∂q·uf
(0)
q .(C5)
The derivatives acting on the side-jump term result in
∂ρS
ρµ
(u)∆µf
(0)
q = −
~
2
[
ωµ −
(q · ω)uµ
q · u
−
(q · ω)qµ
(q · u)2
]
E˜µ∂q·uf
(0)
q
+
~
2(q · u)
[
(q · u)ωµ(σµν − κµν)q
ν − (q · ω)uµ(σµν − κµν)q
ν +
(q · ω)qµσµνq
ν
q · u
]
∂q·uf
(0)
q
−
~ǫνµαβ
2q · u
[
qακµν −
uνqαq
ρ
q · u
(σµρ + κµρ)
]
E˜β∂q·uf
(0)
q . (C6)
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Combining all relevant terms above, we derive[
q ·∆+ ~
Sµν(u)Eµ
(q · u)
∆ν + ~S
µν
(u)(∂µFρν)∂
ρ
q + ~∂ρS
ρµ
(u)∆µ
]
f eqq
= −q · E˜∂q·uf
(0)
q +
~
2
[
(q · ω)(q · E˜)
(q · u)2
(
1− (q · u)∂q·u
)
+
(q · ω)(u · ∂T )
T 2
+
(q · ω)Tu · ∂µ¯
q · u
+
(q · ∂)(q · ω)
q · u
−ω · E˜ −
(q · ω)(u · ∂q · u)
q · u
−
(q · ∂T )(q · ω)
Tq · u
+
2Sµν(u)EµE˜ν
(q · u)
+ 2Sµν(u)
(
∂µEν + F
ρ
ν(σµρ + κµρ)
)
−ωµ(κµν − σµν)q
ν −
ǫνµαβ
q · u
(
qακµν −
uνqαq
ρ
q · u
(σµρ + κµρ)
)
E˜β
]
∂q·uf
(0)
q , (C7)
where we use uµ(κµν − σµν) = 0 and u
µ(σµβ + κµβ) = u · ∂uβ .
Appendix D: Anomalous Equation from CKT
In this appendix, we shall perform the derivation of the anomalous equation in Eq. (87) from
CKT by introducing natural boundary conditions at infinity. Based on CKT, the divergence of
currents can be written as
∂µJ
µ = −2
∫
d4q
(2π)4
(
Fρµ∂
ρ
q S`
<µ − Σ< · S`> + Σ> · S`<
)
= −2
∫
d4q
(2π)3
ǫ¯(q · n)
{
Fρµδ(q
2)∂ρq (q
µf (n)q ) + ~Fρµ∂
ρ
q
(
δ(q2)Sµν(n)Dνf
(n)
q
)
+~ǫµναβFαβFρµ
∂qνδ(q
2)
4
∂ρq f
(n)
q − δ(q
2)q · C˜ − ~ǫµναβCµFαβ
∂qνδ(q
2)
4
}
, (D1)
where we utilize
~
4
ǫµναβFαβFρµ∂
ρ
q∂qνδ(q
2) =
~
2
ǫµναβFαβFρµ∂
ρ
q
(
qν
∂δ(q2)
∂q2
)
= 0. (D2)
Here f
(n)
q is a general distribution function depending on qµ and Xµ. The first classical term
corresponding to Lorentz force in Eq. (D1) shall vanishes albeit the implicit ~ corrections encoded
in f
(n)
q , which is due to the fact that this integrand is a total derivative with respect to qµ. Here
we introduce the following boundary conditions,
f (n)q (q0 →∞,q, X) = 0, f
(n)
q (q0 →∞,q, X)− f
(n)
q (q0 → −∞,q, X) = −1, (D3)
where q0 = q · n. The conditions assume the vanishing distribution functions at infinity, while
the −1 in the second equality above comes from the anti-commutation relation for fermions. By
using such boundary conditions, one can explicitly show
−2
∫
d4q
(2π)3
ǫ¯(q · n)Fρµδ(q
2)∂ρq (q
µf (n)q ) = 0. (D4)
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Next, we consider the side-jump term, which yields
−2
∫
d4q
(2π)3
ǫ¯(q · n)~Fρµ∂
ρ
q
(
δ(q2)Sµν(n)Dνf
(n)
q
)
= ~
∫
d3q
(2π)3
(E× q)
2
·
[
ǫ¯(q0)
|q0|
Df (n)q (q0, qi)
]q0=∞
q0=−∞
−~
∫
dq0d
2q⊥
(2π)3
ǫ¯(q0)
[
δ(q2)
q0
(
q‖(B ·D)− (q ·B)D‖
)
f (n)q
]q‖=∞
q‖=−∞
= 0, (D5)
where q⊥ denotes the spatial momentum perpendicular to q‖ in the second integral above and
we introduce the boundary condition
(Dµf
(n)
q )q0=∞ = (Dµf
(n)
q )q0=−∞ = 0 (D6)
such that the derivatives of distribution functions for (anti-)particles in phase space and collisions
vanish at infinity.
Finally, using the integration by part and subsequently performing the integration with q0,
the ∂qνδ(q
2) term gives
−2
∫
d4q
(2π)3
ǫ¯(q · n)~ǫµναβFαβFρµ
∂qνδ(q
2)
4
∂ρq f
(n)
q
= ~(E ·B)
∫
d3q
2(2π)3|q|
(∂2|q| −∇
2
q
)
(
f (n)
q
(|q|,q)− f (n)
q
(−|q|,q)
)
, (D7)
where fq as a function of q denotes the distribution function with the on-shell condition and E
and B are defined in the nµ frame. Here ±|q| in the parentheses of f
(n)
q distinguish the particles
and anti-particles. Note that here ∂|q| and ∇q are partial derivatives. We should apply the chain
rule to rewrite them in terms of total derivatives. By utilizing
d
d|q|
f(|q|,q) =
(
∂|q| + qˆ · ∇q
)
f(|q|,q),
d
dq
f(|q|,q) =
(
∇q + qˆ∂|q|
)
f(|q|,q), (D8)
where qˆ = q/|q|, we obtain
∫
d3q
2(2π)3|q|
(∂2|q| −∇
2
q
)
(
f (n)
q
(|q|,q)− f (n)
q
(−|q|,q)
)
=
∫
d3q
2(2π)3|q|
((
d
d|q|
− qˆ · ∇q
)
∂|q| −
(
d
dq
− qˆ∂|q|
)
· ∇q
)(
f (n)
q
(|q|,q)− f (n)
q
(−|q|,q)
)
=
∫
d3q
2(2π)3|q|
(
d
d|q|
∂|q| −
d
dq
· ∇q
)(
f (n)
q
(|q|,q)− f (n)
q
(−|q|,q)
)
. (D9)
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Next, we implement the integration by part and find that the integral becomes∫
d3q
2(2π)3|q|
(
d
d|q|
∂|q| −
d
dq
· ∇q
)(
f (n)
q
(|q|,q)− f (n)
q
(−|q|,q)
)
= −
∫
d3q
2(2π)3|q|2
(
∂|q| + qˆ · ∇q
)(
f (n)
q
(|q|,q)− f (n)
q
(−|q|,q)
)
= −
∫
d3q
2(2π)3|q|2
d
d|q|
(
f (n)
q
(|q|,q)− f (n)
q
(−|q|,q)
)
, (D10)
which turns out to be a surface term. We thus derive∫
d3q
2(2π)3|q|
(∂2|q| −∇
2
q
)
(
f (n)
q
(|q|,q)− f (n)
q
(−|q|,q)
)
= −
∫
dΩ
2(2π)3
[
f (n)
q
(|q|,q)− f (n)
q
(−|q|,q)
]|q|→∞
|q|→0
=
1
4π2
, (D11)
which results in the chiral anomaly
−2
∫
d4q
(2π)3
ǫ¯(q · n)~ǫµναβFαβFρµ
∂qνδ(q
2)
4
∂ρq fq =
~
4π2
(E ·B). (D12)
The divergence of currents then reads
∂µJ
µ =
~
4π2
(E ·B) + 2
∫
d4q
(2π)3
ǫ¯(q · n)
[
δ(q2)q · C˜ + ~ǫµναβCµFαβ
∂qνδ(q
2)
4
]
. (D13)
In realistic cases, the integral with collisional terms should vanish and the divergence of currents
gives rise to the well-known anomalous equation.
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