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On reduced-order interval observers for time-delay
systems
Denis Efimov, Wilfrid Perruquetti, Jean-Pierre Richard
Abstract—The estimation problem for uncertain time-delay
systems is addressed. A design method of reduced-order interval
observers is proposed. The observer estimates the set of admissi-
ble values (the interval) for the state at each instant of time. The
cases of known fixed delays and uncertain time-varying delays
are analyzed. The proposed approach can be applied to linear
delay systems and nonlinear time-delay systems in the output
canonical form. The framework efficiency is demonstrated on
examples of nonlinear systems.
I. INTRODUCTION
The problem of observer design for nonlinear delayed
systems is rather complex [34], as well as the stability con-
ditions for analysis of functional differential equations are
rather complicated [32]. Especially the observer synthesis is
problematical for the cases when the model of a nonlinear
delayed system contains parametric and signal uncertainties,
or when the delay is time-varying or uncertain [5], [6], [10],
[13], [33], [11], [36], [40]. An observer solution for these more
complex situations are highly demanded in many real-world
applications.
In this work we are going to address this problem proposing
an interval observer for time-delay systems. In opposite to
a conventional observer, that in the absence of measurement
noise and uncertainties has to converge to the exact value of the
state of the estimated system (it gives a pointwise estimation of
the state), the interval observers evaluate at each time instant
a set of admissible values for the state consistent with the
measured output (i.e. they provide an interval estimation) [14],
[23], [30]. Usually the interval observers have an enlarged
dimension with respect to the system dimension since the
upper and lower estimate of the state interval are generated
by an observer (two times bigger than the system, see, for
example, the paper [23] where an interval framer/predictor
has been proposed for time-delay systems). Therefore, for
applications, the problem of reduction of an interval observer
dimension is of great importance, this is why in this work
we will consider the reduced-order observers. The reduced
order interval observers for some particular cases have been
already used implicitly in the literature [1], [24], in this work
a theoretical framework is established for a class of delay
systems. Comparing with [23], where a framer is proposed
The authors are with the Non-A project at INRIA Lille - Nord Europe,
Parc Scientifique de la Haute Borne, 40 avenue Halley, Bât.A Park Plaza,
59650 Villeneuve d’Ascq, France,{denis.efimov; wilfrid.perruquetti; jean-
pierre.richard}@inria.fr. The second and the third authors are with LAGIS
UMR 8219, Université Lille Nord de France, Ecole Centrale de Lille, Avenue
Paul Langevin, BP 48, 59651 Villeneuve d’Ascq, France.
dependent on integral of some auxiliary variables, in this work
a more simple computational scheme is presented (see the
comparison after Theorem 3), the LMIs are formulated for the
observer gain derivation and the case of time-varying uncertain
delays is additionally studied.
The paper is organized as follows. Some preliminaries are
given in Section 2. The reduced-order observer definition is
given in Section 3, in the same section the observer design is
performed for a class of linear time-delay systems (or a class
of nonlinear systems in the output canonical form). Examples
of numerical simulation are presented in Section 4.
II. NOTATIONS AND DEFINITIONS
In the rest of the paper, the following definition will be
used:
• R is the Euclidean space (R+ = {τ ∈ R : τ ≥ 0}), Cτ =
C([−τ, 0],R) is the set of continuous maps from [−τ, 0]
into R; Cτ+ = {y ∈ Cτ : y(s) ∈ R+, s ∈ [−τ, 0]};
• xt is an element of Cnτ associated with a map xt : R →
Rn by xt(s) = x(t+ s), for all s ∈ [−τ, 0];
• |x| denotes the absolute value of x ∈ R, ||x|| is
the Euclidean norm of a vector x ∈ Rn, ||ϕ|| =
supt∈[−τ,0] ||ϕ(t)|| for ϕ ∈ Cnτ ;
• for a measurable and locally essentially bounded input
u : R+ → Rp the symbol ||u||[t0,t1] denotes its L∞ norm
||u||[t0,t1] = ess sup{||u(t)||, t ∈ [t0, t1]}, if t1 = +∞
then we will simply write ||u||, we will denote as Lp∞ the
set of all such inputs u ∈ Rp with the property ||u|| <∞;
• for a matrix A ∈ Rn×n the vector of its eigenvalues is
denoted as λ(A);
• En ∈ Rn is stated for a vector with unit elements,
In and0n denotes the identity and zero matrices of
dimension n× n respectively;
• for two integers n ≤ N the symbol n,N denotes the
sequence n, n+ 1, . . . , N − 1, N ;
• aR b corresponds to an elementwise relation R (a and
b are vectors or matrices): for example a < b (vectors)
means ∀i : ai < bi; for φ, ϕ ∈ Cnτ the relation φRϕ has
to be understood elementwise for all domain of definition
of the functions, i.e. φ(s)Rϕ(s) for all s ∈ [−τ, 0].
A. Functional Differential Equation
A large number of processes can be modeled by a Func-
tional Differential Equation (FDE):
ẋ(t) = f(t, x(t), xt, d), y(t) = h(t, x(t), xt, d), (1)
xt0 = ϕ ∈ Cnτ ,
2
where t ∈ R is the time variable, d ∈ Sd is either a vector or a
function representing disturbances or parameter uncertainties
of the system, Sd ⊂ Lq∞ is a set of vectors or functions for
which some bounds are usually supposed to be known, x(t) ∈
Rn is a vector of internal variables, xt ∈ Cnτ and τ ∈ R+ is
the maximal delay, y(t) ∈ Rp is the output vector.
It is assumed that the system (1) has solutions (for example
f satisfies Carathéodory conditions, see [18]) defined over a
maximal interval denoted by I(1)(t0, ϕ) where t0 is the initial
time and ϕ is the initial function from Cnτ .
B. Comparison/cooperative systems
Following Kamke [19], the Wazewski’s contribution [39] is
probably one of the most important in this field: it concerns
differential inequalities and gives necessary and sufficient hy-
potheses ensuring that the solution of ẋ = f(t, x), with initial
state x0 at time t0 and function f satisfying the inequality
f(t, x) ≤ g(t, x) is overvalued by the solution of the so-called
“comparison system” ż = g(t, z), with initial state z0 ≥ x0 at
time t0, or, in other words, the conditions on function g that
ensure x(t) ≤ z(t) for t ≥ t0. These results were extended to
many different classes of dynamical systems ([2], [8], [22],
[28], [38], [37]). Frequently these systems are also called
monotone or cooperative [35]. Further in this subsection we
adopted the exposition from [4].
Focusing on two systems:
ẋ(t) = f(t, x(t), xt), x(t) ∈ Rn, (2)
ż(t) = g(t, z(t), zt), z(t) ∈ Rn, (3)
we respectively note z(t; t0, ϕ2) and x(t; t0, ϕ1) the solutions
of (3) with initial condition ϕ2 and of (2) with initial condition
ϕ1.
Definition 1. The system (3) is said to be a comparison system
of (2) over Ω ⊂ Cnτ if ∀(ϕ1, ϕ2) ∈ Ω2:
I 6= {t0}, I = I(2)(t0, ϕ1) ∩ I(3)(t0, ϕ2),
ϕ2 ≥ ϕ1 =⇒ z(t; t0, ϕ2) ≥ x(t; t0, ϕ1) ∀t ∈ I.
Obviously, one can go beyond this concept to derive a
qualitative analysis for positive solutions. For example, if
z(t; t0, ϕ2) ≥ x(t; t0, ϕ1) ≥ 0 and if solution z(t) converges
to zero so does x(t). A question naturally arises concerning the
properties of the function g ensuring that (3) is a comparison
system of (2) over Ω. For this, the following notion is required:
Definition 2. A functional
g : R× Rn×Cnτ → Rn
(t, x, y) 7→ g(t, x, y)
is quasi-monotone non-decreasing in x iff:
∀t ∈ R,∀y ∈ Cnτ ,∀(x, x′) ∈ Rn × Rn∀i ∈ 1, n :
(xi = x
′
i) ∧ (x ≤ x′)⇒ gi(t, x, y) ≤ gi(t, x′, y),
is non-decreasing in y iff:
∀t ∈ R,∀x ∈ Rn,∀(y, y′) ∈ Cnτ × Cnτ :
y ≤ y′ ⇒ g(t, x, y) ≤ g(t, x, y′),
is mixed quasi-monotone non-decreasing in x, non-decreasing
in y iff:
∀t ∈ R,∀(x, x′) ∈ Rn × Rn,∀(y, y′) ∈ Cnτ × Cnτ ∀i ∈ 1, n :
(xi = x
′
i) ∧ (x ≤ x′) ∧ (y ≤ y′)⇒ (gi(t, x, y) ≤ gi(t, x′, y′)).
Remark 1. The latter definition is a special case of mixed
quasimonotonicity given in [21]. More general versions also
exist (see [3], [16]) and additional conditions are sometimes
given (see [39]).
The following results may be easily proven.
Lemma 1. A functional g : (t, x, y) 7→ g(t, x, y) is quasi-
monotone non-decreasing in x and non-decreasing in y iff it
is mixed quasi-monotone non-decreasing in x, non-decreasing
in y.
Lemma 2. If g is continuously differentiable with respect to
x and y, and ∀t ∈ R, ∀x ∈ Rn, ∀y ∈ Cnτ
∀i 6= j : ∂gi
∂xj
≥ 0, ∀(i, j) : ∂gi
∂yj
≥ 0, (4)
then g(t, x, y) is mixed quasi-monotone non-decreasing in x,
non-decreasing in y.
Remark 2. In (4), yj is a function and the map gi is a
functional.
The following theorem states a comparison principle for
functional differential equations.
Theorem 1. Assume that:
H1) ∀t ∈ R,∀x ∈ Rn,∀y ∈ Cnτ : f(t, x, y) ≤ g(t, x, y),
H2) g(t, x, y) is mixed quasi-monotone non-decreasing in x,
non-decreasing in y,
H3) g(t, x, y) is sufficiently smooth for (3) to possess, for every
zt0 ∈ Ω ⊂ Cnτ and for every t0 ∈ R, a unique solution z(t)
for all t ≥ t0.
Then:
C1) For any xt0 ∈ Ω, the inequality x(t) ≤ z(t) holds for
every t ≥ t0 whenever it is satisfied for t ∈ [t0 − τ, t0]. In
other words, (3) is a comparison system of (2) over Ω.
C2) Moreover, if ∀t ≥ t0 : 0 ≤ g(t, 0, ϕ0) and zt0 ≥ 0, then
0 ≤ z(t).
Remark 3. One can refine the definitions given above by
considering local comparison system and thus obtain a local
version of this theorem (see [27], [29]).
C. Linear cooperative systems with delays
Consider a linear system with constant delays
ẋ(t) = A0x(t) +
N∑
i=1
Aix(t− τi) + b(t), (5)
where x(t) ∈ Rn is the state, xt ∈ Cnτ for τ = max1≤i≤N τi
where τi ∈ R+ are the delays; a piecewise continuous function
b ∈ Ln∞ is the input; the constant matrices Ai, i = 0, N have
appropriate dimensions. The matrix A0 is called Metzler if
all its off-diagonal elements are nonnegative. The matrices Ai
are called nonnegative if Ai ≥ 0 (elementwise). The function
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g(t, x, xt) = A0x(t)+
∑N
i=1Aix(t−τi)+b(t) is mixed quasi-
monotone non-decreasing in x, non-decreasing in xt if A0 is
Metzler and Ai, i = 1, N are nonnegative.
Definition 3. The system (5) is called cooperative (or nonneg-
ative [17]) if A0 is Metzler and Ai, i = 1, N are nonnegative
matrices.
The cooperative system (5) admits xt ∈ Cnτ+ for all t ≥ t0
provided that xt0 ∈ Cnτ+ and b : R→ R+.
Lemma 3. [9], [8], [17] A cooperative system (5) is asymp-
totically stable for b(t) ≡ 0 for all τ ∈ R+ iff there are






Under conditions of the above lemma the system has
bounded solutions for b ∈ Ln∞ with b(t) ∈ R+ for all t ∈ R.
Lemma 4. [30] Given the matrices A ∈ Rn×n, R ∈ Rn×n
and C ∈ Rp×n. If there is a matrix L ∈ Rn×p such that the
matrices A−LC and R have the same eigenvalues, then there
is a P ∈ Rn×n such that R = P (A−LC)P−1 provided that
the pairs (A − LC, e1) and (R, e2) are observable for some
e1 ∈ R1×n, e2 ∈ R1×n.
This result was used in [30] to design interval observers
for LTI systems with a Metzler matrix R (in other words,
the lemma establishes the conditions when the matrix A −
LC is similar to a Metzler matrix). The main difficulty is
to prove the existence of a real matrix P , and to provide a
constructive approach of its calculation. In [30] the matrix
P = ORO
−1
A−LC , where OA−LC and OR are the observability
matrices of the pairs (A − LC, e1) and (R, e2) respectively.
Another (more strict) condition is that the Sylvester equation
PA−RP = QC, Q = PL has a unique solution P provided
that the pair (A,C) is observable (in this case there exists
a matrix L such that λ(A) 6= λ(A − LC) = λ(R), that is
equivalent to existence of a unique P ). Note that if the matrix
A − LC has only real positive eigenvalues, then R can be
chosen as diagonal or Jordan representation of A− LC.
D. Interval analysis
Given a matrix A ∈ Rm×n define A+ = max{0, A}, A− =
A+−A and |A| = A++A−. Let x ∈ Rn be a vector variable,
x ≤ x ≤ x for some x, x ∈ Rn, and A ∈ Rm×n be a constant
matrix, then
A+x−A−x ≤ Ax ≤ A+x−A−x. (6)
This claim follows from the equation Ax = (A+−A−)x, that
for x ≤ x ≤ x gives the required estimates.
III. MAIN RESULT
In this section we will introduce a general definition of the
interval reduced-order observer, next an interval observer will
be designed for a linear time-delay system. The possibility of
the interval observer application in the case of an uncertain or
time-varying delay is discussed thereafter.
A. Interval reduced-order observer
Consider again the system (1), introduce a new set of
coordinates (y, z)T = Φ(x), where Φ : Rn → Rn is a
diffeomorphism and z ∈ Rn−p, then
ż(t) = F (t, z(t), zt, yt, d)
for a suitably defined F from f and Φ.
Definition 4. For the system (1), let d(t) ≤ d(t) ≤ d(t) for
all t ≥ t0 for some known d, d ∈ Lq∞ and zt0 ∈ Ω ⊂ Cn−pτ .
Then the system
ż(t) = F (t, z(t), zt, zt, yt, d, d), (7)
ż(t) = F (t, z(t), zt, zt, yt, d, d, )
is called an interval reduced-order observer for (1) if for all
zt0zt0 ∈ Ω the solutions of (1), (7) exist, z, z ∈ L
n−p
∞ and
z(t) ≤ z(t) ≤ z(t)
for all t > t0 provided that the relation zt0 ≤ zt0 ≤ zt0 holds.
The idea of the reduced-order observer is to find some new
coordinates z where the system admits an envelop of monotone
dynamics. In particular, if
F (t, ϕ(0), ϕ, ϕ, yt, d, d) ≤ F (t, ϕ(0), ϕ, yt, d)
≤ F (t, ϕ(0), ϕ, ϕ, yt, d, d)
for all ϕ,ϕ, ϕ ∈ Cn−pτ such that ϕ ≤ ϕ ≤ ϕ, and the functions
F , F are mixed quasi-monotone non-decreasing in z(t), z(t),
non-decreasing in zt, zt, then according to Theorem 1 the
system (7) is an interval reduced-order observer for (1). In
general, there is no technique to extract from the system (1) a
monotone subsystem of a desired dimension. The special case
of linear systems is analyzed below.
B. Linear cooperative time-delay system
Consider the system (5) equipped with an output y ∈ Rp
available for measurements with a noise v ∈ Lp∞:
y = Cx, ψ = y + v(t), (8)
where C ∈ Rp×n.
Assumption 1. Let
• x ∈ Ln∞ with x0 ≤ xt0 ≤ x0 for some x0, x0 ∈ Cnτ ;
• ||v|| ≤ V for a given V > 0;
• τi ∈ R+ are known and
• b(t) ≤ b(t) ≤ b(t) for all t ≥ t0 for some known b, b ∈ Ln∞.
In this assumption we suppose that the state of the system
(5) is bounded with an unknown upper bound, but with a
specified admissible set for initial conditions [x0, x0]. The
upper bound on the measurement noise amplitude V as well as
the constant delays τi are assumed to be given. All uncertainty
of the system is collected in the external input b with known
bounds on the incertitude b, b.
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Remark 4. Note that under such formulation we also can take
into account nonlinear systems which are diffeomorphic to the
following output canonical form:
ẋ(t) = A0x(t) +
N∑
i=1
Aix(t− τi) + g(yt, u) + ρ(t),
where the nonlinear term g and the external input ρ can be
represented as b(t) = g(yt, u) + ρ(t) with the known interval
bounds for yt ∈ [ψt − V, ψt + V ] and the control u, that
allows us to calculate the functions b, b taking into account
the interval of ρ.
For the system (5), (8) there exists a nonsingular matrix S ∈
Rn×n such that x = S [yT zT]T for an auxiliary variable z ∈
Rn−p (define S−1 = [CT ZT]T for a matrix Z ∈ R(n−p)×n),
then
ẏ(t) = R1y(t) +R2z(t) +
N∑
i=1
[D1iy(t− τi) +D2iz(t− τi)]
+ Cb(t),
ż(t) = R3y(t) +R4z(t) +
N∑
i=1
[D3iy(t− τi) +D4iz(t− τi)]
+ Zb(t),
for some matrices Rk, Dki, k = 1, 4, i = 1, N of appropriate
dimensions. Introducing a new variable w = z − Ky = Ux
for a matrix K ∈ R(n−p)×p with U = Z −KC we obtain
ẇ(t) = G0ψ(t) +M0w(t) +
N∑
i=1
[Giψ(t− τi) +Miw(t− τi)]




where ψ(t) is defined in (8), G0 = R3−KR1+(R4−KR2)K,
M0 = R4−KR2, and Gi = D3i−KD1i+{D4i−KD2i}K,
Mi = D4i −KD2i for i = 1, N . Under Assumption 1 using
the relations (6) we get
β(t) ≤ β(t) ≤ β(t),








Then the following interval reduced-order observer can be
proposed for (5):
ẇ(t) = G0ψ(t) +M0w(t) +
N∑
i=1
[Giψ(t− τi) +Miw(t− τi)]
+ β(t), (10)
ẇ(t) = G0ψ(t) +M0w(t) +
N∑
i=1
[Giψ(t− τi) +Miw(t− τi)]
+ β(t).
The applicability conditions for (10) are given below.
Theorem 2. Let Assumption 1 be satisfied and the matrices
M0, Mi, i = 1, N form an asymptotically stable cooperative
system (see Definition 3 and Lemma 3). Then x, x ∈ Ln∞ and
x(t) ≤ x(t) ≤ x(t)
for all t ≥ t0 = 0, where
x(t) = S+[y(t)T z(t)T]T − S−[y(t)T z(t)T]T, (11)
x(t) = S+[y(t)T z(t)T]T − S−[y(t)T z(t)T]T,
y(t) = ψ(t)− V, y(t) = ψ(t) + V, (12)
z(t) = w(t) +K+y −K−y, z(t) = w(t) +K+y −K−y,
provided that w0 = U
+x0 − U−x0, w0 = U+x0 − U−x0.
Proof: From the theorem conditions we known that the
matrix M0 is Metzler and the matrices Mi, i = 1, N are
nonnegative, in addition from Lemma 3 there exist some p, q ∈





Consider two estimation errors e = w − w, e = w − w:
ė(t) = M0e(t) +
N∑
i=1
Mie(t− τi) + d(t),
ė(t) = M0e(t) +
N∑
i=1
Mie(t− τi) + d(t),
where d(t) = β(t)−β(t) and d(t) = β(t)−β(t). By definition
of β, β the signals d, d ∈ Rn−p+ , therefore e(t), e(t) ∈ C
n−p
τ+
for all t > 0 provided that e(0), e(0) ∈ Cn−pτ+ , the last
relation is satisfied by the definition of w0 and w0. Note
that the expressions for x(t), x(t) follow the relations (6).
To prove that the errors e, e are bounded, as in [17], consider
the Lyapunov functional V : Cnτ+ → R+ defined as






Let us stress that for any ϕ ∈ Cnτ+ the functional V is positive
definite and radially unbounded, its derivative for e takes the
form (for e the analysis is the same):
V̇ = pT [M0e(t) +
N∑
i=1








Mie(t) + d(t)] ≤ −qT e(t) + pT d(t).
Thus for d = 0 the system is globally asymptotically stable,
and since d ∈ Ln−p∞ (by construction and Assumption 1) one
finds that the error e is bounded (see [20] or [26] for the proof
that in fact the system is input-to-state stable).
The main condition of Theorem 2 is rather straightforward:
the matrices M0, Mi, i = 1, N have to form a stable
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cooperative system. It is a standard LMI problem to find a
matrix K such that the system composed by M0, Mi, i = 1, N
is stable, but to find a matrix K making the system stable
and cooperative simultaneously could be more complicated.
However, the advantage of Theorem 2 is that its main condition
can be reformulated using LMIs following the idea of [31].
Proposition 1. Let there exist ς ∈ R+, p ∈ Rn−p+ , q ∈ R
n−p
+
and B ∈ R(n−p)×p such that the following LMIs are satisfied:
pTΠ0 − ETn−pBΠ1 + qT ≤ 0, p > 0, q > 0,
diag[p]R4 −BR2 + ςIn−p ≥ 0, ς > 0,
diag[p]D4i −BD2i ≥ 0, i = 1, N,
Π0 = R4 +
N∑
i=1




then K = diag[p]−1B and the matrices M0 = R4 − KR2,
Mi = D4i −KD2i, i = 1, N represent a stable cooperative
system in (10).






T ≤ 0, p > 0, q > 0,
M0 + ϑIn−p ≥ 0, Mi ≥ 0, i = 1, N
for some ϑ > 0. Next, the claim of the proposition follows by
a direct substitution.
If these LMIs are not satisfied, the assumption that the
matrix M0 is Metzler and the matrices Mi, i = 1, N are
nonnegative can be relaxed using Lemma 4.
C. Relaxed conditions of interval observer existence
According to Lemma 4 there exists a coordinate transfor-
mation ω = Pw that maps M0 to a Metzler matrix PM0P−1,
but Lemma 3 also requires the transformed matrices PMiP−1
to be nonnegative, that is hard to satisfy. Fortunately, as we are
going to show, the non-negativity of PMiP−1 is not necessary.
Let us start with assumption confirming the conditions of
Lemma 3.
Assumption 2. There is a matrix K ∈ R(n−p)×p such that
the matrix M0 = R4 − KR2 and a Metzler matrix Y0 have
the same eigenvalues and the pairs (M0, e1) and (Y0, e2) are
observable for some e1 ∈ R1×n, e2 ∈ R1×n.
Under Assumption 2 there is a matrix P ∈ R(n−p)×(n−p)
such that Y0 = PM0P−1. Define the set of new coordinates







where γ(t) = Pβ(t) and
γ(t) = P+β(t)− P−β(t), γ(t) = P+β(t)− P−β(t).
The matrices Yi may be sign indefinite, thus the following
modification of the interval reduced-order observer (10) is
proposed:
ω̇(t) = T0ψ(t) + Y0ω(t) +
N∑
i=1
[Tiψ(t− τi) + Y +i ω(t− τi)
− Y −i ω(t− τi)] + γ(t), (14)
ω̇(t) = T0ψ(t) + Y0ω(t) +
N∑
i=1
[Tiψ(t− τi) + Y +i ω(t− τi)
− Y −i ω(t− τi)] + γ(t).
Comparing with (10), the observer (14) contains coupling
terms between dynamics of ω and ω.
Theorem 3. Let assumptions 1, 2 be satisfied, and there exist






















for all i = 1, N . Then x, x ∈ Ln∞ and
x(t) ≤ x(t) ≤ x(t)
for all t ≥ 0, where x(t), x(t) are defined by (11), (12), (14)
and
w(t) = [P−1]+ω − [P−1]−ω, w(t) = [P−1]+ω − [P−1]−ω,
(16)
where ω0, ω0 are chosen as ω0 = O
+x0 − O−x0, ω0 =
O+x0 −O−x0 for O = PU .
Proof: Consider again two estimation errors ε = ω − ω,
ε = ω − ω:
ε̇(t) = Y0ε(t) +
N∑
i=1
[Y +i ε(t− τi) + Y
−
i ε(t− τi)] + δ(t),
ε̇(t) = Y0ε(t) +
N∑
i=1
[Y +i ε(t− τi) + Y
−
i ε(t− τi)] + δ(t),
where δ(t) = γ(t) − γ(t), δ(t) = γ(t) − γ(t). Introducing
Υ = [εT εT]T ∈ R2(n−p) and ∆ = [δT δT]T we obtain
Υ̇(t) = Ψ0Υ(t) +
N∑
i=1
ΨiΥ(t− τi) + ∆(t),
next the proof repeats the main steps of the proof for the
observer (10).
Theorem 3 relax the applicability conditions of Theorem 2
skipping the requirement that the matrices Mi, i = 1, N have
to be nonnegative.
Remark 5. In the paper [23] a similar estimation problem is
studied, the observer proposed there (see equation (4.14) in
[23]) has more terms and it additionally depends on integrals
of some auxiliary variables (i.e. ν and W ), whose calculation
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increases the computational complexity of the scheme. Despite
that, both observers ((14) in this work and in [23]) have similar
applicability conditions (it is also required that the matrix∑N
i=0 Ψi is Hurwitz in [23]). The problem of application of the
coordinate transformation P and the uncertain delay treatment
(considered below) are not analyzed in [23].
D. Estimation for an uncertain delay
Assume that in the system (5) the delays τi : R → [−τ, 0]
are time-varying:
ẋ(t) = A0x(t) +
N∑
i=1
Aix(t− τi(t)) + b(t),
τ i ≤ τi(t) ≤ τ i t ≥ 0, i = 1, N,
with τ = max1≤i≤N τ i for some given τ i, τ i ∈ R+, then
applying the same transformations of coordinates we obtain a
system similar to (13):




+ Yiω{t− τi(t)}] + γ(t).
Next, the idea is to replace in the interval reduced-order
observer (14) the delayed term ω{t − τi} with its minimum
and maximum over the interval [τ i, τ i]:
mi[ω(t)]) = min
s∈[τ i,τ i]
ω(t− s), mi[ω(t)]) = max
s∈[τ i,τ i]
ω(t− s),
that does not influence on the possibility of interval estimation.
Thus the observer equations can be rewritten as follows:






+ Y +i mi[ω(t)]− Y
−
i mi[ω(t)]}+ γ(t), (17)






+ Y +i mi[ω(t)]− Y
−
i mi[ω(t)]}+ γ(t).
It is worth to stress that the observer (17) is nonlinear.
Theorem 4. Let assumptions 1, 2 be satisfied. Then
x(t) ≤ x(t) ≤ x(t)
for all t ≥ 0, where x(t), x(t) are defined by (11), (12) and
(16) provided that ω0 = O
+x0−O−x0, ω0 = O+x0−O−x0
for O = PU .
Proof: Consider the estimation errors ε = ω − ω, ε =
ω − ω:
ε̇(t) = Y0ε(t) +
N∑
i=1
{Y +i ε[t− τi(t)] + Y
−
i ε[t− τi(t)]
+ ιi(t) + ςi(t)}+ δ(t),
ε̇(t) = Y0ε(t) +
N∑
i=1
{Y +i ε[t− τi(t)] + Y
−
i ε[t− τi(t)]
+ ιi(t) + ςi(t)}+ δ(t),
where δ(t) = γ(t) − γ(t), δ(t) = γ(t) − γ(t) as before,
ιi(t) = T
+
i {ψ[t− τi(t)]−mi[ψ(t)]}+ T
−
i {mi[ψ(t)]− ψ[t−
τi(t)]}, ιi(t) = T+i {mi[ψ(t)] − ψ[t − τi(t)]} + T
−
i {ψ[t −
τi(t)]−mi[ψ(t)]} and ςi(t) = Y
+
i {ω[t− τi(t)]−mi[ω(t)]}+
Y −i {mi[ω(t)] − ω[t − τi(t)]}, ςi(t) = Y
+
i {mi[ω(t)] − ω[t −
τi(t)]}+ Y −i {ω[t− τi(t)]−mi[ω(t)]}. That can be rewritten
as follows
ε̇(t) = Y0ε(t) +
N∑
i=1
{Y +i ε[t− τi(t)] + Y
−
i ε[t− τi(t)]}+ ∆(t),
ε̇(t) = Y0ε(t) +
N∑
i=1
{Y +i ε[t− τi(t)] + Y
−
i ε[t− τi(t)]}+ ∆(t),
for ∆(t) =
∑N
i=1{ιi(t) + ςi(t)}+ δ(t), ∆(t) =
∑N
i=1{ιi(t) +
ςi(t)} + δ(t). Note that the inputs ∆(t),∆(t) ∈ Rn+ for all
t ≥ 0, the initial conditions ε(0), ε(0) ∈ Rn+ and the dynamics
of the errors are cooperative, thus ε(t), ε(t) ∈ Rn+ for all t ≥ 0.
In Theorem 4 we did not prove that the variables x, x are
bounded, that is rest for a future work, the idea is that
mi[ω(t)]) = ω[t− θi(t)], mi[ω(t)]) = ω(t− θi(t))
for some known functions θi : R+ → [τ i, τ i], θi : R+ →
[τ i, τ i], i = 1, N , next the results of [12], [25] can be directly
applied to prove boundedness of x, x. Now, the objective of the
last theorem is to show that the interval observers are natural
in the case of an uncertain delay function.
Remark 6. As in Remark 4, in the same way the uncertain
delays can be treated in the nonlinear terms.
Let us show the performance of the proposed interval




Following [7], [15], in this section we will take a nonlinear




K + T (t− τ0(t))µ
− b1R(t) + d(t),
L̇(t) =g1R(t− τ1)− b2L(t),
Ṫ (t) =g2L(t− τ2)− b3T (t),
where R ∈ R+ is the concentration of hypothalamic hormone
(GnRH), L ∈ R+ is the concentration of pituitary hormone
(LH) and T ∈ R+ is the testosterone concentration (Te), b1 =
b2 = b3 = 1, g1 = 10, g2 = 50, τ1 = 1, τ2 = 2 and the
system uncertainty is represented by the nonlinear function
parameters
8 = A ≤ A ≤ A = 12, 1.5 = µ ≤ µ ≤ µ = 2.5,
1.5 = K ≤ K ≤ K = 2.5, 1 = τ0 ≤ τ0 ≤ τ0 = 2.
For numerical simulation we used A = 10, µ = 2, K = 2,
τ0(t) = 1.5 + 0.5 sin(0.1t). The input d(t) ∈ R+ represents a
pulsatile feedback mechanism from the testosterone serum to
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Figure 1. The testosterone model interval estimation
the hypothalamic hormone [7], this input is a multiplication
of two signals
d(t) = d0(t) δd(t),
where d0 is the known part of the feedback generating the
pulses (d0(t) = (1 + sin(0.1t))e−mod[t,5+5 sin(0.01t)]
2
for sim-
ulation) and δd is unknown modulating signal (for numerical
experiments δd(t) = 1 − δ cos(2t), δ = 0.25). For these
parameters the model has bounded solutions and Assumption
1 is satisfied. It is assumed that the testosterone concentration
T (t) is available from the direct measurements.
Denote w = [R L]T then
ẇ(t) = M0w(t) +M1w(t− τ1) + β(t),
































yµ if y > 1;
yµ if y ≤ 1,
φ(y) =
{
yµ if y > 1;
yµ if y ≤ 1,
where m0[T (t)]) = mins∈[τ0,τ0] T (t − s), m0[T (t)]) =
maxs∈[τ0,τ0] T (t − s) as before. Therefore, all conditions of
Theorem 2 hold for p = [1 0.05]T and q = [0.5 0.05]T. The
results of the interval reduced-order observer simulation are
presented in Fig. 1 (the solid lines represent the concentrations
R and L, the dash lines are used for the interval estimates).
B. Academic example
As we have seen the testosterone model nicely suits as an
example for the proposed theory, however despite of practical
importance it is rather simple, this is why below an example
of the system (5) is constructed in order to demonstrate all
advantages of the approach:
ẋ(t) = A0x(t) +A1x(t− τ1) +A2x(t− τ2) +B[b(t)
+δb(t)] +Gy2(t− τ1), y(t) = Cx(t), ψ(t) = y(t) + v(t),
where x ∈ R4, τ1 = 0.5, τ2 = 1, b(t) = sin(t) + 0.5 sin(2t)
and ||δb|| ≤ δ = 0.2 (δb(t) = δ cos(5t) for simulation), a
random measurement noise is chosen with ||v|| ≤ V = 0.03,
A0 =
 −3.109 −0.365 4.13 −0.946−2.233 −3.185 9.326 −3.517−1.62 −0.123 2.013 −0.416
−1.536 0.647 0.981 −0.242





 −0.509 0.365 −0.129 0.424−0.826 0.98 −1.705 1.248−0.204 0.271 −0.614 0.412
−0.842 −0.051 1.482 0.09





 2.588 −0.106 −4.866 −0.1392.251 0.04 −4.485 −0.4060.932 −0.076 −1.44 −0.19
0.436 −0.18 0.048 −0.218




For the initial conditions ||xt0 || ≤ 1 the system has bounded
solutions. In addition, b(t)− δ ≤ b(t) + δb(t) ≤ b(t) + δ and
ψ2(t) − 2|ψ(t)|V ≤ y2(t) ≤ ψ2(t) + 2|ψ(t)|V + V 2. Thus
Assumption 1 is satisfied. Let us choose
Z =
 0.1 −0.2 −0.1 0−0.3 0.4 −0.9 0.5
0 0 0.2 −0.3




then we obtain the system (9) with
M0 =
 −2.442 0.401 −1.6150.213 −1.838 −0.012
0.533 −0.251 −0.421

that is not Metzler. Assumption 2 is satisfied for
P =
 −0.1 0.2 −0.90.4 −0.5 −0.2
0.3 0.1 0.5

with A Metzler matrix
Y0 =
 −1.5 0.4 0.10.2 −1.8 0.3
0.3 0.5 −1.4
 ,
therefore, the system (13) has a cooperative non-delayed
dynamics as required in Theorem 3. The stability conditions of
that theorem can be verified for the correspondingly computed
matrices Ψ0, Ψ1 and Ψ2 with
p = [0.345 0.335 0.518 0.345 0.335 0.518]T.
Thus the interval observer (14), (11), (12) provides an interval
estimation in this case. The results of simulation for the
coordinates x2 and x4 are shown in Fig. 2.
V. CONCLUSION
The concept of interval reduced-order observers for non-
linear systems is introduced. Several observer solutions for
linear and nonlinear time-delay systems are proposed. It is
shown that if under a suitable coordinate transformation the
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Figure 2. The results of interval simulation for the fourth order system (x2
and x4)
undelayed subsystem is cooperative, then the delayed estima-
tion error dynamics inherits this property. An approach for
interval estimation of systems with uncertain and time-varying
delays is presented. Examples of numerical simulation for
two nonlinear systems confirm the efficiency of the proposed
method.
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