We analyze archived Chandra and XMM-Newton X-ray observations of 536 Sloan Digital Sky Survey (SDSS) Data Release 5 (DR5) quasars (QSOs) at 1.7 ≤ z ≤ 2.7 in order to characterize the relative UV and X-ray spectral properties of QSOs that do not have broad UV absorption lines (BALs). We constrain the fraction of X-ray weak, non-BAL QSOs and find that such objects are rare; for example, sources underluminous by a factor of 10 comprise 2% of optically-selected SDSS QSOs. X-ray luminosities vary with respect to UV emission by a factor of 2 over several years for most sources. UV continuum reddening and the presence of narrow-line absorbing systems are not strongly associated with X-ray weakness in our sample. X-ray brightness is significantly correlated with UV emission line properties, so that relatively X-ray weak, non-BAL QSOs generally have weaker, blueshifted C IV λ1549 emission and broader C III] λ1909 lines. The C IV emission line strength depends on both UV and X-ray luminosity, suggesting that the physical mechanism driving the global Baldwin effect is also associated with X-ray emission.
INTRODUCTION
It has been known for some time that the UV and X-ray luminosities of quasars (QSOs) are correlated (e.g., Avni & Tananbaum 1982 , and references therein), and recent studies have carefully quantified this relation across ≈5 orders of magnitude in UV luminosity (e.g., Strateva et al. 2005; Steffen et al. 2006; Just et al. 2007 ). Such studies inform ongoing efforts to understand the structure and physics of QSO nuclear regions, providing quantitative constraints on models of physical associations between UV and X-ray emission. Because UV photons are generally believed to be radiated from the QSO accretion disk while X-rays are produced in the disk corona (e.g., Reynolds & Nowak 2003, and references therein) , the UV/X-ray luminosity relation is an indication of the balance between accretion disks and their coronae. For example, a large fraction of intrinsically X-ray weak sources would suggest that coronae may frequently be absent or disrupted in QSOs. In this study, we combine results from recent optical/UV and X-ray observations of hundreds of QSOs in order to constrain the fraction of sources that are anomalously X-ray weak, and also to test for additional physical effects that contribute to the scatter observed in the relation between UV and X-ray luminosities.
Radio-loud QSOs are well known to be relatively X-ray bright (e.g., Worrall et al. 1987; Brinkmann et al. 2000) , while QSOs with broad UV absorption lines (BALs) are X-ray faint (e.g., Green et al. 1995; Brandt et al. 2000) . We wish to understand the emission processes of QSOs without the added complexity of the strong X-ray absorption associated with UV BAL outflows or the enElectronic address: rgibson@astro.psu.edu hanced X-ray emission that may be associated with a radio jet. In order to accomplish this, BAL and radio-loud QSOs must be carefully removed from samples. This process can be complicated in cases where available spectra do not extend to wavelengths where strong UV BAL absorption may occur.
In this study, we compare the UV and X-ray properties of optically-selected, radio-quiet Sloan Digital Sky Survey (SDSS; e.g., York et al. 2000) QSOs that are known not to host BAL outflows along the line of sight. Careful screening enables us to study the ways in which these "ordinary" QSOs deviate from the general relation between UV and X-ray luminosities. We quantify the scatter about the best-fit relation between UV and X-ray luminosities, and in particular constrain the fraction of optically-selected QSOs that are intrinsically weak X-ray emitters. Secondly, we search for correlations between UV emission/absorption properties and relative X-ray brightness, where the term "relative" indicates the observed X-ray brightness compared to that expected for an average QSO with the same UV luminosity. Beyond the UV/X-ray luminosity relation, our findings place additional constraints on physical models that relate QSO UV and X-ray emission processes.
The significant amount of scatter in the X-ray brightness of individual sources compared to that of "average" QSOs with the same UV luminosity (e.g., Steffen et al. 2006) indicates that some unmodeled physical factors influence the relation between UV and X-ray luminosities. Besides the cases of radio-loud and BAL QSOs mentioned above, possible additional causes of scatter include additional X-ray absorption that is not associated with UV BALs, intrinsically weak (or strong) X-ray emission, and time variability. Studies of X-ray brightness in QSOs use different methods to quantify UV absorption and X-ray weakness (complicating comparisons between different samples), and intensive UV and X-ray spectroscopic campaigns have been performed for only a few QSOs. As a result, we do not have strong constraints on how frequently X-ray absorption, intrinsically faint X-ray emission, and time variability cause X-ray weakness in QSO samples. In the remainder of this section, we briefly review published cases involving these physical scenarios. This discussion includes all the non-BAL QSOs listed in Brandt et al. (2000) and five of the six sources from Yuan et al. (1998) with α OX < −2.
1 We also discuss cases of unusual X-ray weakness in recent studies of individual sources.
X-Ray Absorption
Even for QSOs that do not show UV BAL absorption, strong X-ray absorption may be the simplest explanation for X-ray weakness. Mrk 304 (PG 2214 + 139) is an X-ray weak source that is often classified as a Seyfert 1 galaxy. It does not show UV BAL absorption, although Laor & Brandt (2002) found some evidence for moderate C IV and N V line absorption. In the X-rays, it is strongly absorbed by a multizone, ionized absorber with a total column density N H ∼ 10 23 cm −2 (Piconcelli et al. 2004; Brinkmann et al. 2004) . Another X-ray weak source, PG 1126 − 041, shows evidence for an ionized X-ray absorber. However, low-velocity, broad C IV absorption has been found in some observations, indicating that PG 1126 − 041 should be classified as a (variable) BAL QSO (Wang et al. 1999 ).
1.2. Intrinsic X-Ray Weakness X-ray weakness cannot always be attributed to absorption. The nearby (z = 0.192), narrow-line type 1 QSO PHL 1811 shows no evidence of BALs in its UV spectrum. With an upper limit for a neutral X-ray absorbing column of N H < 8.7 × 10 20 cm −2 , the source is not strongly X-ray absorbed . It has been consistently X-ray weak since it was first observed almost 20 years ago with ROSAT, although the X-ray flux has varied by a factor ≈5. This variation (small compared to the degree of X-ray weakness) suggested to Leighly et al. (2007b) that the X-ray emission was not scattered into view, as the medium responsible for the scattering would need to be implausibly small. PHL 1811 therefore appears to be an intrinsically weak X-ray emitter. The optical/UV spectrum of PHL 1811 is also unusual (Leighly et al. 2007a) . It is very blue and shows no forbidden or semi-forbidden line emission. The C IV λ1549 line emission is weak by a factor of ≈ 5 compared to the composite spectrum of Francis et al. (1991) . In this study, we will test whether intrinsically X-ray weak objects like PHL 1811 (which would have been flagged for SDSS spectroscopy based on its optical colors alone) are common, and whether these unusual emission line characteristics are associated with X-ray weakness.
Another source, PG 1011−040, is relatively X-ray weak by a factor of ∼10 (Brandt et al. 2000; Gallagher et al. 2001) . There is some evidence for C IV absorption in 1 The sixth source, QSO 0316 − 346, was identified from optical spectra by Monk et al. (1988) . UV spectra are required to search for BAL absorption, but no UV spectra of this source are present in the MAST or HEASARC archives.
the UV spectrum, but no strong indication of a BAL (Brandt et al. 2000; Laor & Brandt 2002 ). It appears to be relatively unabsorbed in X-rays, with an upper limit on the absorbing column density of N H ≤ 5 × 10 21 cm −2 . In contrast to PHL 1811, multiple observations of PG 1011 − 040 have not found much X-ray luminosity variation (Gallagher et al. 2001 ).
1.3. UV and X-Ray Variability Source variability may be an important factor contributing to the scatter in the UV/X-ray luminosity relation. Additional scatter is introduced by the fact that optical/UV and X-ray observations are usually taken some time apart, and this time may reach up to years.
The narrow-line Seyfert 1 galaxy Mrk 335 has recently been reported to have decreased in X-ray brightness by a factor of ≈30 (Grupe et al. 2007a ). The authors suggested the variation may have been caused by the onset of heavy X-ray absorption, which may also lead to the appearance of UV BALs. PG 0844 + 349 has been observed to vary in the X-rays by up to 60% on short (20 ks) time scales, and by a factor of ∼10 on longer (multi-year) time scales (e.g., Gallagher et al. 2001; Brinkmann et al. 2003) . The narrow-line Seyfert 1 galaxy WPVS 007 has dimmed in the X-rays by a factor of 100 or more, while a C IV BAL appears to be forming in the UV spectrum of this source .
Finally, we note that our understanding of the causes of X-ray weakness is limited by observing time scales. Over longer time scales, X-ray weak QSOs may show different properties (such as long-term emission or absorption variation), and may even cease to be X-ray weak. We have also noted in §?? cases where UV BALs may be transient, and recent study has demonstrated that BALs evolve on multi-year (rest-frame) time scales (e.g., Gibson et al. 2008) . For these reasons, we are only able to place limits on the extent of UV/X-ray variability ( §3.5). Future near-simultaneous, multi-wavelength observations of QSOs will improve on these constraints.
Throughout this work we use a cosmology in which H 0 = 70 km s −1 Mpc −1 , Ω M = 0.3, and Ω Λ = 0.7.
OBSERVATIONS AND DATA REDUCTION
The SDSS Data Release 5 (DR5; Adelman-McCarthy et al. 2007 ) has recently cataloged spectra of over 77,000 QSOs, most of which were selected for spectroscopy based on optical considerations ). Many of these sources have also been observed in the X-rays with modern telescopes such as Chandra and XMM-Newton, enabling detailed studies of relations between UV and X-ray properties for a large sample of optically-selected QSOs.
In this study, we consider the 536 SDSS QSOs at redshifts 1.7 ≤ z ≤ 2.7 that have been observed with Chandra or XMM-Newton. The lower limit on redshift ensures that the SDSS spectrum reaches to ≈1400Å, allowing good coverage of any potential high-velocity C IV absorption, up to ≈ −30, 000 km s −1 . The upper redshift limit ensures that the 2500Å continuum is in view so that we can determine the UV continuum flux accurately. We obtain QSO redshifts from the SDSS DR5 QSO catalog ). These redshifts were generated by the SDSS spectroscopic pipeline based on the overall continuum and emission properties of each spec-trum; a small fraction (≈1%) were revised during visual inspection for the QSO catalog. The mean error in redshift estimated from the pipeline for our sources is ≈0.002. An rms difference of 0.006 in redshift determination has been observed in sources observed multiple times in the SDSS (Wilhite et al. 2005; Schneider et al. 2007 ). We therefore expect that errors in redshift are typically 0.5% or less for our sources. We note recent studies have found no significant evidence for redshift evolution in α OX (e.g., Steffen et al. 2006 ), X-ray spectral shape (e.g., Shemmer et al. 2005) , or infrared continuum properties (e.g., Jiang et al. 2006 ), so we do not expect that our results are strongly influenced by our redshift restriction.
In order to illustrate the parameter space covered by our sample, we plot in Figure 1 the redshifts and absolute i magnitudes for our sources together with the full DR5 QSO catalog. For comparison, we also indicate SDSS DR5 QSOs at z < 0.5 which were included in the Bright Quasar Survey (BQS; Schmidt & Green 1983 ) in the plot.
X-Ray Observation Catalog
We obtained the list of all Chandra observations that were publicly available as of 2007 July 26 and searched for cases where a DR5 QSO fell within 15 ′ of the telescope pointing for an ACIS observation with no gratings. For this subset of Chandra observations, we tested whether each QSO was on an ACIS chip using the CIAO tool dmcoords. We retrieved observations with onchip sources from the Chandra online database and ran acis process events on each data set in order to apply the latest calibration data, including the time-dependent gain correction and charge transfer inefficiency (CTI) corrections.
2 All processing was performed using CIAO version 3.4.
3
We extracted spectra for the source and the background of each on-chip DR5 QSO using the CIAO tool psextract. For the source extraction region, we used a circle with radius equal to the 90% encircled energy fraction plus an additional 5 pixels. For the background region, we used an annulus around the source with inner (outer) radii equal to the 90% encircled energy fraction plus 15 (50) pixels. We chose these regions because we have found that they accurately characterize the surrounding X-ray background with a minimum of contamination by nearby sources in the background regions. Because a large fraction of our sources are serendipitously observed at large off-axis angles and may be faint in any case, we are concerned to avoid this contamination.
Because the CIAO tool psextract does not generate spectra for sources with zero counts, we flagged these cases for proper handling by our fitting algorithm described in §2.3. We also excluded observations where the source lies within 32 pixels of a chip edge.
We used wavdetect (Freeman et al. 2002) with the sigthresh parameter set to 10 −5 to detect any sources that may contaminate the annular regions we used to extract background spectra. In six cases, we found that the total number of counts contributed to the background spectrum by detected sources was ≥ 10% of the observed spectrum. In these cases, we manually adjusted the background extraction regions to be free of source contamination and re-processed the data.
We also obtained a list of all XMM-Newton observations that were public as of 2007 August 22 for which a DR5 QSO lay within 15 ′ of the target. We reduced EPIC camera data using the emchain and epchain tasks in the SAS 7.1.0 package. 4 We removed intervals of background flaring from each observation by flagging all time intervals for which the count rate exceeded the baseline count rate by a factor of three or more, where the baseline count rate was defined as the rate for which the distribution of count rates peaked.
We extracted spectra for the MOS and pn cameras using a circular aperture 15 ′′ in radius for the source and an annulus with inner (outer) radii of 50 ′′ (75 ′′ ). For each arcminute that the source was off-axis from the nominal pointing, we increased the extraction radii by 1 ′′ (2.3 ′′ ) for the MOS (pn) cameras to account for the increase in the constant encircled energy fraction radius. As for the Chandra processing, the extraction regions were chosen to characterize effectively the surrounding background while minimizing contamination from nearby sources. We used the SAS utility eboxdetect to detect sources that may contaminate our background regions. In cases where bright sources were detected in our background extraction regions, we omitted the the brightest source from the background extraction in order to improve background estimation.
A single XMM-Newton observation may include one or more exposures from the MOS1, MOS2, and pn cameras. From the available set of exposures, we preferentially selected the MOS observation with the longest exposure. Although the pn cameras provide a larger effective area, we found that the higher angular resolution of the MOS cameras yield more reliable background estimation and a higher fraction of source detections. For this reason, we prefer the MOS cameras for our study.
We discard sources for which the effective area is <100 cm 2 in all bins in order to filter out sources that are near a chip edge. Even so, we find that the fraction of undetected sources is much greater in the XMM-Newton reductions than for Chandra, due to the significantly better angular resolution of the Chandra telescope. In cases where undetected sources are important for our statistics, we exclude the XMM-Newton observations from consideration.
In eight cases, the number of background counts attributed to eboxdetect sources in the background extraction regions was >30% of the total counts extracted from the source region. Visual inspection indicates that most of these are cases where the source was weak and the candidate background sources are borderline detections. We manually selected a suitable background and re-processed the two cases where strong sources clearly impact the background estimation.
Approximately 9% of our Chandra QSOs and 1% of our XMM-Newton QSOs were targets of observations. (The fraction is higher for Chandra because targets observed with both telescopes will only have their Chandra observations included in our sample.) While there may be small biases introduced by the tendency of observers to select unusual objects for observation, our study is dominated by sources observed serendipitously. We remove targeted sources from our sample when appropriate.
In all, we have X-ray observations of 536 SDSS QSOs at 1.7 ≤ z ≤ 2.7. Of these, 315 were obtained with Chandra, while 221 were obtained with the XMM-Newton MOS cameras. We considered any source that was detected (using Poisson statistics) at 99% confidence above the background in the soft (0.5-2 keV), hard (2-8 keV), or full (0.5-8 keV) bands to be detected in X-rays. 90% of the Chandra sources and 67% of the XMM-Newton sources in our sample were detected by this criterion. We provide a catalog of our X-ray observations in Table 1 .
Fitting SDSS Spectra
Before fitting the SDSS spectra, we multiply them by a constant to match (approximately) the g, r, and i PSF magnitudes synthesized from the spectra to the measured photometric magnitudes. We also correct the spectra for Galactic extinction using the reddening curve of Cardelli et al. (1989) with the near-UV extension of O'Donnell (1994) . We obtain E(B − V ) from the NASA Extragalactic Database (NED) 5 , which uses the dust maps of Schlegel et al. (1998) . The QSOs in our study are at such high redshifts and luminosities that their spectra are not significantly contaminated by their host galaxies.
We fit SDSS spectra using the algorithm of Gibson et al. (2008) , which we summarize here. Our continuum model is a power law reddened using the Small Magellanic Cloud reddening curve of Pei (1992) . We do not attach physical significance to the intrinsic E(B − V ) values we obtain from these fits, as the reddening is degenerate with the shape of the underlying continuum emission. The UV luminosities we report are therefore corrected for Galactic, but not intrinsic, reddening. This follows the general practice for studies of UV/X-ray luminosity relations. We fit regions that are generally free from strong absorption or emission features (1250-1350, 1600-1800, 1950-2050, 2150-2250, and 2950-3700Å) , and then re-fit the spectrum iteratively. At each iteration, we ignore wavelength bins that deviate by >3σ from the continuum in order to account for unmodeled absorption and emission features. We then fit Voigt profiles to the strongest emission lines expected in the spectrum: Si IVλ1400, C IVλ1549, C III]λ1909, and Mg IIλ2799. Our line wavelengths are taken from the SDSS vacuum wavelength list. 6 We fit emission lines iteratively as well, ignoring at each step bins that are absorbed by more than 2.5σ from the continuum + emission fit.
We searched for narrow absorption line (NAL) features attributable to the Mg II λ2799 doublet in each spectrum. We searched each spectrum from 1550-2799Å and flagged a candidate Mg II NAL feature in cases where spectral bins were found at the expected doublet separation which lay at least 4σ and 3σ below the continuum for the red and blue sides of the doublet, respectively. In order to screen out broader absorption features, we also required that the spectrum reached a level within 3.5σ of the continuum in the bin centered between the red and blue components. We also required that the equivalent width (EW) of at least one of the red and blue components be < −0.5Å, in order to ensure that the features were reliably detected. Our results are not strongly dependent on the particular value of the EW threshold.
We searched for C IV BALs by calculating BI 0 , which is similar to the traditional "balnicity index," BI, of Weymann et al. (1991) , except that it is integrated from velocity offsets -25,000 km s −1 to 0 km s −1 from the QSO rest frame. BI is roughly a measure of the EW of features that are absorbed across a span of at least 2000 km s −1 . Sources with BI 0 > 0 are considered to have BALs. We tested for Mg II λ 2799 BALs in a similar fashion (when spectra extended to 2800Å), although the continuum in that region is difficult to determine due to Fe II emission and structure in the Mg II emission line. We found no cases where Mg II BALs were present without C IV BALs, and therefore use BI 0 measured for the C IV absorption region to distinguish between BAL and non-BAL QSOs.
The UV properties of our sources are listed in Table 1  and Table 2 .
Fitting X-Ray Spectra
We fit X-ray spectra for each source in order to find and constrain the monochromatic luminosity at 2 keV, L 2 keV . To accomplish this, we fit a broken power law model to each spectrum, with the power law break fixed at 2 keV in the rest frame. This model accomodates possible soft X-ray absorption or excesses compared to the hard X-ray spectrum. In cases where the source is not much brighter than the background, we fix Γ = 2 for the power law fit to the entire X-ray band. We do this in cases that have fewer than 10 counts in the total (source plus background) spectrum, and also in cases that have no source spectral bins exceeding the background by at least a factor of two when the spectrum is adaptively binned to contain 10 counts per bin. We fixed Γ = 2 for 109 sources in our full sample A, including 12 of the 139 radio-quiet, non-BAL QSOs in sample B (described in §??). We do not use the values of Γ in our study, as they can often only be weakly constrained even when they are not fixed to Γ = 2.
In all cases, we fit the unbinned data using the Cash statistic, C (Cash 1979) . For XMM-Newton observations, we fit only the spectrum from the camera selected as described in §2.1. We estimate the 68% confidence error in L 2 keV by adjusting the model normalization parameter upward and downward, re-fitting the power law photon indices (unless they are fixed to 2 for backgrounddominated spectra) at each step. We then estimate the upper and lower limits of L 2 keV from the model fits at the points where ∆C = 1.
Values of L 2 keV for our sources are listed in Table 1 .
2.4. Estimating Radio Loudness All but 25 of our 536 sources were covered in the FIRST radio survey (Becker et al. 1995) . For these sources, we obtain the 1.4 GHz core flux densities from the DR5 QSO catalog. For sources that were not covered by the FIRST survey, we used 1.4 GHz flux densities obtained from the NVSS survey (Condon et al. 1998 ). We estimate the monochromatic luminosity at 5 GHz assuming the radio flux follows a power law with a spectral index α = −0.8. We then calculate the radio-loudness parameter (e.g., Sramek & Weedman 1980; Kellermann et al. 1989) ,
We classify sources with log(R * ) ≥ 1 as "radio-loud" and all other sources as "radio-quiet." In 457 of 536 cases, the radio surveys (FIRST or NVSS) were sensitive enough to measure radio luminosities down to log(R * ) = 1. For 508 cases, the radio data are sensitive down to log(R * ) = 1.1, and in the worst case, the data are only sensitive to log(R * ) = 1.5. Of the 457 sources with radio observations sensitive down to log(R * ) = 1, 33 are radioloud (with log(R * ) > 1), and 21 of these have log(R * ) > 1.5. We therefore estimate that only a small number (≈2) of radio-loud sources have contaminated our "radioquiet" sample, and even these have log(R * ) < 1.5 and therefore are not highly radio-loud.
ANALYSIS OF PHYSICAL PROPERTIES
We have obtained Chandra or XMM-Newton X-ray spectra for 536 SDSS DR5 QSOs at redshifts 1.7 ≤ z ≤ 2.7. In cases where the source was observed with both Chandra and XMM-Newton, we use the Chandra observation with the longest effective exposure. We call this set of sources sample A. We use sample A in cases where we are concerned with the general properties of a large number of sources.
Many sources in sample A were not detected in X-rays. In order to increase the fraction of detected sources, we construct a subsample, which we call sample B, of sources observed with Chandra that are <10 ′ off-axis and have at least 2.5 ks of exposure. We do not include XMM-Newton sources in sample B because the lower sensitivity leads to a larger fraction of X-ray nondetections. We also limit sample B to contain only sources from the SDSS DR5 QSO catalog that were selected for SDSS spectroscopy based on optical criteria. These sources include those flagged as "low-z," "high-z," "star," or "galaxy" according to the target selection described in Richards et al. (2002b) and Stoughton et al. (2002) . Those sources that were included in the catalog purely due to their radio or X-ray properties are excluded from sample B. Finally, we exclude sources that lie within 1 ′ of the Chandra target in order to remove bias due to observers' tendency to point at unusual sources. (Dropping this last criterion does not materially affect our results below.) Sample B contains 163 sources, 139 of which are radio-quiet, non-BAL QSOs. All sources in sample B were detected by Chandra in X-rays. Table 3 summarizes the number and types of objects in samples A and B.
Sample B is defined without direct reference to source properties and is therefore representative of opticallyselected SDSS QSOs. We use sample A for tests of correlations involving X-ray properties, but use sample B in cases where non-detections adversely affect our statistics.
3.1. Distribution of ∆α OX From our optical/UV and X-ray fits, we calculate the monochromatic luminosities L 2500Å and L 2 keV at 2500Å and 2 keV, respectively. We adopt the traditional definition:
α OX is a logarithmic measure of the X-ray brightness of a source relative to its UV brightness. For an ensemble of QSOs, α OX is known to decrease as a function of QSO UV luminosity. This trend was most recently quantified by Just et al. (2007) , who found
We use the EM (estimate and maximize) regression algorithm (Dempster et al. 1977) in the Astronomy Survival Analysis (ASURV) software package (e.g., Isobe & Feigelson 1990; Lavalley et al. 1992) to fit the trend of α OX with UV luminosity for radio-quiet, non-BAL QSOs in sample B. Since all such sources have X-ray detections in sample B, the EM algorithm generates a traditional "least-squares" fit (Isobe et al. 1986 ) in this case. We find a relation somewhat steeper than Equation 3:
The values of α OX for our sample, together with the fits from Equations 3 and 4, are shown in Figure 2 .
We then define
where α OX is the value measured from observations. ∆α OX quantifies the relative X-ray brightness of a source compared to that of "ordinary" QSOs. For example, ∆α OX = −0.5 corresponds to X-ray weakness by a factor of ≈20 compared to QSOs with the same UV luminosity. The median of the magnitude of difference in α OX estimated from UV luminosity using Equations 3 and 4 is 0.02 for our detected sources, which is less than the median measurement error in α OX and is small compared to the range of ∆α OX in our sample. The study of Just et al. (2007) used a different sample of objects and different methods for estimating luminosities, so the small difference in results is not surprising. We use Equation 4 throughout to determine ∆α OX in order to correct for any small biases that would cause our results to differ. We find no evidence of a correlation between ∆α OX and z for radio-quiet, non-BAL QSOs that might arise from systematic biases in our data. Because our data cover a relatively small redshift range, this result does not strongly constrain redshift evolution for QSOs in general. Figure 3 shows the distribution of ∆α OX for our sources. We divide the sources into four categories, based on the presence (or absence) of a UV BAL and whether they are radio-quiet (log(R * ) < 1) or radioloud (log(R * ) ≥ 1). Sample A contains 433 radio-quiet, non-BAL QSOs, 34 radio-loud non-BAL QSOs, 64 radioquiet BAL QSOs, and 5 radio-loud BAL QSOs. The second panel of Figure 3 demonstrates that radio-loud sources are relatively X-ray bright, while the third and fourth panels show that BAL QSOs are X-ray weak compared to non-BAL QSOs. The distribution of ∆α OX for radio-quiet, non-BAL QSOs in sample B is shown in Figure 4. An Anderson-Darling test rejects the hypothesis that ∆α OX is normally distributed for radio-quiet, non-BAL sources in B at 97.5% confidence.
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Because the Anderson-Darling test has only indicated non-normality at 97.5% confidence, we cannot rule out the possibility that the underlying distribution is normal. In fact, we note that Strateva et al. (2005) found that a Gaussian fit provided a reasonable approximation to the distribution in their larger sample that covered a wider range of UV luminosities and was also slightly contaminated by BAL QSOs. However, we were not able to test quantitatively the Strateva et al. (2005) distribution for normality due to the X-ray non-detections in their sample.
In order to investigate any possible non-normality of the distribution of ∆α OX for sample B, we have fit the distribution with a Gaussian using the IDL GAUSSFIT routine. The resulting fit, with mean µ ≈ 0.01 and σ ≈ 0.10, is shown in Figure 4 . Compared to this fit, the measured distribution perhaps has a broader base and a narrow core at ∆α OX ≈ 0. The breadth at the base of the distribution may be due to unmodeled X-ray absorption in non-BAL sources in the X-ray weak wing. We also speculate that some sources in the X-ray bright wing which we did not consider formally radioloud may nonetheless have enhanced X-ray emission associated with a modest radio jet. Detailed study of individual sources is needed to determine the significance of these effects.
3.2. How Common are Optically-Selected, X-ray Weak QSOs (XWQs)? We would like to understand the distribution of relative X-ray brightness/weakness in order to determine the frequency of intrinsically X-ray weak objects. If strong, intrinsic X-ray emission is not a universal property of QSOs, this would have significant implications for our understanding of AGN physics. The completeness of X-ray AGN surveys could also be negatively impacted by a significant fraction of intrinsically weak sources.
Because we are able to identify BAL QSOs unambiguously, our sample is well-suited to provide tight constraints on the distribution of relative X-ray brightness/weakness. All of the 139 optically-selected, radioquiet, non-BAL sources in sample B are detected in X-rays according to the criteria in §2.1.
The minimum ∆α OX in sample B is −0.37, corresponding to relative X-ray weakness by a factor of ≈9. If the probability of finding a QSO with ∆α OX < −0.37 is ≈1.6%, then there is a >90% chance we would observe at least one such QSOs in 139 attempts, using a binomial distribution. Since we have observed no such sources, we conclude that 1.6% of optically-selected, radio-quiet, non-BAL SDSS QSOs have ∆α OX < −0.37.
We have also increased our sample of optically-selected QSOs to include the 87 Palomar-Green (PG) QSOs from the Bright Quasar Survey (BQS; Schmidt & Green 1983) at z < 0.5. These sources are well-studied in the optical, UV, and X-ray bands. Figure 1 shows that the BQS 7 The Anderson-Darling test, related to the KolmogorovSmirnov test, calculates a statistical probability that the observed data points could come from a normal distribution. We used case three of the test (e.g., Stephens 1974) , in which the mean and width of the (putative) normal distribution are not known a priori. sources extend our coverage to lower luminosities as well as lower redshifts.
We have obtained UV and X-ray monochromatic luminosities for BQS sources from Brandt et al. (2000) and the authors they reference. 1351 + 640 also hosts a C IV BAL (e.g., Zheng et al. 2001) . 1126−041 hosts a variable C IV BAL (Wang et al. 1999 , see esp. their Figure 1 ). We exclude 1411 + 442 (e.g., Malkan et al. 1987; Brandt et al. 2000) and 1535 + 547 (Smith et al. 1997) , both of which have broad absorption at low velocities; the latter is also highly polarized, similar to many BAL QSOs. For 1259 + 593, we use the X-ray monochromatic luminosity obtained with XMM-Newton measured by Fang et al. (2008) ; this source was previously undetected in less-sensitive X-ray observations. It is possible that our remaining sample of BQS QSOs is contaminated with a small number of BAL QSOs. Brandt et al. (2000) tested for C IV BAL absorption in the spectra 55 of the 87 BQS QSOs at z < 0.5. The X-ray weak QSOs (with α OX < −1.8) all had C IV coverage, and in any case BAL QSOs make up a minority (≈15%; e.g., Hewett & Foltz 2003) of optically-selected samples, so any any remaining mis-classified BAL QSOs would have only a small influence on our statistics.
There are three BQS sources with ∆α OX < −0.4, and the presence of these sources in our combined sample weakens our constraints on the fraction of X-ray weak QSOs. The sources are: PG 0844 + 349 (which is highly X-ray variable), PG 1011− 040 (which is relatively unabsorbed in X-rays), and PG 2214 + 139 (which is strongly X-ray absorbed). All three of these sources were discussed in §?? as examples of unusual X-ray weakness.
With these BQS sources included in our combined sample, we now have 3 sources (out of 217) with ∆α OX < −0.4, corresponding to a constraint that 3.1% of optically-selected QSOs have ∆α OX < −0.4. It is not clear why the BQS sources have a greater fraction of X-ray weaker QSOs than we find in our pure SDSS sample. The cause may be random fluctuations in the data, or it may be due to physical differences in the sources, as the nearby BQS QSOs have lower UV luminosities than the SDSS QSOs in our sample. In any case, the differences in the upper limits we are able to draw are not great. The large number of sources in the combined SDSS and BQS sample also allows us to place tight constraints on the weakest sources; we find that 1% of sources are X-ray weak by a factor of 56 (∆α OX < −0.67).
We have given examples of constraints on fractions of sources that are X-ray weaker than some specified value of ∆α OX . Now we wish to constrain this fraction for arbitrary levels of X-ray weakness. For the combined sample of 217 SDSS and BQS non-BAL QSOs, we calculated an upper limit on the fraction, f weak (x), of opticallyselected QSOs that have ∆α OX ≤ x. The distribution of f weak (x) is shown in Figure 5 for radio-quiet, non-BAL QSOs in B combined with the BQS QSO sample, and also for the B sample alone.
To generate Figure 5 , we used the following method. For each measured value of ∆α OX in our sample, we determined the number, N , of objects that had a smaller value of ∆α OX . We used the binomial distribution to find an upper limit on the fraction, f weak , of such objects such that we would be 90% likely to observe at least N +1 objects that are equally X-ray weak or X-ray weaker if the true fraction of such objects is f weak . In Figure 5 , we plot the upper limit on the fraction, f weak (x), of objects that have ∆α OX ≤ x. Figure 6 shows the same analysis performed for the sample of radio-quiet, non-BAL QSOs from B split into three subsamples according to their UV luminosities, L 2500Å . We draw the tightest constraints from the lowest range of luminosities, although the constraints are highly influenced by differences in the relatively small number of sources with ∆α OX −0.1. We do not find any clear evidence that the fraction of X-ray weak objects depends on luminosity.
3.3. UV Absorption in Non-BAL QSOs BAL QSOs generally have reddened continua compared to those of non-BAL QSOs (e.g., Reichard et al. 2003) . Apart from the presence of BALs, continuum reddening alone is not known to correlate strongly with X-ray weakness, and Brandt et al. (2000) found no significant difference between the continuum slopes of X-ray weak and non-X-ray weak QSOs. Using ROSAT X-ray observations, Strateva et al. (2005) found no trend of redshift-corrected g − i colors with α OX . We find no evidence in our sample for a correlation between ∆α OX and the ratio between UV flux densities at 1400 and 2500Å, which we use as a proxy for intrinsic reddening. Apart from reddening, this result also suggests that the ratio of UV/X-ray emission is not strongly dependent on the slope of the UV continuum (between 2500 and 1400Å) once the trend between UV and X-ray luminosities is factored out with Equation 4.
As described in §2.2, we have implemented an algorithm to search for narrow Mg II absorption doublets that would be associated with intervening systems or with absorbing material intrinsic to the QSO (or its host galaxy). Figure 7 shows the distribution of ∆α OX for radio-quiet, non-BAL QSOs that have no Mg II doublets (top panel) compared to those that have at least one narrow Mg II doublet (bottom panel). We have only considered values for sources at redshift z < 2.28 (so that intrinsic Mg II at rest would be visible in the spectrum) and in which the optical/UV continuum is > 4σ above zero for at least 50% of the spectral bins in order to minimize any bias due to the fact that sources with low signal-to-noise may have undetectable absorption lines. The Gehan and logrank tests implemented in ASURV find no strong evidence that the distributions of ∆α OX differ between systems with and without narrow Mg II absorption lines. If X-ray absorption is related to the presence of narrow Mg II absorption doublets, the association is more subtle than we can detect with our current sample size, or may be driven by absorption features which are weaker than our EW threshold ( §2.2).
X-Ray Weakness and UV Emission Lines
In order to investigate any relations between UV emission line properties and X-ray weakness, we test for correlations between ∆α OX and emission line EW, FWHM, and central wavelength using Kendall's Tau test as implemented in ASURV. We consider only the C IV λ1549 and C III] λ1909 emission lines because other lines were not always present in the optical/UV spectra, and also were more difficult to constrain due to nearby spectral structure. We define the emission line wavelength to be the center of our best-fit Voigt profile. We omit one source, J152156.48+520238.4, from our fits because it has an unusual emission line structure and is an outlier from our sample. The results of our correlation tests are shown in Table 4 . We report the results of correlation tests for radio-quiet sources including and excluding BAL QSOs in the sample.
We see no strong (>99% confidence) correlations between ∆α OX and the C IV FWHM, the C III] EW, or the C III] wavelength for radio-quiet sources. The C IV EW and ∆α OX are correlated at >99.99% confidence (Figure 8) . The C III] FWHM and ∆α OX are also significantly anti-correlated at > 99.9% confidence (Figure 9 ). The C IV wavelength is correlated with ∆α OX at 97-99% confidence (Figure 10 ), although this correlation weakens if we take the C IV wavelength with respect to the C III] wavelength rather than 1549.5Å in the rest frame determined by the SDSS redshift. Overall, we find that the X-ray weakest sources (including BAL QSOs) have the weakest C IV emission, the broadest C III] emission lines, and blueshifted C IV emission.
Fitting the trends that were found to have correlations at 99% confidence, we obtain: ∆α OX = (0.21 ± 0.03) log(CIV EW ) + (−0.36 ± 0.04), (6) ∆α OX = (−0.15 ± 0.04) log(CIII] F W HM ) + (0.19 ± 0.06), and (7) ∆α OX = (0.004 ± 0.002)(CIV λ − 1549.5) + (−0.026 ± 0.009), (8) where the EW, FWHM, and central wavelength are in Angstroms.
SDSS redshift determination depends on QSO emission lines, and therefore the redshifts we use may have some dependence on the C IV emission wavelength. As both line wavelength and ∆α OX depend on redshift, correlations between the two can be affected by redshift determination. The degree of change in ∆α OX due to changes in the redshift should be small compared to the trend in Figure 8 , but we cannot fully account for the effects of emission line shifts on the SDSS algorithm. ∆α OX is also marginally correlated (at ≈96% confidence) with the difference in the central wavelengths fit to C IV and C III] emission, and this correlation should be less sensitive to the estimated redshift. However, because of weaker confidences and redshift determination issues, we do not draw physical conclusions from the observed correlation between emission wavelength and ∆α OX .
In order to illustrate more clearly the effect that correlations with line properties can have on Equation 4, we have repeated the fit described in §3.1 with the C IV EW as a second independent variable. Our best fit is:
Equation 9 characterizes typical X-ray luminosities of optically-selected, radio-quiet, non-BAL QSOs (in the luminosity range of our SDSS sample) based on the UV luminosity and (relatively unknown) physical effects that determine the C IV emission EW. While the coefficients on L 2500Å and C IV EW are both non-zero at ≈5σ significance, the magnitude of the luminosity term is about fifteen times larger than the EW term for the luminosities and line EWs in our sample. We also caution that the UV luminosity range in our sample is limited, and we cannot be sure that Equation 9 extends to other UV luminosities.
3.5. Constraints on UV/X-ray Variation Even when radio-loud and BAL QSOs are removed from samples, there is still a significant amount of scatter about the best-fit UV/X-ray luminosity relation (Equation 4). The scatter may be caused by additional physical factors, some of which have been considered in §3.3 and §3.4. In this section, we place a limit on the maximal extent to which the UV and X-ray luminosities may vary with respect to each other. To determine this limit, we make the "worst-case" assumption that the scatter is entirely caused by source variability. We also assume for statistical purposes that ∆α OX is normally distributed, even though an Anderson-Darling test suggests this may not be perfectly accurate ( §3.1). Figure 4 shows that the true distribution does not differ too strongly from a normal distribution, and this assumption should not greatly affect our result. Finally, our limit is also weakened by the non-simultaneity of our UV and X-ray measurements. Even if the UV and X-ray luminosities vary synchronously, non-simultaneous measurements will show increased scatter over simultaneous observations. For all these reasons, our analysis only gives an upper limit on the relative variation between UV and X-ray luminosities.
Following Maccacaro et al. (1988) , we have minimized the likelihood function
in order to determine the intrinsic mean (µ) and rms (σ) for our ∆α OX values, each having an estimated measurement error σ i . For radio-quiet, non-BAL QSOs in sample B, we find µ = 0.005 ± 0.015 and σ = 0.115 ± 0.011. In fact, the square root of the unbiased sample variance is 0.125, demonstrating that the influence of the measurement error is small compared to the spread of ∆α OX . The careful (unbiased) construction of sample B has allowed us to improve constraints on the spread of ∆α OX ; our σ is significantly smaller than the α OX rms of ≈0.2 found by Steffen et al. (2006) for QSOs in their sample with 30 < log(L 2500Å ) < 31. Assuming the width of the distribution of ∆α OX is purely due to luminosity variation (and measurement error), we can use the intrinsic rms to constrain QSO X-ray fluxes to vary upward or downward with respect to UV fluxes by a factor of only about 10 0.115/0.3838 ≈ 2 for sources within 1σ of the mean, µ. For sources within 2σ and 3σ of the mean, this corresponds to factors of ≈4 and ≈8, respectively. This estimate only accounts for X-ray variation with respect to the UV continuum. UV fluxes may also be varying along with the X-ray fluxes, so that the absolute X-ray variation is larger. Compared to this upper limit, X-ray variation by a factor of 30, such as that seen in Mrk 335 (Grupe et al. 2007a) , is rather unusual, unless the UV continuum has also varied strongly. However, we note that our SDSS sample does not extend to the lower UV luminosity (L 2500Å ∼ 10 29 erg s −1 Hz −1 , Grupe et al. 2007a ) of this source, and that variability properties may differ at lower luminosities.
We have also performed this analysis calculating ∆α OX using Equation 9 in order to remove scatter in the UV/X-ray luminosity relation that is correlated with the C IV emission EW. These effects are small, however, compared to the overall span of UV and X-ray luminosities, and the end result is only a slightly tighter constraint on variation. We obtain in this case µ = 0.009 ± 0.014 and σ = 0.103 ± 0.011.
Nearby Seyfert 1 AGN typically show fractional variability in their X-ray luminosities by up to ≈40% in X-rays over a few years (Markowitz et al. 2003) . Apart from this general study, dramatic variation has been observed in individual sources such as NGC 4051 (e.g., Lamer et al. 2003) . The variability characteristics of higher-luminosity AGN are not well-understood; recent studies have found some evidence that QSOs vary less at higher luminosities, but that variability increases at z ≈ 2 (e.g., Manners et al. 2002; Paolillo et al. 2004 ). In individual cases, variation can be extreme. Shemmer et al. (2005) observed luminosity variation by factors of ≈2-4 over 3-5 (rest frame) months in several QSOs at z > 4.
In order to test whether variability could account for the spread of ∆α OX , we assume a UV variability amplitude of ≈30% (Giveon et al. 1999; Kaspi et al. 2007) that is uncorrelated to the X-ray variation (∼40%). We caution that these are simply estimates and that the variation properties are poorly constrained. In some individual cases, high-luminosity QSOs have shown variation of up to 70% in the UV over 2-3 yr in the rest-frame (Kaspi et al. 2007) , and in X-rays by a factor of ≈4 over 73 days in the rest-frame (Shemmer et al. 2005) . Using these estimates, the width of the distribution of ∆α OX is largely (70-100%) attributable to intrinsic variation.
DISCUSSION
In this section, we discuss additional implications of the results presented in §??, including: the rarity of extremely X-ray faint, optically-selected QSOs ( §4.1); the relation of the anomalously X-ray faint QSO PHL 1811 to our SDSS sample ( §4.2); and the dependence of UV emission line strengths on X-ray luminosity ( §4.3).
X-Ray Weakness in Optically-Selected QSOs
Using X-ray data from the Einstein Observatory, Avni & Tananbaum (1986) derived an upper limit of 8% (at 95% confidence) for the fraction of optically-selected QSOs that could be so X-ray faint as to be a separate population from "ordinary," X-ray-emitting QSOs. At the time of their study, it was not known that BAL QSOs were anomalously X-ray weak. However, Figure 3 demonstrates that BAL QSOs generally live on the tail of the overall distribution of relative X-ray brightness, and would likely not be considered a disjoint population by the criteria of Avni & Tananbaum (1986) .
The high sensitivity of Chandra has enabled us to constrain the fraction of QSOs that lie in the X-ray-weak tail of the distribution of "ordinary" QSOs. If a separate population of extremely X-ray weak QSOs exists, as in the hypothesis tested by Avni & Tananbaum (1986) , our results also provide upper limits on the fraction of such sources in optically-selected samples. Although we can-not rule out the possibility that a small fraction of QSOs are extremely intrinsically X-ray faint, we have determined that such sources are at least very unusual in the SDSS.
In fact, we find evidence that few ( 2%) SDSS QSOs are relatively X-ray weak by even a factor of 10. When BQS QSOs are included in the sample, we find that 1% of sources are X-ray weak by a factor of 56 (∆α OX < −0.67). Thus, if accretion disk coronae are responsible for X-ray emission in QSOs, they appear to be present and effective in most, if not all, luminous AGN. Figure 5 shows our estimates of upper limits on the fraction of radio-quiet, non-BAL QSOs that are X-ray weaker than a given value of ∆α OX . These limits are driven by the sizes of our samples. Figure 5 allows the calibration of wide, shallow X-ray surveys to constrain the fraction of optically-selected QSOs that should be detected. The current upper limits indicate that at most a few percent of opticallyselected radio-quiet, non-BAL QSOs will be missed at ∆α OX < −0.4. We have achieved a 100% detection fraction for the sources in sample B with exposure times as short as 2.5 ks. Future shallow, wide X-ray surveys should therefore be able to detect nearly all non-BAL QSOs with UV luminosities as faint as those in the SDSS in relatively short exposure times.
How Unusual Is PHL 1811?
A multiwavelength study of the nearby (z = 0.192) narrow-line QSO PHL 1811 has revealed that this source has both unusual X-ray and optical/UV spectra (Leighly et al. 2007b,a) . It has ∆α OX ≈ −0.7, corresponding to X-ray weakness by a factor of almost 70 compared to QSOs with the same UV luminosity. There is little, if any, intrinsic X-ray absorption, the UV spectrum shows no broad absorption lines, and broad optical/UV emission lines are very weak. C IV λ1549 has an EW of only 6.6Å, and only a limit of <1.7Å can be placed on the C III] EW.
If PHL 1811 were at a redshift z = 2, its continuum properties would justify its inclusion in our sample. Its blue color would identify it as a QSO candidate for SDSS spectroscopy, according to the criteria specified by Richards et al. (2002b) , and Leighly et al. (2007a) note (in their §4.5) that it would have been identified as a PG QSO, if it had been in that survey's footprint. The 2500Å monochromatic luminosity of PHL 1811 is L 2500Å ≈ 8 × 10 30 erg s −1 Hz −1 (Leighly et al. 2007b, §4) , which is intermediate for our sources (Figure 2) . Thus, our survey can be used to constrain the frequency of intrinsically X-ray weak objects like PHL 1811 in the Universe. From Figure 5 , it appears that the weak intrinsic X-ray emission of PHL 1811 makes it an unusual source that is not representative of a significant fraction of optically-selected QSOs. If the X-ray weakness of PHL 1811 is due to an abnormal accretion disk corona, as discussed in §5.1 of Leighly et al. (2007b) , such physical states are apparently rare in optically-selected AGN.
The weak, blueshifted C IV λ1549 emission observed in PHL 1811 is qualitatively consistent with the trends we observe for X-ray weaker objects ( §3.4). However, it is still an outlier compared to the emission line properties of our sample. For example, Equation 11 predicts a C IV emission EW of 17Å based on UV and X-ray luminosities, while Leighly et al. (2007a) actually measure 6.6Å. If the X-ray luminosity were to increase, this would also increase the predicted emission line strength, making the discrepancy worse. PHL 1811 is therefore an outlier from our sample according to both continuum and emissionline properties, for physical reasons that are currently unknown.
Broad Emission Lines Correlated with X-Ray
Brightness While the strong UV absorption in BAL QSOs is known to be associated with X-ray weakness, it is not clear how strongly other properties evident in the optical/UV spectrum are associated with X-ray weakness. We do not find any strong correlations between X-ray weakness and UV reddening or the presence of narrow absorption line systems. We do find significant correlations between ∆α OX and the C IV emission EW, the C III] emission FWHM, and the wavelength shift of the C IV emission line.
It has been known for some time that C IV emission EWs are anti-correlated with the UV continuum strength. This is the well-known Baldwin effect (Baldwin 1977) , typically parameterized as EW ∝ L β UV , where L UV is the UV luminosity. For an ensemble of QSOs, the "global Baldwin effect" has a logarithmic slope β ≈ −0.2 (Kinney et al. 1990 ). For a sample of 105 SDSS QSOs, Wilhite et al. (2006) find β = −0.22 ± 0.03. For our sample, we find β = −0.24 ± 0.03, a bit steeper than but consistent with previous studies. The comparison is complicated by the fact that Kinney et al. (1990) measured the UV luminosity at 1550Å rather than at 2500Å, but comparison of these luminosities for our data indicates that the parameter β should not be greatly affected.
Equation 6 indicates that the C IV emission EW may also be related to X-ray luminosities. This is not unexpected in a photionization-driven scenario, as the K and L shells of C IV have ionization potentials of ≈320 and ≈64 eV, respectively. Fitting the emission EW as a function of both UV and X-ray luminosity for sample B, we find: log(CIV EW ) = (−0.41 ± 0.07) log(L 2500Å ) + (0.29 ± 0.06) log(L 2 ke According to Equation 11, when X-ray luminosities are considered, the dependence on UV luminosities steepens somewhat to β UV ≈ −0.41. The coefficient on the X-ray luminosity is also significant, with β X ≈ 0.29. The two coefficients have opposite signs, so that C IV emission weakens with increasing UV luminosity, but increases with X-ray luminosity.
By definition, α OX increases as L 2 keV increases or L 2500Å decreases. The opposite signs and roughly comparable magnitudes of the coefficients β X and β UV in Equation 11 indicate that the C IV emission strength is correlated with α OX . In fact, Green (1998) previously observed that the C IV emission EW depended more strongly on α OX than on UV luminosity alone, and suggested that the emission line strength may therefore be driven by the continuum shape (e.g., the slope between UV and X-ray luminosities characterized by α OX ). A correlation between C IV EW and the ratio of monochromatic luminosities at 1 keV and 1350Å has also been found by Wang et al. (1998) . Such observations correspond well with photoionziation models of equilibrated gas, in which the shape of the ionizing continuum is an important parameter for determining ionization fractions. In fact, it has been argued that the Baldwin effect may be driven by the photoionizing flux (e.g., Korista & Goad 2004) , although further modeling is needed to determine whether the X-ray dependence of the Baldwin effect is consistent with photoionization scenarios.
On the other hand, C IV emission line properties are known to be related to the Eddington ratio, L/L Edd (e.g., Baskin & Laor 2005) . The H β line is redshifted out of the SDSS spectral range, so we are unable to determine Eddington ratios for our sources using H β line diagnostics. As an alternative to photoionzation scenarios, the relation between C IV EW and UV/X-ray luminosities may be due to an underlying physical parameter, such as Eddington ratio or perhaps orientation (e.g., Richards et al. 2002a; Gallagher et al. 2005) , that drives the C IV emission and both the UV and X-ray luminosities. It has also been suggested that C IV blueshifts, the Baldwin effect, and relative X-ray brightness have a common physical origin, and that the underlying physical parameter governs a spectrum of QSO properties. BAL QSOs would fall on the weak-emission extreme of this spectrum (Richards 2006 , and references therein).
CONCLUSIONS AND FUTURE WORK
We have analyzed the relationship between X-ray luminosity and UV properties of SDSS DR5 QSOs at redshift 1.7 ≤ z ≤ 2.7. At these redshifts, we are able to identify C IV BAL QSOs in our sample. This has enabled us to place strong constraints on the fraction of intrinsically X-ray weak QSOs, as well as to search for additional trends beyond the well-studied relationship between UV and X-ray luminosities. In particular, we find that:
1. Non-BAL, radio-quiet QSOs which are very (intrinsically) X-ray weak are rare in opticallyselected samples, with 2% of SDSS QSOs having ∆α OX < −0.4 and 1% of SDSS/BQS QSOs having ∆α OX < −0.67. Figure 5 provides upper limits on the fraction of sources that may be relatively X-ray weaker than a given value of ∆α OX .
2. The rms of the ∆α OX distribution for radio-quiet, non-BAL QSOs is about 0.1, corresponding to a factor of ≈2 spread in X-rays relative to that estimated from the UV luminosity. This places an upper limit on typical X-ray variability with respect to the UV continuum.
3. While the amplitude of and relation between UV and X-ray variation in QSOs is not wellunderstood, estimates based on recent studies indicate that most, if not all, of the observed spread of ∆α OX can be attributed to variability.
4. The distribution of ∆α OX may not be normally distributed (at 97.5% confidence) in our sample B.
Perhaps physical processes such as X-ray absorption are significant in some sources, broadening the wings of the distribution.
5. We find no strong evidence that reddening or the presence of narrow Mg II absorption is related to X-ray weakness for non-BAL QSOs. 6. UV emission line properties such as C IV EW,
C III] FWHM, and perhaps C IV wavelength are correlated to relative X-ray brightness.
7. The C IV emission EW depends on both UV and X-ray luminosity. The physics that drives the global Baldwin effect is apparently associated with X-ray emission as well as UV emission.
8. Even after correcting for secondary trends (such as weak C IV emission, which is associated with relative X-ray weakness), objects that are as intrinsically X-ray faint as PHL 1811 are rare.
We have quantitatively shown that luminous X-ray emission is essentially a universal property of opticallyselected QSOs. Future studies can test whether this result holds true for QSOs selected in other wavebands, such as the radio and infrared. New optical surveys will extend the luminosity range of our sample, while UV (and infrared) spectroscopy will allow BAL QSOs to be identified (and L 2500Å to be measured) for sources in a wider redshift range. The high detection rate for relatively short exposures in our sample has also demonstrated that wide, shallow X-ray surveys at high angular resolution are an effective way to study the X-ray properties of bright, optically-selected QSOs.
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