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ПРО ДОДАТНI РОЗВ’ЯЗКИ
ДЛЯ ОДНОГО КЛАСУ ЕВОЛЮЦIЙНИХ ВКЛЮЧЕНЬ
СУБДИФЕРЕНЦIАЛЬНОГО ТИПУ
Sufficient conditions of the existence of a nonnegative solution are obtained for an evolution inclusion of
subdifferential type with multivalued non-Lipschitz perturbation. Under the additional condition of dissipativity,
the existence of the global attractor in the class of nonnegative functions is proved.
Получены достаточные условия существования неотрицательного решения для эволюционного включе-
ния субдифференциального типа с многозначным нелипшицевым возмущением. При дополнительном
условии диссипативности доказано существование глобального аттрактора в классе неотрицательных
функций.
Вступ. У роботi розглядається проблема розв’язностi у класi невiд’ємних функцiй
для еволюцiйного включення субдиференцiального типу з багатозначним нелiпши-
цевим збуренням типу Немицького, що є напiвнеперервним зверху. Систематичнi
дослiдження проблеми розв’язностi i регулярностi для нескiнченновимiрних ево-
люцiйних включень субдиференцiального типу з лiпшицевим по фазовiй змiннiй
однозначним збуренням проведено в [1, 2]. У класi багатозначних збурень вiдповiд-
нi результати одержано в [3, 4]. Сучаснi дослiдження в цьому напрямi викладено в
[5]. Iснування невiд’ємних розв’язкiв для нелiпшицевих еволюцiйних рiвнянь пара-
болiчного типу для гладких збурень одержано в [6], для неперервної правої частини
— в роботi [7]. У данiй роботi за допомогою апроксимацiї типу Моро – Iосiди бага-
тозначного нелiпшицевого збурення доведено iснування невiд’ємного розв’язку, а
також за додаткової умови дисипативностi доведено iснування глобального атрак-
тора [8] для багатозначного напiвпотоку, породженого цими розв’язками.
Постановка задачi. Нехай Ω ⊂ Rp — обмежена область, H = L2(Ω), ‖·‖ i (·, ·)
— норма i скалярний добуток в H, H+ =
{
u ∈ H | u(x) ≥ 0 майже скрiзь}, P (H)
— сукупнiсть усiх непорожнiх пiдмножин H, Cv(H) — сукупнiсть усiх непорожнiх
замкнених обмежених опуклих пiдмножин H.
Розглядаємо задачу
dy
dt
∈ −∂ϕ(y) +G(y), t ∈ (0, T ),
y(0) = y0,
(1)
де ϕ : H 7→ (−∞,+∞] — власна опукла напiвнеперервна знизу (н.н. зн.) функцiя,
D(ϕ) = {u ∈ H | ϕ(u) < +∞}, ∂ϕ : D(∂ϕ) 7→ P (H) — її субдиференцiал, G :
H 7→ Cv(H) — напiвнеперервне зверху (н. н. зв.) багатозначне вiдображення [9].
Тут i далi напiвнеперервнiсть знизу i зверху скалярнозначних функцiй будемо
розумiти у класичному сенсi, натомiсть для багатозначного вiдображення F : H 7→
7→ P (H) будемо казати, що F є н. н. зв. у точцi x0, якщо
∀ > 0 ∃δ > 0 ∀x ∈ Oδ(x0) : F (x) ⊂ O(F (x0)),
де O(A) =
{
x ∈ H
∣∣∣ inf
y∈A
‖x− y‖ < 
}
. Для однозначного вiдображення ця вла-
стивiсть збiгається зi звичайною неперервнiстю.
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За умов
∃C > 0 ∀u ∈ H : ‖G(u)‖+ := sup
v∈G(u)
‖v‖ ≤ C(1 + ‖u‖), (2)
∀R > 0: {u ∈ H | ‖u‖ ≤ R, ϕ(u) ≤ R} — компакт в H (3)
вiдомо [2, c. 188, 189], [4] (теорема 2.1), що для будь-якого y0 ∈ D(ϕ) задача (1)
має (сильний) розв’язок, тобто iснують y(·) ∈ C([0, T ];H) i f(·) ∈ L1(0, T ;H) такi,
що y(·) є абсолютно неперервною на [a, b] ⊂ (0, T ), y(t) ∈ D(∂ϕ) для майже всiх
(м. в.) t ∈ (0, T ), f(t) ∈ G(y(t)) для м. в. t ∈ (0, T ) i майже скрiзь (м. с.) на (0, T )
dy
dt
∈ −∂ϕ(y(t)) + f(t),
y(0) = y0.
(4)
Розв’язок (4) з фiксованою f(·) ∈ L1(0, T ;H) будемо позначати y(·) = I(y0)f(·) ∈
∈ C([0, T ];H). Оскiльки згiдно з умовами (3)−∂ϕ породжує компактну напiвгрупу,
то вiдображення I(y0) : L1(0, T ;H) 7→ C([0, T ];H) переводить будь-яку рiвномiрно
iнтегровну множину в передкомпактну [3, c. 162]. Отже, справедливим є наступне
твердження, що випливає з [3] (твердження 1.2, лема 1.1).
Лема 1. Якщо для послiдовностi {fn} ⊂ L1(0, T ;H) iснує γ(·) ∈ L1(0, T )
таке, що ‖fn(t)‖ ≤ γ(t) м. с., то по пiдпослiдовностi fn w→ f в L1(0, T ;H) yn(·) =
= I(y0)fn(·)→ y(·) = I(y0)f(·) в C([0, T ];H).
Нехай G — багатозначне вiдображення типу Немицького, тобто
∃g : R 7→ Cv(R) н. н. зв., |g(y)|+ ≤ C(1 + |y|) (5)
таке, що
∀y ∈ H : G(y) = {u ∈ H|u(x) ∈ g(y(x)) м. с.}. (6)
Тодi [8] для будь-якого y ∈ H G(y) 6=  i G : H 7→ Cv(H) задовольняє умову (2) з
константою C(1 + (meas Ω)1/2).
Основна мета роботи — з’ясувати умови на функцiї ϕ i g, за яких для будь-якого
y0 ∈ H+ задача (1) мала б розв’язок y(·) такий, що y(t) ∈ H+ ∀t ∈ [0, T ].
Основний результат. У подальшому викладi будемо використовувати наступнi
результати [3, 8]. Для y(·) = I(y0)α(·), z(·) = I(z0)β(·) при всiх 0 ≤ s ≤ t ≤ T
справджується оцiнка
‖y(t)− z(t)‖ ≤ ‖y(s)− z(s)‖+
t∫
s
‖α(p)− β(p)‖ dp. (7)
З (5) випливає, що для будь-якого y ∈ R g(y) = [κ(y), f(y)], де κ : R 7→ R н. н. зн.,
f : R 7→ R н. н. зв.,
|κ(y)| ≤ C(1 + |y|), |f(y)| ≤ C(1 + |y|). (8)
Додаткова умова на g(·) має вигляд
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f(0) ≥ 0. (9)
Для y ∈ H означимо функцiю y+ ∈ H+ таким чином:
y+(x) = max{0, y(x)}.
Додатковi умови на ϕ:
D(ϕ) = H, ϕ(y)− ϕ(y+) ≥ −D ∥∥y − y+∥∥2 ∀y ∈ H. (10)
Умови (10) задовольняє наступний клас функцiй ϕ [2]:
ϕ(u) =

1
2
∫
Ω
|∇u(x)|2 dx+
∫
Ω
j(u(x))dx, u ∈ H01(Ω), j(u) ∈ L1(Ω),
+∞ в iншому випадку,
(11)
де j : R 7→ R опукла н. н. зн., j(u) ≥ −Du2 ∀u ∈ R.
Зауважимо, що якщо g(·) є однозначною, а ϕ має вигляд (11) з j ≡ 0, то (1)
— нелiнiйне параболiчне рiвняння, для якого за умови (9) в роботi [7] доведено
глобальну розв’язнiсть у класi H+.
Основним результатом роботи є наступна теорема.
Теорема 1. Нехай функцiя ϕ задовольняє умови (3), (10), для вiдображення
G(y) =
{
u ∈ H|u(x) ∈ [κ(y(x)), f(y(x))] м. с.} виконуються умови (8), (9). Тодi
для будь-якого y0 ∈ H+ задача (1) має принаймнi один розв’язок y(·), для якого
y(t) ∈ H+ ∀t ∈ [0, T ].
Доведення. Для n ≥ 1 розглянемо апроксимацiї типу Моро – Iосiди [2]
fn(x) = sup
y∈R
(
f(y)− n
2
|y − x|2
)
, (12)
де згiдно з (8), (9) f : R 7→ R н. н. зв., |f(y)| ≤ C(1 + |y|), f(0) ≥ 0. Хоча f не
обов’язково угнута, умова не бiльш як лiнiйного зростання дозволяє легко отримати
наступнi властивостi fn(·):
∀n ≥ 1 ∀x ∈ R : fn(x) < +∞, fn(x) ≥ f(x), fn(0) ≥ f(0) ≥ 0,
∀x ∈ R ∃xn : fn(x) = f(xn)− n
2
|xn − x|2, до того ж xn → x, n→∞,
f(x) ≤ fn(x) ≤ f(xn),
f(xn)→ f(x), fn(x)→ f(x), n→∞,
|fn(x)| ≤ C1(1 + |x|), |fn(x)− fn(y)| ≤ C1n(1 + |x|+ |y|)|x− y|,
де константа C1 > 0 не залежить вiд n, x, y.
Тодi для вiдображень
f (n)(x) =

fn(x), |x| < n,
fn(n), x ≥ n,
fn(−n), x ≤ −n,
(13)
одержуємо наступнi властивостi:
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1) f (n)(0) ≥ f(0) ≥ 0 ∀n ≥ 1;
2) для |x| < n f(x) ≤ f (n+1)(x) = fn+1(x) ≤ fn(x) = f (n)(x) ∀n ≥ 1;
3) ∀n ≥ 1 ∀x ∈ R : |f (n)(x)| ≤ C1(1 + |x|);
4) f (n)(x)→ f(x), n→∞ ∀x ∈ R;
5) ∀n ≥ 1 ∃C(n) > 0 ∀x, y ∈ R : ∣∣f (n)(x)− f (n)(y)∣∣ ≤ C(n) |x− y| .
Розглянемо вiдображення Fn, n ≥ 1, що дiє за правилом
Fn(y)(x) = f
(n)(y(x)) ∀y ∈ H.
З властивостi 5 маємо, що для будь-якого n ≥ 1 вiдображення Fn : H 7→ H є
неперервним. З властивостi 3 отримуємо
‖Fn(y)‖ ≤ C˜(1 + ‖y‖),
де C˜ = C1(1 + (meas Ω)1/2). З властивостi 5 випливає нерiвнiсть
‖Fn(y)− Fn(z)‖ ≤ C(n)‖y − z‖. (14)
Розглянемо задачу
dy
dt
∈ −∂ϕ(y) + Fn(y), t ∈ (0, T ),
y(0) = y0 ∈ H+,
(15)
яка внаслiдок лiпшицевостi Fn має єдиний розв’язок yn(·) ∈ C([0, T ];H) [1, 2].
Покладемо ln(t) = f (n)(yn(t)). Тодi yn(·) = I(y0)ln(·) i з властивостi 3 для будь-
якого t ∈ [0, T ] одержуємо ‖ln(t)‖ ≤ C˜(1 + ‖yn(t)‖). Крiм того, використовуючи
функцiю z(·) = I(y0)0 i оцiнку (7), для всiх t ∈ [0, T ] маємо оцiнку
‖yn(t)‖ ≤ C2 +
t∫
0
‖ln(s)‖ds,
де C2 = maxt∈[0,T ] ‖z(t)‖. Тодi, враховуючи наведену вище оцiнку для ‖ln(t)‖ ,
t ∈ [0, T ] , з леми Гронуолла виводимо
max
t∈[0,T ]
‖yn(t)‖ ≤ (C2 + C˜T )eC˜T .
Отже, ‖ln(t)‖ ≤ C˜(1 + (C2 + C˜T )eC˜T ) ∀t ∈ [0, T ]. З леми 1 випливає, що iснують
y(·) ∈ C([0, T ];H) i l(·) ∈ L1(0, T ;H) такi, що по пiдпослiдовностi
yn(·) = I(y0)ln(·)→ y(·) = I(y0)l(·) в C([0, T ];H),
ln(·) w→ l(·) в L1(0, T ;H).
Покажемо, що l(t) ∈ G(y(t)) м. с., тобто y(·) — розв’язок задачi (1).
Оскiльки yn → y в L2(0, T ;L2(Ω)), то iснує пiдпослiдовнiсть {ynk} така, що
для всiх (t, x) iз множини повної мiри Q1 ⊂ (0, T ) × Ω маємо ynk(t, x) → y(t, x),
nk →∞.
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Позаяк ln(·) w→ l(·) в L1(0, T ;H), то за теоремою Мазура iснують числа λmk ≥ 0,∑∞
k=m
λmk = 1, λ
m
k = 0, крiм скiнченної кiлькостi, такi, що Sm =
∑∞
k=m
λmk lk →
→ l в L1(0, T ;H). Тодi iснує пiдпослiдовнiсть (для якої залишимо позначення
{Sm}) така, що для всiх (t, x) iз множини повної мiри Q2 ⊂ (0, T ) × Ω маємо
Sm(t, x)→ l(t, x), m→∞.
Виберемо довiльне (t, x) ∈ Q1 ∩ Q2 i зафiксуємо довiльне n > 1 + |y(t, x)|.
Оскiльки функцiя κ напiвнеперервна знизу, правильною є властивiсть 5 i ynk(t, x)→
→ y(t, x), то iснує nk0 > n таке, що для довiльного nk ≥ nk0 маємо
|ynk(t, x)| < n, (16)
κ(ynk(t, x)) ≥ κ(y(t, x))−
1
n
, f (n)(ynk(t, x)) ≤ f (n)(y(t, x)) +
1
n
. (17)
Враховуючи (16) i властивiсть 2, переконуємося, що для довiльного nk ≥ nk0 i
k ≥ k0
f(ynk(t, x)) ≤ f (k)(ynk(t, x)) ≤ f (n)(ynk(t, x)).
Звiдси i з (17) з урахуванням нерiвностi κ ≤ f на R випливає, що для довiльного
k ≥ k0
κ(y(t, x))− 1
n
≤ lk(t, x) ≤ f (n)(y(t, x)) + 1
n
.
Тодi при всiх m > k0 для опуклих комбiнацiй Sm(t, x) виконується нерiвнiсть
κ(y(t, x))− 1
n
≤ Sm(t, x) ≤ f (n)(y(t, x)) + 1
n
.
З останньої нерiвностi маємо
κ(y(t, x))− 1
n
≤ l(t, x) ≤ f (n)(y(t, x)) + 1
n
.
Звiдси, враховуючи властивiсть 4, отримуємо l(t, x) ∈ [κ(y(t, x)), f(y(t, x))], i шу-
кану властивiсть доведено.
Залишилось показати, що для будь-яких n ≥ 1 i t ∈ [0, T ] yn(t) ∈ H+. Далi
будемо вiдкидати iндекс n, вважаючи, що Fn ≡ F задовольняє (14) з константою
Лiпшиця C > 0, (Fy)(x) = f̂(y(x)), f̂ : R 7→ R — глобально лiпшицева функцiя,
що має не бiльш як лiнiйне зростання i задовольняє умову f̂(0) ≥ 0. Розгляне-
мо включення (15) на (δ, T ), δ > 0, i домножимо його скалярно в H на (−y)+.
Одержимо рiвнiсть(
dy
dt
, (−y)+
)
= −(ξ, (−y)+) + (F (y), (−y)+), де ξ ∈ ∂ϕ(y(t)).
Згiдно з результатами [2]
dy
dt
∈ L2(δ, T ;H), отже, з [10] маємо, що м. с. на (δ, T )(
dy
dt
, (−y)+
)
= −1
2
d
dt
‖(−y)+‖2.
Далi, згiдно з умовою (10) для будь-якого ξ ∈ ∂ϕ(y(t)) — (ξ, (−y)+) = (ξ, y−y+) ≥
≥ ϕ(y) − ϕ(y+) ≥ −D‖(−y)+‖2. На пiдставi властивостей 1 i 5 (F (y), (−y)+) =
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= −(F (y), y−y+) = −(F (y)−F (y+), y−y+)− (F (y+), y−y+) ≥ −C‖(−y)+‖2 +
+
∫
Ω
f̂(y+(x))(−y)+(x)dx = −C‖(−y)+‖2 +
∫
Ω
f̂(0)(−y)+(x)dx ≥ −C‖(−y)+‖2.
Таким чином, на (δ, T ) маємо
d
dt
∥∥(−y)+∥∥2 ≤ K‖(−y)+‖2,
де K = 2(C +D). Тодi для будь-якого t ∈ [δ, T ]
‖(−y(t))+‖2 ≤ ‖(−y(δ))+‖2eK(t−δ).
Оскiльки (−y)+ ∈ C([0, T ];H), то при δ → 0+ одержимо
‖(−y(t))+‖2 ≤ ‖(−y(0))+‖2eKt = 0 ∀t ∈ [0, T ],
бо y0 ∈ H+. Отже, y(t) ∈ H+ для будь-якого t ∈ [0, T ] i теорему доведено.
Зауваження. Теорема не гарантує, що всi розв’язки задачi (1) з y0 ∈ H+
мають властивiсть y(t) ∈ H+ для будь-якого t ∈ [0, T ].
Iснування глобального атрактора у класi H+.
Означення 1 [7, 8]. Нехай (X, ρ) — метричний простiр. Вiдображення G :
R+ ×X 7→ P (X) називається m-напiвпотоком, якщо
G(0, x) = x ∀x ∈ X,
G(t+ s, x) ⊆ G(t, G(s, x)) ∀x ∈ X ∀t, s ∈ R+,
де G(t, B) =
⋃
x∈B G(t, x) для непорожньої множини B в X.
G називається строгим m-напiвпотоком, якщо G(t+ s, x) = G(t, G(s, x)).
Означення 2 [8]. Компактна множинаA ⊂ X називається глобальним атрак-
тором m-напiвпотоку G, якщо:
1) A ⊆ G(t, A) ∀t ≥ 0;
2) для довiльної обмеженої множини B ⊂ X dist(G(t, B), A) → 0, t → +∞,
де dist(A,B) = supx∈A infy∈B ρ(x, y) — напiвметрика Хаусдорфа.
Глобальний атрактор A називається iнварiантним, якщо A = G(t, A) ∀t ≥ 0.
Згiдно з теоремою 1 для будь-якого y0 ∈ H+ можемо коректно означити мно-
жину
K+(y0) =
{
y(·)|y(·) — розв’язок задачi (1) на (0,+∞),
y(0) = y0, y(t) ∈ H+ ∀t ≥ 0
}
.
Розглянемо вiдображення G : R+ ×H+ 7→ P (H+):
G(t, y0) = {y(t) | y(·) ∈ K+(y0)}. (18)
Згiдно з наведеним вище зауваженням для фiксованого t > 0 G(t, y0) 6= G˜(t, y0) ∩
∩H+, де G˜(t, y0) =
{
y(t) | y(·) — розв’язок задачi (1), y(0) = y0
}
. Таким чином,
вiдомi для G˜ результати [8] не можна автоматично перенести на G.
Розглянемо наступну додаткову умову дисипативностi:
∃δ > 0, M > 0 ∀u ∈ D(∂ϕ) ∩H+, ‖u‖ > M, ∀y ∈ −∂ϕ(u) +G(u) виконується
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(y, u) ≤ −δ. (19)
Зауважимо, що умова (19) для класу функцiй ϕ(·) з (11) випливає з умови
λ1 > C +D, (20)
де константу C > 0 взято з умови (2), D — константа з умов на функцiю j(·) з
прикладу (11) i λ1 — перше власне число оператора −∆ в H01(Ω).
Теорема 2. За умов (3), (8) – (10), (19) формула (18) визначає строгий m-
напiвпотiк, для якого у фазовому просторi H+ iснує iнварiантний стiйкий гло-
бальний атрактор A ⊂ H+, де пiд стiйкiстю розумiється властивiсть
∀ > 0 ∃δ > 0 ∀t ≥ 0: G(t, Oδ(A)) ⊂ O(A).
Доведення. Перевiримо умови означення m-напiвпотоку для X = H+. Оче-
видно, що для будь-якого y0 ∈ H+ G(0, y0) = y0. Нехай ξ ∈ G(t + s, y0). Тодi
ξ = y(t+s), y(·) ∈ K+(y0). Покладемо z(b) = y(b+s). Тодi z(0) = y(s) ∈ G(s, y0),
z(·) ∈ K+(z(0)), отже, ξ = y(t + s) = z(t) ∈ G(t, y(s)). Нехай ξ ∈ G(t, G(s, y0)).
Тодi ξ = y(t), y(·) ∈ K+(y(0)), y(0) = z(s) ∈ G(s, y0), z(·) ∈ K+(y0). Розглянемо
функцiю
θ(µ) =
z(µ), µ ∈ [0, s],y(µ− s), µ ≥ s.
Тодi θ(·) ∈ K+(y0) i θ(t+ s) = ξ ∈ G(t+ s, y0). Отже, G — строгий m-напiвпотiк.
Внаслiдок мiркувань, аналогiчних викладеним у [8, с. 36] (теорема 2.3), вла-
стивiсть (19) гарантує, що для будь-яких N > M i t ≥ 0 G(t, BN ) ⊂ BN , де
BN = {u ∈ H+ | ‖u‖ ≤ N}, та для будь-якого y0 ∈ H+ dist (G(t, y0), B0) → 0,
t → +∞, де B0 = {u ∈ H+ | ‖u‖ ≤ M + },  — довiльне фiксоване додатне
число. Доведемо цей факт. Спочатку покажемо, що G(t, BN ) ⊂ BN для довiльних
N > M i t ≥ 0. Вiд супротивного, нехай N > M, y0 ∈ BN , y(·) ∈ K+(y0) такi,
що для деякого t > 0 y(t) 6∈ BN , тобто ‖y(t)‖ > N. Оскiльки y(·) неперервна,
то iснує t0 > 0 таке, що ‖y(t0)‖ = N, ‖y(τ)‖ > N ∀τ ∈ (t0, t]. Позаяк y(·) —
єдиний сильний розв’язок задачi (4), де f(·) — селектор, що вiдповiдає y(·), то з [2,
c. 188, 189] маємо, що
dy
dt
∈ L2(s, T ;H) для будь-яких T > s > 0. Звiдси випливає
рiвнiсть
1
2
d
dt
‖y(t)‖2 =
(
dy(t)
dt
, y(t)
)
для м. в. t > 0. Далi, використовуючи умову
дисипативностi (19), отримуємо нерiвнiсть
1
2
d
dt
‖y(t)‖2 ≤ −δ для м. в. τ ∈ [t0, t].
Тому ‖y(t)‖2 ≤ ‖y(t0)‖2 − 2δ(t− t0), що суперечить нерiвностi ‖y(t)‖ > N.
Покажемо, що для будь-якого y ∈ H+ iснує t0 = t0(y) таке, що G(t0, y) ⊂ B0.
Припустимо обернене. В цьому випадку iз властивостi G(t, B0) ⊂ B0 випливає,
що iснує y0 6∈ B0 таке, що G(t, y0) 6⊂ B0 ∀t ≥ 0. Тодi, враховуючи умову (19), вста-
новлюємо, що для всiх t0 ≥ 0 iснує y(·) ∈ K+(y0) таке, що y(τ) 6∈ B0 ∀τ ∈ [0, t0].
Вiзьмемо t0 >
‖y0‖2 − (M + )2
2δ
. Використовуючи умову дисипативностi (19), от-
римуємо
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‖y(t0)‖2 ≤ ‖y0‖2 − 2δt0 < (M + )2,
що приводить до суперечностi. Тодi для будь-якого t > t0 G(t, y) = G(t − t0 +
+ t0, y) = G(t− t0, G(t0, y)) ⊂ G(t− t0, B0) ⊂ B0. Тому для всiх y0 ∈ H+ маємо
dist (G(t, y0), B0)→ 0, t→ +∞.
Теорему буде доведено, якщо показати виконання наступних властивостей [7, 8]:
а) m-напiвпотiк G асимптотично напiвкомпактний зверху, тобто для будь-яких
r > 0, tn ↗∞ i ξn ∈ G(tn, Br) послiдовнiсть {ξn} є передкомпактною;
б)m-напiвпотiкG має компактний графiк, тобто для будь-яких tn → t0, ηn → η0
i ξn ∈ G(tn, ηn) принаймнi по пiдпослiдовностi ξn → ξ0 ∈ G(t0, η0).
Властивiсть а) випливає з вкладення
ξn ∈ G(tn, Br) = G(tn − 1 + 1, Br) ⊂ G(1, G(tn − 1, Br)) ⊂ G(1, BR) ⊂ G˜(1, BR),
що справедливе для деякогоR > 0 i достатньо великих n ≥ 1, та передкомпактностi
множини G˜(1, BR) [8, с. 36] (теорема 2.3). Доведемо властивiсть б). Нехай tn →
→ t0, ηn → η0 iξn ∈ G(tn, ηn) для всiх n. Тодi ξn = yn(tn), yn(·) ∈ K+(ηn),
yn(·) = I(ηn)fn(·), де fn(·) — селектор, що вiдповiдає yn(·). Розглянемо функцiю
zn(·) = I(η0)fn(·). Використовуючи функцiю z(·) = I(η0)0, як i в теоремi 1, для
T > t0 маємо
max
t∈[0,T ]
‖zn(t)‖ ≤ C3, ‖fn(t)‖ ≤ C4 м. с.
Тодi за лемою 1 по пiдпослiдовностi zn(·) → y(·) в C([0, T ];H), fn w→ f в
L1(0, T ;H), де y(·) = I(η0)f(·). З нерiвностi (7) маємо
max
[0,T ]
‖yn(t)− zn(t)‖ ≤ ‖yn(0)− zn(0)‖ = ‖ηn − η0‖.
Звiдси yn(·) − zn(·) → 0 в C([0, T ];H). Таким чином, принаймнi по пiдпослiдов-
ностi yn(·) → y(·) в C([0, T ];H), зокрема ξn = yn(tn) → y(t0) в H i y(t) ∈ H+
∀t ∈ [0, T ]. Для доведення теореми залишилось показати, що f(t) ∈ G(y(t)) м. с.
на [0, T ]. З [3] (твердження 1.1) маємо, що для м. в. t ∈ [0, T ]
f(t) ∈
∞⋂
n=1
co
∞⋃
k=n
fk(t). (21)
Зафiксуємо t ∈ [0, T ]. Тодi з напiвнеперервностi зверху вiдображення G у точцi
y(t) маємо
∀ > 0 ∃N ≥ 1 ∀n ≥ N : fn(t) ∈ G(yn(t)) ⊂ O(G(y(t))). (22)
Враховуючи, що множина G(y(t)) є опуклою i замкненою, з (21) i (22) отримуємо,
що f(t) належить G(y(t)).
Теорему доведено.
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