Short-term hourly load forecasting in South Africa using additive quantile regression (AQR) models is discussed in this study. The modelling approach allows for easy interpretability and accounting for residual autocorrelation in the joint modelling of hourly electricity data. A comparative analysis is done using generalised additive models (GAMs). In both modelling frameworks, variable selection is done using least absolute shrinkage and selection operator (Lasso) via hierarchical interactions. Four models considered are GAMs and AQR models with and without interactions, respectively. The AQR model with pairwise interactions was found to be the best fitting model. The forecasts from the four models were then combined using an algorithm based on the pinball loss (convex combination model) and also using quantile regression averaging (QRA). The AQR model with interactions was then compared with the convex combination and QRA models and the QRA model gave the most accurate forecasts. Except for the AQR model with interactions, the other two models (convex combination model and QRA model) gave prediction interval coverage probabilities that were valid for the 90%, 95% and the 99% prediction intervals. The QRA model had the smallest prediction interval normalised average width and prediction interval normalised average deviation. The modelling framework discussed in this paper has established that going beyond summary performance statistics in forecasting has merit as it gives more insight into the developed forecasting models.
Introduction

Context
In the literature, several modelling approaches are discussed in which hourly or half-hourly electricity demand data is modelled jointly and also modelling of hourly data separately [1, 2] . Pros and cons of these different approaches are discussed in the literature. Modelling hourly data jointly helps in exploring the correlation structure of the intra-day relationships and can improve the accuracy of forecasts [1] . Wood et al. [2] argue that there are practical disadvantages of modelling hourly data individually which are the failure to capture the correlation between the hourly periods, the problem of interpretation due to lack of model continuity between the hourly periods and that the developed models will lack statistical stability. The authors further argue that over-fitting and the burden of model checking are significantly reduced if one model is fitted to the data. However, this modelling approach leads to the problem of the dimensional curse. Proponents of this modelling approach argue that the use of factor analysis can help in identifying a few factors that can account for most of the The developed model was tested on real-life data sets and results showed that the modelling approach is adequate in forecasting electricity demand. Short-term load forecasting using South African data is discussed in the literature. A regression-seasonal autoregressive integrated moving average (RegSARIMA) model for predicting short-term daily peak electricity demand is discussed in Chikobvu and Sigauke [21] . A comparative analysis is done with SARIMA and Holt-Winter's triple exponential smoothing models. Empirical results from this study show that the RegSARIMA model is capable of capturing important drivers of electricity demand. In another study, an additive regression model for forecasting daily winter peak electricity demand is presented in Sigauke and Chikobvu [22] . The authors show that electricity demand in South Africa is highly sensitive to cold temperatures compared to hot temperatures. A more recent study by Sigauke and Chikobvu [23] compares the performance of time series regression models in forecasting short-term daily peak electricity demand in South Africa. Temperature effects are smoothed using regression splines and linear splines. The model in which regression splines are used produced better forecasting results.
Joint modelling of hourly electricity demand using additive quantile regression with pairwise interactions including an application of quantile regression averaging (QRA) is not discussed in detail in the literature. The current study intends to bridge this gap. The study focuses on an application of additive quantile regression (AQR) models. A comparative analysis is then done with the generalised additive models (GAMs) which are used as benchmark models. In this study, we discuss an application of pairwise hierarchical interactions discussed in Bien et al. [24] and Laurinec [25] who showed that the inclusion of interactions improves forecast accuracy.
Contributions
From the literature discussed in Section 1.2, the contributions of the present study are as follows: this study has established that going beyond summary performance statistics has merit as it gives more insight into the forecasting models. QRA forecasts result in valid prediction interval coverage probabilities and narrow prediction interval widths. The inclusion of hierarchical pairwise interactions and a nonlinear trend variable improves forecast accuracy and that the modelling framework allows for residual autocorrelation in the joint modelling of hourly electricity data.
A discussion of the models is presented in Section 2, with Section 3 discussing the results of the study. The conclusions are given in Section 4.
Theoretical Background
Quantile Regression
Developed by Koenker and Basset [26] , quantile regression (QR) was introduced as a modelling framework for estimating conditional quantiles of the response variable. If Y denotes a random variable representing the response variable with corresponding covariates X, then the conditional quantile q Y|X (τ), where τ ∈ (0, 1) is defined as q Y|X (τ) = inf{y ∈ IR, F Y|X (y) ≥ τ}, where F Y|X represents the conditional distribution of Y given X. The conditional quantile q Y|X (τ) is a solution to
where ρ τ is the quantile loss also known as the pinball loss defined as ρ τ(s) = s(τ − I(s < 0)) and I(.) is an indicator function. Now, let Y t = X T t β + ε t be a linear quantile regression where Y t denotes hourly electricity demand, X t the design matrix, β a vector of parameters and ε t the error term; then, the estimates of β are given asβ
Generalised Additive Models
Generalised additive models (GAMs) which were developed by Hastie and Tibshirani [27, 28] are used in modelling predictors in regression-based models as a sum of smooth functions. The generalised additive model (GAM) is then written as [28] [29] [30] :
y t follows some exponential family distribution, where g denotes a link function and usually the Gaussian link function is used, s i are smooth functions and ε t is the error term. The smooth function, s is written as
where β j denotes the j th parameter, and b j (x) represents the j th basis function with the dimension of the basis denoted by k. There are several smoothing spline bases ranging from P-splines, thin plate regression splines, B-splines, cubic regression splines to cyclic cubic regression splines. In this study, we use P-splines and adaptive splines. We seek to find an optimal solution to the optimisation problem given in Equation (5):
where λ i is the i th smoothing parameter.
The Proposed Models
Additive Quantile Regression Model
An additive quantile regression (AQR) model is a hybrid model that is a combination of GAM and QR models. AQR models were first applied to short-term load forecasting by Gaillard et al. [9] and extended by Fasiolo et al. [10] . Let y t denote hourly electricity demand where t = 1, . . . , n, n is the number of observations and let the number of days be denoted by n d . Then, n = 24n d , where 24 is the number of hours in a day and the corresponding p covariates, x t1 , x t2 , . . . , x tp . The AQR model is given in Equation (6) [9, 10] :
where s j,τ are smooth functions and ε t,τ is the error term. The smooth function, s, is written as
where β j denotes the j th parameter, and b j (x) represents the j th basis function with the dimension of the basis being denoted by q. The parameter estimates of Equation (6) are obtained by minimising the function given in Equation (8):
where ρ τ is the pinball loss function that is defined in Section 2.1. The AQR models are given in Equations (9) and (10):
A comparative analysis will be done with the GAM given in Equation (11) and discussed in Sigauke [31] :
where y t denotes hourly electricity demand, s i denotes the smoothing function, x ti represents the covariates, and ε t denotes error terms which are assumed to be autocorrelated. Selection of variables is done using the least absolute shrinkage and selection operator (Lasso) for the hierarchical interactions method developed by Bien et al. [24] and implemented in the R package "hierNet" [32] . The objective is to include an interaction where both variables are included in the model. The restriction known as the strong hierarchy constraint is discussed in detail in Ben and Tibshirani [24] and Lim and Hastie [33] .
Forecast Error Measures
There are several error measures for probabilistic forecasting which include among others the continuous rank probability score, the logarithmic score and the quantile loss that is also known as the pinball loss. In this paper, we use the pinball loss function which is relatively easy to compute and interpret [34] . The pinball loss function is given as
where q τ is the quantile forecast and y t is the observed value of hourly electricity demand.
Percentage Improvement
The percentage improvement between the best model M jbest , j = 1, . . . , k with the other models is computed as follows ( [35] ):
Equation (14) is used to compute the percentage improvements of the best model developed from the other models.
Prediction Intervals
For each of the models, M j , j = 1, . . . , k, we compute the prediction interval widths (PIWs), which we shall abbreviate as PIW ij , i = 1, . . . , n, j = 1, . . . , k as follows:
where UL ij and LL ij are the upper and lower limits of the prediction interval, respectively. The analysis for determining the model which yields narrower PIW is done in this study using box and whisker plots, together with the probability density plots. A comparative analysis is done using the prediction intervals based on QRA [36] .
Evaluation of Prediction Intervals
A prediction interval with nominal confidence (PINC) of 100(1 − α)% is defined as the probability that the forecastŷ t,τ lies in the prediction interval (LL ij , UL ij ). PINC is given in Equation (16) [37] :
Various indices are used to evaluate the reliability of prediction intervals (PIs). In this paper, we use the prediction interval coverage probability (PICP), the prediction interval normalised average width (PINAW) and the prediction interval normalised average deviation (PINAD) that are discussed in Sun et al. [37] and Shen et al. [38] . The PICP is given in Equation (17):
where m is the number of forecasts and I is a binary variable that is defined as
The PICP is valid if it is greater than or equal to the predetermined level of confidence [37, 38] . The PINAW is an index that is used to check if the required value is covered by the prediction interval and is given as follows [37, 38] :
If the PICP is valid and accurate, then the PINAW is usually small [37, 38] . However, PINAW can be used to compare different models and then determine the one that possesses the smallest percentage value. Another index which is used to assess the deviation of the target value from the prediction interval is the PINAD, which is given in Equation (20) [37, 38] :
where
y ji − UL ij , if y ji > UL ij .
Forecast Error Distribution
For each of the models, M j , j = 1, . . . , k, we extract the residuals ε tj = y tj −ŷ tj and then compute the under and over predictions. Probability density and box plots of forecast errors including summary statistics are used in the analysis of over and under predictions.
Forecast Combination
QRA is based on forecasting the response variable against the combined forecasts which are treated as independent variables. Let y t,τ be hourly electricity demand as discussed in Section 2.3.1 and let there be M methods used to predict the next observations of y t,τ , which shall be denoted by y t+1 , y t+2 , . . . , y t+M . Using m = 1, . . . , M methods, the combined forecasts will be given bŷ
whereŷ tj represents forecasts from method j,ŷ QRA t,τ is the combined forecasts and ε t,τ is the error term. We seek to minimise arg min
In matrix form, we have arg min
which reduces to arg min
The QRA forecasts will be compared with forecasts based on weighted average of the forecasts given in Equation (23) 
where ω mt is weight assigned to the forecast m.
Description of the Case Study
The modelling framework discussed in Section 2 is then applied to a real-life data set. Hourly load data from Eskom, South Africa's power utility company is used. The data is from all the sectors of the South African economy, i.e., industrial, commercial, agricultural including the residential sectors. In this study, hourly temperature data from the South African Weather Services is used. The temperature data is from 28 meteorological stations. Other variables (predictors) used are lagged demand at lags 1, 12 and 24; including factor variables, hour = 1, hour = 2, ..., hour = 24; month which takes values, month = 1 for January, month = 2 for February, ..., month = 12 for December; daytype taking values daytype = 1 for Monday, daytype = 2 for Tuesday, ..., daytype = 7 for Sunday, variable holiday which takes value 1 if a day is a holiday and also value 1 for a day before and after a holiday. In addition, a nonlinear trend variable is also used.
Empirical Results
Exploratory Data Analysis
The summary statistics of hourly electricity demand for the sampling period January 2010 to December 2012 is given in Table 1 . The distribution of hourly load is non-normal since it is skewed to the left and platykurtic as shown by the skewness value of −0.243 and a kurtosis value of 2.05 given in Table 1 . Figure 1 shows the time series plot of hourly electricity demand together with density, normal quantile to quantile (Q-Q) and box plots that all show departure from normality of the data. The distribution of the sampling data is bimodal. 
Hourly electricity demand
Density
Hourly electricity demand (MW) A plot of hourly electricity demand with a superimposed nonlinear trend is shown in Figure 2 . A penalised cubic regression spline π(t) = ∑ n t=1 y t − f (x t ) 2 + λ f (x) 2 dx is used as the nonlinear trend function, with λ as the smoothing parameter and is estimated by generalised cross-validation (GCV) approach. The fitted values are extracted and used as input values for the nonlinear trend variable in the GAM and AQR models. 
Forecasting Electricity Demand When Covariates Are Known in Advance
Forecasting Results
The data used is hourly electricity demand from 1 January 2010 to 31 December 2012 giving us n = 26,281 observations. The data is split into training data, 1 January 2010 to 2 April 2012, i.e., n 1 = 19,708 and testing data, from 2 April 2012 to 31 December 2012, i.e., n 2 = 6573, which is 25% of the total number of observations. The smoothed effect of the variable "hour" which is given in Figure 3 shows that daily peak electricity demand occurs around 7:00 p.m. The period 5:00 p.m. to 9:00 p.m. is then considered as the peak period in which electricity demand is expected to exceed a certain high threshold, which is likely to cause problems for the system operators due to grid instability and severe stress on the system. The models considered are M 1 (GAM), M 2 (GAMI), which are GAM models without and with interactions, respectively, and M 3 (AQR), M 4 (AQRI) which are additive quantile regression models without and with interactions, respectively. The four models M 1 to M 4 are then combined based on the pinball losses, resulting in M 5 and also combined using QRA, resulting in M 6 . 
Out of Sample Forecasts
After correcting for residual autocorrelation, we then use the model for out of sample forecasting (testing). A comparative analysis of the models given in Table 2 shows that M 4 is the best model out of the four models, M 1 to M 4 , based on the root mean square error (RMSE), mean absolute error (MAE) and mean absolute percentage error (MAPE). The forecasts from the four models are then combined based on the pinball losses. The weights assigned to the forecasts from the models M 1 to M 4 are 0.0174, 0.0946, 0.326 and 0.562, respectively. The model for combining the forecasts based on the pinball losses is M 5 . Model M 6 , i.e., the model based on QRA has the lowest MAE and MAPE values as shown in Table 2 . Model 4 has more under predictions compared to over predictions, and M 5 has more over predictions compared to under predictions, while, for model 6, the under and over-predictions are almost the same. Using models M 4 , M 5 and M 6 , we then compute the average pinball losses. The average losses suffered by the models based on the pinball losses are given in Table 3 with model M 6 having the smallest average pinball loss. In order to test the effectiveness of the forecasting models M 4 to M 6 , we present, in Figure 4 , box plots of the pinball loses of the models. 
Evaluation of Prediction Intervals
Empirical prediction intervals (PIs) are constructed using the forecasts from the models M 4 to M 6 . The constructed PIs are then used to find PIWs, PINAWs, PINADs and calculation of the number of forecasts below and above the PIs from each model. Summary statistics of the PIWs for the models M 4 to M 6 for PINC value of 95% are given in Table 4 . The distributions of the PIWs for the three models are all leptokurtic since they are greater than 3. They are all skewed to the right since the values of their skewness are all positive. This shows that heavy-tailed distributions would be appropriate to fit the distributions of the PIWs of the three models. Model M 5 has the smallest standard deviation, which indicates narrower PIW compared to M 4 and M 6 . Boxplots of widths of the PIs for the forecasting models M 4 , M 5 and M 6 are given in Figure 5 . The figure shows that the PI from model M5 are narrower compared to those from M4 and M6. Figure 6 shows the density plots of the PIWs of M 4 , M 5 and M 6 . The distribution of the PIWs of M 5 is bimodal and all the densities show that the distributions are skewed to the right. In order to choose the best model based on the analysis of the PIWs, we need to calculate the PICPs, PINAWs and PINADs including a count of the number of forecasts below and above the PIs. This is done for various PINC values, which are 90%, 95% and 99%, respectively. A comparative evaluation of the models using PI indices for PINC values of 90%, 95% and 99% are given in Table 5 . Models M 5 and M 6 have valid PICPs for the three PINC values, with M 6 having the highest PICP. Model M 6 has the smallest PINAD values and fewer number of forecasts falling below and above the PIs. Model M 4 has the smallest PINAW value for all three of the PINC values. All three of the models could be used in the construction of PIs. Although M 4 does not give a valid PICP, the PINAW and PINAD are reasonably small. The performance of model M 6 seems to be the best amongst these three models. However, this analysis is not enough and, as a result, we need further analysis using residuals of the three models. Table 5 . Comparative evaluation of models using prediction interval (PI) indices. Below LL = number of forecasts below the lower prediction limit, Above UL = number of forecasts above the upper prediction limit. Table 6 gives summary statistics of the residuals from the models M 4 , M 5 and M 6 . Model M 6 has the smallest standard deviation with a median of zero, showing that it is the best model for predicting hourly electricity demand. All three of the models have positive skewness, an indication of a large number of positive errors, which is a reflection of underestimation of predicted hourly electricity demand. Model 6 has the smallest skewness value. A failure to predict high electricity demand is shown by high values of kurtosis [16] . The kurtosis values of all three of the models are greater than 3. The error distributions of each of the forecasting models M 4 , M 5 and M 6 are given in Figure 7 , which shows that the number of positive errors dominates negative errors, an indication that the distribution of errors for each of the three models is positively skewed. Model M 6 is the best fitting model since it has the smallest distribution of errors. Figure 8 shows the boxplots of the hourly errors from the three models. The range of the errors from M6 is narrower compared to the ones from M4 and M5. 
PINC
Plots of out of Sample Forecasts
From the analysis of the PIWs and residual analysis, M 6 is the best fitting model and can be used for predicting hourly electricity demand. The plot of actual demand superimposed with forecasted demand from model M 6 (2 April to 31 December 2012) given in Figure 9 shows that the forecasts follow hourly electricity demand very well. The density plots from M 6 (QRA forecasts) and M 5 (convex combination forecasts) models superimposed with actual hourly electricity demand are given in Figure 10 . In both plots, the fit of the densities is fairly good.
A summary of the accuracy measures for the months April to December 2012 for each of the first 168 forecasts of each month is given in Table A1 in Appendix A while Appendix B shows in Figures A1-A3 hourly load superimposed with forecasts together with their respective densities. 
Discussion
The modelling approach discussed in this study allows for easy interpretability and accounting for residual autocorrelation in the joint modelling of hourly electricity data. A comparative analysis was then done with the generalised additive models (GAMs). In both modelling frameworks, variable selection was done using Lasso via hierarchical interactions. Four models considered were GAMs and AQR models with and without interactions. The AQR model with pairwise interactions was found to be the best fitting model. The forecasts from the four models were then combined using an algorithm based on the pinball loss (convex combination model) and also using quantile regression averaging (QRA). The AQR model with interactions was then compared with the convex combination and QRA models and the QRA model gave the most accurate forecasts. Except for the AQR model with interactions, the other two models' convex combination model and the QRA model gave prediction interval coverage probabilities which were valid for the 90%, 95% and the 99% prediction intervals. The QRA model had the smallest prediction interval normalised average width and prediction interval normalised average deviation.
Conclusions
This study discussed an application of short-term hourly electricity demand forecasting in South Africa using additive quantile regression (AQR) models without and with pairwise interactions which satisfy the strong hierarchy in Lasso via hierarchical interactions. This modelling approach allows for a detailed analysis which goes beyond the performance statistics in forecasting. This approach has merit in that it gives more insight in the developed models. 
