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The Witt ring of a field serves as an effective medium to study certain arith- 
metical invariants of quadratic forms, such as: s = the Stufe (the least number 
of summands to represent - 1 as a sum of squares), q = the number of square 
classes, u = the maximal anisotropic dimension of a quadratic form over the 
given field, and h = the height (the minimal 2-power that kills the torsion 
subgroup of the Witt group). These invariants may also be defined over com- 
mutative rings. This paper discusses these invariants and extend the investiga- 
tions to some commutative rings, e.g. valuation rings, connected semilocal rings, 
Priifer rings. 
In certain arithmetical investigations of quadratic forms there arise 
some invariants of the base field that are of fundamental importance. 
Among these invariants are s = the Stufe (the least number of summands 
to represent -1 as a sum of squares), q = the number of square classes, 
u = the maximal dimension of an anisotropic quadratic form defineable 
over the given field, and h = the height (the minimal 2-power that kills 
the torsion subgroup of the Witt group). We shall discuss these invariants 
below and we also extend these studies to some accessible commutative 
rings, e.g. valuation rings, connected semilocal rings, Priifer rings. 
In 1937 Witt published a paper on the general theory of abstract 
quadratic forms that is significant on at least two accounts. First, it 
introduced to the subject a more geometric appeal, an approach that 
successfully influenced the later integral works of Eichler, Kneser, 
O’Meara, and others. Second, it constructed a commutative ring- 
nowadays called the Witt ring-for an arbitrary field with characteristic 
different from two. The structure of this ring is deeply tied in with the 
arithmetical and algebraic theory of quadratic forms. The only trouble 
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then was that the determination of the group and ring structure for this 
Witt ring was known for a relatively few fields, almost all of which were 
contained in Witt’s original article; moreover, it remained pretty much 
unknown for the next thirty years until Pfister introduced his powerful 
theory of multiplicative and strongly multiplicative forms. Since then 
there has been a flourish of activities, both in simplifying Pfister’s theory 
over fields as well as in generalizing the theory to rings. Thus, for instance, 
we have the cohomological treatment by Belsky-Scharlau [I, 291, the 
algebraic K-theoretic approach by Milnor [21]-see also Elman-Lam 
[4, 51, and Friihlich [7]-the commutative algebra method of Knebusch- 
Rosenberg-Ware 1151, and so forth. In passing, we should also mention 
that there are the related creatures like the (Witt-)Grothendieck rings 
for quadratic, symmetric bilinear, and Hermitian forms over both fields 
and rings, but we shall not go into them here. 
In connection with the progress for simplifying some of Pfister’s 
theory, the concept of a round form-first introduced by Witt [20, 301, 
and later generalized to semilocal rings [14] by Knebusch-deserves 
primary consideration; it is a finer object than the multiplicative form of 
Pfister mentioned above, and should, in my opinion, receive much more 
careful scrutiny. In a recent joint work with R. P. Johnson, we classified 
all round forms over global fields [ 1 I], we also introduced the notion 
of a “group” form, which is even finer than roundness. However, all 
these concepts are inter-related in the following manner. Denote strong 
multiplicativity by SA4, multiplicativity for M, roundness for R, and 
groupness for G. Then, it is well known that over any field we have: 
SM + M, SM 3 R 3 G, and M * G. In the anisotropic case, SM = 
M = 0 (1, ai), ai nonzero scalar and, therefore, implies R. In the 
isotropic case, SM = R = hyperbolic space, and so implies M (which 
equals G). Indeed, M may be classified as “absolute G,” in the sense that 
a form # over F is multiplicative if and only if for all field extensions 
L I F, 4 OF L is a group form over L. It can be shown that when the base 
field is either finite, real closed, quadratically closed, or local, then G = R. 
However, for global fields already G may not be R. Also, in [I I] we 
determined completely all group forms over global fields and calculated 
explicitly the obstruction of G from R. Over complete local rings (indeed 
already in the discrete valuated case) many of the field analogs already 
break down. Nevertheless, it is possible to classify all SM forms- 
nowadays called Pfister forms-over a complete discrete valuation ring 
by means of a single invariant, the so-called quadratic defect, see [24]. 
Recently, Elman-Lam showed that over fields the Pt%ter forms also admit 
full classification by means of a single invariant, via the reduced (algebraic) 
k,-groups of Milnor, see [21]. 
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1. s = Stufe 
This is the least number of summands for which - 1 may be represented 
as a sum of squares from the elements of the field F, This invariant had 
been studied by numerous mathematicians in the past. In particular, 
Siegel [32] showed that for an algebraic number field the Stufe is either 
1,2,4, or infinity. Using the Hasse-Minkowski theorem, this fact is easy to 
see. But, of course, this celebrated theorem was not yet known back in 
1921! Recently, several authors [3, 6, 251 discovered that for a totally 
imaginary number field F, not containing ~‘3, to have its Stufe = 2, 
it is necessary and sufficient that the local degrees of F at all the primes 
above the rational prime 22 be even. Thus, in principle one knows 
which number field has what Stufe. As for an arbitrary field, in 1934 
Kneser [ 171 showed that s can only assume the values 1, 2, 4, 8, and 
multiples of 16 that are not of the type n * 2*” + 16m, n, m > 1. The fact 
that s is always a 2-power was, however, only recently settled by Pfister 
via his theory. On the other hand, Witt’s round form theory yields a 
particularly simple and elegant proof (see [20]), which further points to 
the potential strength of this theory. One should keep in mind, as Scharlau 
reminded us (see [30]), that although Witt’s proof was so simple, the 
problem was left unsolved-in spite of many courageous efforts-for 
over thirty years! 
When we go from fields to rings, things naturally get more difficult 
and the results are also expectedly different. For local rings and some 
semilocal rings, we have a bit more information. The work done in this 
section has been motivated by some recent papers of Knebusch, 
particularly [13, 141. 
THEOREM 1.1 (Knebusch, [14]). Let R be a local ring (not necessarily 
noetherian), then: (i) s(R) is a 2-power if 2 is a unit, 
(ii) $2 is not a unit, then s(R) is either a 2-power or a 2-power minus 
one. 
Remarks 1.2. The ring R = Z/42, of course, has s(R) = 3. A 
natural question to ask then is for which dyadic local rings is the Stufe 
still a 2-power ? In many respects a ring such as this Z/42 is just as simple 
as it can get to be. However, one invariant that is unpleasantly possessed 
by it is its global dimension. With suitable restriction on this dimension, 
a partial answer to the above question may be given (see below). If R is 
the ring of integers in a local field F, then it is not difficult to show that 
s(R) = s(F) = 1, 2, or 4. Indeed, it turns out that for any valuation ring 
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R-dyadic or nondyadic, noetherian or not-with quotient field F, then 
s(R) = s(F) always so that, in particular, the Stufe will also be a 2-power. 
1.3. A ring (not necessarily a domain) is semihereditary if every 
finitely generated ideal is projective. If it is also a domain, it is generally 
referred to as a Priifer ring; if in addition it is noetherian then it 
is Dedekind. A ring is connected if its prime spectrum, with respect to 
Zariski topology, is a connected topological space-this occurs if and only 
if the ring has no nontrivial idempotents. A ring is (quasi-) semilocal if it 
has only a finitely many maximal ideals. 
THEOREM 1.4. Let R be a connected, semihereditary, semilocal ring 
in which the element 2 is not a zero-divisor, and F its classical furl ring ?f 
quotients. Suppose F is local and F-torsion-free implies F-free. Then, 
we have s(R) = s(F). 
Before proving this theorem several remarks seem appropriate. In 
general, if R is a commutative ring with identity, S the full multiplicatively 
closed subset in R, and Rs = F the full ring of quotients, then an R- 
module M is said to be R-torsion-free if for every 0 # m E M and s E S, 
sm # 0. This is equivalent to saying the natural map M + F OR M is 
injective. M is R-divisible if for every m E M and s E S, there exists m’ E M 
such that sm’ = m. It is routine to show that injective modules are 
always divisible, and quotients of divisibles are divisibles. 
Remark (a). Let R be a commutative ring with identity and Rs = F 
the full classical ring of quotients. A torsion-free R-module M is divisible 
if and only if M is also an F-module. 
Proof. Assume M is R-divisible. For each r/s E F, and m E M, put 
(r/s)m = rm’ where sm’ = m. Since M is R-torsion-free, the choice of m’ 
is unique. One readily checks this defines a legitimate F-module action. 
Conversely, if s ES, and m E M, put (l/s)m = m’. Then, sm’ = m. 
Remark (b). Let R and F be as in Remark (a). Suppose every F- 
torsion-free module is in fact F-free, then every finitely generated torsion- 
free R-module may be embedded in a finitely generated free R-module. 
Proof. Let M be a finitely generated torsion-free R-module. M is then 
a submodule of an injective R-module I. If T(Z) denotes the torsion 
submodule of Z, we have M n T(Z) = 0. Hence, we may view M as a 
submodule of Z/T(Z). The latter is R-torsion-free and R-divisible so that 
by Remark (a) it is an F-module. Clearly, Z/T(Z) is also F-torsion-free. 
By the hypothesis on F, Z/T(Z) is F-free. Since M is finitely generated 
over R, M is, therefore, embeddable in a finitely generated free F-module 
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I, , say, with an Pbasis {x1 ,..., x,}. If the generators for M are gl ,..., g,,, , 
then gi = C3 (arf/sii) Xi . If s is the product of the Sij’s, one sees that the 
set {s-lx1 ,..., s-ix,} is still F-independent and generates a free R-module 
containing M. 
Proof of Theorem 1.4. Clearly, s(R) 3 s(F). Since F is local, by 
Knebusch’s theorem (l.l), s(F) is a two-power, say 2f. But, 2f x (1) is 
round-see Theorem 1 S, [ 14]-and represents - 1, therefore, 
2f+l x (1) s 2f x (1, -1) which is a metabolic F-space. We identify 
these two spaces and call it V. Let U be a totally isotropic subspace of 
dimension 2f. Consider the R-lattices 
L s (l,..., 1) and Kr (l)...) 1, -I,..., -1) 
both on V. The R-module L/L n U is finitely generated and R-torsion-free 
so that by the assumption on F and Remark (b) it may be embedded in 
a free R-module. But, R is semihereditary, so L/L n U is R-projective. 
Hence, L n U is a totally isotropic R-direct summand in L and having 
a well defined rank 2f. Therefore, L is metabolic over R (see 
[ 13, Satz 3.2.11). Similarly, K is metabolic over R. Thus far we do not need 
R to be semilocal. Now, we need this condition. Since both L and K are 
metabolic R-spaces, have the same dimension and the same norm group, 
and each contains a vector of length 2, by an analogous result as [13, 
Satz 6.2. l] for semilocal rings, we can deduce that L s K. Iff = 0, - 1 is 
a square. Otherwise, 2f x (1) contains also a vector of length 2, and we 
apply Knebusch’s cancellation theorem [13, Satz 6.1.3(ii)J and obtain 
2f x (1) g 2f x (- 1). Hence, - 1 is representable as a sum of 2f squares 
over R, i.e., s(R) < 2f = s(F). 
COROLLARY 1.5. If R is a semilocal Priifer ring with quotient jield F, 
then s(R) = s(F) so that, in particular, the Stufe of R is also a 2-power. 
Proof. Every finitely generated ideal is principal-so that actually R 
is a semilocal BQout domain. 
COROLLARY 1.6. If R is any valuation ring with quotient field F, then 
s(R) = s(F). 
Remarks 1.7. The conditions that 2 be regular in R and that F be 
local merely assure the Stufe s(F) to be a 2-power. This and the stipulation 
that torsion-free over F implies F-free are all we need with regard to F. 
The latter condition is imposed so that a R-torsion-free module may be 
embedded in a free R-module. On the other hand, if we remove the 
restriction that 2 be regular in R, then by Theorem 1.1 we still have 
641/s/5-2 
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s(F) = 2f or 2f - 1. Correspondingly, we deduce 2f - 1 < s(F) < 
s(R) < 2f. The example Z/42 in Remarks 1.2 does not affect our Theorem 
1.4 since the homological dimension (global dimension) of this ring is 
infinity-the principal ideal (2) has infinite projective dimension-and, 
hence, not semihereditary. Finally, the semilocalness is employed here 
only so as to allow for some cancellations. If we eliminate this condition, 
we could still say the following. 
PROPOSITION 1.8. Keeping all the assumptions in Theorem 1.4 except 
the semilocalness, but instead requiring that every finitely generated ideal 
in R to be principal (e.g. R a Bkzout domain), then we have: s(R) < 4s(F). 
If, in addition, 2 is a unit in R, then s(R) < 2s(F). 
Proqf. The same proof as in Theorem 1.4 gives L metabolic over R. 
Hence, L E M(X) for some subspace X. By the assumptions on R, X 
is R-free so that L z A(a, , 0) .J- ... 1 A(a, , 0), where n = 2f and the 
ai’s are elements representable as sums of 2n squares, and the symbol 
A&, v) denotes a binary free R-space with multiplication table (z ‘,). 
By [ 13, Section 31, we have L 1 L s L I n x (1, - 1) which implies - 1 
is representable as a sum of 4s(F) squares in R. And, if 2 is a unit in R, then 
L is already itself 2s(R) copies of hyperbolic planes A(1, 0). 
Remarks 1.9. Surely in the cases of valuation rings and semilocal 
Prtifer rings, Corollaries 1.5 and 1.6 yield sharper results than Proposition 
1.8. But, now we may admit infinitely many maximal ideals. The following 
samples are some that satisfy the proposition but not the corollaries nor 
Theorem 1.4: (i) Priifer unique factorization domains, (ii) principal ideal 
domains, (iii) if D is any Dedekind domain with quotient field K and F 
the algebraic closure of K, then the integral closure R of D in F is a 
BCzout domain, provided for every finite extension E/K the integral 
closure of D in E has a torsional ideal class group. BCzout domains (or 
rings) are the main sources of examples for Proposition 1.8, and indeed 
the three above examples are all BCzout. If we restrict R to the very special 
arithmetical PID embedded in a totally imaginary number field, then 
Kneser-Peters [25] gets s(R) < 4, and we get s(R) < 8 or 16, at worst, 
depending on whether the element 2 is a unit or not. Our result improves 
when s(F) < s(R), which does occur. In fact, if one deals with nonmaximal 
orders in number fields, then the Stufes can be as much as four times the 
Stufes of the corresponding quotient fields; e.g. in the Gaussian integers, 
if one takes the order Z[l, 2i] (respectively, the order Z[l, 3i]) the Stufe 
of it is then 4 (respectively, 3). Thus, it is quite probable that our 
inequalities s(R) < 4s(F), s(R) < 2s(F)-when 2 is a unit in R-may also 
be the best possible. While a BCzout domain is always integrally closed, 
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it does not have to be noetherian nor the prime ideals maximal. Therefore, 
our Proposition 1.8 here and the Kneser-Peters’ results are really along 
somewhat different lines-their results are sharper because of the strong 
usage of the inherent properties of arithmetic fields. 
1.10. Finally, we wish to point out that there is a stability type of 
result about the Stufe. For instance, if 2 is a unit in a Priifer ring R, say, 
with the dimension of the maximal ideal spectrum of R finite and strictly 
less than s(F), then one can deduce via Roy’s cancellation theorem 
(see [28]) that s(R) < 2$(F). 
1.11. If R is semilocal with maximal ideals iVfl ,..., Mt, Jacobson 
radical J = ni Mi , and the residue class fields Fi = R/M, , then surely 
s(Fi) 6 s(R) for each i. If R is semisimple, then R is a finite product of 
fields; namely, R g Fl x ... x Ft so that s(R) = maxis( If R is 
J-adically complete (i.e., R rli lim, R/Jn), then R is isomorphic to the 
product R,’ x .a. x Rt’ of complete local rings where each Ri’ is the 
completion of RMi . Hence, s(R) = maxi s(Ri’) so that s(R) will also 
have the value of a 2-power or a 2-power minus one. And similar im- 
provements can be discussed along the lines dealt with earlier. Finally, 
if R is a complete local ring with maximal ideal M, and 2 is a unit in R, 
then 1 + M are squares of units in R (e.g., when R = k[[x&.., [x,]], k 
a field of characteristic not two) so that one deduces readily that 
s(R) = s(R/M). 
2. u = MAXIMAL ANISOTROPIC DIMENSION 
For fields, it is clear that s < U, and it follows from a result of M. 
Kneser, that u < q = the number of square classes. It is conjectured by 
Kaplansky that U, when finite, is also always a 2-power. This does not 
appear to be easy to prove. At present, one does not yet even know 
whether u is always an even integer. Some scattered results are u # 3, 5 
[19] and f7 PO]. Apart from the usual fields, very little is known about 
this difficult invariant. In connection with Kaplansky’s conjecture, it 
should be noted that there are fields with any prescribed 2-power as their 
U; moreover, one can have them to have also finite q. It can also be shown 
that if a field F has, up to isometry, only one universal anisotropic form 
&, then this C& must necessarily be a Pfister form and so u(F) will be a 
2-power, in particular. These fields exist and are constructable; they are 
related to Scharlau’s “Milnor fields” [31]. 
Now, what can we say for rings-in particular, for the basic inequality: 
s < u < q? Here q denotes the number of square classes of units. We 
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take this opportunity to explain also some of the terminologies that we 
have used freely in Section 1 for forms over rings. For any commutative 
ring (with identity) R, an R-space is a pair (L, B) where L is a finitely 
generated projective R-module and B: L x L --f R a symmetric bilinear 
function which is nonsingular in the strong sense that B induces an 
R-isomorphism dB : L 7 hom,(L, R) via w t+ B(w, -). L is called 
metabolic (following Knebusch in [13]) if L contains an R-module direct 
summand X such that AC-L = X. A component of an R-space is an 
orthogonal direct summand. L is anisotropic if it contains no metabolic 
component. A subspace U (i.e., a module summand) is totally isotropic 
if B(U, U) = 0. Two R-spaces L and K are similar if there are metabolic 
spaces M, N such that L 1 M z K 1 N. The set of such similarity 
classes under orthogonal sum and tensor product defines a commutative 
ring called the Witt ring W(R) of R. When R is a field of characteristic 
not 2, it coincides with the classical Witt ring introduced by Witt. The 
u-invariant signifies now the maximal rank (say, R is connected) of 
anisotropic nonsingular forms over R. Consider again the ring Z/42, 
and observe that s = u = 3 while q = 2. From this simple example 
one sees that s 4 q and u $ q; also, one notices that for already (dyadic) 
local rings both Kneser’s lemma (see [20]) as well as Kaplansky’s con- 
jecture for the u-invariant fail. However, for (nondyadic) local rings much 
of the field theory carries over, as we shall see below. 
2.1. If R is a ring with F as its full quotient ring and 2 is regular in R, 
and, moreover, F is local such that s(R) = s(R)---see Section 1 for 
examples of these rings-then, s(R) < u(R). For, if s(R) = 2’, then the 
quadratic form 6’ = 2’ x (1) (over R) must also be anisotropic over R 
since otherwise f3 OR F would be round and isotropic over F. But, F is 
local nondyadic, implying that 6’ OR F is equivalent (over F) to 
2r-l x (1, - 1). Canceling out the subform 2r-’ x (1) yield: 2+l x (1) z 
2+l x (- 1). This contradicts s(F) = 2’. 
2.2. It is conceiveable that for most reasonable rings R the inequality 
s(R) < u(R) holds. I will now show that at least for connected semilocal 
rings this reasonableness prevails. Consider the diagonal form 
4 = (U + 1) x (1). By the definition of the u-invariant, 4 is isotropic. 
Let g denote the norm group invariant (see [13, 241). Then, g($) = 
g((1)) = R2 + 2R. Since projective modules over connected semilocal 
rings are free, we have + s A(u, , 0) I **a J.. A(u, , 0) 1 $an, where & 
is anisotropic. But, g(4) contains both 
g(r x &L 0)) 
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so that by [13, Section 31 we have 
Also, A$) = gtr x 41, 0) I yLJ, and + contains a vector of length 2, so 
that Knebusch’s cancellation theorem says we may cancel out 4. Thus, 
q4 s r x A(1,O) 1 & g r x (1, -1) L &. So, if u(R) > 2, we may 
also cancel out the component (l), since g(( 1)) = g(( - I)). Thus, u x (1) g 
t-1) .l **f I An, i.e., -1 is representable as a sum of u squares, 
implying s(R) < u(R). Finally, if u(R) = 1, then (1, 1) is metabolic, and 
so isometric to &a, 0) for some a E R. Comparing determinant, - 1 is a 
square. Thus, u = s = 1 in such case. 
2.3. We have already noted earlier that for dyadic local rings (e.g. 
Z/42) q may actually be less than s (when s is finite). It turns out that if the 
Stufe were a 2-power, then this can never occur, as we shall see below. 
Denote by O(4) the units (modulo squares) that are represented by $, 
and denote by N(4) the number of distinct elements in O(#)>. If R is 
nondyadic, then 4 is diagonalizable so that N(4) > 1. But, if R is dyadic 
N($) may be zero (e.g. R = ring of 2-adic integers, 4 G A(0, 0) or an 
anisotropic example would be 4 g A(2,2p), see [24]). 
PROPOSITION. IfR is a local ring with s(R) = 2f. Then, N(n x (1)) > n 
whenever n < s(R). Hence, in particular, we have q(R) 3 s(R). 
Proof. (i) First we prove for the case when n is a 2-power. Represent 
-1 = a,2+ *.a + as2. Since s is by hypothesis a 2-power, n divides s. 
Thus, there is a subsum of n terms that must be a unit. Write n = 28. 
Induct on g. N(2” x (1)) = 1 is obvious. If N(n x (1)) < n, then 
N(n x (1)) ,< 29-l since sums of a fixed 2-power number of squares over 
a local ring form a group (see [14]). But, by induction hypothesis, 
N(2Q-l x (1)) > 29-l. This means N(n x (1)) = N(n/2 x (1)). Therefore, 
the above subsum of n terms can be, in fact, represented by n/2 sums of 
squares, and accordingly shrink the representation of -1 as a sum of 
squares. 
(ii) If n = 3 (hence, s(R) must be 24) and suppose N(3 x (1)) is less 
than 3, we seek a contradiction. By (i), iV(3 x (1)) = 2. But, 
N(4 x (1)) > 4 so that there is a unit c which is a sum of (no fewer than) 
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four squares; say, c = aI2 + ..* + ad2. Put er2 = aI2 + a22 and 
e 34 = a3 2+ ap2. If both e12 and ea4 are units, then they must lie in different 
square classes, because otherwise c = e,,(l + t”) is a product of two sums 
of two squares, and is, therefore, itself a sum of only two squares. We may 
assume then that er2 is a unit and es4 is a nonunit. Now, one of the terms 
m er2 , say a12, must be a unit. Hence, aI + es4 is also a unit, which is then 
representable as a sum of two squares, by the assumption that 
N(3 x (1)) = 2. This is impossible! Thus, N(3 x (1)) 3 3. 
(iii) Finally, let n be an integer such that 2? < n < 2?+l < s(R). 
By (i) and (ii), we may assume that r >, 2. Express n in “base two;” i.e., 
n = 2e(b) + a-. + 2ef1) where e(k) > 1.. > e(1) 3 0. Note: e(k) here 
is r. Since by (i), we have already N(2’ x (1)) > 2’, and since 
D(2” x (1)) is a group, we may clearly assume that N(2’ x (1)) = 2’. 
It is not difficult then to show that N(2j x (1)) = 2j for 0 < j < Y. 
So, N((l, 1)) = 2, in particular. Let I and d be the representatives 
for the two square classes in D(( 1, 1)). Since 2T+1 divides the Stufe, 
there is a unit c = aI + ..* + a:,,, which cannot be represented by 
fewer than 2T+1 sums of squares. As in (ii), denote by eij for the binary 
subsum ai + aj2. Suppose N(n x (1)) < n, then every subsum of c with 
n terms must be a nonunit. On the other hand, every subsum of c with 
n - 1 terms must be a unit. Hence, every term in c (as well as every subsum 
with n + 1 terms) is actually a unit. Consider these quantities er8 , es4 ,... . 
Claim. There are at least two such eij’s that are units. Put t = 2?+l. 
Obviously, there is at least one of these eii’s, say e12 , that is already a unit. 
If n is even, then since the subsum aI2 + ..* + an2 is a nonunit, there is an 
eij in the “complement,” ajf+1 + ... + at2, that is a unit. So, let n be odd. 
But, n - 1 < t - 2. Hence, there is a subsum of as2 + *.. -+ at2 that 
has n - 1 terms. Every subsum of c with n - 1 terms is a unit. Hence, 
there is an eij in every such subsum that is a unit. Thus, the claim is 
proved. 
Now, among all the binary subsums eij which are units, there must 
exist at least one pair of such whose sum is also a unit. (Here the pairs 
under consideration are of the type eij , egh with i, j, g, h all distinct 
subscripts.) This is so because 4 divides s(R). Now, we can finish the proof. 
Again, consider such a pair, which we may take to be e,, + ea4 without 
loss of generality. As it is a unit, er2 and es4 must lie in different square 
classes (as in the proof of Part (ii)). Hence, scaling by a square of a unit, if 
necessary, we may assume that e12 = 1 and eM = d. This means the unit 
c = 1 + as2 + *.* + at which is a sum of only 27+1 - 1 squares. Hence, 
a contradiction! Hence, N(n x (1)) 3 n. 
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COROLLARY. Let R be a local ring with s(R) a finite 2-power. If 
f’,“;(:); and if N(2” x (1)) = 2’, then N(n x (1)) = n for every 
T \ 1 * 
Remarks. (1) Part (i) of the above proof already gives q(R) 3 s(R). 
(2) If R is also nondyadic, then for any anisotropic Pfister form 
4 = 0: (1, ai), N(& (1, ai)) < N(4). Therefore, q(R) is, in particular, 
greater than or equal to the maximal dimension of anisotropic Pfister 
forms. To see this, let 19 = 0: (1, ai) and so $ = 0 @ a,6. Since D(0) is a 
group, we may assume that a, is already represented by 8. Thus, 
4 z 0 @ 0 = 2 x 8. If D(e) = D(2 x 8) let u be a unit represented 
by 3 x 8, and z, = x + y + z, x, y, z are represented by 8. If the sum of 
any two terms is a unit, then v will be representable by 2 x 0 (and, hence, 
also by 0). So, x, y, z are all units and the sum of any two is a nonunit. 
Now, v + x = 2x + y + z is then both a unit as well as a nonunit, as 2 
is a unit in R. This is absurd, so that we must have D(0) # D(+). 
(3) For fields of characteristic not two, we have the Stufe (when finite) 
is less or equal to 2 when N((1, 1)) = 2. But, for (local) rings this does not 
have to hold. Indeed, if R = ZjSZ then s(R) = 4 while N((1, 1)) = 2. 
(4) If R is a local ring whose Stufe (when finite) is not a 2-power (hence, 
R must be dyadic), then we know after Knebusch (see 1 .l) that s(R) is a 
2-power minus one. Say, -1 = aI2 + a.* + aS2. We claim every one of 
these ai’s must necessarily be a unit. If t = s + 1, we have 
1 + aI2 + e.0 + a$ = 0, 
and so every subsum with t/2 terms must be a nonunit since t/2 is a 
2-power and sums of t/2 squares that are still units from a group. Hence, 
every subsum with t/2 - 1 terms must be a unit, and so every term is, 
in fact, a unit. 
(5) For nonreal fields F with s(F) = 2f, Kaplansky proved the 
following inequality: q(F) > 2f(f+1)/2, see [20, 8.71. By improving the 
counting argument, this relation between q(F) and s(F) may be significantly 
sharpened.l Indeed, it can be shown that whenever s(F) > 8, one has 
q(F) 3 16(2*(F’)/s(F)2. Because Hensel’s lemma is still valid for complete 
local rings, the theory of nonsingular forms over a nondyadic complete 
local ring R is essentially identical to the theory of regular quadratic 
spaces over its residue class field R. In particular, q(R) = q(R), 
u(R) = u(R)), and s(R) = s(R). Thus, the same improvement of 
1 P. CHANG, On the number of square classes of a field with finite Stufe, J. Number 
Theory, to appear. 
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Kaplansky’s inequality carries over here. And, the basic inequality: 
s < u < q remains intact. As the Witt rings W(R), W(W) are naturally 
isomorphic, all sorts of other results for fields remain valid. 
(6) If k is any field, X an indeterminate, then a theorem of Harder 
(see [13, Theorem 13.4.31) says any nonsingular anisotropic form over 
k[X] comes from k; i.e., is of the type 4 0 k[X] where # is a (necessarily 
also anisotropic) form over k. Hence, in particular, nonsingular forms 
over k[X] are diagonalizable, and the Witt rings for k and for k[X] are 
naturally isomorphic. Thus, the invariants s, u, and q all remain the same, 
and the comments made in (5) just above also apply here to k and k[X]. 
2.4. If R is a nondyadic connected semilocal ring, then u(R) + 3. 
If it were possible, let 4 = (I, x, y) be anisotropic. Then, (1, x) @ (1, y) 
would be isotropic. Since 2 is a unit, we have 
Comparing determinants, (a, b) g (a, -a-‘) s (1, - 1). Hence, (1, x) = 
---y(l) x) in the Witt ring W(R). Since we may cancel in such rings, 
(I, x) s -y(l, x). This means -y is representable by (1, x) so that 
(1, x, y) is isotropic, which is a contradiction. 
Remark 2.5. For low dimensions, determinant is a strong enough 
invariant so that in (2.4) we could deduce that a 4-dimensional Pfister 
form is isotropic if and only if it is metabolic (= hyperbolic here). This 
fact is not known to hold for nondyadic semilocal rings when the 
dimensions get larger, although it is valid for nondyadic local rings, 
see [14]. Hence, our results below are restricted to local rings. 
PROPOSITION 2.6. If R is a nondyudic local ring, then u(R) # 5, 7. 
Proof. The proof parallels the field-theoretic arguments and we shall, 
therefore, only spell out the part for u # 5, see [20]. As in the field case, 
the following fact is decisive: if u < 8, then every 4-dimensional form 4 
having determinant one (the so-called quaternionic forms) is U-universal, 
i.e., 4 represents all the units in R. For, if we write 4 = (x, y, z, xyz) = 
(1, x-ly, x-?r, yz)x = x4’, then +’ = (1, x-‘y) @ (1, x-lz) is a Pfister 
form over local ring R. Hence, $’ is round by [14, Theorem 1.5(b)]. 
Thus, we may assume 4 is Pfister to begin with, say, =(l, a) @ (1, b). 
Let -c be any unit in R, then 4 @ (1, c) is isotropic and so #I = -cd in 
the Witt ring W(R). Again, existence of cancellation law implies 4 r -cq% 
Thus, I$ is U-universal. Now, suppose u = 5, and (b be a 5-dimensional 
anisotropic form. By scaling, we may assume det 4 = 1. Write 
4 = (1) I 8, th en 8 is U-universal, contradicting + being anisotropic. 
INVARIANTS OF QUADRATIC FORMS 351 
2.7. Let R be a nondyadic local ring. Assume up to isometry there is 
only one U-universal anisotropic form & , then & is a Pfister form so 
that, in particular, u(R) is a 2-power. 
Proof. A binary form is isotropic if and only if its determinant is - 1. 
Pick a unit a, $ -Uu2. If a, does not exist, then U = U2 and #R = (1) is 
U-universal. Otherwise, & = (1, a,) is anisotropic. If it is not yet U- 
universal, then there is a unit a2 $ -D(4r). Consider $2 = & @ (1, as). 
This form must be anisotropic for otherwise, it would be hyperbolic 
and then c$l E --a,& , contradicting u2 $ -D(&). Continue this process. 
2.8. Our knowledge concerning the u-invariant is indeed the 
shallowest-even for fields. And Kaplansky’s conjecture is not likely to 
be resolved readily. It may be noted that a very special case is, however, 
valid; namely, the largest integer u such that a x (1) is anisotropic equals 
the Stufe, and so is a 2-power. Our arguments employed in (2.2) shows 
that this fact is also valid for any connected semilocal ring. It is possible 
to generalize this to more general rings too sometimes-see Section 1. 
We note that v(R) is indeed a 2-power for R nondyadic local (Knebusch), 
for a field (Pfister-Witt), and for any valuation ring (Corollary 1.6), 
and so forth. 
3. h = HEIGHT 
For a given field F, this is the least 2-power that kills the torsion 
subgroup W,(F) of the Witt ring W(F). It is a concept introduced by 
Knebusch-Scharlau in their interesting paper l-161. We shall discuss this 
invariant only briefly, make some remarks, and leave the concerned 
readers to investigate the above cited article. 
If the field Fis formally nonreal, then the Witt group has finite exponent 
and the order of (-1) is twice the Stufe. Hence, one sees immediately 
that h(F) = 23(F). Thus, we concentrate on formally real fields only. 
In such cases, W,(F) is also the nilradical of W(F). A useful character- 
ization of the height is the following. 
3.1. The height h(F) of a formally real field F is the smallest 2-power 
such that every totally positive element in F may be expressed as a sum 
of h(F) squares. For, by the Artin-Schreier theory, every totally positive 
element is a sum of squares (this fact can also be easily shown via Ptister’s 
theory). From a result of Pfister [26, Satz 221 it is easy to see that W,(F) is 
generated as an ideal by binary forms of the kind (1, --a) where a is a 
sum of squares. Now then, if c is a sum of squares, then h x (I, -c) = 0 
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in W(F). Thus, h x (1) r h x (c), so c is already a sum of h squares. 
Conversely, take any binary form (1, -a) W,(F), and a is a sum of h 
squares. Since h is a 2-power, h x (1, -a) = h x (1) @ (1, -a) is a 
Pfister form and is isotropic, so zero in the Witt ring. 
3.2. The rational function field R(X, ,..., X,) has the polynomial 
1 + Xl2 + .** + Xn2 which is not a sum of n squares, see [30, Theorem 
2.5.11. Hence, the height is >n + 1. 
3.3. For real algebraic number field F, h(F) = 4. This is clear if one 
knows the Witt group for number fields. We shall, however, deduce it 
from more direct means. The form (1, 1, 1, 1) represents all the totally 
positive elements of F, so that by (3.1) h < 4. On the other hand, h is 
also the least 2-power that annihilates W,(F) = {+ / 4, hyperbolic at all 
real p>. Let a E F be negative at each real spot on F and arbitrarily close 
to 7~~ at a nondyadic spot q on F for which -1 $ FQ2. Then, the binary 
form 0 = (1, a) E W,(F) since 40 = 0 in W(F). But, 28 = (1, 1, a, a) is 
Pfister and not isotropic since at q, the Hasse symbol S,(28) = &(a, a) = 
x2@, - 1) = sJ(% 2 0) = - 1. So, 20 # 0 in W(F). 
3.4. A field F is Pythagorean iff every sum of squares is already a 
square, (e.g. R, C). Then, W(F) is either torsion-free or isomorphic to 
Z/22 according to whether F is either formally real or nonreal. Hence, 
h(F) = 1 or 2. 
3.5. For rational function fields F = k(X), there is a theorem due to 
Milnor [21, Theorem 5.31 that allows one to compute the height sometimes 
depending on the complexity of the constant field k. More specifically, 
h(F) = sup, h(K) with K ranging over all finite field extensions of k. 
Thus, for example, h(k(X)) < 8 for number fields. (See (3.6).) 
3.6. If m(F) = the least positive integer such that every sums of 
squares may be written as a sum of m(F) squares-here F is taken to be 
formally real, we call m(F) the reduced height of F. Clearly, m(F) < h(F). 
Is equality possible? It can be shown2 that for a formally real number 
field F with absolute field degree [F : Q] an odd integer, then m = h = 4. 
More generally, a real number field has it’s reduced height always the 
value 3 or 4; it is 4 if and only if there exists a dyadic prime p (i.e., p 1 2) 
at which the local degree n( p / 2) is odd. In the same article, it is shown 
that m(k(X)) = m(k) + 1 for k any formally real number field. Thus, 
h(k(X)) = 4 or 8, and it is 8 iff m(k) = 4. Pfister has shown in [27] that 
h(R(X, ,..., X,)) < 2” where R is a real closed field. In [2] it is proved 
2 J. S. HSIA-R. P. JOHNSON, On the representation in sums of squares for definite 
functions in one variable over an algebraic number field, A/ner. J. Mnfh., to appear. 
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that m(R(X, , X,)) = h(R(X, , X,)) = 4. It is not known whether or not 
the height and the reduced height agree for n > 3. We have conjectured 
that m(Q(X, , X,)) = 7, and m(Q(X, ,..., XJ) = 4 + (2” - 1). 
3.7. If, as before, q denotes the number of square classes, then it can 
be shown that q(F) > 2m(F), see [26, Satz 251. One could also generalize 
some of the results in this section to certain semilocal rings. The behavior 
of the height under field extensions is somewhat more manageable. The 
interested readers should consult [16]. We remark here that several results 
in [16, Section 31 are also valid for finite p-extensions-at least, when 
necessary, the p-group is not the quaternions nor the generalized 
quaternions. 
4. SOME PROBLEMS 
We close with some problems about these arithmetical invariants. 
(I) Classify all dyadic local rings R such that s(R) is a 2-power. 
(Study the Stufe for other “accessible rings.“) 
(II) Concerning the invariant u for a field, the following questions 
are of fundamental importance: 
(i) Is Kaplansky’s conjecture valid? If u is not necessarily a 
2-power, is it at least an even integer? 
(ii) Determine the behavior of u under field extensions. 
(iii) For nonreal fields of transcendence degree m over a real 
closed field, is u < 2*? 
(iv) Determine the u-invariant for as many fields as possible. 
If u(F) cannot be found, what can one say about the largest dimension 
of anisotropic Pfister forms. Thus, one is led to ask for the nilpotency 
degree of the maximal ideal M(F) of even dimensional forms in the Witt 
ring W(F). It is not known whether M(F) is nilpotent implies u(F) is finite. 
(This is a question raised by Pfister some years ago.) 
(v) It is possible to render a proof of u(C(X, ,..., X,)) = 2” via 
only the theory of multiplicative forms? For one variable, this is [26, 
Satz 201. 
(III) For which fields do we have m = h? See (3.4)-(3.6). Is 
m(QVl ,..., Jr,>> = 4 + (2n - l)? Is 
m@W’l ,..., X,)) = h(R(X, ,..., X,)) = 2” 
for n > 3 ? (Ptister) 
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