In this paper, we introduce a two-step inertial primal-dual algorithm (TSIPD) for solving the minimizations of the sum a smooth function with Lipschitzian gradient and two non-smooth convex functions with linear operators. This is a complete splitting approach, in the sense that non-smooth functions are treated separately by their proximity operators. In order to prove the convergence of the TSIPD, we transform the problem into a fixed point equation with good performance, and prove the convergence of the algorithm base on the fixed point theory. This work brings together and significantly extends several classical splitting schemes, like the primal-dual method (PD3O) proposed by Yan, and the recent three-operator splitting scheme proposed by Davis and Yin. The validity of the proposed method is demonstrated on an image denoising problem. Numerical results show that our iterative algorithm (TSIPD) has better performance than the original one (PD3O).
I. INTRODUCTION
Minimizing the sum of finite functions has always been the core of mathematical optimization research. In fact, such an abstract model is a convenient technique which contains most practical models, such as signal and image processing, operations research, machine learning and mechanics. Where each of these functions can be used to describe the specific required nature of the problem on hand, either as a goal or as a constraint or both. Such structure is very common, it covers many other models. So recently many people are interested in designing algorithms to solve optimization problems involving the sum of functions.
The aim of our work is to design and discuss an effective algorithm framework to minimize the following general optimization problem:
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where X and Y are two real Hilbert spaces, and F, G ∈ 0 (X ), H L : Y → (−∞, +∞] is the infimal convolution defined as H L(y) = inf x H (x) + L(y − x), B : X → Y is a continuous linear operator. F : X → R and L * : Y → R are differentiable with Lipschitz continuous gradients. Here and in what follows, for a real Hilbert space H, 0 (H) denotes the set of all proper lower semi-continuous convex functions from H to (−∞, +∞].
Moreover, when the infimal convolution H L = H , the optimization Problem (1) becomes the following optimization Problem (2) :
Despite the simple form of (2), many problems in image processing can be expressed by it. For instance, the following examples.
(I)Fused lasso problem. The Fused Lasso problem was first introduced by Tibshirani et al. [1] . It is devoted to finding a sparse vector in the coefficients and their successive differences. The problem for fused lasso with the least squares loss is
where A ∈ R m×n , b ∈ R m and the difference matrix D (n−1)×n is defined as
(II)Constrained total variation regularization problem. The total variation (TV) [2] regularization is extensively applied in the image restoration [3] and image reconstruction problems [4] , [5] . To recover an image x is often reduced to solve the following constrained TV regularization problem:
It is clear that (4) corresponds to the following problem:
where A ∈ R m×n is the system matrix, b ∈ R m is the collected data which is corrupted by noise, and µ > 0 is the regularization parameter which gives the balance between the data error term and the regularization term; C is a non-empty closed convex set, according to the prior information on the image, such as non-negative or bound range. δ C represents the indicator function of the closed convex set C. The indicator function of C is defined as
∞, otherwise. Many splitting algorithms for solving Problem (2) are proposed and studied in the literature. For instance, Condat [6] introduced a primal-dual splitting method to solve Problem (2), and proved the convergence of the algorithm. At same time, Vu [7] proposed an iterative algorithm for solving the zeros of the monotone operator inclusion problem. It's observed that Vu's algorithm is consistent with Condat's algorithm when it is used to solve the sum of three convex separable functions which includes a smooth function with Lipschitz continuous gradient, a linear composite non-smooth function, and a non-smooth function. Li and Zhang [8] introduced a general primal-dual splitting algorithm to solve Problem (2), and proved the convergence of algorithms which included Condat and Vu's algorithm as a special case. They also proved the iteration schemes have O(1/k) convergence rate in the ergodic sense and the sense of partial primal-dual gap. Wen et al. [9] presented a selfadaptive primal-dual splitting algorithm, which did not require to know the operator norm B. Latafat and Patrinos [10] proposed an Asymmetric Forward-Backward-Adjoint (AFBA) splitting algorithm, which included the Condat and Vu's algorithm. Based on the primal-dual fixed point algorithm (PDFP2O) [11] , [12] and the preconditioned alternating projection algorithm (PAPA) [13] , Chen et al. [14] presented a primal-dual fixed point (PDFP) algorithm for solving Problem (2) . Based on the fixed point theory, the convergence of PDFP is proved. Very recently, Yan [15] proposed a new primal-dual algorithm for solving Problem (1), called primal-dual three operator (PD3O).
Although we have the above algorithms, but they still face many problems in performance. So, we provide a two-step inertial primal-dual algorithm for solving Problem (1) . The overall scheme is completely clear, which makes it easy implementation and parallel computing for many large-scale applications. We will give the details of our algorithm in the section 3. We call our algorithm as TSIPD. When H L = 0, it recovers Forward-Backward splitting algorithms.
The rest of this article is arranged as follows. In the next section, we present some notations and lemmas. In section 3, we devote to introducing TSIPD algorithm, and the convergence of proposed method. In section 4, we apply the proposed iterative algorithm to solve a particular convex optimization model related to the CT image reconstruction problem. In section 5, we use numerical results to illustrate the efficiency of our proposed algorithm. In the final section, we give some conclusions.
II. PRELIMINARIES
Let us define P = τ σ (I − τ σ BB * ) and y 1 , y 2 P := y 1 , Py 2 for y 1 , y 2 ∈ Y. When τ σ is small enough, we can easily check that P is positive semi-definite. Therefore, we can define another inner product ·, · P and norm · P = ·, · 1 2 P for y ∈ Y and (x, y) I ,P = x 2 + y 2 P , for any (x, y) ∈ X × Y. In particular, when P is positive definite, · P and (·, ·) I ,P are two norms defined on Y and Z := X × Y, respectively.
Assumption 1: We suppose that functions F, G, H , and L are proper lower semi-continuous convex and there exists β > 0 such that
are satisfied for any z 1 , z 2 ∈ X and v 1 , v 2 ∈ Y. If ∇L * is not a constant, we assume that P is positive definite. When ∇L * is a constant, the left side of equation (7) is zero, and we say that the equation is satisfied for any positiveβ and positive semi-definite P. Hence, when ∇L * is a constant, we only assume that P is positive semi-definite.
Definition 1: Assume h is a real-valued convex function on X , the operator prox h is defined by
called the proximity operator of h. VOLUME 7, 2019 Definition 2 ( [17] ): Let H be a Euclidean space (by [17] , we know that the definition can extend to Hilbert spaces). An operator S : H → H is non-expansive if and only if it satisfies
S is firmly non-expansive if and only if it satisfies one of the following equivalent conditions:
It is easy to show from the above definitions that a firmly non-expansive operator S is non-expansive.
Definition 3: A mapping S : H → H is said to be an averaged mapping, if it can be written as the average of the identity I and a non-expansive mapping; that is,
where γ is a number in (0, 1) and T : H → H is nonexpansive. More precisely, when (8) or the following inequality (9) holds, we say that S is γ -averaged.
for every x, y ∈ H. A 1-averaged operator is called non-expansive. A 1 2averaged operator is called firmly non-expansive.
Lemma 1 ( [15] ): Consider the PD3O iteration in Algorithm 1 with two inputs (x 1 , y 1 ) and (x 2 , y 2 ). Let (x 1 ,ȳ 1 ) = T PD3O (x 1 , y 1 ) and (x 2 ,ȳ 2 ) = T PD3O (x 2 , y 2 ). Under Assumption 1, we have (ii) for any ρ, ε,δ > 0,δ > αϑ(1+ϑ)+αε
, where ϑ = max{α, β}. Then the sequence {x n } generated by the general inertial Mann method (11) converges weakly to a point of Fix(T ).
III. A TWO-STEP INERTIAL PRIMAL-DUAL ALGORITHM A. DERIVATION OF THE ALGORITHM
In the paper [18] , Dong et al. introduced a general inertial Mann algorithm, and the convergence of proposed algorithm is proved under some conditions. The scheme is given by:
where T is a non-expansive mapping.
Recently, Yan [15] proposed primal-dual three-operator splitting algorithm (PD3O) for minimizing Problem (1). The method is given by:
Algorithm 1 A Primal-Dual Three-Operator Splitting Algorithm (PD3O)
Initialization: Choose x 0 ∈ X , y 0 ∈ Y, and proximal parameters τ > 0, σ > 0.
End for
They defined the PD3O iteration as an operator T PD3O and (x k+1 , y k+1 ) = T PD3O (x k , y k ). Based on the idea of Dong et al. [18] and Yan [15] , we introduce the following new algorithm to solve Problem (1).
Algorithm 2 A Two-Step Inertial Primal-Dual Algorithm (TSIPD)
Initialization: Choose x −1 , x 0 ∈ X , y −1 , y 0 ∈ Y, and set x −1 = x 0 , y −1 = y 0 , relaxation parameters (ρ k ) k∈N , proximal parameters τ > 0, σ > 0. Iterations (k ≥ 0): Update x k , y k as follows , where ϑ = max{α, β}.
End for
Let the sequence (x k , y k ) be generated by Algorithm 2. Then the sequence {x k } converges to a solution of Problem (1) .
B. PROOFS OF CONVERGENCE
Proof of Theorem 1 for Algorithm 2. By Lemma 1, we know that Algorithm 2 can be expressed in terms of a θ -averaged non-expansive operators with θ = 2β 4β−τ on Z := X × Y, equipped with norm (·, ·) I ,P .
In fact, for every k ∈ N,
By the idea of of [15] , we can know that
where T PD3O is the operator defined by Yan [15] .
Considering the relaxation step, we obtain
where
Then the Algorithm 2 can be written as follows:
By Lemma 1, we know that T PD3O is a θ -averaged nonexpansive operator with θ = 2β 4β−τ on · I ,P . In particular, it is non-expansive. Since P −1 is bounded and the norms · I and · I ,P are equivalent, so from conditions (i)-(iv) and Lemma 2, we have that the iterative scheme defined by (13) satisfies the following statements: (i) k∈N z k+1 − z k 2 I ,P < +∞; (ii) (z k ) k∈N converges to a point in Fix(T PD3O ). Then the sequence {x k } converges to a solution of Problem (1) .
For simplicity, Yan in paper [15] , let L = δ {0} , thus L * = 0. For the same reason, we also let L = δ {0} , thus L * = 0 in the rest of our paper.
C. CONNECTIONS TO OTHER ALGORITHMS
We will further establish the connections with other existing methods.
Primal-dual algorithms In the Problem (1), if F = 0, L = 0, and α k = β k = 0, the Algorithm 2 boils down to the primal-dual algorithm of Chambolle and Pock [16] , which has been introduced in other forms in [19] , [20] .
Forward-backward splitting
If the term H = 0, L = 0, B = 0, and α k = β k = 0 in Algorithm 2. We obtain the most commonly used forwardbackward splitting algorithm for minimizing the sum of a smooth and a non-smooth convex function. See [21] , [22] .
PD3O
If α k = β k = 0, the Algorithm 2 boils down to PD3O [15] .
Three-Operator Splitting Scheme
If B = I , σ τ = 1, α k = β k = 0, the Algorithm 2 recovers the three-operator splitting scheme which is proposed by Davis and Yin [23] .
IV. APPLICATIONS
In this section, we give an application of our proposed iterative algorithm. Our goal is to solve the following constrained total variation (TV) denoising problem:
where C is a closed convex set representing the prior information of the denoised image, b ∈ R m is a noisy image contaminated by Gaussian noise, and µ > 0 is the regularization parameter. By using an indicator function, the constrained (TV) denoising Problem (15) can be represented by the following unconstrained optimization problems:
Since the total variation term x TV can be expressed by a combination of convex function ϕ and linear transformation matrix B, i.e., x TV = φ(Bx). See example [24] . Hence, the optimization Problem (16) is actually a special case of the general optimization Problem (2) 
Note that the gradient of the function F(x) is ∇F(x) = x−b, and the Lipschitz constant β = 1/ BB * .
In Problem (15) , if the constrained set C = R n , it reduces to the unconstrained TV denoising problem, which is usually called ROF denoising model. Rudin et al. [2] first introduced it in computer vision.
V. NUMERICAL EXPERIMENTS
In this section, we compare TSIPD with PD3O in solving the Problem (15) . The superiority of TSIPD relative to PD3O is verified by numerical experiments.
For all tested iterative algorithms, the stop condition is
where > 0 is the given small constant, or the maximum iteration numbers 1000 is reached. The reconstructed image is evaluated based on the signal-to-noise (SNR) defined by SNR = 10 log 10 x ori
where x ori is the original clear image and x rec is the reconstructed image. The reconstruction time is represented by ''T(s)'' and the number of iterations ''Iter'' is recorded when the stop condition is satisfied. The tested image is the famous ''Lena'', and size is 512 × 512 and displayed in Figure 1 . We show the performance comparison between Algorithm 1 and our proposed Algorithm 2. The constraint set C is set to a non-negative set, i.e., C = {x|x ≥ 0}. In order to make a fair comparison, we add the measured image with random Gaussian noise, the average value of which is 0, and the level of standard variation σ is different. For the parameters, we set τ = 2β, σ = 1 8 /τ , α k = 0.4, β k = 0.5. When the noise level σ ≤ 0.05, the regularization parameter µ = 0.02, and when σ > 0.05, µ = 0.05. Numerical results are reported in Table 1 .
As can be seen from Table 1 , our proposed Algorithm 2 converges faster than Algorithm 1 in term of iteration times and iteration time(CPU time). For larger noise levels, the SNR value of Algorithm 1 is higher than the SNR value of Algorithm 2, and the number of iterations is more. For the tested image, we add it with random Gaussian noise with a mean of zero and a standard deviation of 0.05. At the same time, we plot the relationship between SNR and iteration numbers in Figure 2 . Both algorithms get a clear image, and have almost the same SNR value finally. In order to visualize the reconstructed image, we show the noisy image and the final denoised image in Figure 3 .
As can be seen from Figure 3 , both algorithms achieve good performance in reconstructing the original image. 
VI. CONCLUSION
In our paper, we consider a two-step inertial primal-dual algorithm (TSIPD) to compute the minimizations of the Problem (1) which is related to many interesting challenges encountered in the field of image restoration and image reconstruction. The convergence of the TSIPD is obtained by reformulating the Problem (1) to fixed-point equations. This work brings together and significantly extends several classical splitting schemes, like the primal-dual method (PD3O) proposed by Yan, and the recent three-operator splitting scheme proposed by Davis and Yin.
