Abstract. We call a singularity of a presymplectic form ω removable if its graph extends to a smooth Dirac structure over the singularity. The guiding example is the symplectic form of a magnetic monopole. A criterion for the removability of singularities in terms of regularizing functions for pure spinors is given. All removable singularities are poles in the sense that the norm of ω is not locally bounded. The set of removable singularities is the set of singular points of the Dirac structure for which a splitting theorem is proved: Locally every Dirac structure is the B-field transform of the product T S ×Graph(ω)×Graph(Π) of a tangent bundle, the graph of a symplectic form, and the graph of a Poisson structure. This implies that in a neighborhood of a removable singularity ω can be split into a non-singular presymplectic form and a singular presymplectic form which is the partial inverse of a Poisson bivector that vanishes at the singularity. The analogous notion of removable singularities of Poisson structures is also studied.
Introduction
Dirac structures were introduced by Weinstein [5] and Courant [6] as generalization and unified description of presymplectic and Poisson structures, building on the idea that presymplectic and Poisson structures on a manifold M can be studied in terms of their graphs, i.e., the graphs of the maps ω : T M → T * M and Π : T * M → T M which are both subbundles of T M ⊕ T * M. (The definition of Dirac structures is recalled in Sec. 2.2.) Dirac structures have since become an very active field research and found a wide range of interesting applications. (For recent work see e.g. [2, 3, 11] and references therein.) In this paper we shall study the following remarkable phenomenon:
Consider the magnetic symplectic form of a magnetic monopole in 2 dimensions, given in Darboux coordinates of M = T * R 2 as ω := ω 0 + B = dq i ∧ dp i + r
where r 2 = (q 1 ) 2 + (q 2 ) 2 . This 2-form has a singularity at M sing := T * 0 R 2 in the sense that it is only defined on M \ M sing and cannot be extended to any of the points of M sing .
The intriguing observation is now that even though ω cannot be extended to the singularities, its graph extends to a smooth Dirac structure over M sing (Section 2.3). In this sense the singularity of ω at M sing is removed by the Dirac structure. (For another example see p. 634 of Courant's original paper [6] ). If we repeat this with the magnetic symplectic form of a magnetic monopole on R 3 , however, we find that its singularity is not removable (Example 4.5) . This shows that the question whether a singularity is removable or not can be quite subtle. The purpose of this paper is to study the phenomenon of removable singularities in a systematic way.
Main results.
The main results of the paper are the following: In Proposition 2.10 we observe that a singularity of ω at m ∈ M sing is removable if and only if there is a regularizing function f on a neighborhood of m such that f e −ω extends to a smooth differential form at m. This implies that ω cannot be bounded on a neighborhood of m (Cor. 2.11). In this sense all removable singularities are poles. Singularities at which ω is bounded but not-differentiable are, therefore, not removable. There is an analogous criterion for Poisson structures (Prop. 5.3) .
When all singularities of ω at M sing are removed by a Dirac structure L over M, then M sing is the set of singular points of L, i.e. the points at which the dimension of the characteristic distribution ρ(L) is not constant. This shows that if we want to understand and classify removable singularities we have to understand the form of Dirac structures at singular points. In Theorem 3.2 we prove a splitting theorem that essentially states that every point of M has a neighborhood isomorphic to S 0 × S 1 × S 2 such that the Dirac structure is locally isomorphic to
where e ω is the B-field transform by a closed 2-form ω (in the sense of [9, 10] ), ω 1 is a symplectic form on S 1 , and Π 2 is a Poisson bivector on S 2 .
This result enables us to prove a splitting theorem for presymplectic forms with removable singularities: Theorem 4.7 states that a 2-form ω has a removable singularity at m ∈ M sing if and only if it can be split locally as ω = ω reg + ω sing into a closed 2-form ω reg that does not have a singularity at m and a closed 2-form ω sing , such that (i) ker ω sing is a regular distribution that extends to m, and (ii) there is a Poisson bivector Π on a neighborhood of m that is a partial inverse of ω sing , i.e. that satisfies ω sing Πω sing = ω sing , Πω sing Π = Π .
Moreover, the splitting can be chosen such that Π vanishes at m. In the example of the magnetic monopole in 2 dimensions, ω reg = ω 0 and ω sing = B. This theorem explains why the singularity of a magnetic monopole on R 3 is not removable: The kernel of the magnetic field consists, in spherical coordinates, of the radial directions and does not extend to a regular distribution at the origin (Example 4.5).
1.2. Notation. The annihilator of a vector subspace W ⊂ V will be denoted by W • = {α ∈ V * | α(W ) = 0}. For a Dirac structure L ⊂ T M ⊕ T * M the restricted projections to the tangent and cotangent bundles will be denoted by ρ := pr T M | L and ρ * := pr T * M | L . Vectors and vector fields will be denoted by capital Roman letters X, Y ∈ T M and 1-forms by small Greek letters α, β ∈ T * M, so that typical elements of T M ⊕ T * M will be denoted by X + α and Y + β. Summation convention: Repeated indices (regardless if upper or lower) will always be summed over. 2. Removable singularities of presymplectic forms 2.1. Singularities of presymplectic structures. We start by defining the notion of singularity that shall be studied in this paper: Definition 2.1. Let M be a manifold and M sing ⊂ M a subset. A 2-form ω ∈ Ω 2 (M \ M sing ) is said to have a singularity at m ∈ M sing if does not have a smooth extension to a neighborhood of m.
Having a smooth extension to a neighborhood U of m means that there is 2-form ω ∈ Ω 2 (M \ M sing ) ∪ U such that its restriction to M \ M sing is ω. An inner point of M sing cannot be singular, so, if all points in M sing are singular, M \ M sing is dense in M. This is the situation we shall consider: Assumption 2.2. For the rest of this paper we make the assumption that M is a smooth manifold of dimension ≥ 2 and M sing ⊂ M is a subset with dense complement.
Having a singularity at m means that in local coordinates some of the entries of ω ij or their derivatives do not converge at m. A first rough classification of singularities is given by the following: Definition 2.3. Let ∧ 2 T M be equipped with the structure of a normed vector bundle. A singularity of ω ∈ Ω 2 (M \ M sing ) at m ∈ M sing is said to be of finite type if there is a neighborhood U of m such that ω is bounded on U \ M sing .
Note that this definition does not depend on the choice of the norm.
Dirac structures.
We recall that a Lie algebroid is a smooth vector bundle A → M over a manifold M together with a bundle map ρ : A → T M, called the anchor, and a Lie bracket on the vector space of smooth sections of A, such that
. We recall that a Dirac structure on a manifold M consists of a subbundle L ⊂ T M ⊕ T * M that is maximally isotropic with respect to the symmetric pairing
and closed under the Dorfman bracket
It follows that the vector bundle L → M has the structure a Lie algebroid given by the Dorfman bracket and the anchor ρ L (X + α) = X. Moreover, the pull-back to L of the antisymmetric pairing defines the associated Lie algebroid 2-form
which is closed in the Lie algebroid cohomology.
The basic examples of Dirac structures are given by the graphs of a 2-form ω ∈ Ω 2 (M) and a bivector field Π ∈ X
One of the advantages of studying 2-form and bivector fields in terms of their graphs is that it gives a unified description of the integrability conditions:
Proposition 2.4. Graph(ω) is a Dirac structure if and only if ω is closed. Graph(Π) is a Dirac structure if and only if Π is Poisson. Moreover, if we identify Graph(ω) = T M then the associated Lie algebroid 2-form is ω. If we identify Graph(Π) = T * M then the associated Lie algebroid 2-form is Π.
2.3. The guiding example. As announced in the introduction the following will be our guiding example of a removable singularity:
of a magnetic monopole in 2 dimensions defined in Eq.
(1) extends smoothly to a Dirac structure on T * R 2 .
Before we give the proof we note that, since T * R 2 \ T * 0 R 2 is dense in M := T * R 2 the question whether the Dirac structure extends smoothly to the ambient manifold is a yes/no question. In fact, all we have to show is that the topological closure
is a smooth vector subbundle of T M ⊕ T * M. For this we have to find a basis of local sections of Graph(ω) that extends smoothly to a basis over the singular fiber M sing := T * 0 R 2 . The smoothness of the Lie algebroid bracket, of the anchor, and of the Lie algebroid 2-form is automatic since each of these structures is given by the restriction of a smooth map on an ambient manifold (see Remark 2.9).
Proof. The natural basis of sections of Graph(ω) is obtained by inserting the coordinate vector fields of the Darboux coordinates into ω which yields
where
The sectionsã i do not extend to r = 0 where they have a pole. Instead we can take the following sections:
ij dp i ,
The sections a i extend smoothly to r = 0 where they have the value a i (0) = dq i . We conclude that {a 1 , a 2 , b 1 , b 2 } is a set of smooth sections of Graph(ω) that extends smoothly to r = 0 where it remains linearly independent.
Let us compute the rest of the Lie algebroid structure: The anchor is given by
The characteristic distribution on M = T * R 2 given by the image of the anchor has two leaves: the manifold T * R 2 \ T * 0 R 2 on which ω is defined and the singular fiber T * 0 R 2 . The Lie bracket of the sections of L is given by 
can be identified with a bilinear form on T U which is antisymmetric because L is isotropic.
(
• , the projection pr T * M is surjective at m if and only if L ∩ T m M = 0. The rest of the proof is dual to (i).
It is easy to see that for the Dirac structure of the example neither the anchor nor the projection to T * R 2 is surjective at r = 0. Therefore, it is neither the graph of a 2-form nor the graph of a bivector field. 
where B is the pull-back to M of a symplectic form on Q \ {q} that is the inverse of a Poisson bivector with a zero at q. Since by the general Assumption 2.2 the set M \ M sing is dense in M the Dirac structure that removes a singularity is unique. Moreover, if a singularity at m is removable then all singularities in a neighborhood of m are removable. The analogous notion of removable singularities of Poisson bivector fields will be studied in Sec. 5 Remark 2.9. Because M \ M sing is dense, it must only be checked whether the closure of the graph is a smooth vector subbundle. All other properties follow: Since the symmetric pairing on T M ⊕T * M is a smooth map, the closure of the graph is isotropic. Since the projection T M ⊕ T * M → T M is a smooth map, the anchor extends smoothly to the closure. Since the Lie bracket on sections of the graph is the restriction of the Courant bracket that is smoothly defined for all sections of T M ⊕ T * M it extends smoothly to the closure. Since all structure maps are smooth the Jacobi identity and the Leibniz rule of the Lie algebroid bracket hold on the closure, as well. Moreover, since the antisymmetric pairing on T M ⊕ T * M is smooth, the 2-form on the graph extends to a 2-form on its closure which is closed in the Lie algebroid cohomology.
Assume that all singularities in M sing can be removed by the Dirac structure L → M. It follows from Prop. 2.6 that the anchor of L is not surjective at M sing , since otherwise it would be the graph of a presymplectic form which contradicts the definition of singularity. Therefore, M sing consists of the union of all leaves of non-zero codimension of the characteristic distribution ρ(L). Since, furthermore, M sing has no inner points, it is the set of singular points of the Lie algebroid, i.e. the set of points at which the rank of the anchor is not locally constant. This suggests that the study of removable singularities is closely related to the study of Dirac structures at singular points. We come back to this observation in Sec. 3 2.5. Pure spinors and regularizing functions. In order to find useful criteria for a singularity to be removable we recall the relation between pure spinors and Dirac structures (see [9] ).
Consider the sum T ⊕ T * of a vector space T and its dual, which is equipped with the non-degenerate symmetric bilinear form (1). The Clifford algebra Cl(T ⊕ T * ) is defined as the free algebra generated by T ⊕ T * divided by the relations v 2 = v, v + for all v ∈ T ⊕ T * . The Clifford algebra has a faithful representation on the space ∧
• T * of forms on T defined for the generators v = (X + α) ∈ T ⊕ T * by
The annihilator Ann ϕ := {v ∈ T ⊕ T * | v · ϕ = 0} of a given form is an isotropic subspace. Conversely, every isotropic subspace is the annihilator of a form which is unique up to a nonzero scalar. A form ϕ is called a pure spinor [4] if Ann(ϕ) is maximally isotropic, that is, of dimension n.
A smooth family of maximally isotropic subspaces of T M ⊕ T * M is then given by a smooth family of pure spinors ϕ ∈ Ω(M). The integrability condition of a Dirac structure can be deduced from the relation
which holds for for all X + α, Y + β ∈ Ann(ϕ). The condition dϕ = 0 is sufficient for Ann(ϕ) to be a Dirac structure but not necessary.
The graph of a presymplectic form ω is the annihilator of the pure spinor
holds if and only if α = i X ω.
Proposition 2.10. A singularity of the closed 2-form ω ∈ Ω 2 (M \ M sing ) at m ∈ M sing is removable if and only if there is a smooth function f ∈ C ∞ (U) on a neighborhood U of m such that f e −ω extends to a nowhere vanishing differential form on U.
Proof. Assume that the singularity is removable. Then there is a pure spinor field ϕ on a neighborhood U of m such that Ann(ϕ) is the smooth Dirac structure extending Graph(ω) = Ann(e −ω ). Since the annihilators of ϕ and e −ω are equal on U \ M sing there is a functionf on U \ M sing such that
Since this pure spinor extends smoothly to the singular points in U, every term on the right hand side must extend smoothly. Therefore,f must extend to a smooth function f on U.
Conversely, assume that f ∈ C ∞ (U) is such that f e −ω extends to a smooth, nowhere vanishing differential form ϕ on U. Then Ann(ϕ) is a smooth subbundle of T M ⊕ T * M that restricts to Graph(ω). According to Remark 2.9 this is all we need to show.
We call the function f of the proposition a regularizing function of the singularity. From the last theorem we can derive three rather crude yet useful obstructions to the removability of a singularity: Proof. Assume that the singularity is removable. By Prop. 2.10 the Dirac structure is the annihilator of a pure spinor ϕ. Without loss of generality we can choose ϕ to be normalized, ϕ = 1, such that the regularizing function ϕe ω = f is positive. Then the regularizing function is given by f = e −ω −1 . (i) The regularizing function f must be smooth at f .
(ii) Assume that f (m) = 0. Then there is a neighborhood of m on which f −1 is defined. Hence, ϕf −1 = e −ω = 1 − ω + . . . extends smoothly to a neighborhood of m. This implies that ω extends smoothly to that neighborhood which contradicts the assumption that m is singular.
(iii) Assume that the singularity is of finite type. Then there is a constant C such that ω ≤ C on a neighborhood of m. We can assume that the norm is submultiplicative, i.e. ω ∧ ω ′ ≤ ω ω ′ . Then the regularizing function satisfies
so it does not vanish at m. Hence, obstruction (ii) applies.
The following example shows that if none of the three obstructions of Cor. 2.11 applies a singularity can still fail to be removable. Example 2.12. Let M := R 3 , M sing := {(x, y, z) | x = y = 0} and ρ := x 2 + y 2 . Consider the closed 2-form
which has a singularity at ρ = 0 that is not of finite type. Equipping the bundle
with the norm induced by the metric for which the monomials of the coordinate 1-forms are an orthonormal basis we obtain f := e −ω −1 = (1+ρ −2 ) −1 , which extends smoothly to ρ = 0 where it vanishes, f (ρ = 0) = 0. We conclude that none of three obstructions of Cor 2.11 applies. However, the form
does not extend smoothly to ρ = 0. Hence, by Prop. 2.10 the singularity is not removable.
The upshot of the pure spinor approach is the following procedure to determine whether a singularity at m is removable or not:
(1) Choose local coordinates {x 1 , . . . , x n } on a neighborhood of m. Proof. Letω reg be the smooth extension of ω reg . Let f be a smooth function. The form ϕ = f e −ω extends smoothly to a non-vanishing form on a neighborhood of m if and only if ϕ
The symplectic form of the guiding example, ω = ω 0 +B, is of this type with ω reg = ω 0 the standard symplectic form of the cotangent bundle and ω sing = B the 2-form of a magnetic monopole in 2 dimensions.
3. The splitting theorem for Dirac structures 3.1. Motivation and statement of the theorem. In order to gain further insight into the structure of removable singularities we will prove a splitting theorem for Dirac structures. The classic example of a local splitting theorem is the Weinstein splitting theorem for Poisson structures which states that in a neighborhood of a point m ∈ M a Poisson manifold is the product of a symplectic manifold and a manifold with a Poisson structure that vanishes at m (Theorem 2.1 in [14] ). Our theorem will be similar.
We recall that the product of two Dirac manifolds (L, M) and (L ′ , M ′ ) is given by the product of the vector bundles
The anchor is given by
, and the Lie bracket by
which extends to more general sections by the Leibniz rule.
The splitting theorem will also involve the deformation of a Dirac structure L in the direction of a closed 2-form ω, called B-field transform in [9] :
which is again a Dirac structure. In fact, it was shown in [9] that the automorphism group of the manifold of Dirac structures on M is given by the semi-direct product Ω 
where:
is a presymplectic form that vanishes at (m 0 , m 1 , m 2 ). The pull-back of ω to the fibers of the projection S 0 × S 1 × S 2 → S 0 × S 1 vanishes as well.
•
is a Poisson bivector that vanishes at m 2 .
Moreover: 
that is,S 0 is tangent to the null-distribution L ∩ T M at m. ThereforeS 1 is normal tõ S 0 inS. In this sense, the neighborhood S 0 × S 1 × S 2 splits M locally in the direction of the null-distribution L ∩ T M, the direction of the characteristic distribution ρ(L), and a normal direction.
Two lemmas.
For the proof of Theorem 3.2 we need two basic lemmas:
be a section of a Dirac structure. If X does not vanish at m, then there is a closed 2-form ω defined on a neighborhood of m such that locally α = i X ω. Moreover:
(i) If α m = 0, then there is such an ω that vanishes at m.
(ii) Let F be a regular foliation with X / ∈ F. If the pull-back of α to F vanishes, then there is such an ω with vanishing pull-back to F. , and such that { ∂ ∂z 1 , . . . , ∂ ∂z q } spans F. In these coordinates α = α i dy i . Let f i be functions such that
i , where y = (y 1 , . . . , y p ), and z = (z 1 , . . . , z q ). We obtain
Lemma 3.5. Let L be a Dirac structure L over M. Assume that in a neighborhood of m ∈ M there is a section of the form X ⊕ 0 = X such that the vector field X does not vanish at m. Let M ′ ⊂ M be a submanifold of codimension 1 through m such that
Then L is locally the product of the Dirac structure Span{X} restricted to the integral curve of X and a Dirac structure over M ′ .
Proof. Choose local coordinates {x, y 1 , . . . , y n−1 } such that X =
∂ ∂x
, that m = 0, and that M ′ is locally isomorphic to the hyperplane given by x = 0. We can find a basis of local sections of the form
where the indices i, j run from 1 through n − = −U ik F kj with initial value U ij (x = 0) = δ ij . For x small enough U ij is an invertible matrix, so that {a, b
We further note that [b
which shows that C k ij does not depend on x. It follows that L is locally isomorphic to the Lie algebroid spanned by {a} restricted to the line given by y 1 = . . . = y n−1 and the Lie algebroid {b 3.3. Proof of Theorem 3.2. First we will show that there is an embeddingφ : S 0 × S 1 × S 2 ֒→ M with the properties described in Remark 3.3 and a closed 2-formω on
where Π is a Poisson bivector on S 1 × S 2 . The proof is by induction over
If p = 0, then pr T * M : L → M is surjective at m and, thus, surjective on a neighborhood of m. Therefore, L restricted to that neighborhood is already the graph of a Poisson structure Π. So the statement is true for S 0 a point and ω = 0.
Let now p > 0.
) and since dim ρ(L) is integrable, the leaf of ρ(L) passing through m has dimension > 0. Let S be a submanifold of the leaf and S 2 ⊂ M be a submanifold that intersects S transversely in m, such that we have an embedding ψ : S × S 2 ֒→ S 2 with ψ(m, m) = m. Let S 2 be the foliation of S × S 2 given by the fibers of the projection S × S 2 → S.
Since by assumption dim(
In other words there is a local section b = Y ⊕ β of L such that the vector field Y does not vanish and β does vanish at m.
Let β
′ be the pull-back of β toS 2 := T ψ(S 2 ). SinceS 2 is normal to S, at all s ∈ S the 1-form β ′ is in the annihilator (T s S)
is a section such that the pull-back of α to S ′ 2 vanishes. Now we can apply Lemma 3.4: There is a closed 2-form ω X that vanishes at m and has vanishing pull-back to S 2 such that X ⊕ i X ω X is a local section of L. It follows that X ⊕ 0 is a local section of e −ω X L. Let S X ⊂ S be the image of the integral curve of X through m. Let S ′ ⊂ S be a submanifold normal to S X in S such that, after suitably shrinking S 0 and S, we have an isomorphism ψ X : S X × S ′ ∼ = → S, so that we get an embedding
Lemma 3.5 tells us that (ψ
where L ′ is a Dirac structure over
. In order for the induction hypothesis to apply we must show that dim(
Now we can apply the induction hypothesis: There is an isomorphism χ :
) which vanishes at m and has vanishing pull-back to S 2 , and a Poisson bivector
. Let us put all the isomorphisms of neighborhoods of m together. Setting S 0 := S X ×S ′ 0 we obtain the embeddinḡ
Putting together the pull-backs and B-field transforms of the Lie algebroids, we get
is the projection, and where we have used that the B-field transform satisfiesφ * eω(φ * ) −1 = e ψ * ω as it was shown in [9] . Note, that by constructionω vanishes at m and has vanishing pull-back to S 2 . This finishes the proof of Eq. (4).
Next, we note that since ρ Graph(Π) (s,m) = T s S 1 it follows that S 1 × {m} is a symplectic leaf of Π. Now we can invoke the Weinstein splitting theorem for the Poisson structure Π on S 1 × S 2 at the point (m, m), which can be stated as follows: There is an automorphism η W.s. of S 1 × S 2 keeping S 1 × {m} and {m} × S 2 fixed that induces an isomorphism of Poisson manifolds
where ω 1 is a symplectic form on S 1 and Π 2 is a Poisson bivector on S 2 that vanishes at m. In terms of the Dirac structures this equality reads 
Proof of (i) and (ii). (i) Assume that
is an involutive distribution it follows that it is integrable. Therefore, we can find local coordinates {x 1 , . . . , x p , y 1 , . . . , y q } such that a i := 
which is Proposition 4.1.2 of Courant's thesis [6] .
Proof. Follows directly from (i) and (ii) of the theorem.
Corollary 3.7. Let L ⊂ T M ⊕ T * M be a Dirac structure on M. Every m ∈ M has a neighborhood isomorphic to ϕ : S × N → U, where S ⊂ U is a submanifold tangent to L ∩ T m M as well as ρ(L| U ) and N ⊂ U is a submanifold that intersects S transversely in m, such that ϕ * L = e ω T S × Graph(Π) for a closed 2-form ω ∈ Ω 2 (U) vanishing at m and a Poisson bivector Π ∈ X 2 (N).
Proof. This is Eq. (4) with the notation changed to S ≡ S 0 , N ≡ S 1 × S 2 .
Corollary 3.8. Let L ⊂ T M ⊕ T * M be a Dirac structure on M. Every m ∈ M has a neighborhood isomorphic to ϕ : S × N → U, where S ⊂ M is the leaf of ρ(L| U ) through m and N ⊂ U a submanifold that intersects S transversely in m, such that ϕ * L = e ω T S × Graph(Π) for a closed 2-form ω ∈ Ω 2 (U) with vanishing pull-back to the fibers of the projection S × N → S and a Poisson bivector Π ∈ X 2 (N) that vanishes at m.
Proof. Since Graph(ω 1 ) = e ω 1 (T S 1 ) we can rewrite Eq. (3) as
where π : S 0 × S 1 × S 2 → S 1 denotes the projection. Replacing ω with ω + π * ω 1 and changing the notation to S ≡ S 0 × S 1 , N ≡ S 2 , Π ≡ Π 2 we obtain the statement. The Poisson bivectors of Corollaries 3.7 and 3.8 can be viewed, respectively, as the maximal and minimal Poisson part of the Dirac structure at m. Let us spell out the last two corollaries in local coordinates.
Let {x 1 , . . . , x p } be local coordinates of S and {y 1 , . . . , y q } local coordinates of N such that m = 0. The closed 2-form σ and the Poisson bivector Π are of the form
Π αβ (y) ∂ ∂y α ∧ ∂ ∂y β , where the Latin indices run through 1 ≤ i, j ≤ p and the Greek indices through 1 ≤ α, β ≤ q. We have to distinguish two cases:
1. In the situation of Cor. 3.7 the 2-form ω vanishes at 0. 2. In the situation of Cor. 3.8 ω yy = 0 and Π vanishes for y = 0. The corollaries state that there is a local frame of L of the form (6)
In terms of this standard basis the Lie bracket is given by
4.
Splitting of presymplectic forms with singularities 4.1. Presymplectic structures with partial inverses. Let ω ∈ Ω 2 (M \ M sing ) be a symplectic form and Π = ω −1 its inverse Poisson bivector. If Π extends to smooth bivectorΠ on a neighborhood of a singular point m ∈ M sing of ω, then the closure of Graph(ω) in that neighborhood is given by Graph(Π). Hence, the singularity of ω is removable. This case can be generalized to presymplectic forms.
We say that ω and Π are partial inverses to each other if (ii) ω is regular at m ∈ M.
Proof. Assume that Π is a partial inverse to ω on some neighborhood U of m which we can assume, without loss of generality, to be connected. It follows by basic linear algebra from (7) that im Π ⊕ ker ω = T M at all points in U. As it is true for all maps of vector bundles, the dimensions of the images of both ω and Π are lower semi-continuous. Since dim im Π + dim ker ω = dim M the dimension of the kernel of ω must be both upper and lower semi-continuous, hence, locally constant. Since U is connected the dimension must be constant. Assume now that ω is regular at m ∈ M. Since ω is closed ker ω is an integrable distribution on some coordinate neighborhood U ∋ m. Let {x 1 , . . . , x p , y 1 , . . . , y q } be coordinates such that { 
The graph of ω can be expressed in terms of a partial inverse Poisson bivector Π as follows: Since T M = ker ω ⊕ im Π, we have
The map Πω is the projection onto the image of Π, so that
We conclude that (8) Graph
where we view ker ω as subspace of T M ⊕ T * M. This suggests the following:
have a singularity at m ∈ M sing . If there is a neighborhood U such that (i) ker ω extends to a smooth regular distribution on U, (ii) ω has a partial inverse Poisson bivector on U, then the singularity is removable.
Proof. Let Π be a partial inverse of ω on U. Let ker ω be the smooth regular extension of the distribution ker ω. We claim that the smooth extension of the graph of ω is given in analogy to Eq. (8) by the direct sum of ker ω ⊂ T M ⊕ T * M and the graph of Π restricted to the annihilator of ker ω.
First, note that im ω is the annihilator of ker ω. It follows from (i) that the closure of the image of ω is a regular smooth vector subbundle of T * U given by im ω = Ann(ker ω). Let {v 1 , . . . , v p } ⊂ Γ(U, ker ω) and {β 1 , . . . β q } ∈ Γ(U, Ann(ker ω)) be local frames of the vector bundles. Consider the sections of T U ⊕ T * U given by η i := Π(β i ) + β i , which are linearly independent. On U \ {m ∞ } the 1-forms α i lie in the image of ω, i.e., there are vector fields w i such that β(w i ) = ω(w i ). By Eq. (7) we have ω(
lies in the graph of ω. On U \ {m ∞ } the vector fields v i lie in the kernel of ω, so that
also lies in the graph of ω. Since the graph of ω is a vector subbundle of dimension dim M = p + q, the sections v 1 , . . . v p , η 1 , . . . , η q span Graph(ω) on U \ {m ∞ }. We conclude that over U the sections span the closure of Graph(ω) which is, therefore, a smooth vector subbundle of T U ⊕ T * U.
The following examples show that neither condition (i) nor condition (ii) of the proposition can be dropped. . This is a distribution that does not extend to a smooth regular distribution at the origin, so condition (i) is not satisfied. We will now show that the singularity is not removable.
In cartesian coordinates {x 1 , x 2 , x 3 } it takes the form
The presymplectic form ω has a partial inverse Poisson bivector given by Π =
In cartesian coordinates we have Π = −ε ijk rx i ∂ ∂x j ∧ ∂ ∂x k , from which we see that Π has a differentiable extension to r = 0, so condition (ii) is satisfied.
For the candidate of a regularizing function we get
The function extends smoothly to r = 0 and f (0) = 0 so the obstructions of Cor. 2.11 do not apply. However, the spinor field
is not continuous at r = 0. Hence, by Prop 2.10, the singularity at r = 0 is not removable.
Example 4.6. Let M = R 2 , M sing = {0}, and ω = x 2 + y 2 dx ∧ dy which does not extend smoothly to 0. The kernel of ω extends to the zero distribution on all of R 2 , so condition (i) is satisfied. However, the inverse Π = (x 2 + y 2 )
does not extend smoothly to 0, so (ii) is not satisfied. In fact, since the singularity is of finite type, it is not removable by Cor. 2.11. Proof. Assume that there is such a splitting ω = ω reg + ω sing . It follows from Cor. 2.13 and Prop. 4.4 that the singularity at m is removable.
Conversely, let the singularity at m be removable and L the Dirac structure that extends the graph of ω to a neighborhood of m. The 2-form ω reg is the 2-form that exists by Cor. 3.8 such that ϕ * L = e ωreg T S × Graph(Π) . Since L is the graph of a presymplectic form ω, its anchor and, hence, the anchor of e −ωreg ϕ * L is surjective on M \ M sing . It follows that outside of the singular set M sing the Poisson bivector Π has a partial inverse given in local coordinates (5) by
Since Π depends only on the y-coordinates ω sing is closed. Moreover, the kernel of ω sing extends to the foliation given by the fibers of the projection S × N → S. More aspects of singularities of Poisson structures are analogous to the presymplectic case: Since the set M \ M sing is dense, the Lie algebroid extending Graph(Π) is unique. By the same argument as in Remark 2.9 it only needs to checked if the closure of Graph(Π) in T M ⊕ T * M is a smooth vector bundle. The smoothness of the rest of the Dirac structure is automatic.
Assume that all singularities of Π are removable so that L := Graph(Π) is a smooth Lie algebroid over M.
• , the singular points are those at which the null-distribution L ∩ T M has positive dimension. Since the set of points m where L ∩ T m M = 0 is M \ M sing and thus dense, L ∩ T M is non-regular for all points in M sing . It follows from Remark 3.1 that there are no points in M sing where the null-distribution is L ∩ T M is locally integrable. This is in stark contrast to the presymplectic case.
5.2.
The pure spinor approach. For the pure spinor approach to the singularities of a Poisson bivector we view multivector fields and differential forms as elements of the Clifford algebra Cl(T M ⊕ T * M) in the natural way. Using the notation XY ≡ X ∧ Y for vector fields X, Y and αβ ≡ α ∧ β for 1-forms α, β, the commutation relations in the Clifford algebra are XY = −Y X, αβ = −βα, and Xα + αX = α, X . We recall that there is a natural action of Cl(
The following observation is well-known (e.g. p. 87 of [9] or [8] ): Proposition 5.2. Let Π be a bivector on an orientable manifold M. Then Graph(Π) is the annihilator of the pure spinor field
where vol is a volume form on M.
Proof. A short calculation in the Clifford algebra shows that the inner derivative of Π = 1 2 Π ij ∂ i ∂ j with respect to a 1-form α is given by
from which it follows that αe −Π = e −Π α − e −Π Π(α). With this relation we obtain
which vanishes if and only if X = Π(α).
If M is not orientable, this spinor still exists locally which suffices to obtain a criterion for the removability of singularities of Poisson structures that is analogous to the presymplectic case. Proof. Let vol be a volume form on a neighborhood of m. By the last proposition Graph(Π) is the annihilator of ϕ = e −Π · vol. By the same argument as in the proof of Prop. 2.10 the singularity is removable if and only if there is a smooth function f such that f ϕ = f e −Π · vol extends smoothly to a nowhere vanishing differential form on all of a neighborhood U of m. This is the case if and only if f e −Π extends smoothly to a nowhere vanishing multivector field. Remark 5.4. As corollary of this proposition we obtain the analogue of the obstructions to the removability of a singularity given in Cor. 2.11, replacing ω by Π throughout.
5.3.
Remark on the splitting of singular Poisson bivectors. There is no good analog of Theorem 4.7 for a Poisson structure Π. This should be expected: First, unlike for presymplectic forms, the sum of two Poisson bivectors is generally not Poisson. Second, there is no Poisson bivector analog of the B-field transform. That is, while e Π L := {X + Π(α) + α | X + α ∈ L} is a maximally isotropic subbundle, it is in general not closed under the Dorfman bracket. All we can say is that the Poisson bivector of Cor. 3.7 can be viewed as the maximal regular part Π reg of a Poisson bivector in the neighborhood of a removable singularity. In fact, since the 2-form ω of Cor. 3.7 vanishes at the singularity, ω does not have a partial Poisson inverse on any submanifold through the singularity. Cor. 3.7 also implies that the original Poisson bivector Π can be reconstructed from Π reg and ω. However, the expression obtained after a calculation using the standard frame (6) is rather complicated and does not give us any further geometric insight. on the normal bundle NS ∼ = R p × R q → R p ∼ = S of the characteristic leaf through m = 0. Furthermore, it was shown in [7] that [ρ(a i ), Π] = 0, which means that the transverse Poisson bivector Π is invariant under the connection. This implies that parallel transport induces isomorphisms of the Poisson manifolds of the fibers, so that a Dirac structure in a tubular neighborhood of a characteristic leaf S can be described by the same geometric data as in [13] .
However, this result, which is obtained by basic linear algebra, does not yield a local splitting theorem for which it is necessary to show that a flat connection compatible with Π can be found. The existence of such a flat connection is implied by Theorem 3.2, as we can simply take ∇ ∂ ∂x i = ∂ ∂x i in the local coordinates of Eq. (6). From Theorem 3.2 we obtain a basis in the form (9) It is not clear how to obtain from (9) a basis of the form (6). Let us assume for simplicity that the Lie algebroid removes the singularity of a presymplectic form, so that Π αβ is invertible on a dense subset of a neighborhood of 0. It follows that on that subset A iα = C iα Π αβ , where C iα := A iγ (Π −1 ) γα . Then 
