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ABSTRACT
Context. For more than two decades, stellar atmosphere codes have been used to derive the stellar and wind parameters of massive
stars. Although they have become a powerful tool and sufficiently reproduce the observed spectral appearance, they can hardly be
used for more than measuring parameters. One major obstacle is their inconsistency between the calculated radiation field and the
wind stratification due to the usage of prescribed mass-loss rates and wind-velocity fields.
Aims. We present the concepts for a new generation of hydrodynamically consistent non-local thermodynamical equilibrium (non-
LTE) stellar atmosphere models that allow for detailed studies of radiation-driven stellar winds. As a first demonstration, this new
kind of model is applied to a massive O star.
Methods. Based on earlier works, the PoWR code has been extended with the option to consistently solve the hydrodynamic equa-
tion together with the statistical equations and the radiative transfer in order to obtain a hydrodynamically consistent atmosphere
stratification. In these models, the whole velocity field is iteratively updated together with an adjustment of the mass-loss rate.
Results. The concepts for obtaining hydrodynamically consistent models using a comoving-frame radiative transfer are outlined. To
provide a useful benchmark, we present a demonstration model, which was motivated to describe the well-studied O4 supergiant
ζ Pup. The obtained stellar and wind parameters are within the current range of literature values.
Conclusions. For the first time, the PoWR code has been used to obtain a hydrodynamically consistent model for a massive O star.
This has been achieved by a profound revision of earlier concepts used for Wolf-Rayet stars. The velocity field is shaped by various
elements contributing to the radiative acceleration, especially in the outer wind. The results further indicate that for more dense winds
deviations from a standard β-law occur.
Key words. Stars: mass-loss – Stars: winds, outflows – Stars: early-type – Stars: atmospheres – Stars: massive – Stars: fundamental
parameters
1. Introduction
In order to understand massive stars and their winds, stellar
atmosphere models have become a powerful and widely used
instrument. Typically applied for spectroscopic analysis, these
models yield quantitative information on the stellar wind prop-
erties together with fundamental stellar parameters. The special
conditions in stellar winds lead to the development of sophisti-
cated model atmosphere codes performing several complex cal-
culations. The outer layers are not even close to local thermo-
dynamical equilibrium (LTE), requiring the population numbers
to be calculated from a set of statistical equations. For a suffi-
cient treatment, large model atoms with hundreds of levels in
total have to be considered. Furthermore, the line-driven winds
of hot stars demand a proper description of the radiative transfer
in an expanding atmosphere.
Basically three different approaches exist to tackle the radia-
tive transfer problem: The first are analytical descriptions, usu-
ally based on the concept of CAK theory (named after pioneer-
ing work of Castor et al. 1975), which allow for rapid calcula-
tion of the radiative acceleration at the cost of several approx-
imations. While the theory has undergone several extensions
relaxing the original assumptions (see, e.g., Friend & Abbott
1986; Pauldrach et al. 1986; Kudritzki et al. 1989; Gayley 1995;
Puls et al. 2000; Kudritzki 2002), it has opened up the whole
area of time-dependent and even multi-dimensional calculations
(e.g., Owocki et al. 1988; Feldmeier 1995; Owocki & Puls 1999;
Dessart & Owocki 2005; Sundqvist et al. 2010). CAK-like con-
cepts are therefore not only used in stellar atmosphere analyses,
but also in most cases where a more detailed radiative transfer
would be too costly from a computational standpoint; for ex-
ample, detailed multi-dimensional hydrodynamical simulations
of a stellar cluster or the interaction with a companion (e.g.,
Blondin et al. 1990; Manousakis et al. 2012; van Marle et al.
2012; Cˇechura & Hadrava 2015).
An alternative to (semi-)analytical approximations is to cal-
culate the radiative force with the help of Monte Carlo (MC)
methods. Motivated already by the work of Lucy & Solomon
(1970), this approach was first applied by Abbott & Lucy (1985)
and later used for a variety of mass-loss studies (e.g., de Koter
et al. 1993, 1997; Vink et al. 1999, 2000, 2001). More recently
the application has been widely extended, including velocity
field and clumping studies as well as multi-dimensional calcu-
lations (e.g., Müller & Vink 2008, 2014; Muijres et al. 2011,
2012; Šurlan et al. 2012; Noebauer & Sim 2015). Using the MC
approach allows one to include effects such as multiple line scat-
tering, but is computationally much more expensive than CAK-
like calculations, especially in multi-dimensional approaches. It
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is therefore mostly used for fundamental studies and rarely ap-
plied when analyzing a particular stellar spectrum.
A third method to tackle the radiative transfer is the calcula-
tion in the comoving frame (CMF). Built on the conceptual work
of Mihalas et al. (1975), it is essentially a brute-force integra-
tion over the frequency range, using the advantage that opacity
κ and emissivity η are isotropic in the comoving frame. Various
studies using a CMF approach have been performed since the
1980s (e.g., Hamann 1980, 1981; Hillier 1987; Pauldrach et al.
1986; Sellmaier et al. 1993; Baron et al. 1996), culminating in
the development of a handful of stellar atmosphere codes using
the CMF radiative transfer either partially or exclusively, includ-
ing phoenix (Hauschildt 1992; Hauschildt & Baron 1999), wmba-
sic (Pauldrach et al. 1994, 2001), fastwind (Santolaya-Rey et al.
1997; Puls et al. 2005), cmfgen (Hillier 1990b,a; Hillier & Miller
1998), and PoWR (Hamann 1985, 1986; Gräfener et al. 2002;
Hamann & Gräfener 2003). For studying stars with denser winds
and especially Wolf-Rayet stars, almost all spectral analyses are
performed with CMF-based atmosphere codes (e.g., Hillier &
Miller 1999; Crowther et al. 2002; Hamann et al. 2006; Sander
et al. 2012; Hainich et al. 2014). Due to the complexity of the
CMF calculation, these codes typically assume spherical sym-
metry, allowing for a 1- or 1.5-dimensional treatment, and a sta-
tionary wind situation.
Given that on top of the two major tasks, that is, solving
the statistical equations and the radiative transfer, several further
challenges exist, such as iron-line blanketing or the need for a
consistent calculation of the temperature stratification in an ex-
panding, non-LTE environment, it is not that surprising that only
a few codes exist that can adequately model a stellar atmosphere
for a hot star with a dense, line-driven wind. So far, these codes
are typically used for either measuring stellar and wind parame-
ters or predicting fluxes and related quantities for a given set of
parameters. Yet, only a few examples exist where they are used
to actually predict the wind parameters. This lack of examples
results from the fact that – at least in the wind part – most stellar
atmosphere models use a prescribed velocity field instead of con-
sistently calculating the wind stratification. While this approach
is mostly sufficient for the current use of the atmosphere models,
it also cuts off a variety of potential applications. In order to open
up this perspective, we present a new approach for hydrodynam-
ically consistent stellar atmosphere models using the Potsdam
Wolf-Rayet (PoWR) model atmosphere code. Originally start-
ing from earlier efforts for Wolf-Rayet (WR) stars, we have de-
veloped a brand new scheme to update the mass-loss rate and
the velocity stratification that can finally be applied to both WR
and OB models. For the first time, we will present a hydrody-
namically consistent PoWR model for an O supergiant, closely
reproducing most of the spectral features for ζ Pup.
In Sect. 2 of this work, we briefly discuss the underlying sta-
tionary wind hydrodynamics and introduce a special notation
that is helpful in analyzing the status of PoWR models with
respect to hydrodynamical consistency. A special emphasis is
given in the following Sect. 3 on the meaning of the critical point.
Afterwards, the basic concepts of the PoWR code and its set of
input parameters are outlined in Sect. 4. Sect. 5 then deals with
all the techniques used for obtaining a hydrodynamically consis-
tent model before showing and discussing the results for an ex-
ample model in Sect. 6. Finally, conclusions are drawn in Sect. 7.
2. Stationary wind hydrodynamics
In a hot stellar wind, which we here describe as a one-
dimensional, stationary outflow, the accelerations due to radia-
tion and gas pressure have to balance gravity g(r) = GM∗r−2 and
inertia 3 d3dr . The corresponding equation of motion is therefore
3
d3
dr
+
GM
r2
= arad(r) + apress(r), (1)
with arad representing the total radiative acceleration, that is,
arad(r) := alines(r) + acont(r) (2)
= alines(r) + atrue cont(r) + athom(r), (3)
using the same notation as in Sander et al. (2015). The term apress
describes the gas (and potentially turbulence) pressure, that is,
apress(r) := −1
ρ
dP
dr
. (4)
To replace the pressure P with the density, we use the equation
of state for an ideal gas P(r) = ρ(r) · a2(r) and define
a2(r) :=
kBT (r)
µ(r)mH
+
1
2
32mic, (5)
with µ being the mean particle mass (including electrons) in units
of the hydrogen atom mass mH, T being the electron temper-
ature, and 3mic the microturbulence velocity, which is a free pa-
rameter in our models. For vanishing turbulence, a(r) is identical
to the isothermal sound speed.
With the equation of state together with the equation of con-
tinuity
M˙ = 4pir23(r) ρ(r), (6)
the apress-term in Eq. (1) can be rewritten in three terms that re-
move all explicit ρ-dependencies in favor of terms containing
only 3, r, and a (see, e.g., Sander et al. 2015, for an explicit cal-
culation). As a consequence, the hydrodynamic equation for a
spherically-symmetric wind reads
3
(
1 − a
2
32
)
d3
dr
= arad − g + 2a
2
r
− da
2
dr
(7)
=
GM
r2
(Γrad − 1) + 2a
2
r
− da
2
dr
(8)
with Γrad(r) := arad(r)/g(r). For an easier reading, we have
dropped the explicit notation of the radius dependencies in
Eqs. (7) and (8) and continue to do so unless absolutely neces-
sary for the context. Using the two definitions
F˜ := 1 − Γrad − 2 a
2r
GM
+
r2
GM
da2
dr
and (9)
G˜ := 1 − a
2
32
, (10)
one can write Eq. (7) in a more compact way:
r23
(
1 − a
2
32
)
d3
dr
= GM (Γrad − 1) + 2a2r − r2 da
2
dr
(11)
r23 G˜d3
dr
= −GM F˜ (12)
d3
dr
= −g
3
F˜
G˜ . (13)
The quantities F˜ and G˜ are dimensionless and therefore ideal
for visualizations. We note that in the subsonic regime, that is,
3  a, we obtain G˜ → −a2/32 and thus Eq. (13) reduces to
d3
dr
=
g 3
a2
F˜ , (14)
which is a form of the hydrostatic equation discussed in a previ-
ous paper (Sander et al. 2015).
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3. The critical point
The crucial difference between Eq. (14) and the full hydrody-
namic equation (13) is the denominator G˜. In contrast to the
quasi-hydrostatic case, the hydrodynamic equation has a critical
point at 3 = a, that is, where the denominator G˜ becomes zero.
In order to allow for a finite solution for the velocity gradient at
the corresponding radius rc, the nominator F˜ must also vanish
at exactly this point. This leads to the constraint
F˜ (rc) != G˜(rc) != 0. (15)
As will be discussed below, this constraint implies a fixing
of the mass-loss rate M˙, even though this quantity does not ap-
pear explicitly in the hydrodynamic Eq. (7). Since the hydrostatic
equation does not have this constraint, it can provide a solution
for 3(r) for any non-vanishing value of M˙.
F˜
G˜
r
2
GM
da
2
dr
−2 a
2
r
GM
1 − Γrad
critical point
-1.0
-0.5
0.0
0.5
1.0
-3 -2 -1 0 1
log10 (r/R* - 1)
Fig. 1. The dimensionless depth-dependent quantities F˜ and G˜ are
shown for a converged hydrodynamically consistent atmosphere model.
The three terms adding up to F˜ are also indicated by the orange curves.
At the critical point, both F˜ and G˜ become zero.
An illustration of F˜ (r) and G˜(r) for a converged hydrody-
namically consistent model is shown in Fig. 1. Unlike in the
CAK-type approaches, the critical point in Eq. (13) and Fig. 1
is identical to the sonic point, potentially corrected for a turbu-
lence contribution. This is a direct consequence of our approach
where we do not assume any semi-analytical expression for the
radiative acceleration arad. Instead, we simply treat arad(r) as a
given quantity that can be expressed as a function of radius. Of
course arad also reacts on changes of the velocity field and the
mass-loss rate, but instead of trying to parametrize this in ana-
lytical form, we use an iterative approach and recalculate arad(r)
after any adjustment of 3(r) or M˙ until the thereby calculated
acceleration does not enforce further velocity or mass-loss rate
updates.
The PoWR code has already been used in the past for hy-
drodynamically consistent calculations of WR stars by Gräfener
& Hamann (2005, 2008). In their approach, which turned out to
be suitable only for thick-wind WR stars, the critical point was
not identical to the sonic point due to a semi-analytical approach
where the radiative acceleration was described with the help of
an effective force multiplier parameter α(r). In the present work,
we do not use such a parametrization and therefore the criti-
cal point in our hydrodynamic equation is identical to the sonic
point. The implementation of the new method is also concep-
tually different from the one described in Gräfener & Hamann
(2005) and will be further outlined in Sect. 5.
4. PoWR
4.1. Basic concepts
For the Potsdam Wolf-Rayet (PoWR) model atmospheres we as-
sume a spherically symmetric atmosphere with a stationary mass
outflow. In order to properly describe the situation of an expand-
ing atmosphere without the LTE approximation, the equations of
statistical equilibrium and radiative transfer have to be solved it-
eratively until a consistent solution for the radiation field and the
population numbers are obtained. In addition, the temperature
stratification is updated iteratively to ensure energy conservation
in the expanding atmosphere. This is performed using the im-
proved Unsöld-Lucy method described in Hamann & Gräfener
(2003) or alternatively via the electron thermal balance which
has recently been added to the PoWR code (see Sander et al.
2015, and references therein).
If then all changes to the population numbers are smaller
than a defined threshold, the atmosphere model is considered
to be converged and the synthetic spectrum is calculated using
a formal integration in the observer’s frame. The iron group
elements are treated in a superlevel approach: The levels are
grouped into energy bands, which are then represented by super-
levels. While we assume LTE for the relative occupations of the
individual levels inside a superlevel, the superlevels themselves
are treated in full non-LTE. The detailed cross-sections for the
superlevel transtions have been prepared on a sufficiently fine
frequency grid prior to the model iteration and contain all the
individual transitions to ensure that radiative transfer treats each
of these transitions at their proper frequency. (See Gräfener et al.
2002, for more details). PoWR is furthermore able to account for
wind inhomogeneities in the so-called “microclumping” approx-
imation (see Hamann & Koesterke 1998). In the calculation of
the formal integral, PoWR can also account for optically thick
clumps in an approximate way, see Oskinova et al. (2007) for
details.
The radiative transfer is calculated in the CMF, thereby im-
plicitly accounting for multiple scattering and avoiding all sim-
plifications, which are done in the faster but more approximate
concepts used, for example, in time-dependent calculations. In
particular, the solution is obtained by solving the moment equa-
tions via a differencing scheme based on the concepts of Mi-
halas et al. (1976a,b). The variable Eddington factors required
in this scheme are obtained from a so-called “ray-by-ray solu-
tion” where an angle-dependent radiation transfer is performed
using short-characteristics integration (see Koesterke et al. 2002,
for details). The CMF radiative transfer requires a strictly mono-
tonic velocity field. Even in a stationary wind, this might not al-
ways be the case and therefore in some cases the solution for
3(r) resulting from the hydrodynamic equation cannot be ap-
plied. This will be discussed in more detail in a future paper and
does not apply to the models presented in this work.
In the case of stars with low or moderate log g it is suffi-
cient to assume that the intrinsic line profiles are Gaussians with
a constant Doppler broadening velocity 3dop during the CMF
calculations while in the formal integral, where the emergent
spectrum is eventually obtained, detailed thermal, microturbu-
lent, and pressure broadening are accounted for with their depth
dependence.
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The necessary atomic data required for our calculations are
taken from a variety of sources, combining Wiese et al. (1966),
Eissner et al. (1974), Bashkin & Stoner (1975), the opacity
project (OP, Cunto & Mendoza 1992), the Kurucz atomic
database1, the NIST atomic database2, private communication
with K. Butler, and several minor sources listed in Hamann et al.
(1992). For argon, which turns out to be one of the more impor-
tant elements driving the outer wind of our demonstration model,
we use opacity project data combined with level energies from
the NIST atomic database. The iron group elements, which are
treated as one generic element with the help of the superlevel ap-
proach described in detail in Gräfener et al. (2002), are modeled
using Kurucz data if available (usually up to ionization stage X),
while opacity project data are applied to also cover the higher
ions. The collisional cross-sections are described with different
formulae depending on the element and ion, most notably from
Jefferies (1968, Eqs. 6.24, 6.25), K. Butler (priv. comm.), and
van Regemorter (1962, Eq. 22). The latter is also used for all
collisional transitions of argon and the iron group superlevels if
the corresponding radiative transition is allowed. The collisional
cross-sections of forbidden transitions are mostly approximated
by Mendoza (1983, appendix 4), though for very few ions a more
specialized treatment is applied (e.g., Berrington et al. 1982,
for He i). For the bound-free transitions, we use Jefferies (1968,
Eq. 6.39) for all collisional ionizations while we branch between
OP data fits, Mihalas (1967) and Seaton (1960), depending on
the ion for the photoionization cross-sections. The hydrogenic
approximation (e.g., Cowan 1981) is widely used as fallback,
which also applies for Ar and the iron group.
4.2. Model parameters
PoWR model atmospheres can be specified by a set of funda-
mental parameters. These are:
– The chemical abundances of all considered elements, typi-
cally given as mass fractions Xi.
– Two out of the three quantities connected by Stefan-
Boltzmann’s law, namely:
– The stellar radius R∗, defined at a specified Rosseland
continuum optical depth τ∗ (default: τ∗ = 20).
– The effective temperature T∗ at the radius R∗.
– The luminosity L∗ = 4piR2∗σsbT 4∗ .
– The stellar mass M∗, either given explicitly via input of M∗ or
log g, or calculated from the luminosity if the stellar mass is
not given otherwise. In the latter case, depending on the stel-
lar type, the mass-luminosity-relations from Langer (1989)
or Gräfener et al. (2011) are used.
– The mass-loss rate M˙ or an implying quantity (see below).
– The terminal wind velocity 3∞ and the wind velocity law 3(r),
directly implying the density stratification via the continuity
Eq. (6).
– The clump density contrast D(r) = ρcl(r)/ρ(r) = f −1V (r) (cf.
Hamann & Koesterke 1998, for a detailed description).
As an alternative to the mass-loss rate M˙, one can also spec-
ify a line emission measure in the form of either the transformed
radius
Rt := R∗
 3∞2500 km/s
/
M˙
√
D
10−4 M/yr
 23 , (16)
1 http://kurucz.harvard.edu/atoms.html
2 https://www.nist.gov/pml/atomic-spectra-database
(Schmutz et al. 1989; Hamann & Koesterke 1998, for the current
form) or the wind strength parameter
Qws :=
M˙
√
D
(R∗3∞)3/2
, (17)
(Puls et al. 1996, 2008, for the current form). Since all other
quantities in Eqs. (16) and (17) have to be specified anyhow,
these quantities imply a certain value of M˙. Using Rt or log Qws
can be helpful when calculating model grids or searching for
models with a similar emission line strength in their normalized
spectra.
Radiative transfer:
start approximation
Ray-by-ray solution
Solution of the
momentum equations
Temperature
corrections
Solution of the rate
equations
Stratification
update
converged model
fν, gν
Jν(r), arad(r)
T (r)
~n(r)
3(r), M˙, ρ(r)
Fig. 2. Iteration scheme for the calculation of a PoWR atmosphere
model. The inner cycle without the ray-by-ray radiative transfer is typ-
ically applied for a few (typically 5-6) iterations before the Eddington
factors must be renewed. If the criteria for a stratification update are
fulfilled – see Sect. 5.4 for the case of a HD update – this is performed
before the next ray-by-ray transfer would be scheduled. On the right
side of the figure, indicated by gray arrows, the most important quanti-
ties obtained by the current step are highlighted.
In hydrodynamically consistent models, M˙ and 3(r) are ad-
justed in order to ensure that the hydrodynamic equation is ful-
filled throughout the atmosphere. However, as they also define
the density stratification, starting values are still required as an
input for the calculations. Depending on the starting model, the
resulting M˙ and 3(r) of a converged hydrodynamically consistent
model can differ significantly from their initial specifications.
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4.3. Iteration scheme
With the main concepts and parameters given in the previous
paragraphs, the overall iteration scheme for a PoWR model can
now be summarized by the following steps:
1. Model start: Setup of radius and frequency grids, first ve-
locity stratification, start approximation for the population
numbers n(r) and the radiation field Jν(r)
2. Main iteration
(a) Solution of the radiative transfer in the comoving frame
(b) Temperature corrections (if necessary)
(c) Solution of the statistical equations
(d) (optional:) Solution for the hydrostatic or hydrodynamic
equation to update the velocity/density stratification
3. Formal integration: Calculation of the emergent spectrum in
the observer’s frame
For efficiency, we use the method of variable Eddington fac-
tors, where the Eddington factors fν and gν, which have to be
obtained from the more costly ray-by-ray radiative transfer, are
only updated every few iterations while otherwise only the mo-
mentum equations are solved in order to obtain the new radiation
field and the radiative acceleration. For convenience, we sched-
ule stratification updates immediately before the next renewal of
the Eddington factors.
A sketch of this iteration scheme is given in Fig. 2. The
stratification update, which can be either restricted to the quasi-
hydrostatic part as outlined in Sander et al. (2015) or the full hy-
drodynamical update described in this work, is fully integrated
into the main iteration. The particular details of the hydrody-
namic stratification update are discussed in Sect. 5.
5. Hydrodynamically consistent models
5.1. Start approximation
In order to integrate the hydrodynamic equation in the form of
Eq. (13), the quantities a(r) and arad(r) have to be specified as a
function of radius. This cannot be done from scratch and there-
fore a starting approximation for the stellar atmosphere has to be
given, including a velocity stratification. Unless the new model
is only a small variation of an already existing hydrodynamically
consistent model, where one could employ the old velocity field,
usually a model with a β-law connected to a consistent hydro-
static solution (Sander et al. 2015, see) is adopted as a starting
approximation. For the mass-loss rate, it has turned out to be
helpful, if at least the global energy budget is close to consis-
tency. To obtain this budget, the hydrodynamic equation is writ-
ten in the form
3
d3
dr
+
GM∗
r2
= arad − 1
ρ
dP
dr
, (18)
and then integrated over r and multiplied with M˙:
M˙
∫ (
3
d3
dr
+
GM∗
r2
)
dr = M˙
∫ (
arad − 1
ρ
dP
dr
)
dr
Lwind = Wwind. (19)
This last equation (Eq.19) describes the balance between the
modeled wind luminosity Lwind and the provided power Wwind.
Dividing Eq. (19) by Lwind yields the so-called work ratio
Q :=
Wwind
Lwind
. (20)
While stellar atmosphere models with Q < 1 do not provide a
radiative acceleration that is sufficient to drive the wind, models
with Q > 1 exhibit a radiation acceleration that could actually
drive a stronger wind. Models with Q = 1 exactly supply the
power that is required to drive the wind. The corresponding mod-
els are therefore consistent on a “global” scale, as they fulfill the
integrated form of the hydrodynamic equation. Although they
usually do not fulfill this equation locally, models with Q ≈ 1 are
usually well suited as a starting model for the full hydrodynamic
calculations. A similar approach to identify proper start approx-
imations has been used by Gräfener & Hamann (2005) in their
calculation of a hydrodynamically consistent WC atmosphere.
5.2. Obtaining a consistent velocity field
With a given starting model, all terms in the hydrodynamic equa-
tion are known, including the radiative acceleration arad(r) as
a function of radius, and the terms F˜ (r) and G˜(r) can be cal-
culated. Since the ratio of the latter two essentially defines the
right hand side of Eq. (13), both terms have to vanish at exactly
the same radius rc, defining the critical point of the equation.
For the non-consistent starting model, this is generally not the
case and thus the radius rG˜ := r(G˜ = 0) will differ from the
radius rF˜ := r(F˜ = 0). In some cases, F˜ can become zero at
more than one point, thus indicating a non-monotonic solution
for 3(r). While this does not prevent the integration of the hydro-
dynamic equation, a non-monotonic 3(r) cannot be used in the
CMF radiative transfer and thus such cases are discarded at the
moment.
F˜
G˜
r
2
GM
da
2
dr
−2 a
2
r
GM
1 − Γrad
rF˜
rG˜
-1.0
-0.5
0.0
0.5
1.0
-3 -2 -1 0 1
log10 (r/R* - 1)
Fig. 3. As in Fig. 1, but now for a standard PoWR model where only the
quasi-hydrostatic regime is treated self-consistently. The dimensionless,
depth-dependent quantities F˜ and G˜ now cross zero at different radii
rF˜ and rG˜ , which is typical for non-consistent models and indicates a
necessary adjustment of the mass-loss rate.
Assuming that there is only one radius rF˜ at which we have
F˜ = 0, this point acts as the current candidate for the critical
point. Starting at rF˜ with 3(rF˜ ) = a(rF˜ ), Eq. (13) is then inte-
grated inwards and outwards to obtain the new velocity field. By
setting the wind velocity to the current value of a at rF˜ , the crit-
ical point condition is automatically fulfilled and we achieve a
velocity field that smoothly passes through the critical point. In
principle it would also be possible to start the integration at rG˜ or
any point in-between rF˜ and rG˜, but this would require a modifi-
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cation of rF˜ during the hydrodynamic iteration in order to fulfill
the critical point condition. Several approaches have been tested
during the development phase and none of them turned out to
be favorable. Essentially, the approach by Gräfener & Hamann
(2005, 2008) made use of modifying F˜ when changing the mass-
loss rate. While this worked fine for some WR models, it turned
out to fail for OB models. Furthermore, their approach required
the calculation of a force multiplier parameter α(r), which can
only be obtained by a modified radiative transfer calculation,
thereby essentially doubling the calculation times for the radia-
tive transfer before each hydro stratification update. On the other
hand, modifications of the Γrad-term in F˜ without any prediction
on how the radiative acceleration will react on changes of 3(r) or
M˙ turn out not to be precise enough. Thus the direct integration
from rF˜ proved to be the best method, both in terms of stability
and performance.
5.3. Calculation of the mass-loss rate
By starting the integration of the velocity field outwards from
the critical point of the hydrodynamic equation, one automati-
cally obtains the terminal velocity 3∞ when reaching the outer
boundary, since 3∞ ≈ 3(Rmax) as long as Rmax is chosen to be
sufficiently large. This method so far provides a new velocity
field that fulfills the hydrodynamic equation, but does not per-
form any update of the mass-loss rate M˙. This is already a pow-
erful tool, but the major issue with such a solution is their in-
consistency with some of the initial stellar parameters; since the
integration starts from the critical point, also the inner boundary
value 3min := 3(R∗) is not fixed, but instead obtained from inte-
grating the hydrodynamic equation. As long as rF˜ and rG˜ are not
identical before the integration, the total optical depth at R∗ will
change after the velocity update. This especially means that T∗
and the corresponding R∗ in a converged model would refer to a
different optical depth than in the starting model. As long as the
total optical depth is larger than the old one, one could infer the
values for the original optical depth. However, the consequence
would be that the obtained hydrodynamic model refers to a dif-
ferent temperature and radius than the starting model, thereby
being inconsistent with the radiative transfer calculation.
This problem can be solved by introducing another con-
straint, namely the conservation of the total optical depth. More
precisely, for practical reasons we demand the conservation of
the total Rosseland continuum optical depth, which we denote as
τRoss(R∗) throughout this work. As a consequence, the mass-loss
rate M˙ needs to be updated, but the main model parameters T∗
and R∗ now keep their intended reference. Unfortunately, find-
ing a proper update method for M˙ is not a trivial task. A simple
approach would be to use the definition of the optical depth and
replace the density via Eq. 6 to obtain an expression that explic-
itly contains M˙:
τRoss(R∗) =
R∗∫
Rmax
κRoss(r) dr (21)
=
R∗∫
Rmax
ρ(r) κRoss(r) dr (22)
=
M˙
4pi
R∗∫
Rmax
κRoss(r)
r2 3(r)
dr. (23)
However, even though Eq. (23) seems like a straight-forward
approach to extract the density and thus the mass-loss rate,
one must keep in mind that κRoss(r) is not generally depth-
independent, as some of the contributions (e.g., the bound-free
opacities) do not just have a linear dependence on ρ(r). In fact,
using this expression leads to large changes in M˙, often over-
predicting the required changes by orders of magnitude. Since
the critical point tends to change significantly even for moderate
M˙ updates, this method can only be successfully applied in very
few cases and thus cannot be considered as a standard approach.
The sensitivity of the critical point was already found by Paul-
drach et al. (1986) when they used an early form of this concept
with the Thomson opacity instead of the Rosseland continuum
opacity as they did not account for the free-free and bound-free
continuum in their radiative force. Similar problems occur when
employing other quantities with analog descriptions, such as the
integrated density without the mass absorption coefficient
smax =
R∗∫
Rmax
ρ(r) dr =
M˙
4pi
R∗∫
Rmax
1
r2 3(r)
dr, (24)
or the total atmosphere mass
Matm = 4pi
Rmax∫
R∗
ρ(r)r2dr = M˙
Rmax∫
R∗
1
3(r)
dr. (25)
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Fig. 4. Upper panel: The response of the radiative acceleration arad(r)
to a change of the mass-loss rate M˙ is illustrated by plotting the ratio
of the modified to unmodified acceleration for different modification
factors f . Lower panel: The results for different factors f can be scaled
to an almost unique curve.
In order to obtain a more stable method, this work utilizes
a completely different approach, where we approximate the re-
sponse of the radiative acceleration arad to a change of the mass-
loss rate by a factor f . A typical example for an O-star model is
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shown in Fig. 4, where the ratio of unmodified to modified ac-
celeration is shown for different values of f −1. As the radiative
acceleration is defined as
arad(r) =
4pi
c
1
ρ(r)
∞∫
0
κνHνdν, (26)
=
16pi2
c
r23(r)
M˙
∞∫
0
κνHνdν, (27)
there is a leading dependence with M˙−1, therefore making f −1
the more interesting quantity for the plots. The lower panel of
Fig. 4 also illustrates that the particular value of f changes the
amplitude, but not the general behavior of the response, since
one can scale all the results almost perfectly to the same curve
resp(r) using the relation
resp(r) =
1
1 − f
[
1 − arad(M˙)
f · arad( f · M˙)
]
. (28)
With the help of Eq. (28) it would therefore be possible to im-
plement the detailed response of arad(r) to suggested changes of
M˙ in order to improve the calculation of the mass-loss rate in a
hydro iteration. However, similar to what has been discussed for
the α(r)-approach from Gräfener & Hamann (2005), this would
double the CMF calculation time before each update of the ve-
locity field. Furthermore, the relation (28) cannot account for the
typically more complex changes of 3(r) and thus even a mass-
loss rate obtained in this detailed way does not lead to a better
model convergence. In fact, such methods have been tested and
have turned out not to be better than the more approximate way
described below.
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Fig. 5. Upper panel: Response of the radiative line (solid curves) and
continuum (dashed curves) acceleration for two different change factors
f of the mass-loss rate M˙. Similar to Fig. 4, the ratio of the modified to
unmodified acceleration is plotted. Lower panel: Zoom-in of the curves
showing the continuum response.
Apart from calculating the total response of the radiative ac-
celeration in our test calculations, we also calculated the iso-
lated response of the line and the total continuum term. In Fig. 5
the results for two different mass-loss modification factors f are
shown. As we can see, the continuum shows only a very small re-
sponse that can be neglected, while the line response is stronger
and roughly of the order f −1. In fact f −1 is never completely
reached, especially not in the outer wind, but since we want to
use our approximation only for the calculation of the mass-loss
rate, this is not a problem. By slightly over-predicting the ef-
fect of the change in M˙, we avoid potential “overshooting” of
the correction. We therefore assume for our calculations of the
mass-loss rate update, that the radiative acceleration arad changes
for a mass-loss rate modified by the factor f such that
arad( f · M˙) = 1f alines(M˙) + acont(M˙), (29)
with arad(M˙) = alines(M˙) + acont(M˙) denoting the acceleration
with the original mass-loss rate. Using this assumption, we cal-
culate the factor f which would be necessary to obtain F˜ = 0
at the current rG˜. For a converged model, this is automatically
fulfilled and we obtain f = 1, that is, no more change in M˙. In
the general case, the condition F˜ ( f M˙) != 0 leads to
f =
Γlines(rG˜)
1 − Γcont(rG˜) − 2 a(rG˜)·rG˜GM
[
a(rG˜) − rG˜ dadr
∣∣∣
r=rG˜
] , (30)
with Γlines = alines/g and Γcont = acont/g. To avoid overly large
corrections, which could significantly disturb the model conver-
gence, only 50% of the calculated change for M˙ is usually ap-
plied in one iteration.
The described update of the mass-loss rate now leads to a
convergence of rF˜ and rG˜. However, there is so far no guaran-
tee that the total optical depth of the converged model will be
identical to that of the starting model. To ensure also the lat-
ter, the whole atmosphere stratification is radially adjusted be-
fore integrating the hydrodynamic equation. This adjustment is
performed already with the new mass-loss rate and ensures the
conservation of the total Rosseland continuum optical depth.
5.4. Scheme of the hydrodynamic stratification update
The implementation concept of the hydrodynamical stratifica-
tion update in regards to the overall model iteration is similar
to the one described in Sander et al. (2015) for models with a
consistent quasi-hydrostatic part. In fact, the full hydrodynamic
treatment and quasi-hydrostatic update are alternative branches
for the step (2d) in the overall iteration scheme outlined in
Sect. 4.3. In order to ensure that the overall model calculations
are not vastly disrupted by a stratification update, such updates
are not performed during each iteration, but only immediately
before the Eddington factors in the following radiative transfer
job are recalculated and if the overall corrections to the popula-
tion numbers are below a certain prespecified level (in addition,
it is also possible to require a certain level of flux consistency for
a stratification update).
The hydrodynamic stratification update itself can be de-
scribed by the following scheme:
1. Check whether the hydrodynamic equation is fulfilled at all
depth points: If so, no update needs to be performed.
2. The quantities Γrad(r) and a(r) are calculated based on the
current model stratification.
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3. If rF˜ , rG˜, the mass loss rate M˙ is updated by a factor f as
described in Eq. (30)
4. Iteration:
(a) Starting from 3(rF˜ ) = a(rF˜ ), the new velocity field is ob-
tained via integrating Eq. (13) with a fourth-order Kunge-
Kutta method using adaptive step sizes. The quantities F
and G are calculated on the fly. To avoid numerical is-
sues near the critical point, we make use of l’Hôpital’s
rule. As the hydrodynamic integration requires a resolu-
tion below the regular depth grid, we use spline interpo-
lation to obtain the interstice values for Γrad and a.
(b) With the new 3(r) now given, we calculate the resulting
new density stratification and total Rosseland continuum
optical depth τRoss(R∗)
(c) If the τRoss(R∗) is conserved, the iteration ends. Other-
wise Γrad(r) and a(r) are shifted radially and the next it-
eration cycle is started.
5. If necessary, the depth grid spacing is updated to better re-
flect the new stratification. All necessary quantities are inter-
polated from the old to the new grid.
After the hydrodynamic stratification update is complete, the
overall iteration cycle continues with the next radiative transfer
calculation (we refer also to Sect. 4.3 for details of the overall
iteration). Due to the inclusion in the overall iteration cycle, the
values of Γrad(r) and a(r) used in the next hydrodynamic stratifi-
cation update implicitly include all effects of the former strat-
ification and mass-loss rate update. While this procedure can
significantly increase the total number of overall iterations com-
pared to non-HD models, this iterative approach allows us to
refrain from any (semi-)analytical assumptions for the radiative
acceleration, making this method essentially applicable for the
whole range of stars that can be described by PoWR atmosphere
models. The atmosphere model is eventually considered to be
converged if all of the following requirements are met:
– The relative corrections to the population numbers are below
a certain level (typically 10−3).
– Flux consistency is achieved within a certain accuracy (typ-
ically setting: relative departures may not be larger than
10−2).
– The hydrodynamical equation is fulfilled throughout the
whole atmosphere within a specified accuracy (typically 5%,
but we allow larger deviations at the inner and outer bound-
ary).
With the exception of the last point of course, these criteria are
the same as for non-HD models, which are used for reproducing
observed spectra and empirically obtain stellar and wind param-
eters. Based on the converged atmosphere model, the emergent
spectrum is subsequently calculated in the observer’s frame, al-
lowing us to cross-check the results with observed spectra.
6. Results
In order to test whether or not our new method is applicable to
OB stars, where the approach from Gräfener & Hamann (2008)
failed, we calculated a hydrodynamically consistent model for
the well-studied O supergiant ζ Pup/HD 66811. Starting from the
parameters given in Bouret et al. (2012), we first calculated a
standard PoWR model using a prescribed β-law connected to
a consistent quasi-hydrostatic part as described in Sander et al.
(2015). While a model reproducing most spectral features al-
ready requires Ne, Mg, Si, P, and S to be considered, the work
Table 1. Input parameters for the ζ Pup model
Parameter Value
T∗ [kK] 42.0
R∗ [R] 15.9
log L [L] 5.85
M∗ [M] 45
log g [cm s−2] 3.7
D∞ 10
3mic [km/s] 15
abundances mass fractions
XHa 0.6
XHea 0.383
XCa 2.86 × 10−4
XNa 1.05 × 10−2
XOa 1.30 × 10−3
XNeb 1.26 × 10−3
XMgb 6.92 × 10−4
XSib 0.70 × 10−3
XPb 6.15 × 10−6
XSb 3.09 × 10−4
XClb 8.20 × 10−6
XArb 7.34 × 10−5
XKb 3.14 × 10−6
XCab 6.13 × 10−5
XFeb,c 1.40 × 10−3
Notes. (a) Abundance taken from Bouret et al. (2012) (b) Solar abun-
dances, taken from Asplund et al. (2009) (c) Fe include also the further
iron group elements Sc, Ti, V, Cr, Mn, Co, and Ni. See Gräfener et al.
(2002) for relative abundances.
ratio of such a model is only Q = 0.74. By adding further ele-
ments, most notably Ar, the work ratio was close to unity and the
model could be used as a starting approach for the hydrodynamic
calculations.
In our first approach, we applied the same clumping strat-
ification as Bouret et al. (2012), that is, depth-dependent
(micro-)clumping with a maximum value of D∞ = 20 or fV,∞ =
D−1∞ = 0.05 and no interclump medium. This is a standard ap-
proach in state-of-the-art atmosphere models for hot and mas-
sive stars (e.g., Hamann & Koesterke 1998; Hillier & Miller
1999) and allows one to calculate the population numbers for
the clumped wind, which has a density increased by a factor
D(r) compared to a smooth wind. For the radiative transfer, on
the other hand, one can average between the clump and inter-
clump medium as clumps are assumed to have a small size in
comparison to the mean-free path of the photons. Furthermore,
instead of the standard description of depth-dependent clumping
in PoWR (Gräfener & Hamann 2005), we employed the same
parametrization as in the CMFGEN model from Bouret et al.
(2012), namely
fV(r) = fV,∞ + (1 − fV,∞) · exp
(
− 3(r)
3cl
)
, (31)
introduced in Martins et al. (2009), where the clumping “onset”
is described by a velocity 3cl. In their analysis for ζ Pup, Bouret
et al. (2012) use 3cl = 100 km/s. We started with a similar strati-
fication, but quickly realized that the value for 3cl is not sufficient
and leads to solutions with an overly high terminal velocity to-
gether with an overly low mass-loss rate. Stratifications where
we set 3cl = 0.5 3sonic lead to better results, but since the sonic
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point can change during the iterations, we decided to implement
another clumping stratification with
fV(r) = fV,∞ + (1 − fV,∞) · exp
(
− τcl
τRoss(r)
)
, (32)
that is, where we specify the clumping onset via an optical depth
τcl instead of a particular velocity. This approach was eventually
applied in the final model presented in this work. As we discuss
later on, it was furthermore necessary to reduce the maximum
clumping value to D∞ = 10 in our model. The complete set of
input parameters for the final hydrodynamical model is compiled
in Table 1.
In models with a predefined velocity law in the wind part, it
is usually sufficient to include only those elements that can either
be seen in the spectrum or contribute significantly to the blanket-
ing. However, for the hydrodynamic models, it is essential to in-
clude all ions that have a significant contribution to the radiative
force, even if they neither leave a noticable imprint in the spec-
trum nor significantly affect the blanketing. Yet, accounting for
all elements and their ions from hydrogen up to the iron group
would be numerically extremely expensive and thus practically
impossible. Fortunately, various elements and ions are only im-
portant in a certain parameter regime and thus can be neglected
outside of these. A list of the ions considered in the model pre-
sented in this work is given in Table 2.
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Fig. 6. Acceleration stratification for a hydrodynamically consistent
model. The wind acceleration (thick red diamond line) is compared to
the repulsive sum of inertia and gravitational acceleration g(r) (black
line). The fact that these two curves are (almost) identical illustrates
that the hydrodynamic equation is fulfilled throughout the stellar atmo-
sphere. For a more convenient illustration, all terms are normalized to
g(r). The input parameters of the model are compiled in Table 1 while
the resulting quantities can be found in Table 3.
The acceleration balance of the hydrodynamically consistent
model is shown in Fig. 6. Throughout the atmosphere, an excel-
lent agreement between the outward and inward forces is ob-
tained. Up until the critical point, not only the line acceleration
and the Thomson term are important, but there are also signifi-
cant contributions from the gas pressure and the true continuum,
that is, the continuum not produced by Thomson scattering, to
the driving. In the wind part, both of the latter terms become
negligible. However, it has to be noted that this is not necessarily
the case for all kinds of hot stars. In the more dense Wolf-Rayet
Table 2. Atomic data used in the hydrodynamic model
Ion Levels Linesa Ion Levels Linesa
H i 10 45 P iv 12 16
H ii 1 0 P v 11 22
He i 17 55 P vi 1 0
He ii 16 120 S iv 11 14
He iii 1 0 S v 10 13
C ii 32 148 S vi 22 75
C iii 40 226 Cl iii 1 0
C iv 25 230 Cl iv 24 34
C v 29 120 Cl v 18 29
C vi 1 0 Cl vi 23 46
N ii 38 201 Ar ii 20 33
N iii 87 507 Ar iii 14 13
N iv 38 154 Ar iv 13 20
N v 20 114 Ar v 10 11
N vi 14 48 Ar vi 9 11
N vii 2 1 Ar vii 20 34
O ii 37 150 Ar viii 11 24
O iii 33 121 Ar ix 10 10
O iv 29 76 Ar x 3 1
O v 36 153 K iii 20 40
O vi 16 101 K iv 23 27
O vii 1 0 K v 19 33
Ne i 8 14 K vi 28 38
Ne ii 18 40 K vii 1 0
Ne iii 18 18 Ca iv 24 43
Ne iv 35 159 Ca v 15 12
Ne v 25 37 Ca vi 15 17
Ne vi 25 53 Ca vii 20 28
Ne vii 25 61 Feb ii 1 0
Ne viii 25 101 Feb iii 13 40
Ne ix 23 51 Feb iv 18 77
Mg ii 1 0 Feb v 22 107
Mg iii 11 16 Feb vi 29 194
Mg iv 10 9 Feb vii 19 87
Mg v 10 9 Feb viii 14 49
Mg vi 10 19 Feb ix 15 56
Mg vii 10 11 Feb x 1 0
Mg viii 1 0
Si iii 24 69
Si iv 55 465
Si v 52 265 Total 1450 5221
Notes. (a) The number of lines refers to those transitions that have non-
negligible oscillator strengths and are therefore considered in the radia-
tive transfer calculation. (b) For Fe, the number of levels and lines refer
to superlevels and superlines. Fe includes also the further iron group
elements Sc, Ti, V, Cr, Mn, Co, and Ni. See Gräfener et al. (2002) for
concept details and relative abundances.
winds, situations can occur where the true continuum is not neg-
ligible in the wind (see, e.g., the consistent model for WR 111
in Gräfener & Hamann 2005). The importance of the pressure
term strongly depends on the assumptions for microturbulence.
In this model, a constant value of 3mic = 15 km/s was used in the
hydrodynamic calculations. When using larger values or depth-
dependent descriptions with 3mic increasing outwards, the apress-
term can become significant again in the outer wind.
The resulting velocity field for the converged hydrodynamic
models is shown in Fig. 7, where it is compared to the stratifica-
tion of two standard models using a prescribed velocity field in
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Fig. 7. Normalized velocity field for the hydrodynamically-consistent
model (red) versus a model using a β-law connected to a consistent
quasi-hydrostatic part. The upper panel shows the velocity in non-
logarithmic units, thereby highlighting the wind part, while the lower
panel displays the normalized velocity in logarithmic units, thus focus-
ing on the inner layers.
the form of so-called β-laws, that is,
3(r) = 3∞
(
1 − R∗
r
)β
. (33)
When implementing the β-law into a stellar atmosphere model,
Eq. (33) is usually slightly modified due to several reasons, most
prominently the necessity to connect the wind domain with a
proper quasi-hydrostatic domain (see Sander et al. 2015, for
more details) and the numerical issues that would occur for
3(R∗) = 0. This modification can be done in more than one way
and thus also differ between different stellar atmosphere codes.
In PoWR, two ways of “fine parametrization” for the β-law are
available, namely
3(r) = p
(
1 − R∗
r + Rs
)β
(34)
and
3(r) = p
(
1 − fsR∗r
)β
, (35)
with their fine parameters p and Rs or fs, respectively. While Rs
or fs are responsible for a proper connection of the wind and
the quasi-hydrostatic domain, p ≈ 3∞ ensures that the specified
terminal velocity is reached at the outer boundary. All fine pa-
rameters are automatically calculated depending on the choices
Table 3. Results from the hydrodynamically consistent ζ Pup model
with input parameters as in Table 1
Quantity Value
logRt [R] 2.00
log Qws [cgs] −12.1
T2/3 [kK] 40.7
qion 0.79
Γe 0.38
Γrad
a 0.77
log geff [cm s−2]a 3.63
rc [R∗] 1.16
log M˙ [M yr−1] −5.80
3∞ [km/s] 2046
η = M˙3∞c/L 0.23
log Dmomb [g cm s−2 R−1/2 ] 29.4
Notes. (a) Effective gravity calculated via Γrad as described in Sander
et al. (2015) (b) Modified wind momentum, defined as Dmom =
M˙3∞
√
R∗/R (see, e.g., Kudritzki & Puls 2000)
of the velocity field, the connection criterion and whether the
parametrization from Eq. (34) or from Eq. (35) should be used.
For the hydrodynamically consistent model presented in this
work, there is of course no prescribed wind velocity field, but for
the comparison calculations we had to make a choice and used
Eq. (34) since it is more widely used in modern PoWR mod-
els. Interestingly the velocity field in the lower part of the wind,
just above the sonic point, can be approximated with a beta law
using β = 2.4, but the outer part of the wind is best matched
with β = 0.9. Due to the fact that the fine parametrization is
not unique as described above, these deduced β-law approxima-
tions can vary slightly (10 to 20%) when using different fine
parametrizations. In-between the two parts there is a steep in-
crease of the velocity, steeper than could be modeled by a β-law
connected to the quasi-hydrostatic part. The reasons for this kind
of velocity field are revealed when looking at the particular con-
tributions to the radiative acceleration plotted in Fig. 8. Around
and shortly above the critical point, only the iron group elements
and the electron scattering contribute significantly to the radia-
tive acceleration. In contrast, further outwards, many more ele-
ments contribute, and for r > 1.6R∗ N, O, and Ar start to exceed
not only Γe, but also the contribution of the iron group elements.
S, Cl, and Ne follow further out and for r & 2R∗ also the contri-
butions of C and P are comparable to Γe, having even a bit more
impact than the iron group at this distance.
The complex contribution to the radiative force from the var-
ious elements is directly imprinted in the resulting velocity field
and thus “naturally” explains the deviations from a standard β-
law which has been derived from a taylored fit of the UV res-
onance line profiles already by Hamann (1980). While we do
not see a noticeable velocity plateau in the final model, such a
plateau occurred in several of the test models derived during the
preparation of this work. The plateau becomes visible if the iron
group contribution already exceeds Γe around or even below the
sonic point, which can already happen for slightly higher mass-
loss rates than derived for ζ Pup here.
The derived parameters of our hydrodynamically consistent
model are compiled in Table 3, while the spectral energy dis-
tribution and important parts of the normalized spectrum are
compared to observations in Fig. 9. The UV observation was
obtained with the IUE satellite (SWP15296) while the optical
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Fig. 8. Absolute (upper panel) and relative (lower panel) contributions to the radiative acceleration from the different elements considered in the
hydrodynamically consistent atmosphere model. The total radiative acceleration and the acceleration due to gas pressure are also shown in the
upper panel for comparison. The lower panel shows the extent to which electron scattering (pink solid curve) and the various elements contribute
to the total radiative acceleration.
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Fig. 9. Comparison of the hydrodynamically consistent O-star model with observed spectra of the O4 supergiant ζ Pup. The uppermost panel
shows the spectral energy distribution while the other panels compare the normalized line spectra between the model (red) and the observations
(blue) in various wavelength ranges.
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spectrum stems from an earlier observation within our group
(Hamann, priv. comm.). The photometric data used in the SED
plot have been taken from Ducati (2002). While the displayed
model is rather to demonstrate the new technique described in
the previous section and therefore has not been fine-tuned to pre-
cisely reproduce the spectral features of ζ Pup, one can still com-
pare the main parameters to spectral analyses. While the starting
parameters were motivated by the non-hydrodynamical model
results from Bouret et al. (2012), their high clumping factor of
20 would lead to an underprediction of the Hα electron scattering
wings and thus was reduced to the more typical value of 10. The
mass-loss rate of log M˙ = −5.8 is slightly lower than in Bouret
et al. (2012), but higher than the value obtained by Pauldrach
et al. (2012).
The emergent spectrum of our hydrodynamical model shows
all the typical features of an early Of-type star with a fast wind
and strong emission in both N iii λ4634-40-42 and He ii λ4686
(see, e.g., Sota et al. 2011, for a classification scheme). When
comparing the detailed spectral appearance to the observation
of ζ Pup in Fig. 9, one can conclude that the UV spectrum, in-
cluding the iron forest, is well reproduced apart from the precise
shape of the nitrogen profiles, which can be affected by various
parameters including so-called “superionization” due to X-rays,
which were not included in our model. The optical spectrum re-
veals that the mass-loss rate might be slightly too high to repro-
duce this observation, since emission in Hα and the other promi-
nent emission lines appears slightly too strong. Also Hβ and Hγ
seem to be filled up by wind emission. The overall appearance,
however, as well as the spectral energy distribution, are nicely re-
produced, illustrating that we have a realistic stellar atmosphere
model that would require only minor parameter adjustments to
allow for a more detailed discussion. Unfortunately even these
minor changes can lead to a significant amount of calculation
effort when constructing hydrodynamically consistent models,
which is why we refrain from further efforts in this introductory
paper.
7. Conclusions
In this work we constructed the first hydrodynamically consis-
tent PoWR model for an O supergiant. A new method for the
consistent solution of the hydrodynamic equation, together with
the solution of the statistical equations, the temperature strati-
fication, and the radiative transfer has been developed and suc-
cessfully applied. This new technique enables us to construct a
new generation of PoWR models where the velocity field and
the mass-loss rate are calculated consistently. To obtain the ve-
locity field, the hydrodynamic equation is integrated inwards and
outwards from the critical point. Since we provide the radiative
acceleration calculated in the comoving frame as a function of
radius, the critical point in our hydrodynamic equation is iden-
tical to the sonic point. The uniqueness of the critical point also
provides the necessary condition to obtain the mass-loss rate.
As we calculate the velocity field from the hydrodynamic
equation, it is mandatory to include all ions that significantly
contribute to the radiative acceleration somewhere in the atmo-
sphere. In the case of our demonstration model, especially the
inclusion of Ar was crucial as it provides a major contribution to
the driving in the outer wind, comparable to N and O, although it
does not leave detectable features in the spectral ranges typically
observed.
In the region around the critical point, the most important
line driving contribution stems from the iron group elements.
Although these elements turn out to be important contributors
throughout the whole atmosphere for our demonstration model,
there are several other elements exceeding their input in the outer
part, namely N, O, S, Ar, Cl, C, P and partly Ne. Further follow-
up calculations for a wider parameter range will be necessary
to shed light on details; namely, which ions are responsible,
and how this picture will change when transitioning to different
mass-loss or temperature regimes.
The obtained velocity field cannot be approximated by a β-
law. The resulting mass-loss rate of our hydrodynamic model is
in the range of what has been determined by empirical analyses
for the O4 supergiant ζ Pup, and the resulting spectrum resem-
bles the observed line spectrum and the spectral energy distri-
bution (cf. Fig. 9). Our calculations confirm that the value of the
mass-loss rate crucially depends on the location of the critical
point, which in turn reacts to several factors, such as the assumed
microturbulence, the onset of clumping, and the Fe abundance.
Follow-up research will therefore be required in order to study
the precise influence of these and other parameters.
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