The cell cycle duration is a variable cellular phenotype that underlies long-term population growth and age structures. By analyzing the stationary solutions of a branching process with heritable cell division times, we demonstrate existence of a phase transition, which can be continuous or firstorder, by which a non-zero fraction of the population becomes localized at a minimal division time. Just below the transition, we demonstrate coexistence of localized and delocalized age-structure phases, and power law decay of correlation functions. Above it, we observe self-synchronization of cell cycles, collective divisions, and slow 'aging' of population growth rates.
The duration of a cell-cycle, or inter-division time (IDT), is a fluctuating quantity in cellular populations, and its statistical properties are thought to result from biological mechanisms that regulate cell growth and division [1] [2] [3] . For single cells that grow in size exponentially, as in bacteria [1] and yeast [4] , models of cell-size regulation typically predict negative mother-daughter correlation of IDTs [5] . Yet in a subset of bacterial experiments and in most observations on mammalian cells, positive IDT correlations have been measured (see Table S1 in [6] ), indicating that the cell cycle duration is a heritable, fluctuating single-cell phenotype. Such heritability enables selection to act on the distribution of IDTs in a population to increase the long-term population growth rate. Here we take up the question of how selection and cell cycle heritability interact to determine long-term population dynamics, a fundamental step toward understanding how evolution has shaped cell cycle control mechanisms.
To investigate the effect of IDT heritability on population growth, we considered a model with heritable IDTs that was first introduced in [7] , which we refer to as the Lebowitz-Rubinow model below. We noticed the existence of a heritability threshold above which the population's distribution of IDTs would localize at the minimal IDT corresponding to the fastest possible single-cell growth rate. We identify and characterize a localization phase transition in this model. We show the ancestral mean IDT provides an order parameter of the transition, and above the heritability threshold predict the emergence of arbitrarily long single cell lineages that maintain perfect inheritance of a minimal IDT. This prediction is confirmed in numerical simulations of finite populations. We observe slow punctuated dynamics above the heritability threshold, characteristic of systems that exhibit aging, as well as cell-cycle synchronization in finite populations. Our work provides fundamental connections between dynamics of age-structured populations [8] and well-studied error-threshold phenomena of evolutionary theory [9, 10] , both of which are described by the unifying framework of statistical physics of phase transitions.
Model and stationary solutions.
We model a proliferating population by a branching process in which K (τ, τ ′ ) is the transition probability density from τ ′ to τ , where τ ′ and τ are the parent and offspring IDTs, respectively. To study the effect of heritability of IDTs, we focus on the analytically tractable Lebowitz-Rubinow model [7] , which uses the transition kernel
where δ (·) is the Dirac delta function, β represents the heritability of IDTs in the model (0 ≤ β < 1), and k (τ ) is a probability density function on the interval [τ 0 , ∞), with 0 < τ 0 < ∞. A cell producesẑ offsprings at every division, whereẑ is independently drawn from a fixed probability distribution and its average is denoted by z > 0. For example, z = 2 for binary division organisms and z = 1 for the isolated single cells. The dynamics of cell divisions in the population are governed by
where n div (τ ; t) dτ dt is the expected number of dividing cells (cells at the termination of cell-cycle) between times t and t + dt with IDT between τ and τ + dτ [11] . The expected number of divisions occurring between t and t+ dt is given by N div (t) dt := dt ∞ 0 n div (τ ; t) dτ . The timedependent population growth rate is defined by Λ t := (z − 1) N div (t) /N (t), where N (t) is the expected population size at time t (see [6] for detailed derivations).
The steady-state, exponentially growing solution of (2) can be found by substituting the form n div (τ ; t) = N div (t) · p div (τ ), where p div (τ ) is the stationary probability density of IDTs of dividing cells, yielding
Using (1) 
where the steady-state growth rate Λ is determined by the normalization condition Q (β, z, Λ) := ∞ 0 q β,z,Λ (τ ) dτ = 1.
If z = 1, for example, then Λ = 0 and p div (τ ) = k (τ ) for any 0 ≤ β < 1. Namely, the stationary IDT distribution of isolated single cells is invariant of β. We remark that β is the correlation coefficient of IDTs between parent and offspring for isolated, single cell growth at steady-state [6] .
In the absence of IDT correlations (β = 0), one recovers the well-known result p div (τ ) = ze −Λτ k (τ ) where Λ is the unique real root of the integral equation z ∞ 0 e −Λτ k (τ ) dτ = 1 [3, 12] . For β > 0, one additionally must have 1 − βze −Λτ > 0 for all τ in the support of k(τ ) to ensure q β,z,Λ (τ ) ≥ 0. If k(τ ) > 0 for all τ > τ 0 , we find Λ ≥ ω 0 (β, z) := sup τ >τ0 ln (βz) τ = max 0, ln (βz) τ 0 ; (6) (see [6] for k(τ ) with bounded support). Since Q (β, z, Λ) is a monotonically decreasing function of Λ tending to zero as Λ → ∞, Eq. 5 has a unique root Λ β,z provided that Q (β, z, ω 0 (β, z)) ≥ 1. This condition holds for β < β c , where β c is a critical heritability threshold defined by Q (β c , z, ω 0 (β c , z)) = 1 ,
such that for β > β c , Q (β, z, ω 0 (β, z)) < 1 and Eq. 5 does not admit a real solution Λ β,z . For β > β c , the solution p div (τ ) given in (4) is incomplete, as there is missing probability 1 − Q. For z > 1, the full solution is p div (τ ) = q β,z,Λ β,z (τ ) + (1 − Q (β, z, Λ β,z )) δ (τ − τ 0 ) , (8) and substitution into (3) yields Λ β,z = τ −1 0 ln (βz) for the steady-state growth rate when β > β c [6] .
Further analysis of (7) shows that a heritability threshold β c < 1 exists if and only if ∞ 0 dτ k(τ )/(τ − τ 0 ) converges; e.g. if k(τ ) ∼ (τ − τ 0 ) γ near τ 0 for some γ > 0. The steady state population growth rate Λ β,z qualitatively changes as β crosses the threshold: it depends on k (τ ) for β < β c , and becomes independent of it for β > β c . The expected number of offspring having the same IDT as their parent is βz, and only parents with τ ′ = τ 0 can generate offspring with τ = τ 0 . Thus, the fraction of the population with IDT τ 0 grows with rate τ −1 0 ln (βz). If we add a small fraction of τ 0 cells to a population, they go extinct if βz < 1, while if βz > 1, they can constitute a giant cluster in the population's genealogy. The subpopulation localized at τ = τ 0 will be outcompeted by the rest of the population for z −1 < β < β c , with Λ β,z determined by (5) ; or it will dominate the population for β > β c , and thus dictate its growth rate to be Λ β,z = τ −1 0 ln (βz). In Fig. 1A , we show a range of examples k(τ ) which admit a threshold β c . Increasing β from 0 to 1, Λ β,z increases monotonically with a shallow slope, while past β c , the slope of the growth rate changes markedly ( Fig. 1B) . Localization phase transition of population age structure. We now show that the threshold behavior identified above constitutes a phase transition in the strict sense. We map the population to a statistical mechanical ensemble, as follows. From the viewpoint of single cell lineages -i.e. the history of an individual and all of its ancestors -an age-structured population constitutes an ensemble of trajectories: the sequence of IDTs along a lineage (. . . , τ i−1 , τ i , τ i+1 , . . .) is analogous to a microscopic state of a large system (e.g. configuration of spins on a lattice, conformation of a polymer in space, etc.); while a single ancestral cell division τ i specifies the state of a single component (e.g a spin, or a monomer). The population is an ensemble of lineages, and the steadystate population growth rate is its free energy [6, 13] .
To analyze the structure of lineages observed above and below β c , we consider the number of generations with which the same IDT is consecutively inherited, which we denote by m and call the "block size". The probability distribution of m over lineages is analogous to a correlation function, and its mean measures the typical correlation length. To compute these quantities, we let (τ ′ , τ ) denote a pair of IDTs, where τ ′ and τ are parent and offspring IDTs, respectively. From (3) one can infer that the stationary probability density to find (τ ′ , τ ) is ze −Λτ K (τ, τ ′ ) p div (τ ′ ). In particular, the probability of observing (τ, τ ) is βze −Λτ p div (τ ). Repeatedly multiplying βze −Λ β,z τ , the probability for τ drawn from p div (τ ) to be inherited at least m − 1 times is βze −Λ β,z τ m−1 , hence the joint probability distribution of block size m and IDT τ is
(9) For β < β c , the mean block size on lineage is
and the probability distribution of IDT on lineage, also known as the ancestral distribution [10] , is
and represents the probability distribution of IDTs of ancestors in the infinite past [6] . For β > β c , m β,z diverges and p lin (τ ) must be computed as an appropriate limit [6] ; we obtain
The expression indicates that the IDT distribution on lineages in the population is localized entirely at τ = τ 0 above β c , despite the fact that the IDT distribution of isolated lineages remains k (τ ). The mean block size m β,z serves as an order parameter that diverges for β > β c , and the continuity of the phase transition can be characterized by its behavior near β c . If lim β↑βc m β,z = ∞, the transition is a continuous phase transition, while if lim β↑βc m β,z < ∞ the transition is referred to as discontinuous, or 'first-order'. Analogously, the lineage mean IDT, τ β,z := ∞ 0 τ p lin (τ ) dτ , which is given by ∂Λ β,z /∂ log z (i.e. a first-order derivative of the free energy [6] ), exhibits the same type of phase transition. Examples of the β dependence of m β,z and τ β,z are shown in Fig. 1C and D. Assuming the law of large numbers, τ −1 β,z ≃ D /t and m −1 β,z ≃ S /D hold where D and S denote the number of divisions and the number of switches to different values of τ on lineage, respectively [6] .
Using the form of k (τ ) as in Fig. 1 , where k(τ ) ∼ (τ − τ 0 ) γ for τ near τ 0 , and computing m β,z we find that the phase transition is continuous for 0 < γ ≤ 1, and becomes discontinuous for γ > 1. For the latter type of transition, one expects to observe coexistence of two phases at the transition point, which is seen in numerical simulations of finite populations shown below ( Fig. 2B ). We can also compute the marginal probability distribution p M lin (m) of block size m, which decays exponentially below the transition, and follows power law statistics, p M lin (m) ∼ m −γ−1 for large m, in the limit β ↑ β c as expected for correlation functions in the vicinity of a phase transition [6] . Such an appearance of long memory of IDT inheritance at the transition point is likewise observed in simulations ( Fig. 2B ).
Aging of long-term growth rate in finite populations. In finite sized populations, the stationary distribution (8) for β > β c is not achievable because any parent cell with IDT τ ′ > τ 0 has probability zero of generating offspring with IDT τ 0 . Additionally, the distribution (8) cannot be maintained as a steady-state because cells with IDT τ 0 can be lost from the population within finite time due to coalescence. To observe dynamics in finite populations, we conducted exact stochastic simulations in which cells are randomly removed to maintain a fixed population size [6] . We sampled the initial population with size N = 100 independently from the stationary probability distribution with β = 0, which we refer to as the delocalized state, and simulated the population forward in time for a given value of β > 0.
In simulations with β < β c , growth rates Λ t fluctuate around the expected steady-state growth rate ( Fig. 2A ). For β slightly above β c , however, Λ t exhibits sudden transitions between two distinct, long-lived states ( Fig 2B) , which is expected for systems near a first-order phase transition. One of these states represents localization at the empirical minimum IDT, denoted byτ 0 , which is the minimum IDT among all the dividing cells within each time bin [6] . In this state, the growth rate fluctuates aroundτ −1 0 ln (βz) over a sufficient period during whicĥ τ 0 is constant. The other phase represents delocalization, whereτ 0 exhibits large fluctuations. For higher values of β, the observed growth rate increases stepwise and fluctuates aroundτ −1 0 ln (βz) (Fig. 2C ). In this case, a fraction of the population localized atτ 0 is maintained over a significant time interval until a new value ofτ 0 replaces the current empirical minimum IDT. The time intervals between these replacement events become increasingly long asτ 0 approaches τ 0 , because IDTs that are shorter than the current minimum become increasingly rare. When the simulation starts with the population sampled from the predicted stationary probability distribution with the same β used in Fig. 2C , Λ t fluctuates aroundτ −1 0 ln (βz) andτ 0 = τ 0 is preserved over the entire simulation time ( Fig. 2D ). Values of Λ t at different simulation times are plotted as function of β initialized at either the delocalized state ( Fig. 2E ) or the predicted stationary solution ( Fig. 2F ). For both initial conditions, the curve at t = 10 4 possesses an inflection point β c,N slightly greater than β c , which we refer to as the effective transition point at fixed population size N (see [6] for detailed definition). For both of these initial conditions, the population would reach the steady-state whereτ 0 fluctuates around some specific τ opt (> τ 0 ) but it was not observed in reasonable simulation time due to the observed aging behavior of the dynamics. Despite this challenge in numerically observing the true steady-state, due to the slow aging of the dynamics, our finite population simulations demonstrate the existence of the transition point above which the localized phase emerges in the dynamics, and that the dependence of the observed growth rate on β is quantitatively predicted by theoretical analysis of the stationary solution.
Collective divisions and cell cycle synchronization. In addition to aging dynamics, we observed collective divisions within the population above the transition (Fig.   3 ). The number of divisions that occurred, binned in short intervals, is plotted over time. Compared to Figs. 3A and C, Fig. 3E shows division events occurring collectively and periodically. Its auto-correlation function does not oscillate below the transition (3B), but exhibits decaying oscillations near the transition point (3D) and sustained oscillations above the transition (3F). The fact that the period of the autocorrelation function is close to τ 0 reflects localization atτ 0 close to τ 0 . We also tested the robustness of the transition properties to noise in the inheritance of IDTs by allowing small fluctuations of the offspring's IDT when it inherits its parent's IDT with probability β. To do so, we modified the transition kernel to be
where p norm (x, σ) is a normal distribution density function with standard deviation σ, truncated at τ 0 . As a result, the population can reach equilibrium over a reasonable time scale, that is, the long-term behaviors coincide between the two distinct initial conditions (Figs. S6 and S7 in [6] ). Even without exact inheritance of parental IDTs, signatures of the phase transition are still observed (Figs. S8-S15 in [6] ). Collective divisions are weaker but still detectable through the decaying oscillations of the autocorrelation function of divisions in population (Figs. S16 and S17 in [6] ). Division rate oscillations have also been predicted to arise in cell size control models, due to negative IDT correlations [14] . Discussion. We analyzed how the strength of the inter-division time heritability affects age-structured population dynamics. In a model with heritable cell cycle durations first introduced in [7] , we demonstrated the existence of a localization phase transition. While the existence of a heritability threshold β c was not explicitly suggested in [7] , the potential limit on the validity of the stationary solution was pointed out. A similar localization transition in exponentially growing populations is known in mutation-selection models of theoretical population genetics [10, 15, 16] . For example, Kingman's house-of-cards model [16] describes population dynamics on a specific type of fitness landscape, which exhibits localization at maximal fitness below a critical mutation rate. The localization phase transition as a stationary state in the house-of-cards model can be generalized to include cases where fitness is correlated between parent and offspring, and the existence and the uniqueness of the stationary solutions has been proven using the theory of positive linear operators [17] .
We showed that the signature of localization phase transition can be observed even in finite populations as small as 100 cells, which is comparable to the capacity allowed by typical microfluidic experiments [3, 18, 19] , indicating that this transition could in principle be experimentally observed. Above the transition, population growth rates exhibit aging dynamics. Similar phenomena are seen in evolution in random unbounded fitness landscape with rare mutation rate in finite population, known as the "diluted record process" [20] or "successional mutation regime" [21] . While the distribution and auto-correlation of individual fitness are difficult to measure in reality, measuring those of IDTs is highly feasible using in vivo single cell tracking in microfluidics-based experiments. The aging dynamics we observed in agestructured populations are closely related to the emergence of self-synchronized cell-cycles ( Fig. 3 ). Future work on the spectral structure of the linear semigroup of age-structured population dynamics [22, 23] may further elucidate the emergence of synchronized growth above the transition.
While aging dynamics above the transition are specific to the noiseless inheritance of IDT, we found that the signature of localization and self-synchronization can still be observable in "noisier" inheritance systems. This result indicates that our analytical results are applicable to real biological systems in which IDT heritability is noisy. The Lebowitz-Rubinow model does not include cell-cell interactions which are thought to be a major mechanism for cell-cycle synchronization. Remarkably, our analysis predicts strong but imperfect correlation may be enough to cause self-synchronization of cell cycles in finite populations in the absence of cell-cell interactions. Our findings could provide a basis for the design of new types of synthetic biological oscillators which leverage populationlevel selective forces to establish robust cell cycle synchronization and to support sustained oscillations.
We thank Yuichi Wakamoto for discussions. This work was supported by NIH grant R01-120231 to E.K. Let n (a, τ ; t) da dτ be the expected number of cells with age a and IDT τ at time t. a is the time since division, which is reset to 0 just after division (0 ≤ a < τ ). In particular, n div (τ ; t) dτ dt := lim a→τ n (a, τ ; t) dτ dt is the expected number of dividing cells at age τ during the infinitesimal interval [t, t + dt]. For fixed τ , n (a, τ ; t) satisfies the partial differential equation:
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We denote the initial distribution of a and τ by n (a, τ ; 0) = n 0 (a, τ ). Then the solution of Eq. (S1) satisfies
Let K (τ, τ ′ ) denote the transition probability density from τ ′ to τ . The boundary condition is given by
denote the expected population size at time t (relative to the initial population size) and
denote the probability density of (a, τ ) at time t. The marginal distribution of age is denoted by
This equation represents the balance between numbers of newly formed cells and dividing cells. Thus the exponential growth rate at time t, denoted by Λ t , is
This definition of time-dependent growth rate is equivalent to its definition in Main Text (Λ t :
Three interelated distributions of IDTs can be defined, as follows: (i) the offspring's IDT distribution,
which is the probability distribution of τ conditioned on a = 0; (ii) the parent's IDT distribution,
which is the probability distribution of age among dividing cells at time t; and (iii) the population's IDT distribution,
i.e. the marginal of p (a, τ ; t) with respect to τ , which is the probability distribution of τ at time t.
The joint distribution of τ and a at time t can be expressed as
Stationary distributions are found by substituting p (a, τ ; t) = p (a, τ ), which is independent of t. Accordingly, we denote p age (a) : 
and
where Λ and p birth (τ ) are determined as the solutions of
or equivalently,
Using the above, we obtain the relation
Eq. (S3) becomes at stationary state
The covariance between mother and daughter IDTs of isolated single cells at steady state is given by
Thus, we find that β is the Pearson correlation coefficient.
III. STATIONARY SOLUTION IN THE LEBOWITZ-RUBINOW MODEL
In this section, we derive the stationary distribution for p div given in the main text Eq. (8), and determine the conditions in which a heritability threshold exists.
Let [τ 0 , τ 1 ] be the support of the IDT distribution k(τ )
Here, we consider the general case 0 ≤ τ 0 < τ 1 ≤ ∞, while in the main text and throughout the other sections of the Supplement, we present results for τ 0 > 0 and τ 1 = ∞. We recall that the function k (τ ) is non-negative and normalized such that τ1 τ0 k (τ ) dτ = 1; the parameter z denotes the average number of offspring (0 < z < ∞); and β denotes the IDT heritability (0 ≤ β < 1).
The stationary distribution p div is a probability measure on the interval [τ 0 , τ 1 ] (see Sec. III B for details on the measure-theoretic formulation). We wish to determine the range of β for which p div can be expressed by a probability density function p div (τ ); in such cases substituting Eq. (1) in Eq. (3), we obtain
and Λ is determined by the normalization condition
If the above normalization condition does not admit a solution Λ < ∞ such that the integrand is a non-negative function of τ , the measure p div is not equivalent to a density function (formally, it is not absolutely continuous with respect to Lebesgue measure), and, as we will show below, the measure contains a singular portion corresponding to a delta function (i.e. a Dirac measure).
To determine the conditions such that p div is given by a density, we define
and its integral on [τ 0 , τ 1 ],
For fixed β, z, and k(τ ), p div is given by a density if and only if there exists λ < ∞ for which the following conditions both hold:
Condition 2 Q (β, z, λ) = 1.
As we will see below, condition 2 may not be satisfied even though condition 1 holds for a range of λ.
We characterize the range of β for which p div has a density by the value β c , which is defined as the supremum over the set of β for which both conditions can be satisfied for some λ < ∞, given z and k(τ ) are fixed; that is, When β c = 1, p div is given by a density for all values of β. If β c < 1, then the system undergoes a phase transition as β increases past β c , such that for β > β c , p div is not given by a density, and contains a singular portion that is localized at a single point. We refer to a system for which β c < 1 as one that exhibits a heritability threshold ; and refer to p div as being localized if β > β c or delocalized if β < β c . Below, we show that the behavior of p div at precisely β = β c depends on additional details including the form of k(τ ).
In Sec. III A, we determine the general conditions in which there exists a heritability threshold, i.e. when β c < 1. In Sec. III B, we derive the form of p div in the localized state. In Sec. III C we provide an explicit calculation of β c in a special case, and in Sec. III D we discuss the case β = 0.
A. Heritability threshold
Throughout this subsection, we assume 0 < β < 1 unless otherwise noted. We consider the definition of β c given in (S27), and observe that condition 1 is satisfied if and only if
If τ 0 > 0, then ω 0 is finite and there exists a non-empty range of λ satisfying (S28). If τ 0 = 0, then the range (S28) is non-empty if and only if βz ≤ 1 (since for βz > 1 we have ω 0 = ∞).
To additionally satisfy condition 2, we first identify the values of λ such that Q (β, z, λ) < ∞. For any λ in the range
we can bound the integral in (S26) yielding
and the right-hand side is finite if and only if βz = 1 or τ 0 = 0. Thus, we have Q (β, z, λ) < ∞ for all λ satisfying (S30) except in the special case in which both βz = 1 and τ 0 = 0. We will treat that case separately when needed below.
Given that Q (β, z, λ) < ∞, we have that Q (β, z, λ) monotonically decreases as λ increases because
(S32) For sufficiently large λ,
and thus lim λ→∞ Q (β, z, λ) = 0 if τ 0 > 0. If τ 0 = 0 (and thus βz ≤ 1 by condition 1), lim λ→∞ Q (β, z, λ) = 0 likewise holds because for any ǫ ∈ (0, τ 1 ),
(S34) Therefore, over the range of λ satisfying condition 1, we have shown that Q (β, z, λ) monotonically decreases to 0 with increasing λ. We conclude that condition 2 is satisfied if and only if
In this case, p div is delocalized and the long-term growth rate Λ β,z is given by the unique solution of
To determine when (S35) is satisfied, we analyze separately the cases z > 1, z = 1 and 0 < z < 1 below. We treat the case β = 0 separately in Sec.III D, while for the cases below we will always have 0 < β < 1.
Given that 0 < β < 1, we consider three sub-cases below, consisting of βz < 1, βz > 1, and βz = 1.
Sub-case I-1: βz < 1. In this case, we have ω 0 (β, z) = ln(βz)/τ 1 ≤ 0. Since Q(β, z, λ) increases for decreasing λ, we have by the definition in (S35) that Q 0 (β, z) ≥ Q(β, z, 0). Since Q(β, z, 0) = (1 − β) z /(1 − βz), and given that we have assumed z > 1, we have Q(β, z, 0) > 1. Hence, Q 0 (β, z) > 1 and condition 2 holds for β < z −1 . We conclude that β c ≥ z −1 .
Sub-case I-2: βz > 1. We have already seen that for βz > 1 and τ 0 = 0, condition 1 cannot be satisfied implying that β c ≤ z −1 . Since sub-case I-1 above yielded β c ≥ z −1 , which holds in general, we conclude that if τ 0 = 0 then β c = z −1 .
We now consider τ 0 > 0. Below, we show that for
When Q 0 (β, z) = ∞, Eq. S35 is satisfied, hence condition 2 is satisfied for all β > z −1 ; this implies that β c = 1. We thus turn to cases when Q 0 (β, z) < ∞. We have ω 0 (β, z) = ln(βz)/τ 0 , from which
since (1 + (1 − β) ( τ /τ0 − 1)) (βz) τ /τ 0 − 1 ≥ 1 holds for τ ∈ [τ 0 , τ 1 ] with equality only when τ = τ 0 . That is, Q 0 (β, z) is monotonically decreasing as β increases over the range z −1 < β < 1. Since relation (S36) holds, Eq. S37 yields lim β→z −1 Q 0 (β, z) = ∞ and lim β→1 Q 0 (β, z) = 0; therefore, there exists β c such that Q 0 (β c , z) = 1 with z −1 < β c < 1, i.e. a heritability threshold exists.
In summary, if τ 0 > 0 and z > 1, we conclude that
. Moreover, since Q 0 (β c , z) = 1 satisfies (S35), we have that at β = β c , p div is delocalized. If τ 0 = 0, we have β c = z −1 ; the behavior of p div at β c corresponds to the unique special case in which the bound given in (S31) is not finite, and Q(β, z, λ) < ∞ may or may not hold. This special case is analyzed next.
Sub-case I-3: β = z −1 . We only need to analyze the case τ 0 = 0, since for τ 0 > 0, we showed above that β c > z −1 , hence we know that p div is delocalized for β = z −1 . For τ 0 = 0, we have In summary, for τ 0 = 0 and z > 1, the system exhibits a heritability threshold, given by β c = z −1 . Convergence or divergence of τ1 0 τ −1 k (τ ) dτ affects the uniqueness of the stationary solution at β = β c (see Sec. III B).
In conclusion, for z > 1 we have shown that
Since Q (β, 1, 0) = 1, Λ = 0 is the unique solution of Q (β, 1, Λ) = 1. Thus β c = 1 for z = 1.
Case III: 0 < z < 1
For z < 1, we have 0 < βz < 1, ω 0 (β, z) = ln(βz)/τ 1 ≤ 0, and
If τ 1 = ∞, Q 0 (β, z) = (1 − β) z /(1 − βz) < 1 and thus by relation (S35) condition 2 cannot be satisfied for any value of β, implying β c = 0.
If τ 1 < ∞, we show below that for βz < 1,
If Q 0 (β, z) = ∞, then relation (S35) implies that β c = 1. For Q 0 (β, z) < ∞, we can show that
To prove this inequality, it suffices to prove that ((1 − β) x − 1) (βz) −x + 1 > 0 for x ∈ (0, 1); since (βz) x < β x for x > 0, the result will follow by showing that β x < 1 − (1 − β)x for x ∈ (0, 1). To see this, we define f (x) := 1 − (1 − β)x− β x , which has a unique maximum at x * := ln[ (β − 1) /ln β]/ ln β. 0 < 1 − β < − ln β implies x * > 0 and β −1 − 1 > − ln β implies x * < 1. Together with f (0) = f (1) = 0 and continuity of f (x) and f ′ (x), f (x) > 0 is true for x ∈ (0, 1).
Next, we show that lim β↑1 Q 0 (β, z) = 0 and lim β↓0 Q 0 (β, z) = ∞. We have
since the integral converges by relation (S42) which holds. For τ 0 > 0, we can bound the integral in (S41) to obtain
while for τ 0 = 0, given ǫ ∈ (0, τ 1 ) we have
(S46) hence lim β↓0 Q 0 (β, z) = ∞. Therefore, there exists 0 < β c < 1 such that Q 0 (β c , z) = 1.
In conclusion, for 0 < z < 1 we have shown that
(S47) Table S2 provides a summary of the results obtained in this subsection.
Necessary and sufficient condition for Q0 (β, z) < ∞ It suffices to prove that τ1 τ0 k(τ )dτ /(τ − τ0) < ∞ is equivalent to Q 0 (β, z) < ∞ when τ 0 > 0, z > 1 and βz > 1. In the same way one can show that for τ 1 < ∞, 0 < z < 1, and βz < 1, τ1 τ0
We write
The second term of RHS is finite, while the integrand of the first term can be expanded with respect to τ − τ 0 , yielding
where ω 0 = τ −1 0 ln (βz). Thus, for any β satisfying z −1 < β < 1, Q 0 (β, z) is finite if and only if τ0+ǫ τ0 k (τ ) dτ /(τ − τ0) is finite for small ǫ > 0. This is equivalent to τ1 τ0
For example, if k (τ ) behaves power of τ − τ 0 near τ 0 , that is, there exists a real number γ and lim τ ↓τ0
B. Stationary solution for β > βc
For β > β c , the measure p div does not have a density relative to Lebesgue measure µ on the interval [τ 0 , τ 1 ]. We find that in this regime p div includes a Dirac delta function, and we obtain the exact form of the solution, which we will show below to be unique.
We seek a solution of the form
where τ * ∈ [τ 0 , τ 1 ], C 1 > 0, δ (·) denotes the Dirac delta function, and p (τ ) ≥ 0 is a Lebesgue integrable function on [τ 0 , τ 1 ], i.e. p ∈ L 1 (µ). The normalization is given by τ1 τ0 p div (τ ) dτ = 1. Substituting Eq. (S50) in Eq. (3)we have
Using β > β c ≥ z −1 for z > 1, we have βz > 1 hence ω 0 = ln(βz)/τ 0 ; while for z < 1, βz < 1 yields ω 0 = ln(βz)/τ 1 . These relations together with (S52) imply
Due to the normalization τ1 τ0 p div (τ ) dτ = 1,
and 0 < C 1 ≤ 1 holds because Q (β, z, ω 0 (β, z)) = Q 0 (β, z) < 1 for β > β c . To summarize, for τ 0 > 0, z > 1 and β > β c ,
and for τ 1 < ∞, z < 1 and β > β c ,
We note that in the limits τ 0 → 0 and τ 1 → ∞, the limiting forms of the solution above are likewise valid. The case in which z > 1 and τ 0 → 0 is unique in that we have Λ = ∞ and Q(β, z, Λ) = 0, hence p div = δ(τ − τ 0 ) for all β > β c = z −1 , and the entire population is localized at τ 0 above the transition. Moreover, in this special case, uniqueness of the solution at β = β c is dependent on whether or not τ1 0 τ −1 k(τ )dτ converges, as discussed below.
For cases in which z < 1, a finite population will eventually go extinct, and in practice the stationary solution Eq. (S56) may or may not be realized before extinction occurs. Lastly, we remark that Eqs. (S55b) and (S56b) also hold for β < β c as Q(β, z, Λ) = 1.
Uniqueness of the solution. We establish existence and uniqueness of the stationary solution by the same approach used in [1] to study Kingman's "house of cards" model in evolutionary dynamics.
We set X = [τ 0 , τ 1 ], and let B(X) be the collection of Borel sets in X, let P denote the set of all Borel probability measures on X, and let µ denote the Lebesgue measure on X. Eq. (3) is rewritten for a stationary probability measure P ∈ P as
for any set A ⊂ B(X), and where P (X) = 1.
Given that P ∈ P of Eq. (S57) exists, then by the Lebesgue decomposition theorem there exist unique P a , P s ∈ P and a number C 1 ∈ [0, 1] such that
where P a is absolutely continuous with respect to µ and P s is singular with respect to µ; i.e. there exists f ≥ 0 ∈ L 1 (µ) such that P a (A) = A f (τ )µ(dτ ) and P s is supported on a µ-null set. Decomposing Eq. (S57) into absolutely continuous and singular parts with respect to µ, we have
where p (τ ) is a non-negative Lebesgue integrable function such that (1 − C 1 )P a (A) = A p (τ ) µ (dτ ) for any measurable set A ∈ [τ 0 , τ 1 ], denoted by (1 − C 1 )P a = p µ in short. p (τ ) ≥ 0, µ-a.s. on [τ 0 , τ 1 ] implies Λ ≥ ω 0 (β, z). By the normalization P a ([τ 0 , τ 1 ]) = 1, we have 
Therefore, if C 1 > 0, P s is the Dirac measure concentrated on τ * , denoted by δ τ * , with τ * = ln (βz) /Λ ∈ [τ 0 , τ 1 ]. This implies that if C 1 > 0 then Λ ≤ ω 0 (β, z) and thus Λ = ω 0 (β, z). From the discussion in Sec. III A, for τ 0 > 0 and 0 < β ≤ β c , there exists Λ ≥ ω 0 (β, z) such that Q (β, z, Λ) = 1 and P = p µ. For β > β c , on the other hand, Λ = ω 0 (β, z) and P = p µ + (1 − Q (β, z, ω 0 (β, z))) δ τ * where τ * is given by Eq. (S53) .
In the special case of τ 0 = 0, for β > β c = z −1 , Λ = ln(βz)/τ 0 = ∞, which yieldsp(τ ) = 0, Q(β, z, Λ) = 0, and C 1 = 1; hence the stationary solution P is given by Dirac measure δ τ0 concentrated at τ 0 = 0. At β = β c = z −1 , if τ1 0 τ −1 k(τ )dτ = ∞, we have Q(β, z, Λ) = ∞, and it is not possible to normalizep(τ ) for any Λ < ∞; in this case, the only possible solution of Eq. S59a can be understood as the limiting case βz ↓ 1, which yields C 1 = 1, Λ = ∞, and P = δ τ0 . If on the other hand τ1 0 τ −1 k(τ )dτ < ∞, then for all 0 ≤ C 1 ≤ 1, there exists Λ(C 1 ) such that Q(z −1 , z, Λ(C 1 )) = 1 − C 1 , or
and we obtain solutions at all growth rates Λ ≥ Λ(0).
C. Small variation limit of IDT distribution
We consider the limit in which k(τ ) has vanishingly small variation. We fixτ ∈ [τ 0 , τ 1 ], and taking the limit
For z > 1, we have β c z > 1, and Q 0 (β c , z) = 1 implies β c = z τ 0/τ −1 ; while for z < 1, we find β c = z τ 1/τ −1 . Therefore
We also observe β c ↓ 0 as τ 1 ↑ ∞ for z < 1 and β c ↓ż −1 as τ 0 ↓ 0 for z > 1. This limiting case is also included in Table S2 .
D. Independent divisions: β = 0
For β = 0, condition 1 is automatically satisfied for any λ, since q 0,z,λ (τ ) = ze −λτ k(τ ); here we determine when condition 2 is satisfied.
For z > 1, since Q(0, z, 0) = z > 1, it suffices to show that Q(0, z, λ) is monotonically decreasing (which follows from (S32)) to 0 for λ ≥ 0. If τ 0 > 0, Q (0, z, λ) is finite and lim λ→∞ Q (0, z, λ) = 0 because 0 ≤ Q (0, z, λ) ≤ ze −λτ0 → 0 as λ → ∞. If τ 0 = 0, lim λ→∞ Q (0, z, λ) = 0 holds since the argument given at Eq. (S34) holds for β = 0. We thus have a unique λ > 0 satisfying conditions 1 and 2.
For z = 1, Q(0, 1, λ) is monotonically decreasing to 0 for λ ≥ 0. Since Q(0, 1, λ) > 1 for any λ < 0, λ = 0 is the unique root of Q(0, 1, λ) = 1.
Finally, let 0 < z < 1. If τ 1 < ∞, then Q(0, z, λ) ≤ ze −λτ1 < ∞ for any λ ≤ 0; in particular, Q(β, z, 0) < 1. For some ǫ ∈ (0, τ 1 ),
Thus lim λ→−∞ Q (0, z, λ) = ∞. Since Q (0, z, λ) decreases monotonically with respect to λ, there is a unique λ < 0 satisfying conditions 1 and 2. If τ 1 = ∞, λ may be bounded below by λ c ∈ (−∞, 0) for Q (0, z, λ) to be finite. In this case, a unique λ < 0 satisfying conditions 1 and 2 exists as long as lim λ↓λc Q (0, z, λ) > 1 holds. For example, consider k (τ ) = τ −2 e −τ / ∞ 1 τ −2 e −τ dτ for τ ≥ 1 (τ 0 = 1, τ 1 = ∞). Then Q (0, z, λ) < ∞ for λ ≥ −1 and Q (0, z, λ) = ∞ for λ < −1. In particular, Q (0, z,
IV. STATISTICS OF LINEAGES

A. Mean block size for β > βc in finite time
We consider the case in which a heritability threshold β c exists, and analyze β > β c . Then Λ β,z = ω 0 = τ −1 0 ln (βz). We choose t > 0 large enough so that ∞ t k (τ ) dτ ≪ 1 and let m t = m t (m, τ ) denote the block size with cutoff ⌊ t /τ⌋; we define m t = m if m < ⌊ t /τ⌋ and otherwise m t = ⌊ t /τ⌋, where ⌊x⌋ denotes the integer part of a real x. Let ρ(τ ) := βze −ω0τ . Note that ρ(τ ) < 1 for τ > τ 0 and ρ(τ ) = 1 for τ = τ 0 . Using Eq. (9), the joint probability distribution of m t and τ is
where
the mean block size with cutoff is defined as
A is a positive constant and α > 1) near τ 0 , we can show that the leading term of m t is (1 − Q (β, z, ω 0 )) ⌊ t /τ0⌋ even when
We show t 0 q β,z,ω0 (τ )
where τ m > τ c is a constant independent of t. For large enough t, τ m can be close enough to τ 0 such that k (τ m ) ≃ A (τ m − τ 0 ) α−1 and 1 − βze −ω0τm ≃ ω 0 (τ m − τ 0 ). Note that the third term of RHS is constant. The first and second terms are evaluated as
dτ is increasing slower than O (t). Thus, for β > β c , the leading term of m t is (1 − Q (β, z, ω 0 )) ⌊ t /τ⌋ not only when α > 2 but also when 1 < α ≤ 2.
B. Lineage IDT distribution for β > βc
Using the same approach as in the calculations above, we can compute p lin (τ ) for β > β c as the t → ∞ limit of the finite time version of expression Eq. (11) ; that is, we define
We integrate the above distribution over a small interval (τ, τ + δt), and using Eqs. S68 and S70, we find
(S78) Using Eq. S72, we see that as t → ∞, p lin (τ ) → δ(τ −τ 0 ).
C. On-lineage mean IDT
For β < β c , m β,z < ∞ always holds, while for β > β c , m β,z = ∞, but lim β↑βc m β,z may diverge or converge depending on k (τ ). The distribution p lin (τ ) converges to a density as β ↑ β c when lim β↑βc m β,z < ∞. In contrast, when lim β↑βc m β,z = ∞, p lin (τ ) weakly converges to δ (τ − τ 0 ) as β ↑ β c because lim β↑βc ∞ τ0+ǫ p lin (τ ) dτ = 0 for any ǫ > 0. Thus lim β↑βc m −1 β,z is an important quantity to distinguish continuous or discontinuous transition; lim β↑βc m −1 β,z > 0 indicates a discontinuous transition and lim β↑βc m −1 β,z = 0 a continuous one. Under the condition
holds. Therefore, the on-lineage mean IDT, τ β,z = ∞ 0 τ p lin (τ ) dτ shows continuous/discontinuous phase transition depending on convergence/divergence of lim β↑βc m β,z : The lineage distribution of m for β < β c is
To obtain an analytical expression for the integral
For β < β c , p M lin (m) exponentially decays with typical length (Λ β,z τ 0 − ln βz) −1 . As β approaches β c , βze −Λ β,z τ0 approaches 1 and thereby 1 − βze −Λ β,z τ0 −1 diverges, meaning that the typical block size becomes much larger as β is approaching β c . In the limit β ↑ β c , 
In a stationary growing population, it is natural to as-
where the limit t ′ → ∞ is taken. Since ∞ 0 p div (τ )N (τ ; t)dτ = e Λ β,z t holds, we have
where the quantity p div (τ ) φ(τ ) is the distribution of τ of the ancestor in the infinite past in a steadily growing population, which is also called the ancestral distribution [2] ; this requires that φ(τ ) is an integrable function with respect to p div (τ )dτ (i.e. φ ∈ L 1 (p div ), where p div is a measure on [τ 0 , ∞)). For example, if K (τ, τ ′ ) = k (τ ), p div (τ ) = ze −Λ β,z τ k (τ ) and φ (τ ) = 1, therefore p lin (τ ) = p div (τ ). The empirical distribution of IDT on lineages in a population converges to the ancestral distribution as t → ∞ (Sec. VII). In the main text, we derived p lin (τ ) as Eq. (12) . Here, we directly compute p lin (τ ) = p div (τ ) φ(τ ).
In the Lebowitz-Rubinow model, Eq. (S86) yields
This implies, there exists a constant
for τ ∈ [τ 0 , τ 1 ] if β < β c and for τ = τ * otherwise. Substituting Eq. (S89) to Eq. (S88), we have If β > β c , Q (β, z, Λ β,z ) < 1 implies C 2 = 0; i.e. φ(τ ) = 0 for τ = τ * (τ * is defined byEq. (S53)). Noting for φ ∈ L 1 (p div ) that p div includes an atomic measure at τ 0 (see Eq. S50), by the normalization condition (S87) we have φ (τ 0 ) = C −1 1 = (1 − Q 0 (β, z)) −1 and φ(τ > τ 0 ) = 0; equivalently, φ (τ ) = C −1 1 δ τ0,τ , where we define the Kronecker delta function δ x,y = 1 for x = y, and δ x,y = 0 for x = y.
In summary,
Note that φ and p lin exist at β = β c if lim β↑βc m β,z < ∞.
VI. DERIVATIVES OF GROWTH RATE FUNCTION
For β < β c , Q (β, z, Λ β,z ) = 1 determines Λ β,z . Taking the first derivatives of both side of Q (β, z, Λ β,z ) = 1 with respect to ln z, we obtain
Namely, the inverse of ancestral mean IDT τ −1 β,z is equal to the first derivative of Λ β,z with respect to ln z. For β > β c , Eq. (S93) is clear because τ β,z = τ 0 . On the other hand, the derivative of Λ β,z with respect to ln β is
Eq. (S94) is also derived by taking the first derivatives of both side of Q (β, z, Λ β,z ) = 1 and holds as well for β > β c .
Together, Λ β,z increases as β or z increases. Since m β,1 = (1 − β) −1 holds, this inequality implies that the mean cluster size on lineage is always greater in growing population (z > 1) rather than in isolation.
VII. THERMODYNAMIC ANALOGY FOR LINEAGE STRUCTURES IN THE LEBOWITZ-RUBINOW MODEL
Here we show that the population structure of lineages in the Lebowitz-Rubinow model is mapped to a statistical mechanical ensemble, which yields the thermodynamic interpretation of population growth rate and other quantities. The results hold for general forms of the transition kernel K (τ, τ ′ ).
Let Ω :={(a, τ ) |0 ≤ a ≤ τ ; τ 0 ≤ τ < ∞} be the domain for age a and IDT τ . The initial condition is given by n (a, τ ; 0) = N 0 p 0 (a, τ ) where N 0 is the initial population size and p 0 is a probability distribution on Ω. Let n (D) (a, τ ; t) da dτ denote the expected number of offspring in the interval (a, a + da) × (τ, τ + dτ ) at time t after D divisions. Recursively using Eq. (S2) and Eq. (S3), we have
where P (D) (a, τ ; t) denotes the probability distribution of (a, τ ) at time t after D divisions in isolation and the expected population size at time t is
denotes the probability distribution of number of divisions along lineages in isolation. The probability distribution of number of divisions along lineage in population is
(S99) P iso and P pop are referred to as "chronological" and "retrospective" distribution respectively in [3] .
A lineage can be identified as the sequences (m 0 , · · · , m S ) and (x 0 , · · · , x S−1 , τ ) where m j denotes the j-th block size with IDT x j (x S = τ ). S denotes the number of switching to the other IDT and D = m 0 + · · · + m S − 1 denotes the number of divisions on the lineage. Then, the joint probability distribution of number of divisions D and number of switches S on a lineage in isolation can be defined as
where P (D,S) (a, τ ; t) denotes probability density of (a, τ ) at time t after D divisions and S switches in isolation. Therefore
holds and it is reasonable to define
It is noticeable that P iso (D, S; t) depends on β in the form of (1 − β) S β D−S . In this lineage formulation, the long-term growth rate Λ β,z can be interpreted as the cumulant generating function scaled by time. Let D denote the number of divisions on lineage and S denote the number of switching to the other τ on lineage. Let Φ β (ξ, η; t) be the cumulant generating function of D and S:
(S103) Φ β (ξ, η) depends on β via (1 − β) S β D−S in P iso (D, S; t). The biased probability distribution of (D, S) is defined by P ξ,η (D, S; t) := P iso (D, S; t) e ξD+ηS e −Φ β (ξ,η;t) , (S104) Note that Φ β (ln z, 0) = ln Nt /N0 and P ln z,0 (D, S; t) = P pop (D, S; t). In particular, Φ β (ln z, 0) = tΛ β,z holds at steady state. Below we assume steady state, that is, the initial distribution p 0 the stationary solution. LetD t andŜ t denote the random variables taking values D and S along lineage with time length t and let · pop denote the expectation with respect to P pop (D, S; t). For any positive integer j,
holds. In particular, for j = 1,
Together with Eq. (S93), we have
For j = 2,
holds. In terms of law of large number, a random vari-ableDt/t converges to τ −1 anc as t → ∞ with respect to P pop (D, S; t). We mean this convergence in probability P pop by plim t→∞D t/t = τ −1 anc ("plim" for probability limit). In addition, the derivative of Λ β,z with respect to ln β can be expressed by derivatives of Φ β (ξ, η) with respect to ξ and η. For a small ǫ > 0,
holds. Therefore, using the relation
we have
Comparing it to Eq. (S94), we have
In terms of law of large number,
implies plim t→∞Ŝ t/Dt = m −1 β,z , which is reasonable in that m β,z represents the mean cluster size on lineage in population.
The cumulant generating function t · Φ β (ξ, η) plays the role of free energy in thermodynamics. A lineage is analogous to a specific configuration of a macroscopic system. The total time t, denoting the lineage length, corresponds to the physical size of the system, i.e. its volume. ; and as in thermodynamics, the first derivative of free energy with respect to an intensive variable becomes its conjugate extensive variable. In this point of view, a discontinuous transition of τ −1 β,z at β = β c is a first-order phase transition.
VIII. NUMERICAL SIMULATIONS
A. IDT distribution in isolation
In simulations, k (τ ) is chosen as are computed. We also record all the lineages that remain by the end of the simulation. We validated that N individuals at time T coalesce to a single ancestor. In other words, the simulation time T is taken much longer than the coalescence time for N individuals.
IX. N -DEPENDENCE OF POPULATION GROWTH AND DEFINITION OF βc,N
To observe the population size dependence of population growth and lineage quantities, we computed empirical counterparts for Λ β,z , τ −1 β,z and m −1 β,z with varied population size N and with fixed simulation time T . As the counterpart of Λ β,z in a finite population, timeaverage of Λ (n) is taken, denoted by Λ β,z,N . To compute the counterparts of τ −1 β,z and m β,z , a single-cell lineage is randomly chosen and we let D and S be the number of divisions and number of switching events to a different IDT, respectively. As the counterpart of τ −1 β,z in finite population, D/T is taken, denoted by τ −1 β,z,N . As the counterpart of m −1 β,z in finite population, S/D is taken, denoted by m −1 β,z,N . For each empirical evaluation, the mean and standard deviation are calculated over 10 simulations.
We denote by β c,N the critical heritability of IDT at finite population size N . This is defined as β which maximizes τ −1 β,z,N ln z − Λ β,z,N .
If N = ∞, this is discontinuous at β c and lim β↓βc τ −1 β,z ln z − Λ β,z = −τ −1 0 ln β c (S125)
is the supreme of τ −1 β,z ln z − Λ β,z for β ∈ [0, 1). For finite N , this function becomes smoother around β c and have a peak at β c,N > β c . Still, the result can depend on initial state due to aging dynamics. Thus introducing small noise in inheritance will allow convergence over a feasible time-scale (Figs S6 and S7). S1. List of mother-daughter correlation coefficients of IDTs. For the same cell type in the same reference, brief summary of the acquisition conditions of the data is described in the "Data set" column. "Correlation type" indicates Spearman rank correlation or Pearson correlation. "*" denotes the definition of correlation coefficient is not explicitly described in the reference. "N" denotes the sample size. "M-D corr." denotes the mother-daughter correlation of IDTs. z > 1 (case I) Localize to τ0 above βc > z −1 a ln(βz)/τ0 βc ↓ z −1 n/a βc = z τ 0/τ −1 z = 1 (case II) No threshold (βc = 1) 0 n/a n/a βc = 1 0 < z < 1 (case III) Localize to τ1 above βc (> 0) b ln(βz)/τ1 n/a βc ↓ 0 βc = z τ 1/τ −1 a βc < 1 when τ 1 τ 0
FIG. S1. Synchronization of cell-cycles without inheritance noise (σ = 0 in Eq. (13)), starting from predicted stationary. Except for the initial condition, parameters used for the simulation are the same as Fig. 3 in the main text. Captions for each figure are the same with those in Fig. 3 . FIG. S16. Synchronization of cell-cycles with 1% inheritance noise (σ = 0.01τ0 in Eq. (13)), starting from delocalized. The parameters are the same with α = 4 in Fig. 1 . N = 100. Simulation time t = 10000. Captions for each figure are the same with those in Fig. 3 .
