We construct a time-dependent scattering theory for Schrödinger operators on a manifold M with asymptotically conic structure. We use the two-space scattering theory formalism, and a reference operator on a space of the form R × ∂M , where ∂M is the boundary of M at infinity. We prove the existence and the completeness of the wave operators, and show that our scattering matrix is equivalent to the absolute scattering matrix, which is defined in terms of the asymptotic expansion of generalized eigenfunctions. Our method is functional analytic, and we use no microlocal analysis in this paper.
Introduction
In this paper, we consider the scattering theory for Schrödinger operators on an aymptotically conic manifold, which we call a scattering manifold following Melrose [12, 13] . We propose a construction of a time-dependent scattering theory for this model using a simple reference system and the twospace scattering framework of Kato [10] . Here we present the formulation and results in a relatively simple situation to exhibit the main idea of the method. Namely, we are not trying to formulate and prove the most general theorems. There are many directions to generalize and/or refine our results, and we hope to study several possibilities in forthcoming research projects.
Let M be an n-dimensional smooth non-compact manifold such that M is decomposed to M c ∪ M ∞ , where M c is relatively compact, and M ∞ is diffeomorphic to R + × ∂M with a compact manifold ∂M . We fix an identification map:
ι : M ∞ −→ R + × ∂M ∈ (r, θ).
We suppose M c ∩ M ∞ ⊂ (0, 1) × ∂M under this identification. We also suppose ∂M is equipped with a measure H(θ)dθ where H(θ) is a smooth positive density, and a positive (2,0)-tensor h = (h jk (θ)). We set
where (θ j )
n−1 j=1 denotes a local coordinate system in ∂M . We note Q is an essentially self-adjoint elliptic operator on H b . As usual, we denote the unique self-adjoint extension by the same symbol Q.
Let {ϕ α : U α → R n−1 }, U α ⊂ ∂M , be a local coordinate system of ∂M . We set {φ α : R + × U α → R × R n−1 } to be a local coordinate system of M ∞ ∼ = R + × ∂M , and we denote (r, θ) ∈ R × R n−1 to represent a point in M ∞ . We suppose G(x) is a smooth positive density on M such that
and we set H = L 2 (M, G(x)dx).
Let P be a formally self-adjoint second order elliptic operator on H of the form:
where a 1 , a 2 , a 3 are real-valued smooth tensors, and V is a real-valued smooth function. onM ∞ , where µ 1 , µ 4 > 1 and µ 2 , µ 3 > 0. Note that we use the coordinate system in M ∞ described above.
Roughly speaking, Assumption A implies the principal term of P is asymptotically close to − 1 2 (∂ 2 r + 1 r 2 Q) as r → ∞. The condition on the scalar potential V can be considerably relaxed, and the precise condition is discussed in the following sections. We suppose Assumption A throughout this section. We will construct a time-dependent scattering theory for P on H. This model is a natural generalization of the Laplacian on a manifold with scattering metric (cf. [12] ), and we discuss the geometric construction and the relationship with the scattering metric in Appendix A.
We first observe several basic spectral properties of P , which are quite analogous to those for Schrödinger operators on R n . We denote the essential spectrum, the discrete spectrum, the pure point spectrum, the absolutely continuous spectrum, and the singular continuous spectrum by σ ess (·), σ d (·), σ pp (·), σ ac (·) and σ sc (·), respectively.
We denote the unique self-adjoint extension by the same symbol P . (2) σ ess (P ) = [0, ∞), and σ disc (P ) ⊂ (−∞, 0] is bounded and accumulate at most at {0}.
We prove Theorem 1 under a weaker assumption in Section 2. In order to construct a time-dependent scattering theory, we define a reference system as follows:
It is easy to show that P f is essentially self-adjoint on C ∞ 0 (M f ), and we denote the unique self-adjoint extension by the same symbol as before. Let j(r) ∈ C ∞ (R) such that j(r) = 1 if r ≥ 1 and j(r) = 0 if r ≤ 1/2. We define
and Jϕ(x) = 0 if x / ∈ M ∞ , where ϕ ∈ H f . We note if supp ϕ ⊂ (1, ∞)×∂M , then Jϕ H = ϕ H f . We consider the two-space wave operators:
Note we do not need the projection to the absolutely continuous subspace of P f since P f is absolutely continuous. We denote the Fourier transform with respect to r-variable by F:
We decompose the reference Hilbert space H f as
Then we have the following existence and the completeness of the wave operators:
, where H ac (·) denotes the absolutely continuous subspace.
We prove Theorem 2 in Section 3. Now we can define the scattering operator by
and S is unitary. By the intertwining property: P W ± = W ± P f and the fact that F is a spectral representation of P f , we learn that there exist unitary operators S(λ) on H b for a.e. λ > 0 such that
S(λ) is called the scattering matrix, and we will see that it is equivalent to the so-called absolute scattering matrix, which is defined in terms of the asymptotic expansion of generalized eigenfunctions as r → ∞. We discuss these properties of the scattering matrix in Section 4.
Scattering theory for Schrödinger operators has long history, and huge amount of work have been done, both in abstract setting and for concrete models (see, e.g., [17] Vol. III or [22] and refererences therein). Most models of scattering theory are concerned with operators on a Euclidean space, or on the product space of a compact space and a Euclidean space, though there have been several works on asymptotic expansion of solutions on certain manifolds (e.g., Wang [20] ).
In early 1990's, Melrose introduced a new framework of scattering theory on a class of Riemannian manifolds with metrics called scattering metrics ([12] , see also [13, 19, 4, 5, 9, 2] ). He and the other authors have studied Laplace-Beltrami operators on such manifolds using a pseudodifferential operator calculus, which is sometimes called the scattering calculus. They have also studied the absolute scattering matrix, which is defined through the asymptotic expansion of generalized eigenfunctions. However, as far as the authors are aware of, there have been no works on time-dependent scattering theory on manifolds with scattering metrics, most likely because there is no obvious choice of the free Schrödinger operators.
When the authors worked on the microlocal singularities of solutions to Schrödinger operators on scattering manifolds ( [8] , see also Hassell-Wunsch [6] ), we constructed a classical scattering theory on scattering manifolds, and also a reference quantum system to describe the propagation of singularities. It turns out that this idea can be used to construct a time-dependent quantum scattering theory, which is the subject of this paper. As we discuss in Section 4, the (usual) scattering matrix in our framework is equivalent to the absolute scattering matrix, and we are currently working on an alternative proof of the Melrose-Zworski theorem on the microlocal properties of the scattering matrix ( [14] ).
Our method is quite simple and flexible, and hence we expect it can be applied to various models, including hyperbolic manifolds and non-compact Riemannian manifolds with polynomial growth at infinity. We may also consider scattering theory not only for functions, but also for differential forms. About another direction of generalization, it should be possible to consider more general perturbations, including long-range potentials and magnetic fields. We expect many methods in the traditional scattering theory can be applied to operators on scattering manifolds (or more general non-compact manifolds), and there remain various problems to be addressed.
We use the following notation throughout the paper: The definition domain of an operator A is denoted by D(A). L(X, Y ) denotes the Banach space of the bounded operators from a norm space X to a Banach space Y , and L(X) = L(X, X). For a self-adjoint operator A, E A (·) denotes the spectral measure of A. For x ∈ R m , m > 0, we write x = 1 + |x| 2 . For x ∈ M , we also write
χ Ω (x) denotes the indicator function of Ω, i.e., χ Ω (x) = 1 for x ∈ Ω, and = 0 for x / ∈ Ω. The positive and negative real axes are denoted by R + = (0, ∞) and R − = (−∞, 0), respectively. The set of the nonnegative integers is denoted by Z + , and Z n + denotes the set of the multi-indeces.
2 Self-adjointness and spectral properties
The spectral properties of Schrödinger operators on scattering manifolds as described in Theorem 1 seem to be more or less known, but here we give proof for the sake of completeness. Let P 0 be the second order elliptic operator on H satisfying Assumption A. We define
with its graph norm, where P 0 acts on elements of H in the distribution sense. This definition is independent of the choice of P 0 up to equivalence, as long as the coefficients of P 0 satisfy Assumption A. Typically we may choose a 1 ≡ 1, a 2 ≡ 0 and a 3 ≡ h onM ∞ , and extend the coefficients smoothly so that P 0 is globally elliptic.
Then by the elliptic regularity theorem, we learn u ∈ H 2 loc (M ) in the sense of the usual Sobolev spaces. Then by a simple interpolation, we have ∂ r u ∈ L 2 (M ∞ ). We now set
where j(r) is the smooth cut-off function in the previous section (we again identify M ∞ with R + × ∂M ). Then it is easy to show
, and hence it remains only to show P 0 is symmetric. If u, v ∈ C ∞ 0 (M ), then (P 0 u, v) = (u, P 0 v) follows from the Stokes theorem (and the the formal self-adjointness of P 0 ). Then by the density argument and the result above, we conclude the equality holds for any u, v ∈ D(P 0 ).
We now apply the standard perturbation theory for self-adjoint operators, i.e., the Kato-Rellich theorem and the Weyl theorem on the essential spectrum (see, e.g., [17] Section X.2 and Section XIII.4, respectively).
Corollary 4.
(1) Suppose V is a symmetric operator on H, and V is P 0 -bounded with the relative bound less than one, i.e., there exist β < 1 and C > 0 such that
.
We can easily show σ ess (P 0 ) = [0, ∞) since P 0 ≥ 0 and it is straightforward to construct a Weyl sequence to show E ∈ σ ess (P 0 ) for E > 0.
The sufficient condition on V given in Corollary 4 is not optimal. It would be appropriate to use a generalization of the Stummel class (see, e.g., [3] Section 1.2), though we do not investigate it in this paper.
We next study the spectral properties of P using the Mourre theory [15] . Let R > 0, which will be fixed later. Let X be a vector field on M such that
and X = 0 on M c . Let {exp[tX] | t ∈ R} be the flow on M generated by X.
The flow induces a one-parameter unitary group defined by
where Φ(t, x) is a weight function to make U (t) unitary. Let A be the generator of U (t), i.e., U (t) = e itA . By straightforward computation, we learn
on M ∞ , and A = 0 on M c .
with ν > 0, C > 0.
We now fix R > 0 so that j( r R )V 1 (r, θ) ≡ 0. Then P and A satisfy the conditions to apply the Mourre theory:
Lemma 5. Let P = P 0 +V where P 0 satisfies Assumption A and V satisfies Assumption B. Then:
(c) i[P, A] is extended to a semi-bounded self-adjoint operator, and it is
(e) Let I ⊂ R + . Then there exist β > 0 and a compact operator K on H such that
where χ I is the indicator function of I.
Then we obtain the following spectral properties of P :
In particular, σ sc (P ) = ∅.
(3) Let I as above, and let s > 1/2. Then
The claims (1) and (2) follows by the standard Mourre theory (see, e.g., [15] , [3] Chapter 4), and the claim (3) follows by its refinement by PerrySigal-Simon ( [16] , see also [1] ). We note that by using methods of AmreinBoutet de Monvel-Georgescu [1] or Tamura [18] , we can weaken the condition on V considerably.
Wave operators and the asymptotic completeness
In this section, we prove Theorem 2, i.e., the existence and the asymptotic completeness of wave operators. Throughout this and the next section, we suppose P = P 0 + V , where P 0 satisfies Assumption A and V satisfies Assumption B with ν > 1. The scalar potential term is denoted by V collectively. We may suppose V 1 , the singular part of the potential V , is supported in M c without loss of generality.
Following the standard procedure, we set
T plays the role of the perturbation term in the two-space scattering theory. By simple computations, we have
The proof is an easy computation using the assumptions. Now the existence of the wave operators is straightforward consequence of the CookKuroda method:
Theorem 8. The wave operators
and hence
At first we suppose Fϕ ∈ C ∞ 0 (R × ∂M ) and supp (Fϕ) ⊂ (−∞, −δ) × ∂M with some δ > 0. Such ϕ's are dense in H − f . Then by the non-stationary phase method (see, e.g., [17] Section XI.3, [7] Section 7.7), or by the integration by parts, we learn
for any N , and in particular, 
for any N . This implies, in particular,
as t → +∞, and hence W + ϕ = ϕ provided W + ϕ exists. Again by the non-stationary phase method, we learn
for any N . Thus we have
by Lemma 7. This implies
T e −itP f ϕ dt < ∞, and combining this with (3.1), we obtain the existence of W + ϕ. The existence of W − ϕ for ϕ ∈ H − f is similarly shown, and we omit the detail.
There are several methods available to prove the asymptotic completeness for one-body Schrödinger operators. Here we employ the stationary scattering theory, but the time-dependent theory (the Enss method) should work as well. At first, we prepare P -boundedness of several operators. We writeQ = j(r)Qj(r) on H.
(1) Let L be a second order differential operator on M with compactly supported smooth coefficients. Then L is P -bounded.
Proof.
(1) is a consequence of the local elliptic estimate. (2) follows from the fact that |j(r) r
with some C > 0 in the sense of quadratic forms. In order to prove (3), it suffices to show
in the quadratic form sense with some c 1 , c 2 > 0. By direct computations, we have
We note
and ∂ 2 r (j(r) 2 /r 2 ) = cr −4 for r ≥ 1. Hence we have
Since −∂ r (Q/r 2 )∂ r ≥ 0, we learn
and the assertion follows.
The next lemma is a key step in the proof of the asymptotic completeness. We remarkQ is not P -bounded.
Lemma 10. Let s > 1/2, and let E ∈ (0, ∞) \ σ pp (P ). Then there exists C > 0 such that
Proof. We show
is bounded uniformly in a small neighborhood of E. For R > 0, we set
Note, for R > 0, we have
and it is easy to see from Lemma 9-(1) and Theorem 6 (the limiting absorption principle) that each term is bounded uniformly for z close to E. We then consider
I is uniformly bounded by the limiting absorption principle. Since [P, j R ] is a first order differential operator with compactly supported coefficients, we can easily see
is uniformly bounded in z ∼ E for fixed R > 0, as well as χ R A(z). We now consider the term III. For simplicity, we write (with slight abuse of notation),
where B (4) is a first order differential operator with coefficients of order O( r −ν 4 ) where ν 4 > 1 for large r. We decompose III according to this decomposition, and estimate each term as follows:
R A(z). We recall j∂ 2 r j is P -bounded, and hence the first component is bounded uniformly. Since [b 1 ∂ 2 r ,Q] is a differential operator of the form:b 1 ∂ 2 r ∂ θ with b 1 = O( r −ν 1 ) as r → +∞ where ν 1 > 1, we learn
We may assume s ∈ (1/2, ν 1 /2), and then B
(1) R = O(R −δ ) as R → +∞ with some δ > 0. Similarly, we have
R A(z). We note [b 2 ∂ r ∂ θ ,Q] is a differential operator of the form:b 2 ∂ r ∂ 2 θ withb 2 = O( r −ν 2 −1 ) as r → +∞, where ν 2 > 0. Hence, analogously to III 1 , we learn B (2) R = O(R −δ ) as R → +∞. We next consider
R A(z). 
is uniformly bounded in z ∼ E for fixed R, similarly to χ R A(z).
Combining these estimates, we have
where B R = B
(1)
, and the other terms are bounded uniformly in z ∼ E for fixed R. Thus, choosing R sufficiently large, we conclude
is bounded uniformly for z ∼ E.
It also follows from Lemma 9-(3) that
uniformly for z ∼ E. Recalling Lemma 7, and using these estimates, we now have
if s > 1/2 is chosen as in the proof of Lemma 10. The estimate (3.2) and the limiting absorption principle are sufficient to show the asymptotic completeness with the help of the abstract stationary scattering theory (see, e.g., Kato-Kuroda [11] , Yafaev [21, 22] ) in a slightly generalized form as described in Appendix B. We set
where s > 1/2 is chosen as above. We then set
We let P ± 1 be the orthogonal projections from H f to H ± f , respectively, and let P ± 2 = 1. Then Assumption C in Appendix B is satisfied by the limiting absorption principle (Theorem 6 (3)) and the estimate (3.2). We recall that the limiting absorption principle for P f on X 1 is well-known. The existence of the wave operators
is proved (Theorem 8), and now we can apply Theorem 15 to conclude the asymptotic completeness:
Theorem 11. Ran W ± = H ac (P ).
The scattering operator and the scattering matrix
By virtue of the asymptotic completeness, the scattering operator: Hdθ) , and F 0,± (·) is extended to a unitary operator from H ± f to L 2 (R + ; H b ). In fact, by the Plancherel theorem, we have
It is also easy to see
and hence F 0,± (·) is a spectral representation of P f on H ± f . We note S satisfies the intertwining property, i.e., for any g ∈ L ∞ (R),
Then by the abstract theory of scattering, we learn there exists S(λ) ∈ L(H b ) for a.e. λ > 0 such that
S(λ) is the scattering matrix for our scattering system (P, P f ; J). Moreover, by the abstract scattering theory, we have the following representation formula for S(λ) for λ ∈ R + \ σ pp (P ). (Appendix B. See also [22] Section 7.3.)
On the other hand, we can represent the wave operators as follows (Appendix B): Let I ⊂⊂ R + \ σ pp (P ), then
In particular, for ϕ ∈ D(Q),
is a generalized eigenfunction of P with the eigenvalue λ. We now consider the asymptotic behavior of Ψ as r → +∞. By the resolvent equation, we have
The first term is easy to handle:
, has the following integral kernel:
where z = ζ 2 /2 with Im ζ > 0.
The proof of this lemma is an elementary computation of the Fourier analysis.
We denote Φ = J * T − T * (P − λ − i0) −1 T F 0,− (λ) * ϕ. Then we have
Since Φ ∈ r −s H f with s > 1/2, we learn Ψ 2 (r, ·) H b = O( r −δ ) as r → +∞ with some δ > 0. Similarly, if we set
Moreover, if we compare Ψ with S(λ)ϕ using (4.1), we learn
Combining these, we have
as r → +∞ with some δ > 0. Replacing ϕ by √ 2πk ϕ, and applying J to these terms, we conclude the following:
Theorem 13. Let ϕ ∈ D(Q) and let λ ∈ R + \ σ pp (P ). Then there exists Ψ, a generalized eigenfunction of P with the eigenvalue λ such that Ψ ∈ r s H for s > 1/2 and
as r → +∞ with some δ > 0, where k = √ 2λ.
The eigenfunction Ψ in the theorem should be unique, though we do not prove it here (cf. [14] ). This result implies that our scattering matrix S(λ) is actually the same as the absolute scattering matrix of Melrose. In other words, the absolute scattering matrix can be defined in terms of the traditional time-dependent scattering theory.
A Geometric Construction
In this appendix, we discuss relationship between our model and the LaplaceBeltrami operator on Riemannian manifolds, in particular, manifolds with scattering metrics.
Let M be a manifold with a smooth compact boundary ∂M . Let x be a boundary defining function, i.e., x is a smooth function on M such that
in a neighborhood of ∂M , whereh is a (0, 2)-tensor such thath is smooth up to the boundary, and the pull-back ofh to ∂M defines a Riemannian metric on ∂M . We introduce the polar coordinate:
in a neighborhood of ∂M with some γ > 0. In this coordinate, the above metric g is expressed as
(r, θ, −dr/r 2 , dθ).
By the assumption,h has an asymptotic expansion in r as r → ∞:
as r → ∞. Hence we can write
where m j , j = 1, 2, 3, satisfy
for any ℓ, α and (r, θ) ∈ (γ, ∞) × ∂M . By the assumption, h 3 0 is a positive tensor on ∂M . More generally, we call g a scattering metric if g has the above expression (A.1) and m j satisfy
for any ℓ, α and (r, θ) ∈ (γ, ∞) × ∂M , where ν 1 > 1, ν 2 > 1/2 and ν 3 > 0. We denote g * = (g jk ) = (g jk ) −1 be the Riemaniann metric on T * M . If g is a scattering metric, then g * is also expressed as follows:
where b j , j = 1, 2, 3, satisfy
for any ℓ, α and (r, θ) ∈ (γ, ∞) × ∂M , where We now consider the Laplace-Beltrami operator △ g on C ∞ (M ):
It is well-known that −△ g is a non-negative and symmetric operator on
The principal symbol of △ g is given by g jk (x)ξ j ξ k , and they satisfy the above condition, which is almost identical to Assumption A. However, we use different measure to define the Hilbert spaces H and H ′ , though √ det g asymptotically converges to G as r → ∞. We construct an identification operator U : H ′ → H as follows: Let
and set a unitary operator U from H ′ to H by
It is easy to show
for any ℓ, α with some ν > 0. Then we set
By straightforward computations, we have
We can easily show W satisfies the condition for V in Assumption A with µ 4 > 2. Thus P satisfies Assumption A, and since P is unitarily equivalent to − 1 2 △ g , our results of this paper apply to perturbations of the LaplaceBeltrami operator as well.
B Abstract stationary scattering theory
Here we give a formulation of the abstract stationary scattering theory suitable for our application in Section 3 and Section 4. We do not give full proof of theorems below, but only make remarks on the necessary modifications. See, e.g., Kato-Kuroda [11] or Yafaev [22, 21] for the full discussion of the abstract stationary scattering theory.
Let H j , j = 1, 2, be Hilbert spaces, and let H j be self-adjoint operators on H j , j = 1, 2, respectively. Let X j , Y j be Banach spaces such that
and Y j are dense in H j . We suppose (
be bounded operators such that J 12 = (J 21 ) * , and we suppose
We fix a bounded interval I ⊂⊂ R, and consider the scattering theory on the energy interval I. We write
for j = 1, 2, z ∈ C \ R, and
for (j, k) = (1, 2) or (2, 1), where
(1) Let λ ∈ I and j = 1, 2. Then
, and for any λ ∈ I,
There exist orthogonal projections P
Moreover, P ± j commute with H j , j = 1, 2.
We denote E j (·) = E H j (·) for j = 1, 2. The condition (1) implies
is well-defined. Let I ′ ⊂⊂ I, and we define
Theorem 14. Let I ′ ⊂⊂ I as above, and let (j, k) = (1, 2) or (2, 1). Then:
We make several remarks on the proof. At first, the introduction of another auxiliary spaces Y j does not change the argument, and we can just follow the standard procedure.
Also by the standard argument, we can easily observe Ω ± jk (I ′ )E k (F ) = 0 if I ′ ∩ F = ∅, and hence
On the other hand, by Assumption C-(3), we have
Then by the Plancherel theorem, we learn
For ϕ ∈ Y k , we also have
and this implies Ω ± jk (I ′ ) is a partial isometry from P ± k E k (I ′ ) into H j . The rest of the proof works as in the one-space case. If we know the existence of the wave operators, Ω ± jk (I ′ ) are in fact the wave operators, and we can conclude the asymptotic completeness. 
These imply ϕ, (S − P
where T (λ) is the T-matrix defined by
In the one-space scattering theory, we choose P ± 1 = 1, and hence S(λ) = 1−2πiT (λ) is the scattering matrix. However, in our application in Section 4, P + f P − f = 0, hence S(λ) = −2πiT (λ), and we obtain the formula (4.1).
