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Abstract
In this article, we prove a comparison result for viscosity solutions of a certain class of fully
nonlinear, possibly degenerate, parabolic equations; the main new feature of this result is that
it holds for any, possibly discontinuous, solutions without imposing any restrictions on their
growth at inﬁnity. The main application of this result which was also our main motivation to
prove it, is the uniqueness of solutions to one-dimensional equations including the mean
curvature equation for graphs without assuming any restriction on their behavior at inﬁnity.
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1. Introduction
The main motivation of this paper comes from the following, rather surprising,
result of Ecker and Huisken [13]: for any initial data u0AW
1;N
loc ðRNÞ; there exists a
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smooth solution of the equation
@u
@t
 Du þ/D
2uDu; DuS
1þ jDuj2 ¼ 0 in R
N  ð0;þNÞ;
uðx; 0Þ ¼ u0ðxÞ in RN :
8><
>: ð1Þ
Here and below the solution u is a real-valued function, Du and D2u denote,
respectively, its gradient and Hessian matrix while j  j and /; S stand for the
classical Euclidean norm and inner product in RN :
In order to be complete, it is also worth mentioning that, following [1], one can
extend this result to merely continuous initial data using the interior gradient
estimates of Evans and Spruck [15] (see [6]).
The very nonstandard feature of this kind of results is that no assumption on the
behavior of the initial data at inﬁnity is imposed and therefore the solutions may also
have any possible behavior at inﬁnity. A natural and intriguing question is then
whether such a solution is unique or not.
This question leads us to study of the uniqueness properties for unbounded
viscosity solutions of quasilinear, possibly degenerate, parabolic equations set in RN
and this article is a continuation of this program started in [6] (see also [4,5,7]).
In this paper, we are more particularly interested in the one-dimensional case for
(1) where this equation reduces to
@u
@t
 uxx
1þ u2x
¼ 0 in R ð0; TÞ;
uð; 0Þ ¼ u0 in R:
8><
>: ð2Þ
One of the main contribution of this work is a uniqueness result for smooth
solutions of (2) (and even for more general equations), without any restriction
on their growth at inﬁnity (see Theorem 4.2); it immediately yields a comparison
result for, possibly discontinuous, viscosity solutions of (2) by the geometrical
approach of [6] (cf. Corollary 5.1), i.e. a complete answer to the question we address.
After this work was completed, we learn that Chou and Kwong [9] proved general
uniqueness results for a certain class of quasilinear parabolic equations in the one-
dimensional case: their hypothesis are of different nature from ours and their
methods are quite different but their result, which is also valid for solutions without
any restriction on their behavior at inﬁnity, includes also the mean curvature
equation.
This kind of uniqueness results is nonstandard: it is well known that uniqueness
fails, in general, if we do not impose growth conditions on the solutions at inﬁnity,
like, for example, the heat equation. The only (general) case where similar results
hold is the one of ﬁrst-order equations where they are a consequence of ‘‘ﬁnite speed
of propagation’’ type properties (see [12,19,20]) but they are very unusual for second-
order equation.
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Our uniqueness proof for (2) consists in integrating the equation, which leads to
consider the pde
@v
@t
 arctanðvxxÞ ¼ 0 in R ð0;þNÞ: ð3Þ
And this is this new equation which is shown to satisfy a comparison principle for
viscosity solutions without growth condition at inﬁnity.
We refer the reader to Crandall et al. [11], Fleming and Soner [17], Bardi and
Capuzzo Dolcetta [2] or Barles [3], etc. for a presentation of the notion of viscosity
solutions and for the key basic results.
In fact, the comparison result we are going to prove and apply to (3) holds in RN
(and not only in dimension 1) and for more general equations of the type
@u
@t
þ Fðx; t; Du; D2uÞ ¼ 0 in RN  ð0; TÞ;
uð; 0Þ ¼ u0 in RN ;
8<
: ð4Þ
where F is a continuous function from RN  ½0; T 
  RN SN into R and satisﬁes
suitable assumptions (see (H1) and (H2) in Section 2). Our proof relies essentially on
the use of a ‘‘friendly giant method’’. This result implies the uniqueness for smooth
solutions of quite general equations in the one-dimensional space including (2) as we
mention it above (see Section 4).
Finally, we investigate the consequences of the existence and uniqueness of
solutions for (2) from the geometrical point of view. The geometrical interpretation
of (2) is that the graph of u at every time tX0; namely
Gt :¼ Graphðuð; tÞÞ;
is a smooth hypersurface of R2 which evolves by its mean curvature. Such evolution
has been studied recently by the so-called ‘‘level-set approach’’: introduced for
numerical purposes by Osher and Sethian [21], this approach was developed by
Evans and Spruck [14] and Chen et al. [8]; the generalized motion of hypersurfaces is
described through the evolution of the level sets of solutions of a suitable geometrical
pde. This approach offers a lot of advantages: it is possible to deal with nonsmooth
hypersurfaces, it allows numerical computations, etc. The main issue is the
agreement with the classical motion deﬁned in differential geometry. These questions
were addressed by a lot of authors (see especially [14,15,18]).
Our uniqueness result allows us to show that, in the case of the mean curvature
motion of any entire continuous graph in R2; the level-set approach agrees with the
classical motion deﬁned in differential geometry. As a by-product, we have a
comparison result between possibly discontinuous viscosity sub- and supersolutions
of (2) and therefore the uniqueness holds even in the class of discontinuous solutions.
We refer to Section 5 for the complete statement of these results.
The paper is divided as follows. In Section 2, we prove the strong comparison
principle for viscosity solutions of Eq. (4). Section (3) is devoted to the proof of the
existence of a solution for (4). In Section 4, we apply the previous result to
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uniqueness for some one-dimensional equations including (2) as a particular case. In
the last section, we state some geometrical consequences for the mean curvature ﬂow
in R2 and more general geometrical motions.
2. A comparison result for viscosity solutions without growth conditions at inﬁnity
In order to state the comparison principle for viscosity solutions of Eq. (4), we use
the following assumptions in which %Bðx0; RÞ ¼ fxARN : jx  x0jpRg denotes the
ball of radius R40 centered in x0ARN and SN the space of N  N symmetric
matrices; moreover, for every symmetric matrix X ¼ PðdiagðliÞ1pipNÞPT ; where the
li’s are the eigenvalues of X and P is orthogonal, we deﬁne Xþ ¼
Pðdiagðlþi Þ1pipNÞPT :
(H1) For any R40; there exists a function mR :Rþ-Rþ such that mRð0þÞ ¼ 0
and
Fðy; t; Zðx  yÞ; Y Þ  Fðx; t; Zðx  yÞ; X ÞpmRðZjx  yj2 þ jx  yjÞ
for all x; yA %Bð0; RÞ; tA½0; T 
; X ; YASN ; and Z40 such that
3Z I 0
0 I
 !
p X 0
0 Y
 !
p3Z I II I
 !
:
(H2) There exists 0oao1 and constants K140 and K240 such that
Fðx; t; p; XÞ  Fðx; t; q; YÞpK1jp  qjð1þ jxjÞ þ K2ðTr½Y  X 
þÞa
for every ðx; t; p; X ; YÞARN  RN  ½0; T 
 SN SN :
Our result is the following
Theorem 2.1. Assume that (H1) and (H2) hold and let u (respectively, v) be an upper-
semicontinuous viscosity subsolution (respectively lower-semicontinuous viscosity
supersolution) of (4). If uð; 0Þpvð; 0Þ in RN ; then upv in RN  ½0;þNÞ:
Before proving this result, let us comment on the assumptions. Assumption (H1) is
the classical one to ensure uniqueness for this type of fully nonlinear parabolic
equations (see Condition (3.14) of [11]): here we just state it in a more local way.
Assumption (H2) contains all the restriction which allows such a result to hold: the
ﬁrst term of the right-hand side is the classical one to obtain ‘‘ﬁnite speed of
propagation’’ type results while the second one concerns the behavior of F in D2u;
and in particular at inﬁnity as (3) shows it. Obviously, such an assumption or a
related one is needed since such a result cannot be true for the heat equation. A
nonlinearity F which satisﬁes (H2) is necessarily of the form F1ðx; t; pÞ þ F2ðx; t; X Þ:
We also point out that (H2) implies that F is degenerate elliptic. We do not know if
these assumptions are close or far to be optimal.
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As an example of pde which satisﬁes (H1) and (H2), we have
@u
@t
 ½ðaðx; tÞDuÞþ
a þ bðx; tÞjDuj ¼ f ðx; tÞ in RN  ð0; TÞ;
where a; b are continuous functions on RN  ð0; TÞ; Lipschitz continuous in x
uniformly with respect to t; fACðRN  ð0; TÞÞ and 0oao1:
Now we turn to the proof of the theorem.
Proof of Theorem 2.1. The proof is done in two steps: the ﬁrst one is a kind of
linearization procedure which yields a new pde for u  v: The second one consists in
the construction of a suitable smooth supersolution of this new pde which blows up
at the boundary of balls.
The ﬁrst step is described in
Lemma 2.1. Under the assumptions of Theorem 2.1, the upper-semicontinuous function
o :¼ u  v is a viscosity subsolution of
A½o
 ¼ @o
@t
 K1ð1þ jxjÞjDoj  K2½TrðD2oÞþ
a
¼ 0 in RN  ð0;þNÞ: ð5Þ
Moreover oð; 0Þp0 in RN :
Then the second step relies on
Lemma 2.2. There exists c40 and k4b40 such that, for R40 large enough, the
smooth function
wRðx; tÞ ¼ jðð1þ R2Þ
1
2ð1 ctÞ  ð1þ jxj2Þ12Þ with jðrÞ ¼ Rb=rk; ð6Þ
is a strict supersolution of (5) in the domain
Dðc; RÞ ¼ fðx; tÞARN  ½0; T 
: cto1
2
; ð1þ jxj2Þ12oð1þ R2Þ12ð1 ctÞg: ð7Þ
We postpone the proof of the lemmas and we ﬁrst conclude the proof of the
theorem.
We consider supDðc;RÞfo wRg; since wR goes to þN on the lateral side ofDðc; RÞ;
this supremum is achieved at some point ð %x; %tÞADðc; RÞ:
We cannot have %t40 because, otherwise since by Lemma 2.1 o is a viscosity
subsolution of (5), we would have A½wRð %x; %tÞ
p0; which would contradict the fact
that wR is a strict supersolution of this pde by Lemma 2.2.
Thus, necessarily %t ¼ 0 and the maximum is nonpositive since oð; 0Þp0 and
wRð; 0Þ40 in RN : It follows that, for every ðx; tÞADðc; RÞ;
ðu  vÞðx; tÞp R
b
½ð1þ R2Þ12ð1 ctÞ  ð1þ jxj2Þ12
k
: ð8Þ
G. Barles et al. / J. Differential Equations 187 (2003) 456–472460
In order to conclude, we let R go to þN in this inequality for to1=2c: since
k4b40; we obtain ðu  vÞðx; tÞp0 for any xARN : To prove the same property for
all tA½0; T 
; we iterate in time and the proof of the theorem is complete. &
We turn to the proof of the lemmas.
Proof of Lemma 2.1. Let fAC2ðRN  ð0;þNÞÞ and suppose that ð %x; %tÞARN 
ð0;þNÞ is a strict local maximum point of o f ¼ u  v  f and more precisely a
strict maximum point of this function in %Bð %x; rÞ2  ½%t  r; %t þ r
:
We consider, for e40;
max
%Bð %x;rÞ2½%tr;%tþr

uðx; tÞ  vðy; tÞ  fðx; tÞ  jx  yj
2
e2
( )
: ð9Þ
By classical arguments, it is easy to prove that the maximum in (9) is achieved at
points ðxe; ye; teÞ such that
ðxe; ye; teÞ-ð %x; %x; %tÞ and jxe  yej
2
e2
-0 as e-0: ð10Þ
Hence, for e small enough, ðxe; ye; teÞABð %x; rÞ  Bð %x; rÞ  ð%t  r; %t þ rÞ and follow-
ing [11], there exist a; bAR; X ; YASN ; such that, if we set pe :¼ 2ðxeyeÞe2 ; we have
ða; Dfðxe; teÞ þ pe; X þ D2fðxe; teÞÞA %P2;þuðxe; teÞ;
ðb; pe; Y ÞA %P2;vðxe; teÞ
and such that a  b ¼ @f@t ðxe; teÞ and
6
e2
I 0
0 I
 !
p X 0
0 Y
 !
p6
e2
I I
I I
 !
:
Using that u and v are, respectively, viscosity sub- and supersolution of (4), we have
@f
@t
ðxe; teÞ þ Fðxe; Dfðxe; teÞ þ pe; X þ D2fðxe; teÞÞ  Fðye; pe; Y Þp0:
From (H1) applied with R ¼ j %xj þ r; we have
Fðye; pe; YÞX Fðxe; pe; X Þ  mR 2jxe  yej
2
e2
þ jxe  yej
 !
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and from (H2), we get
Fðxe; Dfðxe; teÞ þ pe; X þ D2fðxe; teÞÞ  Fðxe; pe; X Þ
X K1jDfðxe; teÞjð1þ jxejÞ  K2½TrðD2fðxe; teÞÞþ
a:
Finally, we obtain
@f
@t
ðxe; teÞ  K1jDfðxe; teÞjð1þ jxejÞ  K2½TrðD2fðxe; teÞÞþ
a
pmR 2
jxe  yej2
e2
þ jxe  yej
 !
:
Letting e go to 0 and using (10) yields
@f
@t
ð %x; %tÞ  K1jDfð %x; %tÞjð1þ j %xjÞ  K2ðTr½D2fð %x; %tÞ
þÞap0
which is exactly the inequality showing that o is a subsolution of (5). &
Proof of Lemma 2.2. In order to check that w is a strict supersolution for a suitable
choice of constants k4b40 and c40 independent of R; we set r ¼ ð1þ R2Þ1=2ð1
ctÞ  ð1þ jxj2Þ1=2 and note that, for ðx; tÞADðc; RÞ; we have rA½0; %R
 where %R ¼ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ R2p : Moreover, the function j is decreasing convex, i.e.
j0o0; j00X0 on ð0; %R
:
The computation of the derivatives of w gives
@w
@t
¼ cð1þ R2Þ12j0; Dw ¼ j0 x
ð1þ jxj2Þ12
;
D2w ¼ j0 I
ð1þ jxj2Þ12
 x#x
ð1þ jxj2Þ32
0
@
1
Aþ j00 x#x
1þ jxj2:
Substituting the derivatives in A½
 (see Lemma 2.1), we have
A½w
ðx; tÞ
¼ cð1þ R2Þ1=2j0ðrÞ  K1ð1þ jxjÞjj0ðrÞj jxjð1þ jxj2Þ1=2
 K2 Tr j0ðrÞ I
ð1þ jxj2Þ12
 x#x
ð1þ jxj2Þ32
0
@
1
Aþ j00ðrÞ x#x
1þ jxj2
2
4
3
5þ
0
@
1
A
a
ð11Þ
for all ðx; tÞADðc; RÞ:
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We estimate (11) from below. First
K1ð1þ jxjÞjj0ðrÞj jxj
ð1þ jxj2Þ12
p2K1j0ðrÞ %R ð12Þ
for every ðx; tÞADðc; RÞ since jj0ðrÞj ¼ j0ðrÞX0: Noticing that the matrices
X ¼ j0ðrÞ I
ð1þ jxj2Þ12
 x#x
ð1þ jxj2Þ32
0
@
1
A and Y ¼ j00ðrÞ x#x
1þ jxj2
are nonnegative and, using the inequality ða þ bÞapaa þ ba for a; bX0 and 0oao1;
we obtain
ðTr½X þ Y 
þÞa ¼ðTrX þ TrYÞapðTrXÞa þ ðTrY Þa
pNaðj0ðrÞÞa þ Naðj00ðrÞÞa: ð13Þ
From (11)–(13) it follows
A½w
ðx; tÞX  j0ðrÞðc  2K1Þ %R  K2Naðj0ðrÞÞa  K2Naðj00ðrÞÞa
X kðc  2K1Þ %R R
b
rkþ1
 K 02
Rab
raðk þ 1Þ  K
0
3
Rab
raðk þ 2Þ
X
Rb
rkþ1
ðkðc  2K1Þ %R  K 02Rða1Þbrðkþ1Þð1aÞ  K 03Rða1Þbrðkþ1Þaðkþ2Þ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
SðrÞ
Þ; ð14Þ
where K 02 and K
0
3 are positive constants which depend only on N; K2; k and a:
We want to choose c; b and k in order that the quantity SðrÞ in (14) is positive. We
ﬁrst choose k such that the quantity SðrÞ is nonincreasing on ½0; %R
: since the
exponent ðk þ 1Þð1 aÞ of the ﬁrst term in r is already positive for every choice of
k40; it is enough to take
kX
2a 1
1 a ) ðk þ 1Þ  aðk þ 2ÞX0; ð15Þ
in order to ensure that the exponent of the second term in r is also positive.
We are then left to choose parameters in order to have Sð %RÞ40; to do so, a
necessary condition is clearly
c42K1: ð16Þ
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Using the fact that Rp
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ R2p ¼ %R; we have
Sð %RÞ ¼ kðc  2K1Þ %R  K 02Rða1Þb %Rð1aÞðkþ1Þ  K 03Rða1Þb %Rðkþ1Þaðkþ2Þ
X kðc  2K1Þ %R  K 02 %Rð1aÞðkþ1bÞ  K 03 %Rða1Þbþðkþ1Þaðkþ2Þ:
Now it is clear that, if we can take the exponents of %R in the two last terms strictly
less than 1, then we are done since for large R; the right-hand side of the inequality
would be strictly positive.
This yields the following conditions
ð1 aÞðk þ 1 bÞo1; ð17Þ
ða 1Þbþ ðk þ 1Þ  aðk þ 2Þo1: ð18Þ
We recall that 0oao1; on one hand, an easy computation shows that Condition
(18) is automatically satisﬁed when (17) holds. On the other hand, Condition (17)
holds if we choose b such that
k4b4k  a
1 a: ð19Þ
Finally, we can ﬁx all the constants in order to fulﬁll (15), (16) and (19) and thus all
the required properties of w are satisﬁed. &
In fact, a close look at the proof of Theorem 2.1 shows that the existence of the
‘‘friendly giants’’ wR allows to get some local estimate on the difference between two
solutions. It leads to the following kind of stability result which will be useful later.
Proposition 2.1. Let ðFeÞe40 a family of continuous functions satisfying assumptions
(H1) and (H2) uniformly with respect to e: Assume that there exists continuous
viscosity solutions ue and ve of Eq. (4) with F replaced by Fe such that ðue  veÞð; 0Þ
converges locally uniformly to 0 in RN : Then ue  ve converges locally uniformly to 0 in
RN  ½0; T 
:
Proof. Since the general case will follow by iterating in time, we only prove the result
for tp1=2c recalling that c is the constant appearing in the deﬁnition of the ‘‘friendly
giants’’ wR (see (6)).
We ﬁrst observe that, for any R40; the function ue  supBð0;RÞfðue  veÞð; 0Þg is
still a solution of (4) with F replaced by Fe and that we have
ueð; 0Þ  sup
Bð0;RÞ
fðue  veÞð; 0Þgpveð; 0Þ in Bð0; RÞ:
Since Fe satisﬁes (H2) independently of e; we get from inequality (8) that, for all
ðx; tÞADðc; RÞ;
ueðx; tÞ  veðx; tÞp sup
Bð0;RÞ
fðue  veÞð; 0Þg þ wRðx; tÞ:
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In order to prove that ue  ve converges locally uniformly to 0; we take an
arbitrary Z40 and ðx; tÞ in a compact subset K of RN  ½0; 1=2c
: For R sufﬁciently
large, we have wRðx; tÞpZ=2 in K : Then, for e sufﬁciently small, we have
supBð0;RÞfðue  veÞð; 0ÞgpZ=2: Therefore, ueðx; tÞ  veðx; tÞpZ in K : And thus
lim supe-0 supK ðue  veÞp0:
By exchanging the roles of ue and ve; we obtain the lower estimate and the proof is
complete. &
3. Existence result for Eq. (4)
In this section, we use the comparison theorem to get the following existence
result.
Theorem 3.1. Suppose that (H1) and (H2) hold. Then, for every initial datum
u0ACðRNÞ; there exists a unique continuous viscosity solution of (4).
Proof. The uniqueness part is given by Theorem 2.1. For the existence, we set jeðrÞ :
¼ minfmaxfr;1=eg; 1=eg for every rAR and e40 and consider truncations of pde
(4) of the form
@u
@t
þ Feðx; t; Du; D2uÞ ¼ 0; ð20Þ
where Fe ¼ je3F : Noticing that jeðaÞ  jeðbÞpmaxfa  b; 0g; we see that the Fe
satisfy assumptions (H1) and (H2), uniformly with respect to e:
We ﬁrst get an existence result for (20) using Perron’s method. Since
jFeðx; t; p; MÞjp1=e for all ðx; t; p; MÞ; the function %ueðx; tÞ :¼ u0ðxÞ þ t=e (respec-
tively,
%
ueðx; tÞ :¼ u0ðxÞ  t=e) is a supersolution (respectively, a subsolution) of (20).
Theorem 2.1 provides a strong comparison result for (20) and therefore Perron’s
method applies readily giving the existence of a continuous solution ue of (20) with
initial datum u0:
The next step consists in deriving a local LN-bound for the family ðueÞe40 we built
above. To do so, we use of the ‘‘friendly giants’’ introduced in Section 2. Let R; c40
and Dðc; RÞ deﬁned by formula (7). We set
CR ¼ 2 sup
Bð0;RÞ
ju0j; KR ¼ 2 sup
Dðc;RÞ
jFð; ; 0; 0ÞjX2 sup
Dðc;RÞ
jFeð; ; 0; 0Þj
and we consider the functions ðx; tÞ/ CR  KRt  wRðx; tÞ and ðx; tÞ/CR þ
KRt þ wRðx; tÞ in Dðc; RÞ: Tedious but straightforward computations shows that
these functions are, respectively, sub- and supersolution of (20) in Dðc; RÞ and it is
clear that we have CR  wRðx; 0Þpueðx; 0ÞpCR þ wRðx; 0Þ in Bð0; RÞ: Then, easy
comparison arguments show that
CR  KRt  wRpuepCR þ KRt þ wR in Dðc; RÞ:
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It follows that the family ðueÞe40 is bounded in Dðc; R=2Þ independently of e:
Iterating in time, we get the local boundedness of ðueÞe40 in RN  ½0;þNÞ:
Finally, we apply the ‘‘half-relaxed-limits’’ method which consists in introducing
%u ¼ lim sup
e-0þ
nue and
%
u ¼ lim inf
e-0þ *
ue
which are well deﬁned because of the local LN-bound on the ue’s. Moreover, they are
both discontinuous solutions of (4) with initial datum u0 since ðFeÞ converges locally
uniformly to F : The strong comparison result for (4) (Theorem 2.1) shows that
%u ¼
%
u :¼ u and u is the desired continuous solution of (4) we wanted to build. &
4. Uniqueness for one-dimensional equations
In this section, we provide some applications of the previous result in the case of
one-dimensional quasilinear parabolic equations. We address here only uniqueness
questions.
We consider the equation
@u
@t
 ðf ðx; t; u; uxÞÞx ¼ 0 in D0ðR ð0;þNÞÞ;
uð; 0Þ ¼ u0 in R;
8<
: ð21Þ
where u0ACðRÞ; the nonlinearity fACðR ½0;þNÞ  R RÞ and D0ðR ð0;þNÞÞ
is the space of distributions on R ð0;þNÞ: For reasons which will be clear below,
we consider only cases when the solution u is in C1ðR ð0;þNÞÞ:
To state our result, we use the following assumption on f
(H3) f is locally Lipschitz continuous in R ð0;þNÞ  R R and there exists
constants C40 and 0oao1 such that, for any t40 and x; y; u; v; p; qAR; we have
f ðx; t; u; pÞ  f ðy; t; v; qÞ
pC½ð1þ jpj þ jqjÞjx  yj þ ð1þ jxj þ jyjÞju  vj þ ððp  qÞþÞa
:
Note that this assumption imply (H1) and (H2) in the one-dimensional case.
Eq. (21) makes sense in the space of distributions since the assumed regularity for the
solution ensures that both u and f ðx; t; u; uxÞ belong to L1locðR ð0;þNÞÞ:
Our result is the
Theorem 4.1. Under assumptions (H3), Eq. (21) has at most one solution in C1ðR
ð0;þNÞÞ-CðR ½0;þNÞÞ for each initial datum u0ACðRÞ:
Proof. We suppose, by contradiction, that we have two solutions u; vAC1ðR
ð0;þNÞÞ-CðR ½0;þNÞÞ of Eq. (21). For every e40; we deﬁne
u˜eðx; tÞ ¼
Z x
0
uðy; t þ eÞ dy þ
Z tþe
e
f ð0; t; uð0; tÞ; uxð0; tÞÞ dt
and v˜e in the same way replacing u by v in the right-hand side of this equality.
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By standard arguments in the theory of distributions, one proves easily that u˜e and
v˜e are classical solutions of
@o
@t
 f ðx; t þ e;ox;oxxÞ ¼ 0 in R ð0;þNÞ: ð22Þ
The functions f ð;  þ e; ; Þ satisfy assumptions (H1) and (H2) uniformly in e; and
ðu˜e  v˜eÞðx; 0Þ ¼
Z x
0
ðuðy; eÞ  vðy; eÞÞ dy
converges locally uniformly to 0 in R since uðx; 0Þ ¼ vðx; 0Þ ¼ u0ðxÞ in R: Therefore,
by applying Proposition 2.1, we deduce that u˜e  v˜e converges to 0 locally uniformly
in R ½0;þNÞ:
It follows, on one hand, that the integralZ t
0
½f ð0; t; uð0; tÞ; uxð0; tÞÞ  f ð0; t; vð0; tÞ; vxð0; tÞÞ
 dt
is well deﬁned (notice that it was not the case a priori for
R t
0 f ð0; t; uð0; tÞ; uxð0; tÞÞ dt
and
R t
0 f ð0; t; vð0; tÞ; vxð0; tÞÞ dtÞ and letting e go to 0, we obtain that, for all
ðx; tÞAR ½0;þNÞ;Z x
0
ðu  vÞðy; tÞ dy
þ
Z t
0
½f ð0; t; uð0; tÞ; uxð0; tÞÞ  f ð0; t; vð0; tÞ; vxð0; tÞÞ
 dt ¼ 0:
To prove the result, we have just to differentiate this equality with respect to
x: &
Remark 4.1. It would be very interesting to be able to prove the above result by
assuming only the solutions to be in W 1;Nloc : The difﬁculty to do that would be in the
integration of Eq. (21) to get Eq. (22). Only few results exists in this direction and
mainly for ﬁrst-order equations (cf. [10]).
A key application of the above result concerns the mean curvature equation for
graphs in R:
Theorem 4.2. The mean curvature equation for graphs (2) has a unique smooth solution
uACðR ½0;þNÞÞ-CNðR ð0;þNÞÞ for every initial datum u0ACðRÞ:
Proof. The existence part of the theorem comes from the result of Ecker and
Huisken [13] (see also [6]). The uniqueness part is an immediate consequence of
Theorem 4.1 by taking f ðpÞ ¼ arctanðpÞ: In this case, (21) reads exactly (2) and, since
the function arctan is a smooth nondecreasing bounded function which lies in
G. Barles et al. / J. Differential Equations 187 (2003) 456–472 467
W 1;NðRÞ; thus in C0;aðRÞ for every aAð0; 1Þ; (H3) holds and therefore Theorem 4.1
applies. &
5. Application to geometrical motions in the plane
We consider, in this section, applications for the mean curvature motion of graphs
in the plane R2: We ﬁrst recall brieﬂy some basic facts about the level-set approach in
the case of the mean curvature motion.
In this framework, the graph of the initial datum u0ACðRÞ of (2) is represented as
the hypersurface G0 ¼ fðx; yÞAR2 : u0ðxÞ ¼ yg in the plane. We also deﬁne O0 ¼
fðx; yÞAR2 : u0ðxÞoyg and we take any uniformly continuous function v0 :R2-R
such that
G0 ¼ fðx; yÞAR2: v0ðx; yÞ ¼ 0g and
O0 ¼ fðx; yÞAR2: v0ðx; yÞ40g: ð23Þ
If X is the space of functions w :R2  ð0;þNÞ-R which are uniformly
continuous in R2  ð0;þNÞ for all T40; by results of Evans and Spruck [14] and
Chen et al. [8], there exists a unique viscosity solution vAX of the geometrical
equation
@v
@t
 1
v2x þ v2y
ðvxxv2y  2vxyvxvy þ vyyv2xÞ ¼ 0 in R2  ð0;þNÞ;
vð; ; 0Þ ¼ v0 in R2:
8><
>:
Moreover, if we deﬁne, for every tX0;
Gt ¼ fðx; yÞAR2: vðx; y; tÞ ¼ 0g and
Ot ¼ fðx; yÞAR2: vðx; y; tÞ40g; ð24Þ
then the sets ðGtÞtX0 and ðOtÞtX0 depend only on G0 and O0 but not on the choice of
their representation through v0:
The family ðGtÞtX0 is called the generalized evolution by mean curvature of the graph
G0: A natural issue is the connection between this generalized evolution and the
classical motion by mean curvature. We recall that in general Gt is just deﬁned as the
0-level set of a continuous function and therefore it may be nonsmooth and even
fatten.
In our context, we have
Theorem 5.1. If u0ACðRÞ; then, for every tX0; the set Gt is a entire smooth graph,
namely
Gt ¼ fðx; yÞAR2: y ¼ uðx; tÞg;
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where u is the unique smooth solution of (2) with initial datum u0: Moreover, the
evolution of Gt agrees with the classical motion by mean curvature in the sense of
differential geometry.
Proof. From [6], we know that, if we start with an hypersurface G0 which is an entire
continuous graph in R R; then, for every tX0;
Gt ¼ fðx; yÞAR2: uðx; tÞpypuþðx; tÞg;
where u and uþ are, respectively, the minimal and the maximal (possibly
discontinuous) viscosity solution of (2). In the special case of the mean curvature
equation, we proved that the boundary of the front Gt is smooth. It follows that u
and uþ are smooth. Uniqueness for (2) in the class of smooth functions (see Theorem
4.2) implies that u ¼ uþ ¼ u where u is the unique solution to (2). Finally, Gt ¼
Graphðuð; tÞÞ is a smooth submanifold of R2 (in particular, Gt never fattens).
In this case, the generalized evolution coincides with the classical evolution by
mean curvature (see [14,16] for the agreement with an alternative generalized
motion). &
Using the previous geometrical approach, we can state a reﬁnement of Theorem
4.2, namely a comparison result which holds for any viscosity sub- and
supersolutions of (2).
Corollary 5.1. If u1 (resp. u2) is an upper-semicontinuous viscosity subsolution
(respectively, lower-semicontinuous supersolution) of (2) and if
u1ðx; 0Þpu0ðxÞpu2ðx; 0Þ in R; then u1pu2 in R ½0;þNÞ:
Proof. This result is an immediate consequence of a more general result in the case
of the mean curvature equation: uniqueness for smooth solutions implies
comparison in the class of discontinuous viscosity solutions (see [6] for a proof).
To be self-contained, we provide a short proof which emphasizes the main ideas of
the proof.
By Theorem 6.1 in [6], since u1 and u2 are, respectively, an upper-semicontinuous
viscosity subsolution and a lower-semicontinuous supersolution of (2), we have
Graphðu1ð; tÞÞCfðx; yÞARNþ1: vðx; y; tÞp0g
and
Graphðu2ð; tÞÞCfðx; yÞARNþ1: vðx; y; tÞX0g:
Essentially, this comes from the preservation of inclusion for sets moving by their
mean curvature in the level set approach (see [14]).
We recall that v is an increasing function of y but the above inclusions do not give
any information about the relative position of Graphðu1ð; tÞÞ and Graphðu2ð; tÞÞ
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when the fronts Gtðu0Þ develop interior. But, thanks to Theorem 5.1, we know that
Gtðu0Þ is exactly the graph of uð; tÞ; where u is the unique smooth solution of (2) with
initial datum u0: The front does not fatten and is the boundary of Otðu0Þ: It follows
that
u1ð; tÞpuð; tÞpu2ð; tÞ in RN ;
which ends the proof. &
We conclude this section with an extension of the previous results to some more
general equations associated to more general geometric motions. We consider
@u
@t
 ðf ðuxÞÞx ¼ 0 in R ð0;þNÞ;
uð; 0Þ ¼ u0 in R;
8<
: ð25Þ
where fAC1ðRÞ:
Theorem 5.2. Let u0AW
1;N
loc ðRÞ: Suppose that
fAC1ðRÞ and 0of 0ðpÞp C
1þ p2 for every pAR: ð26Þ
Then (25) admits a unique solution uAC2ðR ð0;þNÞÞ-CðR ½0;þNÞÞ: The
generalized evolution of G0 ¼ Graphðu0Þ is Gt ¼ Graphðuð; tÞÞ for tX0: It evolves
with normal velocity equal to
Vððx; yÞ; tÞ ¼ f 0ðcotanðyÞÞ k
sin2ðyÞ; ð27Þ
where y and k denote, respectively, the angle between the y-axis and the normal
outward vector and the curvature to Gt at the point ðx; yÞ:
Proof. We consider as above an uniformly continuous function v0: R
2-R such that
fv0 ¼ 0g ¼ G0 and fv040g ¼ O0 :¼ fy4u0ðxÞg: Following [6, Section 4], if (26)
holds, then
@v
@t
 f 0 vx
vy
 
vxx  2vxy vx
vy
 
þ vyy vx
vy
 2 !
¼ 0 in R2  ð0;þNÞ;
vð; ; 0Þ ¼ v0 in R2
8><
>: ð28Þ
admits a unique solution vAX: The level set approach applies for the genera-
lized evolution ðGtÞtX0 of G0 and evolves formally with normal velocity given
by (27).
G. Barles et al. / J. Differential Equations 187 (2003) 456–472470
On a other hand, using Chou and Kwong [9], we learn from [6] that, again because
of (26), the boundary of Gt is made of the graphs of two smooth solutions of (25),
namely uþ and u: Noticing that (26) implies (H3), we obtain that (25) has a unique
smooth solution; thus uþ ¼ u :¼ u and Gt ¼ Graphðuð; tÞÞ: Finally, note that, since
Gt is smooth, (27) holds in a classical sense. &
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