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RESUMO
O objetivo geral deste estudo foi avaliar a aplicação de diferentes técnicas de
inteligência artificial (IA) na predição e análise espacial da macrofauna bêntica em
relação aos descritores ambientais. Em um primeiro momento, a distribuição da
fauna em relação às variáveis ambientais foi analisada através de mapas auto-
organizáveis (SOMs), que identificaram cinco grupos ambientais distintos, cada um
contendo pontos com características semelhantes. A ocorrência dos táxons foi maior
para grupos que registraram maiores valores das variáveis que indicam
enriquecimento orgânico. Em seguida, foram desenvolvidos modelos de predição da
presença/ausência de 20 táxons, simultânea e individualmente, utilizando
perceptrons de múltiplas camadas (MLP) com seleção de variáveis ambientais
através dos algoritmos genéticos (GA). Para todos os táxons simultaneamente, o
melhor modelo foi obtido com apenas oito variáveis. Para os táxons individualmente,
somente para T. lineata a seleção de variáveis prejudicou a eficiência do modelo,
enquanto os demais responderam positivamente à seleção. Através da análise de
sensibilidade foi possível identificar que a presença da maioria dos táxons esteve
relacionada com variáveis que denotam enriquecimento orgânico no ambiente. Por
último, foram desenvolvidos modelos de predição de máquinas de vetor de suporte
(SVM) e árvores de classificação (CT). O desempenho das duas técnicas foi
comparado e cada técnica foi avaliada antes e após seleção de variáveis com GAs.
Os resultados para as duas técnicas foram melhores após a seleção das variáveis
ambientais. Os modelos desenvolvidos com CTs, no geral, obtiveram valores
superiores para todas as medidas de desempenho. Entre os 20 táxons modelados,
16 obtiveram sucesso para as CTs, enquanto que para as SVMs apenas 10 táxons
foram modelados com sucesso.
Palavras-Chave: modelagem da macrofauna bêntica, mapas auto-organizáveis,
perceptron de múltiplas camadas, árvore de classificação, máquina de vetor de
suporte
ABSTRACT
The aim of this study was to analyze the application of different artificial intelligence
techniques in spatial analysis and prediction of benthic macrofauna in relation to
environmental variables. Initially, the fauna distribution in relation to environmental
variables was identified through self-organizing maps (SOMs). The SOMs identified
five different environmental groups, which grouped the points with similar
characteristics. The occurrence of taxa was greater for groups which recorded the
highest values of the variables indicating organic enrichment. Then, models were
developed to predict the presence/absence of 20 taxa, simultaneous and individually,
using multilayer perceptrons (MLP) with environmental variables selection using
genetic algorithms (GAs). For all taxa simultaneously the best model was obtained
with only eight variables. For individual taxa, only for T. lineata the variable selection
undermined the models efficiency and all other taxa have responded positively to the
selection. Through sensitivity analysis it was found that the presence of most taxa
was related to variables denoting environmental organic enrichment. Finally,
predicting models were developed by support vector machines (SVM) and
classification trees (CT). The performances of these techniques were compared and
each technique was evaluated before and after variables selection with GAs. The
results for both techniques were better after the selection of environmental variables.
The models developed with CTs in general had higher values for all performance
measures. Among the 20 taxa modeled, 16 were successful to CTs, while for the
SVM, only 10 taxa were modeled successfully.
Keywords: benthic macrofauna modeling, self-organizing maps, multilayer
perceptron, classification tree, support vector machine
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INTRODUÇÃO GERAL
A distribuição e a abundância da macrofauna bêntica são governadas pelas
condições ambientais, como a composição sedimentar, disponibilidade de alimento,
gradientes de salinidade e nutrientes, além de interações biológicas tais como predação
e competição (Ward e Stanford, 1979; Perus e Bonsdorff, 2004). Devido à diversidade
taxonômica, comportamento relativamente sedentário, ciclo de vida muitas vezes longo
e resposta rápida e/ou contínua às perturbações antrópicas (Rosenberg, 1995), a fauna
bêntica é amplamente utilizada na detecção de impactos ambientais por efluentes
urbanos e industriais, sendo bons descritores da qualidade ambiental (Hilty e
Merenlender, 2000; Rosenberg, 2001; Cooksey e Hyland, 2007).
Com isso, realizar uma modelagem eficaz para determinar as relações entre as
espécies e o ambiente em que vivem é uma importante ferramenta em ecologia (Guisan
e Zimmermann, 2000; Austin, 2002). Neste contexto, modelos matemáticos e
simulações de computador começaram a ser utilizados como meio adequado de obter
mais conhecimento sobre estas relações (Cortes, 2000). Técnicas de inteligência
artificial (IA), embora mais desenvolvidas em áreas como ciência da computação e
engenharia, cada vez mais estão sendo aplicadas em estudos ambientais, principalmente
como auxiliares em processos de tomada de decisão (Tan et al., 2005). Entre estas
técnicas podem ser citadas as árvores de classificação, redes neurais artificiais,
algoritmos genéticos, máquina de vetor de suporte, entre outras, que facilitam o
raciocínio ecológico e ambiental.
Estes modelos são capazes de relacionar características ecológicas com os
fatores ambientais e assim revelar detalhes dos mecanismos subjacentes responsáveis
pela estrutura e organização das comunidades (Austin, 1987; Gogina et al., 2010).
Devido à natureza não-linear dos dados ecológicos, técnicas de IA, que possuem grande
flexibilidade e capacidade de trabalhar com a não-linearidade de dados ambientais, têm
sido incorporadas com eficiência à modelagem ecológica como uma alternativa
poderosa para as abordagens tradicionais (Recknagel, 2006; Olden et al., 2006). Quando
estas são associadas às técnicas tradicionais de modelagem, geram modelos híbridos
eficazes na previsão do funcionamento dos ecossistemas e a sua evolução.
Neste estudo, como objetivo geral, buscou-se examinar a aplicação de
diferentes técnicas de IA na predição e análise espacial da macrofauna bêntica em
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relação aos descritores ambientais em diferentes graus de distúrbio ambiental. Os
objetivos específicos do trabalho estão estruturados em três capítulos, cada qual
utilizando uma abordagem distinta na modelagem da fauna bêntica em relação às
variáveis ambientais.
No Capitulo I foram aplicados mapas auto-organizáveis (SOM, do inglês Self-
Organizing Maps) na identificação da distribuição da fauna bêntica em relação às
variáveis ambientais em diferentes graus de impacto ambiental. Os SOMs passaram
pelo treinamento com as variáveis ambientais para identificar diferentes padrões
ambientais e, em um segundo momento, os dados da fauna bêntica foram fornecidos aos
mapas previamente treinados buscando identificar as relações entre a fauna e as
variáveis ambientais.
O SOM é uma rede neural artificial com aprendizado não-supervisionado, ou
seja, a rede não necessita de exemplos rotulados para aprender. O algoritmo aprende a
representar (ou agrupar) as entradas submetidas segundo uma medida de qualidade.
Estas redes são utilizadas principalmente quando o objetivo é encontrar padrões ou
tendências que auxiliem no entendimento dos dados. Entre as características do SOM,
está a competição entre os neurônios para determinar o neurônio vencedor, ou seja, o
neurônio que irá responder ao máximo à um vetor de entrada. Este neurônio será
atualizado durante o treinamento, juntamente com seus vizinhos, para reproduzir o
padrão de entrada. O treinamento então ocorre consecutivamente até que todos os
possíveis padrões de entrada sejam formados. Portanto, os SOMs são redes competitivas
que possuem a habilidade de formar mapeamentos que preservam as mais importantes
relações topológicas e/ou métricas dos dados primários (Kohonen, 2001). A rede recebe
um número de diferentes padrões de entrada, descobre características significativas
nestes padrões e aprende a classificar os dados de entrada em categorias apropriadas. O
SOM projeta e visualiza dados de entrada multidimensional em um cenário de duas
dimensões, indicando regiões de similaridade.
O Capitulo II objetivou realizar a predição da presença/ausência de 20 táxons
da comunidade bêntica em diferentes condições ambientais utilizando as redes
perceptron de múltiplas camadas (MLP, do inglês multi-layer perceptron) com
algoritmo backpropagation. Para isso, foram utilizadas três abordagens diferentes: (1) a
previsão dos táxons em conjunto com todas as variáveis (19 variáveis) e com as 14, 8 e
4 variáveis mais vezes selecionadas pelos algoritmos genéticos; (2) previsão dos táxons
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separadamente antes e após seleção de variáveis com algoritmos genéticos e (3) análise
de sensibilidade dos modelos com resultados satisfatórios após a seleção das variáveis.
Entre as redes neurais artificiais, as MLPs com algoritmo backpropagation
(rede de retropropagação) são algumas das mais populares (Rumelhart et al., 1986;
Hagan et al., 1996). Uma rede de retropropagação baseia-se no procedimento
'supervisionado' e pode ser utilizada para o desenvolvimento de modelos de previsão. A
rede constrói um modelo baseado em exemplos de dados com saídas conhecidas. O
objetivo é que a representação gerada seja capaz de produzir saídas corretas para novas
entradas não apresentadas previamente. Em uma MLP com backpropagation, os
neurônios de uma camada estão ligados à camada seguinte através de sinapses (pesos).
Esta rede é composta por três tipos de camada: uma camada de entrada, uma ou mais
camadas ocultas e uma camada de saída. A camada de entrada contém todas as co-
variáveis consideradas e a camada de saída as variáveis de resposta. Já a camadas
ocultas auxiliam a rede a trabalhar com a não linearidade dos dados fornecidos para o
treinamento.
Por fim, o Capitulo III avaliou o desempenho de máquinas de vetor de suporte
(SVM, do inglês support vector machines) e árvores de classificação (CT, do inglês
classification trees) na predição da presença de táxons da macrofrauna bêntica. O
desempenho dos modelos desenvolvidos foi avaliado de duas maneiras distintas: (1)
comparação entre os modelos de SVM e CT e (2) desempenho de cada modelo antes e
depois da seleção de variáveis com os algoritmos genéticos.
A SVM é embasada pela teoria de aprendizado estatístico desenvolvida por
Vapnik (1995). A teoria de Vapnik estabelece uma série de princípios que devem ser
seguidos na obtenção de classificadores com boa generalização, definida como a sua
capacidade de prever corretamente a classe de novos dados do mesmo domínio em que
o aprendizado ocorreu. Os SVMs fazem o reconhecimento de padrões e encontram um
limite de decisão (vetores de suporte) usando um subconjunto de amostras de
treinamento. Os resultados da aplicação dessa técnica são comparáveis e muitas vezes
superiores aos obtidos por outros algoritmos de aprendizado, como as redes neurais
artificiais (Haykin, 1999; Braga et al., 2000).
As CTs prevêem o valor de uma variável discreta dependente com um conjunto
finito de valores (classe) a partir dos valores de um conjunto de atributos independentes
(Quinlan, 1986). O procedimento principal para o desenvolvimento de um modelo de
CT é dividir os dados da variável alvo baseado na resposta às variáveis de entrada. As
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CTs são estruturas hierárquicas, nas quais os nós internos contêm testes sobre os
atributos de entrada. Cada ramo de um teste interno corresponde a um resultado do teste
e a predição para o valor do atributo de destino é armazenada em uma folha. Cada folha
da árvore contém uma previsão para a variável de interesse. Estas redes possuem uma
abordagem de modelagem não-paramétrica, que consiste de partições recursivas do
espaço multidimensional definidos pelos grupos preditores, que são tão homogêneos
quanto possível em termos da resposta (Vayssieres, 2000). O resultado da análise é uma
estrutura hierárquica binária com galhos e folhas que contém as regras para prever os
novos casos (Dunham, 2002).
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CAPITULO I1
Aplicação de mapas auto-organizáveis na análise do padrão espacial da2
macrofauna bêntica em relação às variáveis ambientais em planícies de maré3
4
Application of Self-Organizing Maps to analyze the spatial pattern of benthic macrofauna in5
relation to environmental variables in tidal flats6
7
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RESUMO14
Neste estudo, os mapas auto-organizáveis (SOM) foram utilizados para identificar a distribuição15
da macrofauna bêntica em relação às variáveis ambientais em diferentes graus de impacto16
ambiental, identificando características em pequena escala. Para isso, após o treinamento dos17
SOMs com as variáveis ambientais, os dados da fauna bêntica foram fornecidos aos mapas18
previamente treinados para identificar estas relações. Após o treinamento, o SOM identificou19
cinco grupos ambientais distintos dos locais de amostragem (I-V) que agruparam os pontos20
semelhantes. Os grupos ambientais I e V apresentaram os maiores valores das variáveis que21
indicam o enriquecimento orgânico do sedimento, como coprostanol, esteróis naturais e22
nutrientes. Para II e III foram registradas as maiores porcentagens de areia e para IV foi23
identificada a maior quantidade de sedimentos finos e variáveis que indicam matéria orgânica,24
principalmente de origem terrestre. A riqueza de táxons foi maior nos grupos ambientais I e V,25
enquanto que a menor foi registrada para III. Para nove e oito táxons as maiores ocorrências26
foram registradas nos grupos IV e V, respectivamente. O SOM mostrou-se uma ferramenta27
analítica eficiente para a extração de informações complexas sobre os dados da fauna e sua28
distribuição, assim como a sua relação com as variáveis ambientais. Entretanto, a seleção dos29
táxons foi realizada considerando aqueles com maior ocorrência nos locais de amostragem. Este30
procedimento provavelmente favoreceu os táxons que habitam uma diversidade maior de31
condições ambientais, o que subestima a riqueza de espécies nos ambientes menos poluídos do32
canal.33




We applied here SOMs to identify the distribution of benthic macrofauna in relation to37
environmental variables in different degrees of environmental impact. After the training of the38
SOMs with environmental variables, the benthic fauna data were provided to the previously39
trained maps to identify the relationships between them. After training, we identified five40
environmental groups in the sampling sites (I to V). Groups I and V showed the highest values41
of the variables that indicates organic enrichment in sediments, such as coprostanol, natural42
sterols and nutrients. For II and III were recorded higher percentages of sand. In group IV was43
identified the greatest amount of fine sediments and variables that indicate organic matter,44
mainly of terrestrial origin. The richness was higher in groups I and V, while the lowest was45
recorded for III. For nine and eight taxa the major occurrence were recorded in groups IV and46
V, respectively. The SOM has proved to be an efficient analytical tool for extracting complex47
information about the fauna and its distribution, as well as the fauna relationship with48
environmental variables. However, the selection of the taxa was considered only those with49
highest occurrence in the sampling sites. This procedure may have favored the taxa that inhabit50
a wider variety of environmental conditions, which may have underestimated the species51
richness in less polluted environments.52
Keywords: self-organizing maps, spatial pattern, benthic macrofauna, environmental patterns.53
1. INTRODUÇÃO54
55
A composição da comunidade bêntica depende da estabilidade do ambiente56
onde está inserida e é potencialmente determinada por diferentes fatores ambientais que57
atuam em diferentes escalas espaciais e temporais (Stevenson, 1997; Snyder et al.,58
2002). Características como diversidade taxonômica, comportamento sedentário e ciclo59
de vida relativamente longo, possibilitam que estes organismos respondam de forma60
integrada e contínua aos distúrbios naturais ou antrópicos no ambiente (Díaz e61
Rosenberg, 1995). Com isso, a fauna bêntica tem sido amplamente utilizada como62
indicadora da qualidade e estado ecológico de ambientes aquáticos (Lenat, 1988; Smith63
et al., 1999; Wright et al.,  2000).64
Diferentes táxons respondem de maneiras distintas entre si e muitas vezes não-65
lineares aos impactos por fatores bióticos (desenvolvimento fisiológico, ciclo de vida,66
etc.) e abióticos (precipitação, poluição, etc.) (Lek e Guégan, 2000; Ieno et al., 2006).67
Compreender os padrões de abundância e ocorrência da comunidade é fundamental para68
a gestão sustentável dos ecossistemas aquáticos. Com isso, diversas técnicas de69
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modelagem têm sido utilizadas como ferramentas auxiliares para determinar a dinâmica70
entre a fauna bêntica e as variáveis que influenciam a estrutura da comunidade.71
Entre estas técnicas, as redes neurais artificiais (RNAs) têm sido aplicadas na72
interpretação de fenômenos complexos e não-lineares (Dawson e Wilby, 2001). O73
crescente uso de RNAs na modelagem de sistemas complexos está relacionado com a74
capacidade destes modelos de se adaptarem aos dados e por serem menos afetados por75
outliers (Park et al., 2003a). Entre os modelos de RNA, os mapas auto-organizáveis76
(Kohonen, 1982, 2001) (SOM, do inglês, self organizing maps) são amplamente77
utilizados em ecologia. Os SOMs são redes competitivas não-supervisionadas, que78
recebem um número de diferentes padrões de entrada, descobrem características79
significativas nestes padrões e aprendem a classificar os dados de entrada em categorias80
apropriadas, baseando-se nas semelhanças entre as amostras oferecidas à rede. Estas81
redes possuem a habilidade de formar mapeamentos que preservam as mais importantes82
relações topológicas e/ou métricas dos dados primários.83
O SOM é uma ferramenta eficiente para mineração de dados não-lineares e tem84
mostrado particular relevância para detecção de padrões em comunidades biológicas e85
sua relação com os dados ambientais (Chon et al., 1996, 2000, 2002; Park et al., 2003,86
2004, 2006), classificação de assembleias de peixes (Brosse et al., 2001), detecção de87
padrões de diversidade de macroinvertebrados aquáticos (Cereghino et al., 2001, 2003),88
identificação de padrões ambientais (Choi et al., 2009) e possíveis fontes de89
contaminação antrópica (Marengo et al., 2006).90
Neste estudo os mapas auto-organizáveis (SOM) foram utilizados para91
identificar a distribuição da fauna bêntica em relação às variáveis ambientais em92
diferentes graus de impacto ambiental, identificando características em pequena escala.93
Para isso, os SOMs passaram pelo treinamento com as variáveis ambientais para94
identificar diferentes padrões ambientais e, em um segundo momento, os dados da95
fauna bêntica foram fornecidos aos mapas previamente treinados buscando identificar as96
relações entre a fauna e as variáveis ambientais.97
2. MATERIAL E MÉTODOS98
2.1 Área de Estudo99
100
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O estudo foi realizado em planícies entremarés não-vegetadas do Canal da101
Cotinga, um subestuário da Baia de Paranaguá, (Complexo Estuarino de Paranaguá -102
25°30’S, 48°25’W), (Fig.1). Os rios que fazem parte da margem sul da baia, como o103
Maciel, Guaraguaçú e Itiberê e que deságuam na Cotinga, recebem grande parte dos104
efluentes produzidos na cidade e porto de Paranaguá (Lana et al., 2001). Entre os rios da105
região, o Itiberê pode ser considerado uma das principais fontes pontuais de106
contaminação na Cotinga, evidenciado por estudos realizados no local que encontraram107
elevadas concentrações de indicadores orgânicos de poluição, como coliformes fecais108
na coluna d’água (Kolm et al., 2002) e esteróis fecais no sedimento (Martins et al.,109
2010). As concentrações de contaminantes no canal são dispersas e diluídas a partir da110
região interna e mediana em direção à sua desembocadura, formando um gradiente de111
poluição. Planícies não-vegetadas das duas margens do canal foram selecionadas,112
totalizando 107 locais de amostragem ao longo da Cotinga.113
114
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Fig.1. Complexo Estuarino de Paranaguá (CEP) com o Canal da Cotinga no detalhe.116
2.2 Conjunto de dados117
118
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Em cada local de amostragem foram coletadas duas réplicas com corers com119
diâmetro de 10 cm para a análise da macrofauna bêntica. As amostras biológicas foram120
fixadas com formol-aldeído (4%), lavadas em peneiras de 0,5 mm, coradas com Rosa de121
Bengala, preservadas em álcool (70%) e identificadas até o nível de família, totalizando122
49 famílias. Entre estas, foram selecionadas as famílias com mais de 15% de ocorrência,123
que foram identificadas até o menor nível possível. Os 20 táxons com maior ocorrência124
foram utilizados no desenvolvimento dos modelos do SOM. São eles: Anomalocardia125
brasiliana (35,5%), Bulla sp. (64,5%), Capitellidae (72,9%), Capitella sp. (23,4%),126
Caprella scaura (14%), Glycinde multidens (87,9%), Heleobia australis (63,6%),127
Laeonereis culveri (31,8%), Neanthes succinea (13,1%), Oligochaeta sp1 (34,6%),128
Orbiniidae (51,4%), Ostracoda (39,3%), Polydora sp. (42,1%), Prionospio sp. (44%),129
Sigambra sp. (82,2%), Sternaspis sp. (36,4%), Streblospio benedicti (61,7%), Tagelus130
sp. (53,3%), Tellina lineata (59,8%) e Tubificidae (85%).131
Juntamente com a fauna, 19 variáveis ambientais foram utilizadas no132
desenvolvimento dos modelos (Tabela 1). Em campo, foi realizada a medição da133
camada redox e amostras de água intersticial foram coletadas para a determinação do134
pH e salinidade (pHmetro e refratômetro manual, respectivamente). Amostras de135
sedimento foram coletadas para determinar: fósforo total e nitrogênio total (Grasshoff et136
al., 1983); carbono orgânico total (Strickland e Parsons, 1972); clorofila-a e feoftina137
(Lorenzen, 1967), porcentagens de cascalho, areia, silte e argila, (Suguio, 1973);138
carbonato de cálcio, matéria orgânica e esteróis totais (Kawakami e Montone, 2002).139
Foram considerados cinco esteróis para identificar diferentes fontes de matéria140
orgânica: coprostanol e estigmasterol, como indicadores de contaminação por esgotos141
(Maldonado et al., 2000); colesterol para origem aquática, por estar presente no fito e142
zooplâncton (Volkman, 1986); brassicasterol para identificar matéria orgânica de143
origem marinha e estigmasterol para identificar matéria orgânica de origem terrestre144
(Volkman, 2006). Devido à inviabilidade em estimar a concentração de esteróis em145
todos os pontos, optou-se por realizar as amostragens em 31 pontos selecionados de146
acordo com a proximidade à cidade de Paranaguá e à desembocadura dos rios. A147







Variáveis de entrada utilizadas para o desenvolvimento dos modelos em conjunto com a média, desvio154
padrão (DP), valores mínimos (Min.) e máximos (Max.).155
Variável Abreviação Unidade Média DP Min. Max.
Salinidade SAL - 24,63 5,35 2 32
pH PH - 7,28 0,27 6,58 7,92
Camada Redox RED cm 1,15 1,15 0,1 5,97
Coprostanol COP µg.g-1 0,38 0,46 0 2,04
Epicoprostanol EPI µg.g-1 0 0,01 0 0,08
Colesterol COL µg.g-1 4,37 2,89 0,74 15,5
Brassicasterol BRA µg.g-1 2,2 1,5 0,23 8,22
Estigmasterol EST µg.g-1 2,7 1,62 0,27 10,40
Cascalho CAS % 1,72 5,95 0 52,28
Areia ARE % 84,98 11,4 33,76 97,89
Silte SIL % 10,21 8,9 0 44,56
Argila ARG % 3,09 3,01 0 21,31
Carbono COT mg.g-1 14,55 11,7 0 46,7
Clorofila CHL mg.g-1 17,39 23,2 0 157,95
Feoftina FEO mg.g-1 17,88 23,5 0 178,75
Nitrogênio Total NT mg.g-1 2,09 1,11 0,07 4,41
Fósforo Total PT mg.g-1 0,03 0,02 0 0,09
Matéria Orgânica MO % 4,36 2,17 0,49 13,05
Carbonato de Cálcio CaCO3 % 4,11 3,98 0,48 32,23
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2.3 Mapas auto-organizáveis (SOM)157
158
Os procedimentos necessários para aplicar o SOM podem ser divididos em três159
etapas distintas: a padronização dos dados, a formação do SOM e a extração da160
informação após o treinamento.161
Primeiramente, os dados passam pelo procedimento de padronização, que evita162
que algumas variáveis tenham maior impacto que outras e garante que todas as variáveis163
tenham igual importância na formação do SOM. Com isso, os dados foram escalonados164
entre 0 e 1, sendo 0 o valor mínimo e 1 o valor máximo dentro de cada variável. Os165
dados da comunidade ainda foram transformados por logaritmo natural.166
Após a padronização, os dados são apresentados à rede para o procedimento167
iterativo de treinamento para formar o SOM. A estrutura típica de um SOM consiste em168
duas camadas: uma camada de entrada e uma camada de Kohonen ou saída conectadas169
por intensidades de conexão wij (pesos) (Fig. 2).170
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A camada de entrada é formada por neurônios j que recebem informações para171
cada variável (abundância/riqueza da fauna, salinidade, nutrientes, etc.) a partir da172
matriz de dados. Cada amostra é representada por um vetor xi. Quando um vetor xi é173
enviado através da rede, cada neurônio j da rede calcula a distância dj(t) entre o vetor de174
pesos wij(t) e o vetor de entrada xi. Os pesos foram inicializados com valores baixos e175
aleatórios, mudando adaptativamente a cada iteração no tempo t. Durante o treinamento176
os pesos foram calculados usando uma medida de distância (Distância Euclidiana). O177
cálculo da distância foi:178
( ) = ( − ( )) (1)
A camada de saída é composta por neurônios de saída Dj, que funcionam como179
locais virtuais retornando um padrão, onde amostras que possuem semelhanças ficam180
próximas na visualização do mapa. Os neurônios de saída normalmente são organizados181
em uma grade bidimensional para melhor visualização.182
Entre os neurônios da camada D, o neurônio que responder ao máximo a um183
vetor de entrada é escolhido como neurônio vencedor ou melhor unidade de184
correspondência (BMU, do inglês best matching unit). Durante o aprendizado, o185
neurônio vencedor e seus vizinhos são atualizados para reproduzirem o padrão de186
entrada, reduzindo ainda mais a distância entre o peso e o vetor de entrada:187 ( + 1) = ( ) + ( )( − ( )) (2)
onde, para Zj é atribuído 1 aos neurônios vencedores (e seus vizinhos) enquanto188
que os demais neurônios (não-ativados) recebem 0 e η(t) denota o incremento189
fracionário da correção. O raio da vizinhança normalmente é definido com um valor190
maior no inicio do processo de formação e então é gradualmente reduzido à medida que191
se aproxima da convergência. Como função de vizinhança foi utilizada a Função192
Gaussiana (Kohonen, 2001):193
∗ ( ) = ∗ ( ) (3)
onde Nj*j(t) é a função de vizinhança da BMU (j*) na iteração t; δ(t) é o raio da194




Fig.2. Ilustração do modelo SOM utilizado no estudo. Adaptada de Schmidt et al. (2011).198
199
O treinamento do SOM foi realizado utilizando diferentes tamanhos de mapa e200
o tamanho ideal foi escolhido com base no menor erro topográfico. O erro topográfico201
identifica se a rede foi treinada com sucesso e se os resultados obtidos são confiáveis.202
Após o treinamento, foi aplicado, para um melhor agrupamento (clustering), o método203
de ligação de Ward com base na Distância Euclidiana (Ward, 1963).204
A identificação de diferenças significativas para as variáveis ambientais entre205
os grupos formados pelo SOM foi realizada através do teste não paramétrico de Mann-206
Whitney, onde os grupos foram comparados par a par. Devido às múltiplas207
comparações realizadas, o nível critico foi fixado em 1% (α = 0,01), buscando208
minimizar a ocorrência do erro tipo 1, onde são encontradas diferenças em amostras209
semelhantes. Para a análise da riqueza e abundância total de táxons em cada210
agrupamento do SOM, foram utilizados todos os táxons identificados nos locais de211
amostragem (nível taxonômico de família). Possíveis diferenças entre os grupos foram212
testadas através do teste não paramétrico de Kruskall-Wallis. As respostas de ocorrência213
ou não dos 20 táxons submetidos ao SOM foram avaliadas par a par através de modelos214
lineares generalizados (GLM) da família binomial, usando a função de ligação logit215
(Nelder & Wedderburn, 1972).216
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Para o desenvolvimento dos SOMs foi utilizado o SOM Toolbox (Vesanto et217
al., 1999) para o MATLAB (The Mathworks, 2011). O algoritmo do SOM está218





O melhor modelo construído pelo SOM foi composto de 35 neurônios224
dispostos em sete linhas e cinco colunas (Erro de Quantização: 0,6; Erro Topográfico:225
0,009). Após o treinamento com as variáveis ambientais, o SOM identificou cinco226
grupos ambientais diferentes dos locais de amostragem (I-V) (Fig.3a). Cada grupo227
corresponde aos pontos de amostragem que possuem características ambientais228
semelhantes. O dendrograma resultante da análise de agrupamentos, utilizando o229
método de ligação de Ward e Distância Euclidiana, classificou os neurônios do SOM230
em dois grandes agrupamentos, o primeiro formado pelos grupos III e IV e o segundo231
pelos grupos I, II e V (Fig.3b).232
233
234
Fig.3- (a) Classificação dos 107 locais de amostragem através do processo de aprendizagem dos mapas235
auto-organizáveis (SOM). Os pontos foram agrupados em cinco grupos distintos (I-V) relacionados com236
as características ambientais semelhantes. (b) As unidades SOM foram agrupadas utilizando análise de237
cluster hierárquica com método de ligação Ward e medida de Distância Euclidiana.238
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Os grupos ambientais I e V foram formados pelos pontos com maiores240
concentrações de coprostanol, com valores médios de 0,5 µg.g-1 e 0,42 µg.g-1,241
respectivamente. Além do coprostanol, no grupo I os pontos apresentaram valores mais242
elevados de clorofila-a (27,02 mg.g-1), camada redox (1,91 cm), colesterol (7,74 µg.g-1)243
e brassicasterol (4,01 µg.g-1). Já o grupo V, apresentou valores mais elevados dos244
nutrientes com valores médios de 2,77 mg.g-1 para nitrogênio total e 0,04 mg.g-1 para245
fósforo total. Outras variáveis, como clorofila-a, carbono orgânico total e camada redox246
também registraram valores elevados para o grupo (Fig.5). O grupo I foi formado por247
15 e o V por 24 pontos, todos localizados na margem sul do Canal da Cotinga,248
principalmente próximos às desembocaduras dos rios e Baixio dos Papagaios (Fig. 4).249
Os grupos II e III foram formados por pontos com altas porcentagens de areia250
(acima de 90%). As demais variáveis registraram valores medianos para o grupo II,251
enquanto no grupo III, para a maioria das variáveis, foram registrados os menores252
valores. O grupo II foi formado por 14 pontos, localizados principalmente próximo à253
cidade e porto de Paranaguá (Fig. 4). Os 17 pontos que formaram o grupo III estão254
localizados principalmente próximos à cidade de Paranaguá e na margem norte do255
Canal da Cotinga, próximo ao Baixio dos Papagaios (Fig. 4).256
No grupo IV, foram agrupados 37 pontos semelhantes, caracterizando o grupo257
mais amplo. Estes pontos estão localizados principalmente na margem norte do canal e258
entre os rios Guaraguaçú e Maciel (Fig. 4). Estes pontos registraram as maiores259
porcentagens de sedimento fino (argila com média de 4,01% e silte com 15,31%). Os260
valores de estigmasterol (3,42 µg.g-1), pH (7,38), carbonato de cálcio (5,62%), matéria261
orgânica (5,54%), carbono orgânico total (19,99 mg.g-1) e feoftina (25,39 mg.g-1)262




Fig.4 - Distribuição dos grupos de padrão ambiental gerados pelos mapas auto-organizáveis (SOM) em266
relação aos pontos de amostragem ao longo do Canal da Cotinga.267
268
Entre as variáveis ambientais analisadas, para os grupos par a par, as menores269
variações foram encontradas para coprostanol, clorofila-a¸ feoftina e cascalho. As270
concentrações de coprostanol e clorofila-a somente registraram diferenças entre os271
grupos I e III (Mann-Whitney, p<0,01). As concentrações de feoftina diferenciaram272
para o grupo IV em relação aos grupos I e III (Mann-Whitney, p<0,01) e a porcentagem273
de cascalho para o grupo I em relação aos grupos II e IV (Mann-Whitney, p<0,01). O274
oposto ocorreu com colesterol que apresentou variações significativas para todos os275
grupos ambientais (Mann-Whitney, p<0,01), exceto para o grupo II quando comparado276
aos grupos IV e V e entre o grupo IV e V (Fig.5). Para os grupos ambientais III e IV o277
teste para epicoprostanol não foi realizado, pois nos pontos de ambos os grupos os278
valores de epicoprostanol foram nulos ou abaixo do nível de detecção (Fig. 5).279
Os grupos mais semelhantes, avaliado através das diferenças obtidas para as280
variáveis ambientais, foram II e III com valores significativamente diferentes somente281
para salinidade, colesterol e nitrogênio total. Para os grupos II e V as diferenças foram282
encontradas para salinidade, estigmasterol, carbono orgânico total e fósforo total283
(Fig.5). Em contrapartida, os grupos com diferenças mais acentuadas foram I e IV, que284
foram semelhantes somente para os valores de coprostanol, clorofila-a, nitrogênio total285









Fig.5 - Valores médios e desvio padrão de cada variável ambiental (ver Tabela 1 para detalhes) para os294
grupos ambientais (I-V) determinados pelos mapas auto-organizáveis (SOM). Letras diferentes295
correspondem às diferenças significativas das variáveis dentro e entre os grupos ambientais, de acordo296
com o teste não-paramétrico de Mann-Whitney.297
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3.2 Distribuição espacial da macrofauna298
299
Para a determinação da riqueza e abundância de espécies entre os grupos300
ambientais foram considerados todos os táxons encontrados nos locais de amostragem.301
A riqueza entre os grupos ambientais foi significativamente diferente (Kruskall-Wallis,302
p<0,001), exceto entre II e IV (Fig.6a). O grupo III apresentou a menor riqueza, com303
média de 6 táxons por ponto, enquanto a maior foi registrada no o grupo I, com média304
de 20 táxons por ponto. Para a abundância total, no entanto, não foram encontradas305
diferenças significativas entre os grupos, com média de 228 a 288 indivíduos por ponto306
(Fig.6b). Os testes realizados somente com os táxons que foram submetidos aos SOMs307




Fig. 6 - Box-plot mostrando as diferenças de riqueza de espécies (a) e abundância total (b) nos diferentes312
grupos ambientais (I-V) formados pelos mapas auto-organizáveis (SOM). Letras diferentes correspondem313
às diferenças significativas das variáveis dentro entre os grupos ambientais.314
315
Entre os táxons submetidos ao SOM, os táxons com maior ocorrência nos316
pontos de amostragem foram G. multidens (87,9%), Tubificidae (85%), Sigambra sp.317
(82,2%) e Capitellidae (72,9%) enquanto as menores ocorrências foram encontrados318
para N. succinea (13,1%), C. scaura (14%) e Capitella sp. (23,4%).319
31
Dentre os 20 táxons analisados, nove foram mais ocorrentes para os pontos320
formadores do grupo ambiental IV e oito nos pontos do grupo V. Para o grupo I,321
somente três táxons apresentaram suas maiores ocorrências e para os grupos II e III322
nenhum táxon registrou maior ocorrência. O táxon C. scaura foi ausente nos grupos II,323
III e IV, enquanto que a ocorrência no grupo V foi de 93,3%. Para os grupos I e II e324
para o grupo III houve ausência de Sternaspis sp. e N. succinea, respectivamente325
(Tabela 3).326
Quando analisados os grupos par a par com GLM, foi possível identificar que a327
composição da fauna foi mais similar para os grupos I e III e entre I e IV, com somente328
7 táxons apresentando valores de ocorrência com diferença significativa entre os grupos.329
As maiores diferenças na composição da fauna foram identificadas entre os grupos I e V330
com 17 táxons apresentando ocorrência diferenciada para os grupos, entre II e IV, com331
16 e entre os grupos I e II com 15 táxons.332
Entre os táxons a maior diferença entre os grupos ambientais foi para333
Capitellidae e L. culveri. O táxon Capitellidae foi semelhante entre os grupos I e V e334
entre II e IV. Para L. culveri a semelhança foi encontrada somente para grupo III335
quando comparado com IV e V. Porém, N. succinea registrou porcentagens de336
ocorrência similares entre os grupos, com exceção dos grupos II e III onde houve337
diferenças significativas (GLM, p<0,05). O mesmo ocorreu para Sigambra sp. que foi338




Fig. 7 - Padrões de distribuição dos táxons nos grupos ambientais definidos pelos mapas auto-342
organizáveis (SOM). Cores escuras representam maior ocorrência dos táxons e claras representam343
ocorrências baixas ou nulas.344
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Tabela 3345
Porcentagem de Ocorrência (%) dos 20 táxons nos diferentes grupos ambientais (I-V) identificados pelos mapas auto-organizáveis (SOM) e análise da diferença da ocorrência346
entre os grupos realizada com modelos lineares generalizados (GLM). *p < 0,05; **p < 0,01; ***p < 0,001.347
Táxons Ocorrência(%)
Valores Médios (%) GLM
I II III IV V I-II I-III I-IV I-V II-III II-IV II-V III-IV III-V IV-V
Anomalocardia brasiliana 35,5 35,14 13,51 8,11 10,81 32,43 ** *** *** * 0,27 * 0,41 0,50 * ***
Bulla sp. 64,5 18,84 13,04 8,70 26,09 33,33 0,18 ** * 0,32 0,12 0,33 * 0,37 * ***
Caprella scaura 14 6,67 0,00 0,00 0,00 93,33 0,37 0,32 0,13 ** NA NA *** NA *** ***
Glycinde multidens 87,9 15,96 14,89 9,57 38,30 21,28 0,97 ** 0,55 0,11 ** 0,57 0,12 0,06 * *
Heleobia australis 63,6 20,59 19,12 10,29 16,18 33,82 1,00 ** * 0,76 ** 0,07 0,72 0,42 *** ***
Oligochaeta sp1 34,6 37,84 10,81 2,70 5,41 43,24 *** ** *** 0,06 0,10 * * 0,96 *** ***
Orbiniidae 51,4 21,82 12,73 7,27 38,18 20,00 0,10 ** 0,12 * 0,14 0,68 0,82 * 0,15 0,41
Ostracoda 39,3 28,57 19,05 2,38 35,71 14,29 0,20 * ** *** ** 0,30 * ** 0,12 0,22
Sigambra sp. 82,2 17,05 14,77 12,50 32,95 22,73 0,33 * * 0,11 0,07 0,24 0,42 0,30 0,18 0,64
Sternaspis sp. 36,4 0,00 0,00 2,56 64,10 33,33 1 0,38 * *** 0,40 *** *** * ** 0,30
Tagelus sp. 53,3 19,30 15,79 3,51 29,82 31,58 0,62 *** 0,08 0,92 ** 0,25 0,50 * 0,09 *
Tellina lineata 59,8 23,44 15,63 3,13 23,44 34,38 * *** *** 0,27 *** * 0,11 * *** 0,08
Tubificidae 85 16,48 15,38 13,19 29,67 25,27 0,96 * * 0,46 * * 0,48 0,87 * *
Capitellidae 72,9 19,23 11,54 3,85 34,62 30,77 * ** * 0,97 ** 0,56 ** *** *** **
Capitella sp. 23,4 44,00 8,00 16,00 24,00 8,00 ** ** 0,09 * 0,54 0,88 0,59 0,53 0,19 0,38
Laeonereis culveri 31,8 44,12 23,53 8,82 5,88 17,65 ** ** *** ** * *** * 0,16 0,59 *
Neanthes succinea 13,1 21,43 21,43 0,00 35,71 21,43 0,95 0,06 0,57 0,55 * 0,50 0,49 0,12 0,14 0,92
Polydora sp. 42,1 8,89 6,67 2,22 55,56 26,67 0,77 0,12 ** 0,16 0,22 ** 0,09 * ** 0,18
Streblospio benedicti 61,7 22,73 15,15 4,55 27,27 30,30 * ** *** 0,11 ** 0,15 0,40 * * **




A aplicação dos mapas auto-organizáveis (SOM) nas variáveis ambientais350
sugere que os diferentes grupos identificados (Fig.3 e Fig.4) refletem distintos processos351
ambientais nas planícies entremarés do Canal da Cotinga. As amostras contidas dentro352
de cada grupo ambiental possuem propriedades semelhantes e podem ser interpretadas353
como locais onde processos ambientais semelhantes ocorrem. A abordagem de354
treinamento do SOM com as variáveis ambientais e a possibilidade de introduzir o355
conjunto de dados biológicos nestes mapas previamente treinados possibilitou analisar356
as relações entre o conjunto de variáveis e a fauna bêntica.357
A distribuição espacial de organismos bênticos ao longo de gradientes358
estuarinos é fortemente influenciada por gradientes ambientais como salinidade, aporte359
de água doce e características sedimentares (Underwood et al., 2000). A competição por360
espaço ou alimento influencia em menor intensidade a distribuição destes organismos361
(Peterson, 1979; Wilson, 1991). Chapman e Wang (2001) estudaram a contaminação362
em estuários e relataram que a distribuição da fauna é regida principalmente pela363
salinidade e secundariamente por fatores como substrato, oxigênio dissolvido e poluição364
do ambiente. Neste mesmo contexto, Bustamante et al. (2007) demonstraram que no365
estuário de Bilbao (Espanha) a riqueza de espécies diminui em salinidades inferiores,366
sendo considerada pelos autores a principal responsável pela distribuição das espécies367
ao longo do estuário.368
Entretanto, ao longo do Canal da Cotinga, a salinidade média foi acima de 22,369
com poucos pontos apresentando valores inferiores, o que sugere que a distribuição dos370
táxons no local pode ser influenciada por outros processos que ocorrem no ambiente.371
Além das variações intrínsecas ao ambiente estuarino, o Canal da Cotinga372
presumidamente possui um gradiente de contaminação ambiental, com fontes pontuais373
de contaminação nos principais rios que deságuam no canal, como o Itiberê e o374
Guaraguaçú (Martins et al., 2010). Estes processos de poluição podem ser responsáveis375
por alterações nas condições ambientais, além de provocarem mudanças estruturais nas376
associações bênticas (Elias  et al., 2003).377
A maior riqueza da fauna foi encontrada para os grupos ambientais I e V,378
enquanto que o grupo III apresentou a menor riqueza. A diferença entre os pontos379
formadores destes grupos está associada principalmente aos valores das variáveis que380
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denotam enriquecimento orgânico. Os grupos I e V, baseados nos valores de381
concentração de coprostanol, contêm os pontos com a mais elevada contaminação382
ambiental, atingindo máximos de 2,04 µg.g-1. Além do coprostanol, estes pontos383
apresentam valores mais elevados de clorofila-a, esteróis naturais (que identificam384
aporte de matéria orgânica de origem natural) e nutrientes (nitrogênio e fósforo total).385
Por outro lado, os pontos que formaram o grupo III possuem altos teores de areia e386
baixas concentrações de variáveis indicadoras de enriquecimento orgânico. Ambientes387
com enriquecimento orgânico no sedimento favorecem algumas espécies tolerantes ou388
oportunistas, que se tornam mais abundantes e dominam a comunidade, enquanto389
espécies menos tolerantes se tornam cada vez mais raras e em muitas situações tendem a390
desaparecer. A dominância de algumas espécies oportunistas pode ser utilizada como391
indicadoras positivas de poluição no ambiente, enquanto que a ocorrência de espécies392
sensíveis indica que o ambiente é prístino (Rygg, 1985a). Entretanto, o nível de393
contaminação no sedimento encontrado na Cotinga é considerado moderado quando394
comparado com concentrações observadas em outros sistemas estuarinos brasileiros395
(Carreira et al., 2004; Cordeiro et al., 2008; Santos et al., 2008; Martins et al., 2008a).396
Segundo Dauvin et al. (2009), ambientes estuarinos, onde a matéria orgânica se397
acumula naturalmente, o enriquecimento orgânico ligado às atividades antrópicas,398
apesar de correlacionadas com alguns organismos mais tolerantes, muitas vezes não está399
diretamente ligado a distribuição da fauna, enquanto outros fatores ambientais possuem400
maior influência no processo de distribuição espacial dos organismos.401
A macrofauna bêntica responde ao enriquecimento orgânico do substrato402
através da supressão de espécies sensíveis e dominância de tolerantes e oportunistas403
(Pearson e Rosenberg, 1978). O enriquecimento orgânico pode ser resultante de404
processos naturais no ambiente, como aporte de manguezais, o que torna difícil a405
identificação dos fatores que afetam a distribuição das espécies (Dauvin, 2007; Elliott e406
Quintino, 2007). Este pode ser o caso da distribuição de Caprella scaura, que foi407
associada aos locais com certo nível de enriquecimento orgânico. No geral, a Ordem408
Amphipoda está associada a algas e é sensível à poluição por esgoto, mostrando409
diminuição de abundância e diversidade em estações próximas às áreas poluídas (de-la-410
Ossa-Carretero et al., 2012). Entretanto, assim como neste estudo, Krapp-Schickel e411
Vader (1998), no Mar Adriático, identificaram que Caprella acanthifera esteve412
associada a ambientes com baixa energia, ricos em detritos e clorofila-a.413
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A utilização dos SOMs em diversas áreas da modelagem ambiental,414
principalmente em ecologia, tem mostrado que estes algoritmos são poderosas415
ferramentas analíticas para a descoberta de padrões entre componentes ecológicos e a416
dinâmica das comunidades. Entre as áreas mais comuns que os SOMs são aplicados se417
destacam a análise espacial de dados ambientais (Cereghino et al., 2001; Park et al.,418
2001; Tran et al., 2003; Kruk et al., 2007), a previsão da ocorrência de espécies de419
peixes em áreas alteradas (Park et al., 2003) e a distribuição da fauna bêntica (Chon et420
al., 1996; Park et al., 2003b, 2006).421
Alvarez-Guerra et al. (2008) comparou o uso do SOM com análise de cluster422
hierárquico (HCA) e análise de componentes principais (PCA) na classificação423
sedimentar, considerando variáveis químicas, físicas e ecotoxicologicas em diferentes424
sistemas estuarinos e observou que os resultados obtidos entre os métodos foram425
semelhantes. Porém, segundo os autores e trabalhos correlatos em outras áreas do426
conhecimento - fontes de carbono (Leflaive et al, 2005), comunidade de diatomáceas427
(Tison et al,, 2005) e identificação de acido lácteo em bactérias (Piraino et al., 2006) - o428
SOM fornece uma classificação mais detalhada que é mais eficiente e útil para429
investigações posteriores e tomadas de decisão, pois é capaz de diferenciar os grupos430
mais claramente, além da sua visualização ser mais fácil de interpretar.431
Os resultados obtidos neste estudo mostraram que o SOM pode ser usado como432
uma ferramenta analítica e pode identificar relações entre as unidades de amostragem,433
sendo eficiente na extração de informações complexas sobre os dados da fauna e sua434
distribuição, assim como a sua relação com as variáveis ambientais. Entretanto, a435
seleção dos táxons foi realizada considerando apenas aqueles com maior ocorrência nos436
locais de amostragem e somente os 20 mais frequentes foram utilizados para a437
modelagem pelo SOM. Este procedimento provavelmente favoreceu os táxons mais438
tolerantes à poluição, ou seja, que habitam uma diversidade maior de condições439
ambientais, o que subestima a riqueza de espécies nos ambientes menos poluídos do440
canal. Um segundo passo seria utilizar todos os táxons identificados neste estudo e441
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RESUMO14
O objetivo deste estudo foi realizar a predição da presença/ausência de 20 táxons da15
comunidade bêntica em diferentes condições ambientais utilizando perceptron de múltiplas16
camadas (MLP). Para isso, foram utilizadas três abordagens diferentes: (1) a previsão dos17
táxons em conjunto com todas as variáveis (19 variáveis) e com as 14, 8 e 4 variáveis mais18
vezes selecionadas pelos algoritmos genéticos (2) previsão dos táxons separadamente antes e19
após seleção de variáveis com algoritmos genéticos e (3) análise de sensibilidade dos modelos20
com resultados satisfatórios após a seleção das variáveis. A eficiência dos modelos foi analisada21
através das instâncias corretamente classificadas (CCI), estatística K (K), especificidade e22
sensibilidade do modelo. Para todos os táxons em conjunto, no geral, o melhor modelo foi23
obtido com apenas oito variáveis. Para os táxons individualmente, somente para T. lineata a24
seleção de variáveis prejudicou a eficiência do modelo, os demais responderam positivamente à25
seleção. O procedimento de seleção auxiliou na eliminação do treinamento dos modelos as26
variáveis irrelevantes para a predição. A análise conjunta de CCI e K permitiu uma melhor27
interpretação do desempenho preditivo dos modelos. Através da análise de sensibilidade foi28
possível construir curvas da probabilidade de ocorrência dos táxons em relação às variáveis29
ambientais. Foi possível identificar que a presença da maioria dos táxons estava relacionada30
com variáveis que denotam enriquecimento orgânico do ambiente. Os modelos desenvolvidos31
neste estudo demonstraram um considerável poder preditivo, principalmente quando a seleção32
de variáveis ambientais foi utilizada no seu desenvolvimento.33
Palavras-chave: seleção de variáveis, perceptron de múltiplas camadas, modelagem preditiva,34
análise de sensibilidade, macrofauna bêntica35
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ABSTRACT36
The aim of this study was to predict the presence/absence of 20 benthic taxa under different37
environmental conditions using multilayer perceptron (MLP). For this, we used three different38
approaches: (1) predicting all taxa simultaneous with all variables (19 variables) and the 14, 839
and 4 variables (2) predicting individual taxa before and after variable selection with genetic40
algorithms and (3) sensitivity analysis of models with satisfactory results after the selection of41
variables. The models efficiency was determined by correctly classified instances (CCI), K42
Statistics (K), specificity and sensitivity of the model. For all taxa simultaneous, in general, the43
best model was obtained with only eight variables. For taxa individually, only for T. lineata the44
models efficiency was lower after the variables selection and the others taxa have responded45
positively to the selection. The selection procedure helped to eliminate irrelevant variables for46
the taxa prediction. The simultaneous analysis of CCI and K allowed a better interpretation of47
predictive models performance. Through the sensitivity analysis was possible to construct48
curves of taxa occurrence probability in relation to environmental variables. Thus, we found that49
the presence of most taxa was related to variables denoting environmental organic enrichment.50
The results obtained by the models developed in this study were found to have considerable51
predictive power, especially when the selection of environmental variables was applied in the52
development of the models.53




A distribuição espacial e temporal da macrofauna bêntica é potencialmente58
condicionada por diferentes fatores ambientais como composição do substrato e59
disponibilidade de alimento (Brown et al., 1995; Benbow et al., 2003; Boyero, 2003).60
Os padrões resultantes desta interação permitem uma melhor compreensão da estrutura61
e dinâmica de uma comunidade (Boyero, 2003). Além dos fatores ambientais62
intrínsecos à dinâmica do sistema estuarino (Baeta et al., 2005), fatores relacionados aos63
distúrbios ambientais de causa antrópica também agem sobre os organismos bênticos e64
podem influenciar fortemente a ocorrência e abundância desses organismos (Marshall et65
al., 2002).66
Devido às mudanças nas condições ambientais, a predição da distribuição das67
espécies bênticas cada vez mais é importante e relevante para a avaliação e conservação68
ambiental, bem como a gestão da biodiversidade (Manel et al., 1999; Goethals e De69
Pauw 2001; Austin 2002; D'heygere et al. 2003). Com isso, na última década, o70
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desenvolvimento de técnicas de modelagem ganhou maior interesse de ecologistas e71
estas técnicas passaram a ser aplicadas para identificar a relação entre os táxons e o72
meio onde vivem (Guisan & Zimmermann, 2000). Grande parte destas técnicas é73
baseada em análise multivariada clássica (Gabriels et al., 2007) . No entanto, técnicas de74
mineração de dados têm sido cada vez mais utilizadas neste contexto, tais como as redes75
neurais artificiais (RNAs) (Walley e Fontama 1998; Hoang et al., 2001; Céréghino et76
al., 2003; Dedecker et al., 2002, 2004; D’heygere et al., 2006; Gabriels et al., 2007;77
Kim et al., 2008).78
As RNAs são ferramentas atraentes para análise e modelagem de dados79
ecológicos devido à sua capacidade de lidar com dados não-lineares e à sua80
adaptabilidade aos dados, que permitem a extração das relações importantes entre o81
ambiente e as espécies, podendo ser usadas para prever a ocorrência dos organismos em82
condições ambientais alteradas. As redes perceptron de múltiplas camadas (MLP, do83
inglês multi-layer perceptron) com algoritmo backpropagation estão entre as RNAs84
mais populares. Uma rede backpropagation (retropropagação) é baseada no85
procedimento supervisionado e pode ser usada para o desenvolvimento de modelos86
preditivos.87
A seleção de variáveis que melhor descreve a relação das espécies com o88
ambiente é um importante passo para o desenvolvimento de um modelo eficaz. Em89
muitos casos, um grande número de variáveis de entrada pode fornecer uma descrição90
mais precisa do problema, porém resultam em modelos mais complexos que requerem91
maior tempo de processamento e maior quantidade de dados (Maier e Dandy, 2000;92
Gevrey et al., 2003; Gabriels et al., 2007). Com isso, para melhorar a precisão e o poder93
preditivo destes modelos, o número de variáveis explicativas utilizado deve ser reduzido94
a um número razoável (Harrell et al., 1996). Diversas técnicas foram testadas em95
estudos com o objetivo de selecionar as variáveis de entrada mais explicativas para96
diferentes táxons, entre elas a eliminação progressiva das variáveis menos importantes97
(Walley e Fontama, 1998), análise de sensibilidade (Hoang et al., 2001; Park et al.,98
2007), algoritmos genéticos (Goethals, 2005; D'heygere et al., 2006; Hoang et al., 2010)99
e seleção de variáveis passo a passo (stepwise, Gabriels et al., 2007).100
O objetivo deste estudo foi realizar a predição da presença/ausência de 20101
táxons da comunidade bêntica em diferentes condições ambientais utilizando redes102
neurais artificiais supervisionadas denominadas perceptron de múltiplas camadas103
(MLP). Para isso, foram utilizadas três abordagens diferentes: (1) a previsão de todos os104
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táxons simultaneamente com todas as variáveis (19 variáveis) e com as 14, 8 e 4105
variáveis mais vezes selecionadas pelos algoritmos genéticos; (2) previsão dos táxons106
individualmente antes e após seleção de variáveis com algoritmos genéticos e (3)107
análise de sensibilidade para os modelos com resultados satisfatórios após a seleção das108
variáveis.109
2. MATERIAL E MÉTODOS110
2.1 Área de Estudo111
112
O estudo foi realizado em planícies entremarés não-vegetadas do Canal da113
Cotinga, um subestuário da Baia de Paranaguá, (Complexo Estuarino de Paranaguá -114
25°30’S, 48°25’W), (Fig.1). Os rios que fazem parte da margem sul da baia, como o115
Maciel, Guaraguaçú e Itiberê e que deságuam na Cotinga, recebem grande parte dos116
efluentes produzidos na cidade e porto de Paranaguá (Lana et al., 2001). Entre os rios da117
região, o Itiberê pode ser considerado uma das principais fontes pontuais de118
contaminação na Cotinga, evidenciado por estudos realizados no local que encontraram119
elevadas concentrações de indicadores orgânicos de poluição, como coliformes fecais120
na coluna d’água (Kolm et al., 2002) e esteróis fecais no sedimento (Martins et al.,121
2010). As concentrações de contaminantes no canal são dispersas e diluídas a partir da122
região interna e mediana em direção à sua desembocadura, formando um gradiente de123
poluição. Planícies não-vegetadas das duas margens do canal foram selecionadas,124




Fig.1. Complexo Estuarino de Paranaguá (CEP) com o Canal da Cotinga no detalhe.128
2.4 Conjunto de dados129
130
Em cada local de amostragem foram coletadas duas réplicas com corers com131
diâmetro de 10 cm para a análise da macrofauna bêntica. As amostras biológicas foram132
fixadas com formol-aldeído (4%), lavadas em peneiras de 0,5 mm, coradas com Rosa de133
Bengala, preservadas em álcool (70%) e identificadas até o nível de família, totalizando134
49 famílias. Entre estas, foram selecionadas as famílias com mais de 15% de ocorrência,135
que foram identificadas até o menor nível possível. Os 20 táxons com maior ocorrência136
foram utilizados no desenvolvimento dos modelos do SOM. São eles: Anomalocardia137
brasiliana (35,5%), Bulla sp. (64,5%), Capitellidae (72,9%), Capitella sp. (23,4%),138
Caprella scaura (14%), Glycinde multidens (87,9%), Heleobia australis (63,6%),139
Laeonereis culveri (31,8%), Neanthes succinea (13,1%), Oligochaeta sp1 (34,6%),140
Orbiniidae (51,4%), Ostracoda (39,3%), Polydora sp. (42,1%), Prionospio sp. (44%),141
Sigambra sp. (82,2%), Sternaspis sp. (36,4%), Streblospio benedicti (61,7%), Tagelus142
sp. (53,3%), Tellina lineata (59,8%) e Tubificidae (85%).143
Juntamente com a fauna, 19 variáveis ambientais foram utilizadas no144
desenvolvimento dos modelos (Tabela 1). Em campo, foi realizada a medição da145
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camada redox e amostras de água intersticial foram coletadas para a determinação do146
pH e salinidade (pHmetro e refratômetro manual, respectivamente). Amostras de147
sedimento foram coletadas para determinar: fósforo total e nitrogênio total (Grasshoff et148
al., 1983); carbono orgânico total (Strickland e Parsons, 1972); clorofila-a e feoftina149
(Lorenzen, 1967), porcentagens de cascalho, areia, silte e argila, (Suguio, 1973);150
carbonato de cálcio, matéria orgânica e esteróis totais (Kawakami e Montone, 2002).151
Foram considerados cinco esteróis para identificar diferentes fontes de matéria152
orgânica: coprostanol e estigmasterol, como indicadores de contaminação por esgotos153
(Maldonado et al., 2000); colesterol para origem aquática, por estar presente no fito e154
zooplâncton (Volkman, 1986); brassicasterol para identificar matéria orgânica de155
origem marinha e estigmasterol para identificar matéria orgânica de origem terrestre156
(Volkman, 2006). Devido à inviabilidade em estimar a concentração de esteróis em157
todos os pontos, optou-se por realizar as amostragens em 31 pontos selecionados de158
acordo com a proximidade à cidade de Paranaguá e à desembocadura dos rios. A159




Variáveis de entrada usadas para o desenvolvimento dos modelos em conjunto com a média, desvio164
padrão (DP), valores mínimos (Min.) e máximos (Max.).165
Variável Abreviação Unidade Média DP Min. Max.
Salinidade SAL - 24,63 5,35 2 32
pH PH - 7,28 0,27 6,58 7,92
Camada Redox RED cm 1,15 1,15 0,1 5,97
Coprostanol COP µg.g-1 0,38 0,46 0 2,04
Epicoprostanol EPI µg.g-1 0 0,01 0 0,08
Colesterol COL µg.g-1 4,37 2,89 0,74 15,5
Brassicasterol BRA µg.g-1 2,2 1,5 0,23 8,22
Estigmasterol EST µg.g-1 2,7 1,62 0,27 10,40
Cascalho CAS % 1,72 5,95 0 52,28
Areia ARE % 84,98 11,4 33,76 97,89
Silte SIL % 10,21 8,9 0 44,56
Argila ARG % 3,09 3,01 0 21,31
Carbono COT mg.g-1 14,55 11,7 0 46,7
Clorofila CHL mg.g-1 17,39 23,2 0 157,95
Feoftina FEO mg.g-1 17,88 23,5 0 178,75
Nitrogênio Total NT mg.g-1 2,09 1,11 0,07 4,41
Fósforo Total PT mg.g-1 0,03 0,02 0 0,09
Matéria Orgânica MO % 4,36 2,17 0,49 13,05
Carbonato de Cálcio CaCO3 % 4,11 3,98 0,48 32,23
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2.2 Perceptron de múltiplas camadas (MLP)166
167
O treinamento da rede MLP foi baseado nos princípios do algoritmo168
backpropagation (Rumelhart et al., 1986; Lippmann, 1987; Kung, 1993). A rede é169
composta por três tipos de camadas de neurônios: uma camada de entrada, uma ou mais170
camadas ocultas (ou intermediárias) e uma camada de saída, cada camada incluindo um171
ou mais neurônios (nós). Nesta rede, cada nó de uma camada está conectado a todos os172
nós da camada seguinte, porém não há conexão entre os nós da mesma camada e nem173
conexões de retorno (feedback). As camadas ocultas são utilizadas para auxiliar a rede a174
lidar com a não-linearidade dos dados.175
Com exceção dos neurônios de entrada, que só conectam um valor de entrada176
com seus valores de peso associados, a entrada líquida de cada neurônio aj é a soma de177
todos os valores de entrada xn multiplicado por seu peso wjn. O termo bias zj pode ser178
considerado como um peso suplementar e normalmente equivale a 1:179 = + (1)
Os valores de saída yj podem ser calculados pela alimentação da entrada180
líquida para a função de transferência do neurônio:181 = ( ) (2)
O treinamento da rede consistiu no ajuste dos pesos e biases usando o182
algoritmo backpropagation. Para cada vetor de entrada, um vetor de saída foi calculado183
pela rede e o erro calculado para as saídas foi comparando aos valores reais dos táxons.184
Este procedimento é repetido até que os erros tornem-se suficientemente pequenos ou185
um número pré-definido máximo de interações (épocas) seja alcançado. Tanto os pesos186
quanto os biases são utilizados para diminuir o erro e são pré-estabelecidos antes do187
treinamento da rede. Os valores dos pesos e biases foram inicialmente configurados188
para serem números aleatórios pequenos. Uma descrição mais detalhada do189
procedimento pode ser encontrada em Lek e Guégan (1999).190
48
191
Fig.2. Rede neural MLP esquemática de três camadas com uma camada de entrada, uma camada oculta e192
uma camada de saída.193
194
Para obter a melhor configuração do modelo preditivo, diferentes arquiteturas195
de rede foram testadas modificando a quantidade de camadas ocultas e seus neurônios196
([5 10], [10 15], [10 10], [10], [15], [25]), com dois tipos de funções sigmóides: a197
função de transferência logarítmica e a tangencial. Além disso, duas variações do198
algoritmo backpropagation foram usadas neste estudo: os algoritmos de gradiente199
descendente com aprendizado adaptativo e o de Levenberg-Marquardt (Hagan et al.,200
1996; Dedecker et al., 2002). Após testes, foi utilizado o algoritmo de gradiente201
descendente com aprendizado adaptativo e funções de transferência log-sigmóide para a202
camada oculta e para a camada de saída. Todas as redes foram construídas com uma203
camada oculta com 25 neurônios. Como critérios de parada do treinamento foram204
estipuladas 1000 épocas ou erro médio quadrado (mse) igual a 0,01.205
Duas abordagens diferentes foram utilizadas para o treinamento e validação da206
rede. Primeiramente, foi construída uma rede com 20 neurônios de saída, variando207
somente a quantidade de neurônios de entrada, com 19, 14, 8 e 4 neurônios208
(correspondente à quantidade de variáveis ambientais utilizadas no treinamento). Em209
um segundo momento, foi construída uma rede com somente um neurônio de saída,210
correspondente a um determinado táxon submetido à rede. Neste caso, a quantidade de211
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neurônios de entrada também variou, sendo formada por 19 neurônios (todas variáveis212
de entrada) no treinamento inicial e com as variáveis selecionadas pelos algoritmos213
genéticos (detalhes em: Tópico 2.4).214
Como as variáveis abrangem diferentes faixas de valores e a fim de assegurar215
que todas as variáveis recebam o mesmo grau de importância durante o processo de216
treinamento é recomendado que estas passem por uma padronização. Portanto, antes dos217
dados serem submetidos à rede, todas as variáveis de entrada foram redimensionadas218
para se restringirem ao intervalo entre -1 e 1 (Dedecker et al., 2004; 2005), enquanto a219
saída consistiu de 0 (ausência) ou 1 (presença).220
2.3 Algoritmos genéticos (GA)221
222
A escolha das variáveis apropriadas em um conjunto de dados é importante223
porque melhora o desempenho do modelo (Goethals et al., 2007). A seleção das224
variáveis de entrada para a MLP foi realizada através da combinação da rede com225
algoritmos genéticos (GA). Portanto, os GAs foram escolhidos na seleção das variáveis226
devido a capacidade destes algoritmos de proporcionarem uma pesquisa sistemática no227
universo amostral que seleciona as variáveis que melhor explicam os táxons modelados.228
Este procedimento auxilia na diminuição da complexidade dos modelos a serem229
treinados, pois elimina variáveis irrelevantes ao táxon modelado.230
O GA é uma técnica baseada na “sobrevivência do mais forte” (Goldberg,231
1989) e consiste na busca de soluções ótimas ou próximas do ótimo. O processo de232
pesquisa é executado em quatro etapas distintas: inicialização, seleção, cruzamento233
(crossover) e mutação (Wong e Tan, 1994). Os GAs são formados por uma população234
de diferentes soluções concorrentes que evoluem e tendem a convergir em uma solução235
ideal. Esta solução é representada por um cromossomo, que por sua vez é formado por236
vários genes. A população inicial é formada aleatoriamente e após sucessivas iterações237
(gerações), os cromossomos iniciais vão dando lugar aos cromossomos mais fortes238
obtidos através de suas reproduções, formando novas gerações. Tais gerações podem ser239
formadas por cruzamento, seleção e mutação.240
Existem inúmeras variações de algoritmos genéticos. Neste estudo, porém, os241
GAs de Goldberg (Goldberg, 1989) foram aplicados para encontrar um melhor conjunto242
de variáveis de entrada relevante para a previsão da presença/ausência dos táxons da243
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fauna bêntica. Os cromossomos foram formados por 19 genes, cada um representando244
uma variável de entrada, com codificação binária. Isso significa que uma determinada245
variável foi selecionada (representado por '1') ou não (representado por '0').246
A taxa de cruzamento (crossover) foi fixada com probabilidade de 60%,247
enquanto que a mutação ocorreu com probabilidade de 3%. A população inicial foi248
constituída por 20 cromossomos que foram evoluindo ao longo de 45 gerações. Estes249
parâmetros foram definidos depois de testes preliminares, onde os valores de250
cruzamento, mutação e gerações foram modificados até encontrar o valor ideal. Através251
do uso da abordagem wrapper, foi possível utilizar os GAs em conjunto com as MLPs.252
Nesta abordagem, os GAs conduzem a busca por subconjuntos confiáveis no espaço de253
treinamento utilizando o algoritmo de indução (neste caso, a MLP) como parte da254
função de avaliação destes subconjuntos (Kohavi e John, 1997).255
2.4 Análise de Desempenho dos Modelos256
257
Para as MLPs e GAs a separação dos conjuntos de treinamento e teste foi258
realizada através da validação cruzada (Dedecker et al., 2004; Goethals et al., 2007)259
com 10 subconjuntos. Nesta validação, os dados originais foram aleatoriamente260
divididos em 10 subconjuntos de tamanho aproximadamente igual. Destes, um único261
conjunto é mantido para validação do modelo e os subconjuntos restantes são usados262
como dados de treinamento. Este procedimento foi utilizado para estimar o erro dos263
modelos e assim comparar as performances com e sem a seleção prévia de variáveis.264
A eficiência de predição dos modelos foi testada através de quatro indicadores265
de medida de desempenho: as instâncias corretamente classificadas (CCI) (Dedecker et266
al., 2004), estatística Kappa (K) de Cohen (Cohen, 1960; Dedecker et al., 2004),267
especificidade e sensibilidade do modelo (Willems et al., 2008). Para isto, foram268
identificados através da matriz de confusão  (Fielding e Bell, 1997) os casos de269
verdadeiro positivo (VP), falso positivo (FP), falso negativo (FN) e verdadeiro negativo270










Neste estudo, para que o desempenho do modelo seja considerado confiável,276
foram utilizados valores de CCI superiores à 70% e K superior à 0,3, enquanto que277
modelos que apresentaram valores inferiores a estes limites foram considerados de278
desempenho irrelevante (D'heygere et al., 2006). Gabriels et al. (2007) avalia os valores279
de K da seguinte forma: 0-0,2 pobre; 0,2-0,4 razoável; 0,4-0,6 moderada; 0,6-0,8 bom;280
0,8-1,0 excelente.281
A comparação dos resultados dos modelos para todos os táxons282
simultaneamente, porém com a modificação da quantidade de variáveis de entrada foi283
realizada através do teste-t independente. Para a comparação entre as respostas dos284
modelos construídos antes e após a seleção com GAs foram utilizados testes-t pareados.285
Para o desenvolvimento do modelo foi utilizado o NNET Toolbox do MATLAB (The286
Mathworks, 2011).287
2.5 Análise de Sensibilidade288
289
A análise de sensibilidade foi realizada para avaliar a contribuição de cada290
variável de entrada em um determinado táxon, com base no modelo desenvolvido por291
Lek et al. (1995), denominado de método ‘profile’. Este modelo ilustra diretamente a292
relação entre as variáveis de entrada e a variável dependente (táxon). A ideia geral do293
modelo é estudar cada variável de entrada, sucessivamente, enquanto as demais294
variáveis são bloqueadas em valores fixos. As variáveis utilizadas para construir as295
curvas de sensibilidade foram aquelas que previamente foram escolhidas pelos GAs296
para cada táxon analisado. Este procedimento elimina da construção dos modelos da297
análise de sensibilidade as variáveis irrelevantes para determinado táxon e somente298
variáveis identificadas como influentes passam pelo treinamento.299
Primeiramente, uma variável foi escolhida e em seguida os pontos de300
amostragens foram divididos em intervalos (escalas) iguais entre os valores mínimos e301
máximos desta variável. As demais variáveis são definidas primeiro em seus valores302
mínimos e então a rede é treinada e gera um resultado. Este procedimento é repetido303
para o primeiro quartil, mediana, terceiro quartil e máximo, gerando cinco resultados304
preditivos, que são reduzidos à mediana. O mesmo ocorre para todas as demais305
variáveis selecionadas pelos GAs para o táxon em estudo. Em um segundo momento,306
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após determinar os valores finais de cada modelo, é possível traçar um perfil da307
probabilidade de ocorrência do táxon para cada variável nas diferentes escalas308
estabelecidas. Neste trabalho, os dados foram selecionados em oito escalas diferentes e309
treinados na rede seguindo o procedimento supracitado (Tabela 3).310
311
Tabela 3312
Classes de escalas utilizadas para a construção das curvas da análise de sensibilidade para os táxons que313
apresentaram valores de predição satisfatórios através dos modelos da rede perceptron de múltiplas314
camadas (MLP).315
Classe 1 |-- 2 |-- 3 |-- 4 |-- 5 |-- 6 |-- 7 |-- 8 |--| Max.
SAL 2,00 5,75 9,50 13,25 17,00 20,75 24,50 28,25
PH 6,58 6,75 6,92 7,08 7,25 7,42 7,59 7,75
RED 0,10 0,83 1,57 2,30 3,03 3,77 4,50 5,23
COP 0,00 0,26 0,51 0,77 1,02 1,28 1,53 1,79
EPI 0,00 0,01 0,02 0,03 0,04 0,05 0,06 0,07
COL 0,74 2,59 4,43 6,28 8,12 9,97 11,81 13,66
BRA 0,23 1,23 2,23 3,23 4,23 5,22 6,22 7,22
EST 0,27 1,54 2,80 4,07 5,34 6,60 7,87 9,13
CAS 0,00 6,54 13,07 19,61 26,14 32,68 39,21 45,75
ARE 33,76 41,78 49,80 57,81 65,83 73,84 81,86 89,87
SIL 0,00 5,57 11,14 16,71 22,28 27,85 33,42 38,99
ARG 0,00 2,66 5,33 7,99 10,66 13,32 15,98 18,65
COT 0,00 5,84 11,68 17,51 23,35 29,19 35,03 40,87
CHL 0,00 19,74 39,49 59,23 78,98 98,72 118,46 138,21
FEO 0,00 22,34 44,69 67,03 89,38 111,72 134,07 156,41
NT 0,07 0,61 1,15 1,70 2,24 2,78 3,32 3,87
PT 0,00 0,02 0,03 0,04 0,05 0,06 0,07 0,08
MO 0,49 2,06 3,63 5,20 6,77 8,34 9,91 11,48
CaCO3 0,48 4,45 8,42 12,38 16,35 20,32 24,29 28,26
316
3. RESULTADOS317
3.1 Variáveis selecionadas pelos algoritmos genéticos318
319
As variáveis selecionadas pelos algoritmos genéticos (GA) de Goldberg em320
conjunto com MLP estão representados na Tabela 4. Após aplicação dos GAs, as321
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maiores reduções de variáveis ocorreram para os táxons N. succinea e Orbiniidae onde322
somente três variáveis foram selecionadas como importantes. Para N. succinea foram323
selecionadas as variáveis brassicasterol, carbono orgânico total e matéria orgânica,324
enquanto para Orbiniidae foram selecionados estigmasterol, argila e fósforo total.325
Os táxons que mantiveram a maior quantidade de variáveis explicativas foram326
Oligochaeta sp1 e Ostracoda com nove variáveis selecionadas como importantes para327
cada. Os demais táxons tiveram entre cinco e oito variáveis selecionadas pelos GAs328
(Tabela 4). Para Sigambra sp. não foi encontrado nenhum subconjunto de variáveis329
explicativas, por isso, análises individuais para o táxon, após a seleção das variáveis,330
não foram realizadas.331
Salinidade e estigmasterol foram as variáveis mais vezes selecionadas, sendo332
selecionadas para 10 táxons, seguidas de pH e coprostanol selecionadas nove vezes333
como explicativas. Já argila e feoftina foram as variáveis menos vezes selecionadas,334
somente identificadas como importante em três e quatro táxons, respectivamente. As335
demais variáveis foram selecionadas entre cinco e oito vezes.336
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Tabela 4337
Variáveis selecionadas pelos algoritmos genéticos (GA) em conjunto com a rede perceptron de múltiplas camadas (MLP) considerando a presença/ausência de cada táxon338
individualmente.339
Táxon SAL PH RED COP EPI COL BRA EST CAS ARE SIL ARG COT CHL FEO NT PT MO CaCO3
Anomalocardia brasiliana x x x x x x x
Bulla sp. x x x x x x
Caprella scaura x x x x x x x
Capitelidae x x x x x
Capitella sp. x x X x x x
Glycinde multidens x x x x x x x
Heleobia australis x x x x x x x x
Laeonereis culveri x x X x x x x x
Neanthes succinea x x x
Oligochaeta sp1 x x x X x x x x x
Orbiniidae x x x
Ostracoda x x x x X x x x x
Polydora sp x x X x x
Prionospio sp x x X x x x
Streblospio benedicti x x x x x x
Sigambra sp. x x x x x X x x x x x x x x x x x x x
Sternaspis sp. x x x x x x
Tagelus sp x x X x x
Tellina lineata x x x x x x x x
Tubificidae x x x x x
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3.2 Predição da presença/ausência da fauna bêntica340
341
Baseados nos valores de CCI e K, entre os modelos construídos, para todos os342
táxons simultaneamente, o melhor modelo foi o construído com as oito variáveis mais343
vezes selecionadas pelos GAs, com CCI de 73% e K de 0,46, enquanto que o modelo344
com quatro variáveis apresentou desempenho preditivo significativamente inferior aos345
demais modelos (teste-t independente, p<0,05), com valores de CCI e K de 67,4% e346
0,35, respectivamente (Tabela 5).347
A especificidade dos modelos (taxa de predição média negativa) foi348
significativamente menor (teste-t independente, p<0,05) para o modelo com quatro349
variáveis (63,94%) em relação aos demais modelos. A melhor especificidade foi350
registrada no modelo construído com 14 variáveis (74,32%). Para a sensibilidade (taxa351
de predição de valores positivos verdadeiros), o melhor resultado foi obtido para o352
modelo com oito variáveis (72,87%) enquanto que o modelo com 14 variáveis mostrou353




Indicadores de desempenho dos modelos, da rede perceptron de múltiplas camadas (MLP), construídos358
para a previsão da presença e ausência dos 20 táxons em conjunto utilizando 19 (todas), 14, 8 e 4359
variáveis. CCI - instâncias corretamente classificadas; K - estatística Kappa de Cohen.360
Medidas de
desempenho 19 variáveis 14 variáveis 8 variáveis 4 variáveis
CCI 71,40 71,10 73,00 67,40
K 0,43 0,42 0,46 0,35
Especificidade 71,52 74,32 73,13 63,94
Sensibilidade 71,29 67,90 72,87 71,54
361
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Quando gerados modelos separados para cada táxon, antes da seleção das363
variáveis, a média geral do CCI foi 68,45%, enquanto que após a seleção foi 70,47%,364
porém não houve diferença significativa entre os valores médios antes e após seleção.365
Os valores de CCI para 10 táxons antes da seleção foram inferiores ao limite. O menor366
valor de CCI foi obtido para Orbiniidae com valor médio de 49,2% (Fig.3). Entre os367
táxons que superaram 70%, os modelos construidos para G. multidens (85,2%),368
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Oligochaeta sp1 (78,6%), N. succinea (77%) e S. benedicti (76,4%) registraram os369
melhores resultados.370
Após a seleção das variáveis, 13 táxons superaram 70%, com destaque para G.371
multidens que apresentou valores de CCI de 88,6%, assim como N. succinea,372
Oligochaeta sp1 e S. benedicti que tiveram valores de CCI de 83,8%.  Todos os táxons373
apresentaram CCI superiores aos observados antes da seleção, com aumento médio de374
6,8%, com exceção de T. lineata que respondeu negativamente à seleção de variáveis,375
com CCI 5% inferior. Os táxons com aumento mais significativos (teste-t pareado,376
p<0,01) foram L. culveri e Tagelus sp. com aumento médio de 11,2%, seguidos de377
Capitellidade (9,2%), Prionospio sp. (9%) e H. australis (8,8%). Os valores de CCI378
para Capitella sp., C. scaura e G. multidens apresentaram os aumentos menos379
expressivos, com 0,8% para Capitella sp. e 3,4% para os outros dois táxons.380
381
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Fig.3 - Instâncias corretamente classificadas (CCI) dos modelos das redes perceptron de múltiplas383
camadas (MLP) para os 20 táxons analisados antes (SEM GA) e após seleção das variáveis com384
algoritmos genéticos (COM GA); Linha pontilhada determina o limite inferior para que os valores do CCI385
dos modelos construídos possam ser considerados confiáveis.386
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A média geral do K antes da seleção das variáveis foi de 0,24, ficando abaixo388
do limite inferior de 0,3, enquanto que após a seleção das variáveis o valor médio de K389
foi 0,34. Antes da seleção, somente Oligochaeta sp1 (0,49), S. benedicti (0,45), T.390
lineata (0,34), Capitella sp. (0,3) e A. brasiliana (0,3) obtiveram valores de K391
superiores ao limite. Os modelos que apresentaram valores de K abaixo de 0,2 podem392
ser considerados irrelevantes e com baixo poder preditivo (Fig.4). Os menores valores393
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de K foram registrados para Orbiniidae e Tubificidae com valores de 0,04 e 0,1,394
respectivamente (Fig.4). Com a seleção, todos os modelos desenvolvidos apresentaram395
aumento nos valores de K, com exceção de T. lineata e Capitella sp., que obtiveram396
valores inferiores após a seleção. Dos 20 táxons analisados, 12 táxons passaram a397
apresentar valores de K superiores à 0,3 (Fig.4).398
Entre os modelos construídos, antes e após seleção, a diferença mais399
significativa (teste-t pareado, p<0,01) dos valores de K foram obtidos para L. culveri e400
Tubificidae com aumento de 0,2 em ambos, seguido dos táxons Capitellidae, Tagelus401
sp. e Sternaspis sp. com aumento de 0,19, 0,17 e 0,16, respectivamente. Para402
Orbiniidae, mesmo após seleção das variáveis, não foi alcançado valores de K403
superiores à 0,2 e os resultados para o táxon foram considerados irrelevantes.404
Quando analisados os valores de CCI e K em conjunto foi possível identificar405
que ambas as medidas tiveram o mesmo padrão e os valores de CCI foram altos quando406
os valores de K também foram significantes, ou seja, no geral os valores de CCI foram407
superiores a 70% (Fig. 3) quando os valores de K (Fig.4) também foram superiores ao408
limite de 0,3, principalmente após a seleção das variáveis. Porém em alguns táxons,409
como N. succinea, foram registrados valores de CCI elevados enquanto os valores de K410
foram inferiores ao limite.411
412
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Fig. 4 - K de Cohen para os modelos das redes perceptron de múltiplas camadas (MLP) para os 20414
táxons analisados antes (SEM GA) e depois da seleção das variáveis com algoritmos genéticos (COM415
GA). Linha pontilhada determina o limite inferior para que os valores de K dos modelos construídos416
possam ser considerados confiáveis.417
418
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A sensibilidade, ou , registrou valores médios semelhantes antes e após seleção419
das variáveis pelos GAs, com valores de 63,5% e 63,8%, respectivamente. O menor420
valor de sensibilidade antes da seleção foi registrado para N. succinea com valores421
médios de 10,6%, assim como após a seleção com 17,3%. O mesmo ocorreu com os422
maiores valores de sensibilidade, com G. multidens apresentando os maiores valores de423
sensibilidade antes (92,8%) e após (95,3%) o uso dos GAs na seleção das variáveis (Fig.424
5).425
Os maiores aumentos dos valores de sensibilidade antes e após o procedimento426
de seleção de variáveis ambientais foram encontradas para L. culveri com aumento427
médio de 15,4% (teste-t pareado, p<0,01), seguido de aumento de aproximadamente428
11% para Orbiniidae, Sternaspis sp. e Tagelus sp (teste-t pareado, p<0,05). Para429
Capitella sp. e T. lineata os valores foram inferiores após seleção apresentando430
diminuição de aproximadamente 7%.431
432
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Fig. 5 - Sensibilidade dos modelos das redes perceptron de múltiplas camadas (MLP) para os 20 táxons434
analisados antes (SEM GA) e depois da seleção das variáveis com algoritmos genéticos (COM GA).435
436
A especificidade dos modelos (taxa de predição negativa verdadeira) apresentou437
valores significativamente maiores (teste-t pareado, p<0,05) após a seleção das438
variáveis, com valores médios de 56,7% antes e 67,5% após seleção. Os menores439
valores de especificidade antes da seleção das variáveis foram encontrados para440
Tubificidae (6,8%) e Sigambra sp. (18,2%). Após seleção, Tubificidae continuou441
apresentando o menor valor de especificidade com média de 29,3%. Os maiores valores442
de especificidade antes da seleção foram encontrados para N. succinea com 88% e443
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Capitella sp. (87,8%). Os valores de especificidade atingiram valores médios superiores444
a 80% para A. brasiliana, Oligochaeta sp1 e Sternaspis sp.. Após a seleção das445
variáveis, N. succinea continuou sendo o táxon com maiores valores atingindo 94,1%,446
seguido de Oligochaeta sp1 (90%), Capitella sp. (88%), L. culveri (87,9%), Sternaspis447
sp. (85,8%) e Ostracoda (82%) (Fig.6).448
As variações mais significativas antes e após a seleção das variáveis ambientais449
(teste-t pareado, p<0,01) foram para Tubificidae com aumento de 22,5% na taxa de450
acerto. Para Capitellidae e S. benedicti também foi detectado um aumento significativo451
nos valores de especificidade com valores de 20,2% e 17,9%, respectivamente.452
453
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Fig. 6 - Especificidade dos modelos das redes perceptron de múltiplas camadas (MLP) para os 20 táxons455
analisados antes (SEM GA) e depois da seleção das variáveis com algoritmos genéticos (COM GA).456
3.3 Análise de sensibilidade457
458
Os modelos dos doze táxons que apresentaram maior potencial preditivo foram459
submetidos à análise de sensibilidade, utilizando as variáveis selecionadas pelos GAs,460
para elucidar a direção dos efeitos das variáveis ambientais nas predições da fauna461
(Fig.7). Entre as variáveis que foram utilizadas na análise de sensibilidade, a462
porcentagem de carbonato de cálcio e a concentração de epicoprostanol foram463
selecionadas como influentes na probabilidade de ocorrência de quatro táxons, seguidos464
de porcentagem de areia e concentração de estigmasterol, detectadas como influentes465
em três táxons. As demais variáveis foram selecionadas uma ou duas vezes, com466
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exceção da camada redox e concentração de coprostanol que não foram selecionadas,467
pois não houve ligação entre a mudança na probabilidade de ocorrência dos táxons e as468
variações destas variáveis.469
A maioria das variáveis mostrou uma relação inversa com a probabilidade de470
ocorrência da fauna, ou seja, quanto maiores foram os valores das variáveis, menor a471
probabilidade de ocorrência de determinado táxon (Fig.7). Por exemplo, Tubificidae472
apresentou sua presença associada às concentrações de feoftina e carbono orgânico473
total. Para concentrações de feoftina acima da classe 3 (equivalente a 67,03 mg.g-1) o474
modelo não detectou probabilidade de ocorrência do táxon, enquanto que abaixo desse475
limite a probabilidade foi alta. Já para carbono orgânico total, a probabilidade decresceu476
acima de valores próximos a 23,4 mg.g-1(classe 4).477
Entretanto, para areia, salinidade e nitrogênio total houve uma relação direta478
entre o aumento das escalas e a probabilidade de ocorrência dos táxons. Para areia,479
quanto maior a porcentagem de areia no sedimento (acima de 49,8%) maior foi a480
probabilidade de presença de Capitellidae, Ostracoda e H. australis. O mesmo ocorreu481
com o aumento da salinidade para Prionospio sp. e Ostracoda (salinidade acima de 6 e482
9,5, respectivamente). Para nitrogênio total, essa relação foi detectada para Capitellidae483
(acima de 1,15 mg.g-1). Valores medianos de pH (entre 6,7 e 7,6) para Oligochaeta sp1 e484
de epicoprostanol (entre 0,3 e 0,6 µg.g-1) para A. brasiliana foram responsáveis pelas485









Fig.7 - Análise de Sensibilidade baseada no algoritmo “profile” para a probabilidade de ocorrência dos494
doze táxons que apresentaram valores de predição satisfatórios. Os gráficos foram construídos com as495
variáveis ambientais mais explicativas. Cada gráfico representa um táxon distinto. As variáveis estão496




A rede MLP demonstrou ser útil na extração de informações sobre as relações500
complexas e não-lineares do conjunto de dados, seja quando todos os táxons501
simultaneamente foram submetidos à rede ou quando os táxons passaram pelo502
treinamento individualmente. Para todos os táxons em conjunto, os melhores resultados503
foram obtidos quando algumas variáveis foram excluídas do treinamento das redes. No504
geral, o melhor modelo foi obtido com apenas oito variáveis ambientais, obtendo505
valores mais satisfatórios para todas as medidas de desempenho analisadas (CCI, K,506
especificidade e sensibilidade). Para os táxons individualmente, esse mesmo507
comportamento foi identificado em todos os táxons para todas as medidas de508
desempenho, com exceção de T. lineata, que respondeu negativamente à seleção de509
variáveis.510
Com isso, a seleção de variáveis ambientais de entrada mostrou-se uma técnica511
importante para o pré-processamento dos dados, pois auxilia na eliminação de ruídos da512
rede e assim, as variáveis irrelevantes para a determinação da presença/ausência dos513
organismos não precisam ser submetidas ao treinamento. Para Sigambra sp. não foi514
encontrado um subconjunto de variáveis ambientais e entre as possíveis causas deste515
comportamento do modelo está a atuação de outras variáveis não mensuradas que516
podem estar agindo na presença ou ausência de Sigambra sp.. Segundo Goethals (2005),517
a seleção das variáveis torna os modelos mais robustos e elimina redundância entre518
variáveis. A inclusão de variáveis redundantes complica a avaliação da importância519
relativa de cada variável e a precisão de predição dos modelos melhora quando um520
conjunto de características ótimas é selecionado (D'heygere et al., 2006; Tirelli et al.,521
2009). Entre os métodos de seleção de recursos, os algoritmos genéticos (GA) estão522
entre os procedimentos mais comumente utilizados (Obach et al., 2001; Schleiter et al.,523
2001;. D'heygere et al., 2006;. Tirelli e Pessani, 2009;. Tirelli et al., 2009).524
Os táxons que compõem a fauna bêntica, tendem a responder de maneira525
variada às mudanças no ambiente, muitas vezes ocorrendo a supressão de táxons mais526
suscetíveis às mudanças em favorecimento de táxons mais tolerantes (Pearson e527
Rosenberg, 1978). Porém, como diferentes fontes são responsáveis pelas mudanças no528
ambiente, como o enriquecimento orgânico, que pode ocorrer devido ao aporte de529
efluentes urbanos ou pode ser resultante de processos naturais no ambiente, como aporte530
de manguezais, a tarefa de determinar os fatores que afetam a distribuição da fauna531
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torna-se complexa (Dauvin, 2007; Elliott e Quintino, 2007). Estudo desenvolvido por532
Dauvin et al. (2009) exemplifica esta dificuldade em ambientes estuarinos citando que533
nestes ambientes o acúmulo de matéria orgânica pode ocorrer naturalmente e mudanças534
drásticas na comunidade bêntica pode ou não estar associadas ao enriquecimento por535
matéria orgânica de origem antrópica ou natural.536
Diversos estudos têm utilizado a análise de sensibilidade (Lek et al., 1996;537
Guegan et al., 1998; Dedecker et al., 2002) para determinar as contribuições individuais538
de cada variável de entrada nos organismos previstos. Nesta técnica, uma determinada539
variável de entrada é fornecida para a rede, variando em toda a sua gama, enquanto as540
demais são mantidas constantes. A análise das curvas de sensibilidade pode, assim,541
aumentar a informação sobre os efeitos de vários tipos de impacto sobre um542
determinado táxon (Marshall et al., 2002). Através da análise de sensibilidade dos543
modelos da MLP, foram avaliadas as contribuições relativas das variáveis ambientais544
selecionadas na distribuição dos táxons.545
Muitas das variáveis importantes na construção das curvas de sensibilidade546
estão associadas ao enriquecimento orgânico no ambiente, como é o caso dos nutrientes547
(fósforo e nitrogênio total), matéria orgânica e esteróis e consequentemente táxons que548
tiveram a probabilidade de ocorrência associados a estas variáveis podem refletir a549
tolerância destes ao enriquecimento. Pode ser citado como exemplo o comportamento550
de S. benedicti. Segundo Pearson e Rosenberg (1978), S. benedicti é associado551
principalmente a ambientes poluídos. Os GAs selecionaram principalmente variáveis552
que demonstram ambientes potencialmente poluídos como coprostanol, fósforo total e553
clorofila-a (Tabela 3), além de estigmasterol que está associado à matéria orgânica de554
origem terrestre (Volkman, 2006). Nas curvas de sensibilidade a probabilidade de555
ocorrência de S. benedicti esteve associada diretamente às concentrações de fósforo556
total e estigmasterol.557
Quantificar as associações entre a probabilidade de ocorrência de espécies558
estuarinas e as variáveis abióticas nos permite gerar previsões de distribuição, que559
podem ser robustas mesmo que os mecanismos ou processos não são conhecidos. De560
fato, o tipo de análise de sensibilidade realizada neste estudo não permite tirar561
conclusões diretas sobre os processos que determinam a distribuição dos táxons. No562
entanto, a modelagem e identificação de possíveis variáveis ambientais condicionantes563
da ocorrência da fauna são passos críticos em pesquisas ecológicas e gestão de recursos564
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(Thrush et al., 1999), onde os padrões de distribuição são forte e diretamente ligado a565
processos físico-químicos.566
A abordagem de modelagem aplicada neste estudo, utilizando as redes MLP e567
outras técnicas auxiliares, foi capaz de predizer as distribuições dos táxons da568
macrofauna bêntica com um grau relativamente elevado de sucesso. Os resultados569
obtidos pelos modelos desenvolvidos neste estudo revelaram que estes possuem570
considerável poder preditivo, principalmente quando a seleção de variáveis ambientais571
foi utilizada. A inclusão de informações do processo (especialmente sobre os hábitos572
alimentares das espécies) e informação de história natural, certamente pode melhorar a573
qualidade e generalidade dos modelos, tornando as previsões mais robustas, permitindo574
o desenvolvimento de modelos que descrevem a ação e interação de processos575
operacionais em diferentes escalas (Thrush et al., 1999).576
Apesar de, em um primeiro momento, obtermos resultados satisfatórios, mais577
pesquisas são necessárias para inspecionar e validar as previsões destes modelos,578
principalmente pela falta de estudos relacionados a ambientes tão dinâmicos como a579
planícies entremarés, sujeitas às mudanças contínuas no ambiente (Warwick et al.,580
1990). Além disto, a modelagem de outros táxons mais raros, com habitats mais581
seletivos, pode auxiliar na obtenção de mais informações sobre a qualidade ecológica582
destes ambientes. O desenvolvimento de modelos preditivos que fornecem informações583
sobre as comunidades possuem potencial para contribuir significativamente para a584
restauração e gestão de sistemas aquáticos. A seleção de características ambientais585
intrínsecas a cada táxon é essencial para a modelagem a fim de aumentar586
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RESUMO14
Este estudo tem como objetivo avaliar o desempenho de máquinas de vetor de suporte (SVM) e15
árvores de classificação (CT) na predição da presença de táxons da macrofrauna bêntica. O16
desempenho dos modelos foi avaliado através da comparação dos resultados obtidos para os17
modelos de SVM e CT e o desempenho de cada técnica foi comparado antes e após a seleção de18
variáveis ambientais utilizando algoritmos genéticos (GA). A seleção foi realizada através da19
abordagem wrapper. Nesta abordagem os GAs conduzem a busca por subconjuntos de variáveis20
utilizando as CTs ou SVMs como parte da função de avaliação destes subconjuntos. Para avaliar21
o desempenho dos modelos foram utilizadas três medidas: as instâncias corretamente22
classificadas (CCI), estatística Kappa (K) de Cohen e o raiz do erro médio quadrado (RMSE).23
Os resultados tanto para CTs como SVMs foram, no geral, melhores após a seleção das24
variáveis ambientais. A eficiência dos modelos, baseadas nas medidas de desempenho,25
apresentaram valores médios superiores para as CTs, antes e após a seleção das variáveis, com26
exceção dos valores médios de CCI, que foram superiores para as SVMs antes de realizar a27
seleção. Entre os 20 táxons modelados, 16 obtiveram sucesso para as CTs, identificando as28
relações entre a distribuição dos táxons e as variáveis ambientais, enquanto que para as SVMs,29
apenas 10 táxons foram modelados com sucesso. Com base nos modelos desenvolvidos, pode-30
se concluir que, em geral, um desempenho melhor foi detectado para as CTs, com e sem a31
aplicação dos GAs. A avaliação dos resultados obtidos pelos modelos utilizando mais de uma32
medida de desempenho, com destaque para o uso em conjunto de CCI e K, se mostrou a forma33
mais adequada de avaliar se as previsões foram ou não confiáveis.34
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Palavras-chave: máquinas de vetor de suporte, árvores de classificação, macrofauna bêntica,35
modelagem preditiva, algoritmos genéticos, seleção de variáveis36
ABSTRACT37
The aim of the present study was to analyze the performance of support vector machines (SVM)38
and classification trees (CT) in predicting the presence of benthic macrofrauna. The models39
performance was evaluated by comparing the results obtained for SVM and CT models. The40
performance of each technique was compared before and after the selection of environmental41
variables using genetic algorithms (GA). The variable selection was done through the wrapper42
approach, which leads to the search for the subset of variables using CT and SVM as part of the43
evaluation function of these subsets. To evaluate the performance of the models we used three44
measures: correctly classified instances (CCI), Cohen`s kappa (K) and root mean squared error45
(RMSE). The results both for CT and SVM techniques were, in general, better after the46
selection of environmental variables. The efficiency of the models, based on performance47
measures, showed higher mean values for the CT before and after the selection of variables,48
except for the mean values of CCI, which were superior to SVM before selection occurs.49
Among the 20 taxa modeled, 16 were successful for the CTs, identifying the relationships50
between the taxa distribution and environmental variables, whereas for SVMs, only 10 taxa51
were successfully modeled. Based on the model developed, it can be concluded that, in general,52
better performance was detected for the CTs models, with and without the Gas application. The53
evaluation of the results obtained by the models, using more than one performance measure,54
especially for use in conjunction CCI and K, was the most appropriate way to assess the55
relevance of the developed models.56
Keywords: support vector machines, classification trees, genetic algorithms, benthic57




A composição da fauna bêntica é afetada pela interação de múltiplas variáveis62
ambientais e biológicas que atuam direta ou indiretamente em diferentes escalas63
espaciais e temporais (Legendre, 1993; Poff, 1997; Allan, 2004; Culp et al., 2010). A64
composição destas comunidades pode ser utilizada no biomonitoramento da condição65
ambiental de um ecossistema, devido à resposta aos distúrbios no ambiente (Statzner et66
al. 2005; Pollard e Yuan, 2010).67
70
Inúmeros estudos ecológicos aplicaram modelos preditivos, baseados em68
técnicas de aprendizado de máquina para avaliar, monitorar e gerenciar os recursos69
naturais, considerando a presença ou ausência de organismos indicadores em um70
determinado habitat (Goethals et al., 2002; D'heygere et al., 2003, 2006; Dedecker et al.,71
2005; Dakou et al., 2007; Hoang et al., 2010). Entre as técnicas, as árvores de72
classificação (CT, do inglês classification trees) e máquinas de vetores de suporte73
(SVM, do inglês support vector machine) são dois exemplos de técnicas de modelagem74
que podem ser utilizadas neste contexto.75
Devido à sua transparência e flexibilidade, as CTs vêm ganhando popularidade76
nos últimos anos, sendo atraentes principalmente pela simplicidade de construção e77
transparência na classificação de dados em diferentes áreas. Entre os estudos que78
utilizaram CTs em ecologia, se destacam aqueles de predição de indicadores biológicos,79
principalmente a fauna bêntica de rios (Edwards et al., 2006; D'heygere et al., 2003,80
2006; Dakou et al., 2007). As previsões feitas com as CTs fornecem uma boa indicação81
do impacto de diferentes distúrbios nas condições ambientais e facilmente podem ser82
integradas em um sistema ambiental de apoio à decisão (Ghetti e Ravera, 1993;83
D'heygere et al., 2006; Dakou et al., 2007; Goethals et al., 2007; Hoang et al., 2010).84
Já as SVMs são uma abordagem de reconhecimento de padrões (Vapnik,85
1998), constituindo uma técnica versátil de aprendizado supervisionado de máquina que86
podem ser treinadas para aprender relações complexas entre os dados. Nos últimos anos,87
tem havido um grande interesse em SVMs (Vapnik, 1995; Burges, 1998; Keerthi et al.,88
2001). Em ecologia, assim como as CTs, as SVMs têm sido aplicadas principalmente89
em ecologia de rios (Shan et al., 2006; Sanchez-Hernandez et al., 2007a; Ribeiro e90
Torgo, 2008; Hoang et al., 2010).91
Além da escolha da técnica de modelagem, uma das tarefas mais difíceis é a92
definição do conjunto de variáveis que agem na presença de determinado organismo.93
No entanto, devido à frequente sobreposição de padrões espaciais, gerados por94
diferentes processos que atuam em uma ampla gama de escalas, determinar a95
importância dos processos envolvidos ainda é um desafio para os ecologistas (Legendre96
1993; Legendre et al., 2002).97
Para melhorar a precisão e o poder preditivo destes modelos, o número de98
variáveis explicativas utilizado deve ser reduzido a um número razoável (Harrell et al.,99
1996). Os algoritmos genéticos (GA) estão entre os mais populares utilizados na seleção100
das variáveis de entrada de uma rede. GAs são algoritmos computacionais de busca e101
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otimização global, inspirados no princípio de "seleção natural" de Darwin-Wallace. A102
aplicação de GAs na resolução de problemas complexos auxilia na busca de uma103
melhor solução para um determinado problema (Holland, 1975; Goldberg, 1989;104
D'heygere et al., 2006).105
Este estudo tem como objetivo avaliar o desempenho de máquinas de vetor de106
suporte (SVM) e árvores de classificação (CT) na predição da presença de táxons da107
macrofrauna bêntica. O desempenho dos modelos desenvolvidos foi avaliado de duas108
maneiras distintas: (1) comparação entre os modelos de SVM e CT e (2) desempenho de109
cada modelo antes e após a seleção de variáveis com os algoritmos genéticos (GA).110
2. MATERIAL E MÉTODOS111
2.1 Área de Estudo112
113
O estudo foi realizado em planícies entremarés não-vegetadas do Canal da114
Cotinga, um subestuário da Baia de Paranaguá, (Complexo Estuarino de Paranaguá -115
25°30’S, 48°25’W), (Fig.1). Os rios que fazem parte da margem sul da baia, como o116
Maciel, Guaraguaçú e Itiberê e que deságuam na Cotinga, recebem grande parte dos117
efluentes produzidos na cidade e porto de Paranaguá (Lana et al., 2001). Entre os rios da118
região, o Itiberê pode ser considerado uma das principais fontes pontuais de119
contaminação na Cotinga, evidenciado por estudos realizados no local que encontraram120
elevadas concentrações de indicadores orgânicos de poluição, como coliformes fecais121
na coluna d’água (Kolm et al., 2002) e esteróis fecais no sedimento (Martins et al.,122
2010). As concentrações de contaminantes no canal são dispersas e diluídas a partir da123
região interna e mediana em direção à sua desembocadura, formando um gradiente de124
poluição. Planícies não-vegetadas das duas margens do canal foram selecionadas,125




Fig.1. Complexo Estuarino de Paranaguá (CEP) com o Canal da Cotinga no detalhe.129
2.5 Conjunto de dados130
131
Em cada local de amostragem foram coletadas duas réplicas com corers com132
diâmetro de 10 cm para a análise da macrofauna bêntica. As amostras biológicas foram133
fixadas com formol-aldeído (4%), lavadas em peneiras de 0,5 mm, coradas com Rosa de134
Bengala, preservadas em álcool (70%) e identificadas até o nível de família, totalizando135
49 famílias. Entre estas, foram selecionadas as famílias com mais de 15% de ocorrência,136
que foram identificadas até o menor nível possível. Os 20 táxons com maior ocorrência137
foram utilizados no desenvolvimento dos modelos do SOM. São eles: Anomalocardia138
brasiliana (35,5%), Bulla sp. (64,5%), Capitellidae (72,9%), Capitella sp. (23,4%),139
Caprella scaura (14%), Glycinde multidens (87,9%), Heleobia australis (63,6%),140
Laeonereis culveri (31,8%), Neanthes succinea (13,1%), Oligochaeta sp1 (34,6%),141
Orbiniidae (51,4%), Ostracoda (39,3%), Polydora sp. (42,1%), Prionospio sp. (44%),142
Sigambra sp. (82,2%), Sternaspis sp. (36,4%), Streblospio benedicti (61,7%), Tagelus143
sp. (53,3%), Tellina lineata (59,8%) e Tubificidae (85%).144
Juntamente com a fauna, 19 variáveis ambientais foram utilizadas no145
desenvolvimento dos modelos (Tabela 1). Em campo, foi realizada a medição da146
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camada redox e amostras de água intersticial foram coletadas para a determinação do147
pH e salinidade (pHmetro e refratômetro manual, respectivamente). Amostras de148
sedimento foram coletadas para determinar: fósforo total e nitrogênio total (Grasshoff et149
al., 1983); carbono orgânico total (Strickland e Parsons, 1972); clorofila-a e feoftina150
(Lorenzen, 1967), porcentagens de cascalho, areia, silte e argila, (Suguio, 1973);151
carbonato de cálcio, matéria orgânica e esteróis totais (Kawakami e Montone, 2002).152
Foram considerados cinco esteróis para identificar diferentes fontes de matéria153
orgânica: coprostanol e estigmasterol, como indicadores de contaminação por esgotos154
(Maldonado et al., 2000); colesterol para origem aquática, por estar presente no fito e155
zooplâncton (Volkman, 1986); brassicasterol para identificar matéria orgânica de156
origem marinha e estigmasterol para identificar matéria orgânica de origem terrestre157
(Volkman, 2006). Devido à inviabilidade em estimar a concentração de esteróis em158
todos os pontos, optou-se por realizar as amostragens em 31 pontos selecionados de159
acordo com a proximidade à cidade de Paranaguá e à desembocadura dos rios. A160




Variáveis de entrada usadas para o desenvolvimento dos modelos em conjunto com a média, desvio165
padrão (DP), valores mínimos (Min.) e máximos (Max.).166
Variável Abreviação Unidade Média DP Min. Max.
Salinidade SAL - 24,63 5,35 2 32
pH PH - 7,28 0,27 6,58 7,92
Camada Redox RED cm 1,15 1,15 0,1 5,97
Coprostanol COP µg.g-1 0,38 0,46 0 2,04
Epicoprostanol EPI µg.g-1 0 0,01 0 0,08
Colesterol COL µg.g-1 4,37 2,89 0,74 15,5
Brassicasterol BRA µg.g-1 2,2 1,5 0,23 8,22
Estigmasterol EST µg.g-1 2,7 1,62 0,27 10,40
Cascalho CAS % 1,72 5,95 0 52,28
Areia ARE % 84,98 11,4 33,76 97,89
Silte SIL % 10,21 8,9 0 44,56
Argila ARG % 3,09 3,01 0 21,31
Carbono COT mg.g-1 14,55 11,7 0 46,7
Clorofila CHL mg.g-1 17,39 23,2 0 157,95
Feoftina FEO mg.g-1 17,88 23,5 0 178,75
Nitrogênio Total NT mg.g-1 2,09 1,11 0,07 4,41
Fósforo Total PT mg.g-1 0,03 0,02 0 0,09
Matéria Orgânica MO % 4,36 2,17 0,49 13,05
Carbonato de Cálcio CaCO3 % 4,11 3,98 0,48 32,23
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2.2 Árvore de Classificação (CT)167
168
As CTs são capazes de prever o valor de uma variável discreta dependente a169
partir dos valores de um conjunto de atributos independentes contínuos ou discretos170
(Quinlan, 1986). O procedimento principal para o desenvolvimento de um modelo de171
CT é a divisão dos dados da variável dependente alvo (20 táxons da fauna bêntica)172
baseado na sua resposta às variáveis independentes de entrada (19 variáveis ambientais,173
todas contínuas).174
Para a construção das redes foi utilizada a regra de indução Top-Down175
(Quinlan, 1986), na qual a construção da árvore começa com todo o conjunto de dados176
de treinamento e, em cada etapa, a variável de entrada mais informativa é selecionada177
como raiz da árvore. Com isso, o conjunto de treinamento atual é divido em178
subconjuntos de acordo com os valores dos atributos selecionados. Os limites são179
selecionados e dois ramos são criados, com base no limiar da variável para180
presença/ausência do táxon (Quinlan, 1986). A construção da árvore encerra quando o181
critério determinado pelo modelador é satisfeito ou quando todos os exemplos estão na182
mesma classe (nó). Estes subconjuntos finais formados pelo processo recursivo são183
chamados de "folhas" da CT e são rotulados como uma classe (Quinlan, 1993).184
O algoritmo J48, utilizado na indução das CTs, é uma re-implementação Java185
para o Software WEKA do algoritmo C4.5 (Hall et al., 2009; Quinlan, 1993; Witten e186
Frank, 2000). A otimização das árvores foi realizada através da poda (tree-pruning) e da187
mudança do Fator de Confiança (FC) para alterar a intensidade da poda aplicada nas188
árvores. Esta técnica é utilizada para aumentar a transparência das CTs, reduzindo o seu189
tamanho e aumentado a precisão de classificação, eliminando os ruídos nos dados190
(Bratko, 1989). Modelos com diferentes intensidades de poda foram induzidos pela191
mudança do FC em 0,01, 0,1, 0,25 e 0,5. Os demais parâmetros do algoritmo J48 foram192
utilizados em sua configuração padrão.193
A complexidade da predição foi identificada através da quantidade de folhas da194
CT, sendo que o acréscimo de folhas nas árvores aumenta a complexidade do modelo e195
dificulta a tomada de decisão em relação à quais variáveis são mais importantes.196
197
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2.3 Máquina de Vetores de Suporte (SVM)198
199
As redes SVM são embasadas pela teoria de aprendizado estatístico200
desenvolvida por Vapnik (1995). Para a obtenção de classificadores com boa201
generalização, essa teoria estabelece uma série de princípios que devem ser seguidos.202
Generalização é definida como a capacidade de um modelo em prever corretamente a203
classe de novos dados do mesmo domínio em que o aprendizado ocorreu. Dados dois204
grupos distintos de vetores, o modelo faz o reconhecimento dos padrões e encontra o205
hiperplano que separa os padrões. Os vetores que definem os limites do hiperplano são206
chamados de vetores de suporte.207
As SVMs foram implementadas com o algoritmo de Platt, onde há uma208
otimização sequencial mínima (SMO), para a formação de um classificador de vetor de209
suporte (Keerthi et al., 2001). Esta implementação substitui todos os valores em falta e210
transforma atributos nominais em binários. A rede consistiu de 19 variáveis de entrada211
(variáveis ambientais) e uma de saída (presença/ausência do táxon), conectadas através212
de vetores de peso.213
Muitas vezes, na dimensão original dos dados, a tarefa de separação dos padrões214
não pode ser realizada durante o treinamento dos dados. Para contornar esta dificuldade215
a SVM mapeia os dados em dimensões mais elevadas, onde a separação não-linear é216
possibilitada através de uma Função Kernel (Vapinik, 1995; Phan et al., 2005). Para217
todas as SVMs foi utilizada a Função Kernel Polinomial. Todos os parâmetros da SVM218
foram mantidos em suas configurações padrões, com exceção dos expoentes da Função219
Kernel Polinomial. Para obter as melhores performances preditivas, os expoentes220
variaram de 1 a 5 (Hoang et al., 2010). O modelo que apresentou melhores resultados221
foi fixado como expoente padrão e foi executado cinco vezes após a randomização para222
verificar a robustez e reprodutibilidade dos modelos. Para o desenvolvimento dos223
modelos foi utilizado o Software WEKA (Hall et al., 2009)224
2.4 Algoritmos Genéticos (GA)225
226
A escolha das variáveis apropriadas em um conjunto de dados é importante227
para melhorar o desempenho do modelo (Goethals et al., 2007). A seleção das variáveis228
de entrada para as CTs e SVMs foi realizada através da combinação das redes com229
76
algoritmos genéticos (GA). Portanto, os GAs foram escolhidos na seleção das variáveis230
devido a capacidade destes algoritmos de proporcionarem uma pesquisa sistemática no231
universo amostral que seleciona as variáveis que melhor explicam os táxons modelados.232
Este procedimento auxilia na diminuição da complexidade dos modelos a serem233
treinados, pois elimina variáveis irrelevantes ao táxon modelado.234
Os GAs são formados por uma população de diferentes soluções concorrentes235
que evoluem e tendem a convergir em uma solução ideal. Esta solução é representada236
por um cromossomo, que é formado por vários genes. A população inicial é formada237
aleatoriamente e após sucessivas iterações (gerações), os cromossomos iniciais dão238
lugar aos cromossomos mais fortes obtidos através de suas reproduções, formando239
novas gerações. As gerações podem ser formadas por cruzamento, seleção e mutação.240
Existem inúmeras variações de algoritmos genéticos. Porém, neste estudo os241
GAs de Goldberg (Goldberg, 1989) foram aplicados para encontrar um melhor conjunto242
de variáveis de entrada relevante para a previsão da presença/ausência dos táxons da243
fauna bêntica. Os cromossomos foram formados por 19 genes, cada um representando244
uma variável de entrada, com codificação binária. Isso significa que uma determinada245
variável foi selecionada (representado por '1') ou não (representado por '0').246
A taxa de cruzamento (crossover) foi fixada com probabilidade de 60%,247
enquanto que a mutação ocorreu com probabilidade de 3%. A população inicial foi248
constituída por 20 cromossomos que foram evoluindo ao longo de 40 gerações. Estes249
parâmetros foram definidos depois de testes preliminares, onde os valores de250
cruzamento, mutação e gerações foram modificados até encontrar o valor ideal. Através251
do uso da abordagem wrapper, foi possível utilizar os GAs e os algoritmos de indução252
(SVM e CT) em conjunto. Nesta abordagem, os GAs conduzem a busca por253
subconjuntos confiáveis no espaço de treinamento utilizando os algoritmos de indução254
como parte da função de avaliação destes subconjuntos (Kohavi e John, 1997).255
2.5 Treinamento e Validação dos Modelos256
257
Para as CTs, SVMs e GAs, a separação dos conjuntos de treinamento e teste foi258
realizada através da validação cruzada (Dedecker et al.,2004; Goethals et al., 2007) com259
10 subconjuntos. Nesta validação, os dados originais foram aleatoriamente divididos em260
10 subconjuntos de tamanho aproximadamente igual. Destes 10, um único conjunto é261
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mantido para validação do modelo e os subconjuntos restantes são usados como dados262
de treinamento. Este procedimento foi utilizado para estimar o erro dos modelos e assim263
comparar as performances com e sem a seleção prévia de variáveis ambientais.264
A eficiência de predição dos modelos foi avaliada através de três critérios de265
medida de desempenho: as instâncias corretamente classificadas (CCI), estatística266
Kappa (K) de Cohen (Cohen, 1960) e o raiz do erro médio quadrado (RMSE). Para isto,267
foram identificados através da matriz de confusão  (Fielding e Bell, 1997) os casos de268
verdadeiro positivo (VP), falso positivo (FP), falso negativo (FN) e verdadeiro negativo269










Como primeira medida de desempenho dos modelos foi utilizado o RMSE, que275
é baseado na diferença entre os valores medidos ( ) no conjunto de teste e os valores276
previstos ( ( )).277
= 1 ( − ( )) (1)
Os valores de CCI são calculados através do percentual de previsões de278
presença (VP) e de ausência (VN) que o modelo retornou corretamente. Segundo a279
fórmula:280 = ++ + + × 100 (2)
Por último, os modelos foram avaliados quanto aos valores de K, que medem a281
proporção de todos os casos possíveis de presença (VP) ou ausência (VN) previstos282
corretamente pelo modelo. Gabriels et al. (2007) avalia os valores de K da seguinte283
forma: 0-0,2 pobre; 0,2-0,4 razoável; 0,4-0,6 moderada; 0,6-0,8 bom; 0,8-1,0 excelente.284 = ( + ) − ( + )( + ) + ( + )( + )
÷ − ( + )( + ) + ( + )( + ) (3)
Neste estudo, para o desempenho do modelo ser considerado confiável foram285
utilizados valores de CCI superiores à 70% e K superior à 0,3, enquanto que modelos286
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que apresentaram valores inferiores a estes limites foram considerados de desempenho287
irrelevante (D'heygere et al., 2006).288
A comparação entre as respostas dos modelos de predição SVMs e CTs foi289
realizada através de testes-t independentes. Para cada rede, a comparação dos resultados290
dos modelos antes e após a seleção com GAs foi realizada com testes-t pareados.291
3. RESULTADOS292
3.1 Variáveis selecionadas pelos algoritmos genéticos293
294
As variáveis que foram selecionadas pelos GAs de Goldberg estão295
representados na Tabela 3 para CTs e na Tabela 4 para SVMs. Houve uma distinção296
clara entre o número de variáveis que foram selecionadas com os dois sistemas de297
aprendizagem. A redução do número de variáveis foi consideravelmente menor para298
SVMs do que para as CTs.299
Para as CTs, as maiores reduções ocorreram para Capitella sp. onde somente300
uma variável foi considerada explicativa. As menores reduções foram para H. australis,301
com 11 variáveis, além de A. brasiliana e Polydora sp., com 10 variáveis. Os demais302
táxons tiveram entre 2 a 6 variáveis selecionadas pelos GAs. Nas SVMs, os táxons G.303
multidens, N. succinea, Sigambra sp. tiveram somente uma variável selecionada,304
enquanto que para Bulla sp e Oligochaeta sp1 foram selecionadas 5 e 6 variáveis,305
respectivamente. Os demais táxons tiveram entre 7 e 12 variáveis selecionadas. Em306
ambas as redes, para Tubificidae nenhum subconjunto de variáveis ambientais foi307
selecionado como explicativo, por isso, não foram construidos modelos para o táxon308
após a seleção de variáveis, portanto os valores das medidas de desempenho (RMSE,309
CCI, K) não foram calculados.310
Os GAs em conjunto com as CTs identificaram que as variáveis311
epicoprostanol, salinidade e carbonato de cálcio são as mais importantes na construção312
dos modelos de CTs, pois foram as variáveis mais vezes selecionadas, sendo313
selecionadas 11, 9 e 8 vezes, respectivamente. Já para as SVMs, foram selecionadas314
mais vezes a matéria orgânica (13), o nitrogênio total (12) e o pH (11). As demais315
variáveis foram selecionas oito vezes ou mais.316
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Tabela 3317
As variáveis selecionadas pelos algoritmos genéticos (GAs) para árvores de classificação (CT)318
Táxon SAL PH RED COP EPI COL BRA EST CAS ARE SIL ARG COT CHL FEO NT PT MO CaCO3
Anomalocardia brasiliana x x x X x x x x x x
Bulla sp. x x x
Caprella scaura x x x x x x
Capitellidae x x x x
Capitella sp. x
Glycinde multidens x x
Heleobia australis x x x x x x x x x x x
Laoenereis culveri x x x
Neanthes succinea x x x
Oligochaeta sp1 x x x x x
Orbiniidae x x
Ostracoda x x x x x
Polydora sp x x x x x x x x x x
Prionospio sp x x x x x
Streblospio benedicti x x x x x
Sigambra sp. x x
Sternaspis sp. x x x x x
Tagelus sp x x x x
Tellina lineata x x





As variáveis selecionadas pelos algoritmos genéticos (GAs) para máquinas de vetor de suporte (SVM).322
Táxon SAL PH RED COP EPI COL BRA EST CAS ARE SIL ARG COT CHL FEO NT PT MO CaCO3
Anomalocardia brasiliana x x x x x x x x x x x
Bulla sp. x x x x x
Caprella scaura x x x x x x x x
Capitellidae x x x x x x x x
Capitella sp. x x x x x x x
Glycinde multidens x
Heleobia australis x x x x x x x x x x x x
Laoenereis culveri x x x x x x x x
Neanthes succinea x
Oligochaeta sp1 x x x x x x
Orbiniidae x x x x x x x
Ostracoda x x x x x x x x x x x
Polydora sp x x x x x x x x x x
Prionospio sp x x x x x x x x x
Streblospio benedicti x x x x x x x x
Sigambra sp. x
Sternaspis sp. x x x x x x x
Tagelus sp x x x x x x x x
Tellina lineata x x x x x x x x x
Tubificidae x x x x x x x x x x x x x x x x x x x
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3.2 Predição da presença/ausência da fauna bêntica323
324
Para as CTs, o nível do Fator de Confiança ideal para 15 dos 20 táxons foi325
FC=0,5, com exceção de N. succinea, Oligochaeta sp, Prionospio sp, Sternaspis sp e326
Tagelus sp. Portanto, devido à maior quantidade de táxons responderem melhor a este327
fator de confiança e buscando minimizar discrepâncias entre os modelos desenvolvidos328
optou-se por utilizar somente FC=0,5 para todos os táxons. Para as SVMs, foi realizada329
a otimização do modelo através da aplicação de diferentes expoentes, sendo que, a330
maioria dos modelos apresentou melhor desempenho com expoente na unidade (1),331
utilizado então para o desenvolvimento de todos os modelos. Os resultados obtidos para332
as simulações de ambos os modelos antes e após a seleção das variáveis foram333
comparados através das três medidas de desempenho: RMSE, CCI e K (Fig.2, 3 e 4,334
respectivamente).335
Para os valores de RMSE os modelos que apresentaram os menores valores336
supostamente foram mais eficientes na predição. Neste caso, os modelos construídos337
para as CTs apresentaram maiores eficiências preditivas, antes e após a seleção de338
variáveis ambientais. Apesar dos valores de RMSE antes da seleção de variáveis serem339
inferiores para as CTs ((±0,07) em relação aos modelos desenvolvidos para as SVMs340
(0,52 ±0,09), as diferenças entre os valores de RMSE foram mais significativas (teste-t341
independente; p<0,01) após a seleção de variáveis com valores médios de 0,41 (±0,04) e342
0,49 (±0,1), para as CTs e SVMs, respectivamente.343
Nas CTs, todos os táxons apresentaram valores de RMSE significativamente344
inferiores após a seleção das variáveis (teste-t pareado; p<0,0001), enquanto que para as345
SVMs, T. lineata apresentou valor significativamente maior (teste-t pareado; p<0,05)346
após a seleção de variáveis e Capitellidae, L. culveri, Oligochaeta sp1, Polydora sp. e347




Fig.2 - (a) Raiz do erro médio quadrado (RMSE) das árvores de classificação para os 20 táxons analisados351
antes (legenda: CT) e depois da seleção das variáveis com algoritmos genéticos (CT_GA); (b) RMSE para352
máquina de vetores de suporte para os 20 táxons analisados antes (legenda: SVM) e depois da seleção das353
variáveis com algoritmos genéticos (SVM_GA). Barras de erro indicam erro padrão da média.354
355
Os valores de CCI acima de 70% denotam que os modelos, baseado somente356
nesta medida, foram eficientes na predição da ocorrência dos táxons. Portanto, os357
modelos desenvolvidos para Orbiniidae e Tagelus sp., para CTs e SVMs não foram358
satisfatórios e os dados de predição não podem ser considerados relevantes.359
Os valores de CCI para as SVMs foram em média superiores aos das CTs antes360
de ocorrer a seleção das variáveis (teste-t independente; p<0,01), exceto para361
A.brasiliana, Bulla sp., L. culveri, Oligochaeta sp1, Orbiniidae e S. benedicti (Fig. 3a e362
b). Após a fase de seleção, o CCI para as CTs passaram a ser mais elevados em363
comparação aos valores de CCI das SVMs (teste-t independente; p<0,01), com exceção364
de C. scaura, H. australis e Sternaspis sp. (Fig. 3a e b).365
Analisando os táxons separadamente, todos os modelos desenvolvidos com366
CTs, exceto para Orbiniidae, registraram aumento significativo (teste-t pareado; p<0,01)367
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de CCI após a seleção das variáveis, com aumento médio de 7,6% e máximos de 15,7%368
para Tagelus sp e 14,3% para Capitellidae. Para as SVMs, aumento significativo (teste-t369
pareado; p<0,05) de eficiência de predição foi identificado somente para A. brasiliana,370
Tagelus sp. e Orbiniidae. Nos demais táxons houve aumento, porém os valores antes e371
após o procedimento de seleção não foram significativamente diferentes. O efeito da372
seleção de variáveis para SVM foi pouco acentuado, com aumento médio de 2,9%,373
atingindo máximos para Orbiniidae e Tagelus sp., com 9,6% de aumento em ambos.374
Estes táxons, juntamente com A. brasiliana (5,9%), foram os únicos que mostraram um375




Fig.3 - (a) Instâncias corretamente classificadas (CCI) das árvores de classificação para os 20 táxons380
analisados antes (legenda: CT) e depois da seleção das variáveis com algoritmos genéticos (CT_GA); (b)381
CCI para as máquinas de vetores de suporte para os 20 táxons analisados antes (legenda: SVM) e depois382
da seleção das variáveis com algoritmos genéticos (SVM_GA). A linha pontilhada determina o limite383







































A última medida de desempenho foi o cálculo do K de Cohen e valores acima386
de 0,3 foram considerados com eficiência moderada, enquanto K inferior a 0,2 implicou387
que os modelos não podem ser considerados relevantes. Baseados nestes limites, os388
modelos desenvolvidos de CTs para Capitellidae, Capitella sp., N. succinea, Orbiniidae,389
Sigambra sp., T. lineata e Tubificidae e para os modelos de SVM para Capitella sp., G.390
multidens, N. succinea, Orbiniidae, Sigambra sp., Tagelus sp. e Tubificidae não foram391
considerados relevantes antes da seleção das variáveis ambientais com os GAs (Fig. 4a392
e b). Após a seleção das variáveis, Orbiniidae para CTs e Tagelus sp., Sigambra sp.,393
Orbiniidae e Capitella sp. para SVMs continuaram registrando valores de K inferiores a394
0,2.395
Antes da seleção das variáveis, as SVMs foram estatisticamente superiores às396
CTs (teste-t independente; p<0,05) para C. scaura, Capitellidae, Ostracoda, Polydora397
sp., Prionospio sp., Sternaspis sp. e T. lineata. Porém, após a seleção, somente para C.398
scaura, H. australis e Sternaspis sp. este resultado foi encontrado. O aumento médio do399
K para as SVMs foi muito baixo, com valor de 0,02, enquanto que para as CTs o400
aumento foi de 0,14. O fato das CTs superarem as SVMs após a seleção das variáveis401
também foi observado para o RMSE e o CCI.402
Para as CTs, antes da seleção, os táxons A. brasiliana, Bulla sp., G. multidens,403
H. australis, L. culveri, Oligochaeta sp1, S. benedicti e Sternaspis sp. obtiveram valores404
de K acima de 0,3, enquanto que após a seleção das variáveis, todos os táxons405
mostraram valores superiores a 0,3, exceto Capitella sp., Orbiniidae, Sigambra sp. e406
Tubificidae. Os melhores resultados antes e após seleção foi para Oligochaeta sp1 e S.407
benedicti. O maior aumento de desempenho foi identificado para Ostracoda (0,27),408
Capitellidae (0,28) e Tagelus sp. (0,3). Para as SVMs, somente 50% dos táxons409
apresentaram valores superiores a 0,3 antes e após a seleção das variáveis (Fig. 4b). Os410
táxons Bulla sp., Capitellidae, G. multidens, L. culveri, N. succinea e Oligochaeta sp1411
tiveram valores de K inferiores após a seleção das variáveis. Os maiores aumentos412
foram para A. brasiliana (0,14), Tagelus sp. (0,17) e Sigambra sp. (0,18).413
Através da análise conjunta de CCI e K dos modelos de CTs e SVMs, antes e414
após o procedimento de seleção de variáveis, foi possível identificar que para415
Orbiniidae e Tagelus sp. os resultados de predição foram os menos confiáveis, pois416
ambos apresentaram valores de CCI e K abaixo dos limites estipulados (Fig.3 e Fig.4).417
No entanto, para Sigambra sp., para CTs e SVM, o CCI encontrado foi alto, enquanto418
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os valores de K foram baixos, o que demonstra que este resultado pode ter sido419




Fig.4 - (a) K de Cohen das árvores de classificação (CT) para os 20 táxons analisados antes (legenda: CT)424
e após a seleção das variáveis com algoritmos genéticos (CT_GA); (b) K de Cohen do modelo máquinas425
de vetores de suporte para os 20 táxons analisados antes (legenda: SVM) e após a seleção das variáveis426
com algoritmos genéticos (SVM_GA). A linha pontilhada determina o limite inferior a partir do qual os427
valores de K dos modelos construídos passam a ser considerados confiáveis.428
429
Uma vantagem das árvores de classificação é que sua estrutura é transparente e430
permite mostrar o resultado dos estágios de seleção das variáveis. Por exemplo, o431
modelo de CT construído para S. benedicti, após o uso dos GAs, é apresentado na Fig.6.432
A partir desta árvore, é possível derivar regras gerais (SE... ENTÃO...) para a presença433
ou ausência de S. benedicti. Estas condicionais podem ser deduzidas a partir da árvore,434
seguindo a rota de uma folha até a raiz. Nesse caso, houve ausência de S. benedicti435
quando a concentração de estigmasterol foi superior a 3,78 µg.g-1, combinados com436
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valores de colesterol acima de 2,48 mg.g-1. Para valores de estigmasterol abaixo de 3,78437
µg.g-1, a ausência foi em salinidade entre 23 e 20 e matéria orgânica abaixo de 3,56%.438
Quase todos os locais com presença de S.benedicti foram previstos439
corretamente (92,4%), enquanto que a ausência foi prevista corretamente em 75,6%440
(Tabela 5). Os dados previstos incorretamente para presença e ausência foram baseados441
na variável colesterol. A diferença de folhas utilizadas na construção das árvores de S.442
benedicti foi baixa, com nove folhas e cinco variáveis antes da seleção, enquanto que443
após a seleção das variáveis, foram sete folhas e quatro variáveis.  No entanto, embora o444
tamanho da árvore mudasse pouco antes e após o procedimento de seleção, o sucesso de445
previsão antes foi significativamente inferior que após a seleção, com valores médios de446
CCI de 78,5% e K de 0, 54 antes e de 83,5% e 0,64 após seleção com os GAs.447
Para as SVMs, entretanto, não é possível identificar a atuação das variáveis448
individualmente sobre o táxon S. benedicti. O sucesso de previsão para presença foi de449
83% enquanto que a ausência foi prevista corretamente somente em 46,3 % (Tabela 5).450
A diferença entre os valores de CCI antes e após da seleção foi baixa, assumindo451
valores inferiores a 70% em ambas as fases (67,6 e 68,8% antes e após,452
respectivamente). Já o valor de K antes da seleção foi de 0,28 e após de 0,33.453
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Fig.5 - Árvore de classificação para S. benedicti após seleção das variáveis ambientais através da455
aplicação dos algoritmos genéticos (EST = estigmasterol (µg.g-1); COL = colesterol (µg.g-1); SAL =456


































































Entre os 20 táxons modelados, 17 obtiveram sucesso para as árvores de463
classificação (CTs), identificando as relações entre a distribuição dos táxons e as464
variáveis ambientais, enquanto que para as máquinas de vetores de suporte (SVMs),465
apenas 10 táxons foram modelados com sucesso. Devido a estes resultados, é possível466
identificar que um melhor desempenho foi obtido para os modelos desenvolvidos para467
as CTs, com e sem a seleção de variáveis com os algoritmos genéticos (GAs). A468
avaliação dos resultados obtidos para os modelos foi mais satisfatória quando foi469
realizada a análise conjunta das medidas de desempenho, principalmente para CCI e K.470
Segundo Manel et al. (2001), quando se realiza a modelagem de organismos471
em relação às condicionantes ambientais, inevitavelmente a ocorrência destes472
organismos varia entre os conjuntos utilizados no treinamento e validação dos modelos,473
exercendo efeitos importantes sobre algumas medidas de desempenho do modelo. Entre474
estas medidas, os valores de CCI são particularmente sensíveis à frequência de475
ocorrências dos táxons, enquanto valores de K, por exemplo, não são afetados na476
mesma proporção (Fielding e Bell, 1997; Manel et al., 1999; Dedecker et al., 2002;477
D’heygere et al., 2006). Por isto, a análise conjunta das medidas de desempenho foi a478
maneira mais plausível de identificar a eficiência dos modelos desenvolvidos, para as479
CTs e SVMs.480
A avaliação da composição das comunidades bênticas fornece informações481
úteis sobre a qualidade ecológica de determinado local, já que estes organismos são482
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reconhecidamente sensíveis às perturbações no ambiente (Snyder et al., 2002; Ambelu483
et al., 2010). No entanto, a previsão da ocorrência destes organismos é dificultada pela484
complexidade de processos envolvidos na sua distribuição (Guisan & Zimmermann,485
2000). A estabilidade dos habitats pode ser afetada por diferentes processos, como o486
enriquecimento orgânico, atividade de dragagem, aporte de metais pesados e até mesmo487
a hidrodinâmica local, agindo sobre as associações bênticas (Snyder et al., 2002).488
Possíveis mudanças no ambiente afetam a estrutura das associações bênticas, podendo489
ocorrer a supressão de espécies mais sensíveis e o aumento de espécies mais tolerantes490
as novas condições ambientais.491
Além dos processos ambientais supracitados, outro fator que pode afetar os492
desempenhos preditivos dos modelos é a alta ou a baixa frequência dos organismos no493
ambiente. Segundo D’heygere et al. (2006) e Dakou et al. (2006a), uma baixa494
frequência dos táxons nos locais de amostragem dificulta a extração de informações495
gerais e confiáveis sobre as preferências de habitat destes táxons e neste caso os496
modelos tendem a identificar mais facilmente a ausência destes organismos. O contrário497
também pode ocorrer com organismos muito frequentes. Este comportamento foi498
registrado para N. succinea, que ocorre em somente 13% dos locais. Os modelos499
desenvolvidos para N. succinea, no geral foram fortemente afetados pela baixa presença500
do táxon, identificado através dos altos valores de CCI e relativamente baixos valores de501
K. Este comportamento do modelo pode estar refletindo o padrão anormal que o táxon502
apresentou ao longo da área de estudo. Segundo (Pearson e Rosenberg, 1978), N.503
succinea é associada aos grupos que indicam enriquecimento orgânico por poluição ou504
fontes naturais, sendo comum em locais onde há dominância dos táxons S. benedicti,505
Capitella sp. e Polydora sp.. Entretanto, mesmo com a aplicação dos GAs, não foi506
possível identificar correlação de N. succinea com variáveis que denotam507
enriquecimento orgânico, enquanto S. benedicti, Capitella sp. e Polydora sp.508
apresentaram forte relação com estas variáveis. Supostamente outros fatores, como509
disponibilidade de alimento, competição intra e interespecífica e descritores ambientais510
não mensurados podem estar agindo na supressão de N. succinea em locais onde o511
táxon normalmente seria encontrado.512
A aplicação dos GAs mostrou que estes algoritmos podem ser eficazes na513
detecção e seleção de recursos para a construção de outros modelos. O uso de GAs no514
pré-processamento dos dados ou de forma híbrida, como no caso deste estudo, é515
amplamente divulgado por outros estudos e, em todos os casos em que foram aplicados516
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houve uma melhora significativa da eficiência dos modelos preditivos (Turney, 1995;517
Cha e Tappert, 2009; Zintzaras e Kowald, 2010). As variáveis que não foram518
selecionadas podem ser vistas como irrelevantes para o táxon em particular (Witten e519
Frank, 2000) e na prática, os atributos redundantes podem confundir os sistemas de520
classificação aumentando a sua complexidade (D'heygere et al., 2003). A eliminação de521
dados irrelevantes aumenta a facilidade de interpretação das tendências reveladas nos522
dados, com foco somente nas variáveis mais importantes (Hoang et al., 2010).523
Os resultados obtidos neste estudo mostram que as SVMs são mais adequadas524
para obter uma visão global do efeito das variáveis ambientais porque elas são capazes525
de avaliar simultaneamente o efeito de todas as variáveis sobre a presença/ausência dos526
táxons, enquanto que as CTs são mais adequadas para identificar o efeito das variáveis527
individualmente na ocorrência da fauna, pois consideram apenas uma variável em cada528
divisão (Hoang et al., 2010). Estudos comparativos entre SVMs e CTs mostraram que,529
para a fauna bêntica de rios, o desempenho preditivo das SVMs foi melhor que das CTs530
e a maioria dos táxons apresentou uma melhoria consideravelmente maior de531
desempenho das SVMs após a seleção de variáveis ambientais (Hoang et al., 2010;532
Ambelu et al., 2010). No entanto, neste estudo, a CTs foram mais eficazes na predição533
da fauna bêntica que as SVMs. Algumas condicionantes podem ser responsáveis por534
este desempenho inferior das SVMs, entre elas, o seu potencial uso pode ser dificultado535
por um pequeno número de amostras em comparação com um grande número de536
variáveis (Pai e Hong, 2005). Além disso, as SVMs só recentemente tornaram-se537
populares na modelagem de dados ecológicos (Ambelu et al., 2010; Hoang et al., 2010;538
Pino-Mejias et al., 2010; Lock e Goethals, 2012) e estes estudos são voltados539
principalmente para a modelagem da fauna de rios. Hoang et al. (2010) destaca ainda540
em seu estudo que apesar de ter obtido resultados superiores para SVM, as CTs são541
mais facilmente aplicadas por não-especialistas, o que pode ser uma vantagem das CTs.542
Apesar de algumas limitações reveladas por este estudo, nossos resultados543
indicam que, para dados ecológicos que muitas vezes exibem alta variabilidade inerente,544
as técnicas de inteligência artificial utilizadas podem ajudar no esclarecimento das545
relações entre a presença ou ausência da fauna bêntica e as variáveis ambientais. Porém,546
estudos desenvolvidos para estas redes, em destaque para as SVMs, ainda estão547
concentrados na fauna bêntica de rios, e poucas informações estão disponíveis sobre o548
uso destas na fauna estuarina onde a dinâmica ambiental é muito mais complexa e mais549
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Entre as limitações encontradas neste estudo está a inificiência dos modelos para
alguns taxons, que possivelmente estão sendo mais influenciados por outros fatores não
mensurados, assim como a pequena quantidade de dados utilizados, que podem acabar
prejudicando o desempenho dos modelos, devido ao pequeno número de amostras
exemplo para o treinamento das redes. Entretanto, apesar de algumas limitações,
reveladas por este estudo, nossos resultados indicam que, para dados ecológicos com
alta variabilidade inerente, as técnicas de inteligência artificial utilizadas podem ajudar
no esclarecimento das relações entre a presença ou ausência da fauna bêntica e as
variáveis ambientais.
No capitulo I, a aplicação dos mapas auto-organizáveis (SOM) nas variáveis
ambientais sugere que os diferentes grupos identificados podem estar refletindo
distintos processos ambientais nas planícies entremarés. A introdução dos conjuntos de
dados biológicos nos mapas SOM previamente treinados com as variáveis ambientais
mostrou ser uma abordagem que possibilitou analisar as relações entre as variáveis
ambientais e a fauna. Portanto, o SOM pode ser usado como uma ferramenta analítica e
pode identificar relações entre as unidades de amostragem, sendo eficiente na extração
de informações complexas sobre os dados da fauna e sua distribuição, assim como a sua
relação com as variáveis ambientais.
No capitulo II, a rede perceptron de múltiplas camadas (MLP) demonstrou ser
útil na extração de informações sobre as relações complexas e não-lineares do conjunto
de dados, seja quando todos os táxons simultaneamente foram submetidos à rede ou
quando os táxons passaram pelo treinamento individualmente. Porém, os modelos
mostraram-se susceptíveis às variáveis irrelevantes, ou seja, quando foram
desenvolvidos modelos com todas as variáveis os resultados obtidos foram inferiores ao
desempenho dos modelos com o uso somente das variáveis selecionadas pelos
algoritmos genéticos (GA). Apesar de, em um primeiro momento, obtermos resultados
satisfatórios, mais pesquisas são necessárias para inspecionar e validar as previsões
destes modelos, principalmente pela falta de estudos relacionados a ambientes tão
dinâmicos como a planícies entremarés,
No capitulo III, o desempenho das árvores de classificação (CT) foram melhores
que dos modelos desenvolvidos para as máquinas de vetor de suporte (SVM). Porém,
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estudos desenvolvidos para estas redes, em destaque para as SVMs, ainda estão
concentrados na fauna bêntica de rios e poucas informações estão disponíveis sobre o
uso destas na fauna estuarina onde a dinâmica ambiental é muito mais complexa e mais
fatores ambientais estão envolvidos da distribuição da fauna bêntica.
Em todos os capítulos foi possível identificar que os modelos desenvolvidos
foram afetados pelo procedimento de seleção doa táxons utilizados, ou seja, a seleção
dos táxons foi realizada considerando apenas aqueles com maior ocorrência nos locais
de amostragem e somente os 20 mais frequentes foram utilizados para a modelagem em
todas as redes. Este procedimento provavelmente favoreceu os táxons mais tolerantes à
poluição, ou seja, que habitam uma diversidade maior de condições ambientais, o que
subestima a riqueza de espécies nos ambientes menos poluídos do canal. Portanto, a
modelagem de outros táxons mais raros, com habitats mais seletivos, pode auxiliar na
obtenção de mais informações sobre a qualidade ecológica destes ambientes.
