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Abstract
We give necessary and sufficient conditions for the set of measurable functions Y (A) = {f : ‖t−m/n[f ∗∗(t) − f ∗(t)]‖A < ∞,
f ∗∗(∞) = 0} to be a normable linear space. We also give a complete characterization of all spaces B that can be represented in the
form B = Y (A) for some space A and of all spaces A that can appear in such representations.
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1. Introduction
The classical Sobolev theory may be referred to as the “Lp-theory,” since the properties of all functions and their
derivatives were formulated there in terms of Lp norms. In recent years this theory has been significantly generalized,
involving norms of arbitrary rearrangement-invariant (r.i.) spaces. These new results include various inequalities con-
necting derivatives of functions f with their decreasing rearrangements f ∗. It would seem that the most powerful of
these inequalities is the result obtained in [10].
Proposition 1.1. Let A be a r.i. space with Boyd indices ρA < 1, πA m/n, where m is an arbitrary integer such that
1m n− 1. If a function f ∈ Cm(R) is such that f ∗∗(∞) = |∇f |∗∗(∞) = · · · = |Dm−1f |∗∗(∞) = 0, then∥∥t−m/n(f ∗∗(t)− f ∗(t))∥∥
A

∥∥∣∣Dmf ∣∣∥∥
A
, (1)
where Dmf means the vector whose components are all the derivatives of order m of f .
Here πA and ρA denote the lower and the upper Boyd indices of the space A,
πA = lim
s→0
lndA(s)
ln s
, ρA = lim
s→∞
lndA(s)
ln s
, where dA(s) = sup
f∈A
‖f (t/s)‖A
‖f (t)‖A
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indices coincide and are equal to 1/p. We recall also that
f ∗(t) = inf{λ > 0: mes{x ∈ Ω: ∣∣f (x)∣∣> λ} t}, f ∗∗(t) = 1
t
t∫
0
f ∗(s) ds.
It is also shown in [10] that the inequality (1) is optimal in the following sense: if under the conditions of Propo-
sition 1.1, ‖f ‖B  ‖|Dmf |‖A for some r.i. space B , then ‖f ‖B  ‖t−m/n(f ∗∗(t)− f ∗(t))‖A. This follows from the
connection between Sobolev embeddings and properties of the Hardy type integral operators
Qαf (t) =
∞∫
t
sαf (s)
ds
s
, 0 < α < 1, (2)
stated in [6], namely, that if the inequality ‖f ‖B  ‖|Dmf |‖A holds for all radially symmetric functions f , then
Qm/n : A → B . Consequently, if the r.i. set of functions
Y(A) = {f ∈ L0: ∥∥t−m/n[f ∗∗(t)− f ∗(t)]∥∥A < ∞, f ∗∗(∞) = 0} (3)
is itself a linear normable space B with the norm ‖f ‖B ∼ ‖t−m/n[f ∗∗(t) − f ∗(t)]‖A, then this space immediately
gives an optimal Sobolev embedding in the above mentioned sense.1
The problem of linearity and normability of the set Y(A) is rather simple if πA > m/n. In this case the answer is
obtained in [10] and is always affirmative, since for any such r.i. space A,∥∥t−m/n[f ∗∗(t)− f ∗(t)]∥∥
A
∼ ∥∥t−m/nf ∗∗(t)∥∥
A
. (4)
Therefore it remains only to investigate the so-called limiting case when πA = m/n and the inequality (4) may be
not valid. Unfortunately, even the simplest example of such a space A = Lp , p = m/n, considered in [10], gives a
negative answer—the set Y(A) turns out to be nonlinear. The same phenomenon occurs for the Marcinkiewicz space
A = Mp = Lp,∞, in which case Y(A) coincides with the nonlinear space weak-L∞, defined in [1]. As shown more
recently in [5], for certain other (even not rearrangement-invariant) classical spaces, Y(A) is linear if and only if (4)
holds.
In contrast to the preceding results, there is a case, mentioned more or less explicitly in several papers, of the
Lorentz space A = Lp,1 with p = m/n, for which Y(A) = L∞ and thus is linear. It was believed for some time that
this case is exceptional, and it was even conjectured that all other spaces with πA = m/n yield only nonlinear and
non-normable sets Y(A). However, recently this conjecture was disproved in the paper [8], studying doubly optimal
Sobolev embeddings, where not only the space B is optimal (smallest possible) for the inequality ‖f ‖B  ‖|Dmf |‖A,
but the space A is also optimal (largest possible). This result motivated us to return to the set Y(A) in general and to
study its structure more thoroughly.
In the present paper we state necessary and sufficient conditions for the set (3) to be a linear space with norm
equivalent to ‖t−m/n[f ∗∗(t) − f ∗(t)]‖A, using only its analytical description; the optimality of the corresponding
Sobolev embeddings is then an immediate consequence of the inequality (1). The main theorem is formulated in the
next section; briefly speaking, it states that ‖g‖A ∼ ‖Qm/ng∗‖B for some r.i. space B with the upper Boyd index
ρB < 1 −m/n. The section contains also some preliminary statements needed for the proof of this theorem; the proof
itself is given in Section 3.
Another problem which is solved in the paper concerns the intrinsic characterization of all possible spaces A
yielding linear and normable sets Y(A). Since we consider only the limiting case of spaces A when they all have
the same Boyd index πA = m/n, we need a more delicate indicator of their properties. One of suitable options is
investigated in Section 4, using methods of interpolation theory (mainly from [2] and [4]). A principal role is played
by the so-called Calderón couples also known as K-monotone; in Lemma 4.2 we consider a new case of such couples
that enables description of all admissible spaces A as interpolation ones in the couple (L1,Ln/m,1).
1 Here, as usual, a ∼ b means that simultaneously a  b and b a.
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example, we show that the Lorentz space Lp,1 is indeed exclusive (as was conjectured before) but only among spaces
A with the “limiting” fundamental function ϕA(λ) := ‖χ(0,λ)‖A = λm/n (not among all spaces with πA = m/n). As
another application of our results we obtain that the Zygmund space Lexp is the smallest r.i. space containing the space
BMO.
2. The main theorem (formulation and preliminary assertions)
We refer the reader to the monographs [2] and [9] with all questions concerning r.i. spaces. Recall that those are
Banach function spaces (lattices) in which equimeasurable functions f,g (i.e., such that f ∗ = g∗) have equal norms.
In [9] these spaces are called “symmetric” and defined in a slightly larger sense than in [2]—e.g., in the last book the
r.i. spaces must have the so-called Fatou property, which is not required in [9]. In the present paper we also admit
r.i. spaces without the Fatou property in the case when they are separable, that is, the set of all bounded functions
with compact supports is dense in them. This allows us to include spaces like M◦p , consisting of all f ∈ Mp such that
limt→0,∞ t1/pf ∗∗(t) = 0.
Theorem 2.1. Let A be a r.i. space with the Boyd indices πA = m/n and ρA < 1 and let Qα be the operator defined
by (2). For the expression ‖t−m/n[f ∗∗(t) − f ∗(t)]‖A to be equivalent to some r.i. norm for all measurable functions
f :R→R with f ∗∗(∞) = 0, it is necessary and sufficient that
‖g‖A ∼
∥∥Qm/ng∗∥∥B =
∥∥∥∥∥
∞∫
t
sm/ng∗(s)ds
s
∥∥∥∥∥
B
, ∀g ∈ A, (5)
for some r.i. space B with ρB < 1 −m/n, and in this case
‖f ‖B ∼
∥∥t−m/n[f ∗∗(t)− f ∗(t)]∥∥
A
, ∀f ∈ B. (6)
Conversely, a representation (6) with some r.i. space A exists for any r.i. space B with ρB < 1 − m/n. In both
cases the spaces A and B are optimal for the Sobolev type inequality ‖f ‖B  ‖|Dmf |‖A under conditions of Propo-
sition 1.1.
Remark 1. It is not difficult to see that, for any r.i. spaces A,B connected by (5), always ρA  ρB +m/n, hence the
condition ρA < 1 follows from ρB < 1 −m/n and may be not mentioned in the sufficiency part of this theorem.
Indeed, the operator Qm/n states a one-to-one correspondence between functions g∗ ∈ A and decreasing functions
f ∈ B such that f (∞) = 0 and the function s1−m/nf ′(s) = g∗(s) is also decreasing. Denote by G the set of all such
functions f . By a simple change of variables we obtain from (5) that∥∥∥∥g( tλ
)∥∥∥∥
A
∼
∥∥∥∥∥
∞∫
t
sm/ng∗
(
s
λ
)
ds
s
∥∥∥∥∥
B
=
∥∥∥∥∥
∞∫
t/λ
(λs)m/ng∗(s)ds
s
∥∥∥∥∥
B
= λm/n
∥∥∥∥f( tλ
)∥∥∥∥
B
and thus
dA(λ) = sup
g∈A
‖g(t/λ)‖A
‖g(t)‖A ∼ λ
m/n sup
f∈G
‖f (t/λ)‖B
‖f (t)‖B  λ
m/ndB(λ).
As we shall see further, it is rather easy to derive (6) if we replace the relation (5) by the equivalence ‖g‖A ∼
‖Qm/ng‖B , i.e., with g instead of g∗ in the last term. Unfortunately, the norms ‖Qm/ng‖B and ‖Qm/ng∗‖B are not
equivalent for functions g ∈ A on the whole. Nevertheless, such an equivalence holds for a particular set of functions
g which is crucial for our consideration.
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∞∫
t
sαg(s)
ds
s
∥∥∥∥∥
B
∼
∥∥∥∥∥
∞∫
t
sαg∗(s)ds
s
∥∥∥∥∥
B
(7)
with equivalence constants independent of f .
Proof. We start with proving the inequality ‖Qαg‖B  ‖Qαg∗‖B for arbitrary measurable nonnegative function g.
It can be readily verified that the operator Qα is of two weak types (1, 11−α ) and (
1
α
,∞). Therefore (see, e.g.,
[2, Chapter 3, Section 5]) it must satisfy the inequality (Qαg)∗  S(g∗), where S is the maximal (Calderón) oper-
ator of the above mentioned weak types
S
(
g∗
)
(t) = tα−1
t∫
0
g∗(s) ds +
∞∫
t
sα−1g∗(s) ds
and it remains to show that
∥∥S(g∗)∥∥
B

∥∥∥∥∥
∞∫
t
sα−1g∗(s) ds
∥∥∥∥∥
B
,
i.e., to compare the operator S with its second summand.
The first summand of S can be written as tαg∗∗(t). For the second summand we have that, for any t > 0,
∞∫
t
sα−1g∗(s) ds 
2t∫
t
sα−1g∗(s) ds  1
α
(
2α − 1)tαg∗(2t)
and thus∥∥∥∥∥
∞∫
t
sα−1g∗(s) ds
∥∥∥∥∥
B

∥∥tαg∗(t)∥∥
B
,
because the dilation operator is bounded in any r.i. space. Hence it suffices to prove that ‖tαg∗∗(t)‖B  ‖tαg∗(t)‖B in
any case of ρB < 1 −α. And this follows from the well-known properties of the Hardy operator Hg(t) = 1t
∫ t
0 g(s) ds
(see, e.g., [9, Theorem 6.11]).
Now we proceed to proving the opposite inequality ‖Qαg‖B  ‖Qαg∗‖B , using the special form of g. First we
need the following result from [9, Chapter II, Section 2.2, Property 22◦].
Proposition 2.3. Let γ > −1 and γ + δ < −1. Then for arbitrary nonnegative increasing function x(t), one has
∞∫
0
tγ
[
tδx(t)
]∗
dt  C
∞∫
0
tγ+δx(t) dt (8)
with the constant C independent of x.
Another fact we need is that, for any nonnegative function z(t) and any number τ > 0, one has z∗(s + τ) 
[zχ(τ,∞)]∗(s) for any s > 0. Indeed, mes{t : z(t) > z∗(s + τ)} = s + τ , while the set {t : z(t) > [zχ(τ,∞)]∗(s)} consists
of two parts: {t : z(t + τ) > [zχ(τ,∞)]∗(s)} with the measure s and {t ∈ (0, τ ]: z(t) > [zχ(τ,∞)]∗(s)} with the measure
no greater than τ .
Let us take x(t) = t[f ∗∗(t)− f ∗(t)] and z(t) = tδx(t). Then, for any γ < 0 and any τ > 0, we obtain that
∞∫
tγ z∗(t) dt =
∞∫
(t + τ)γ z∗(t + τ) dt 
∞∫
tγ [zχ(τ,∞)]∗(t) dt. (9)τ 0 0
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x(t)χ(τ,∞)(t), thus, for any γ, δ satisfying the condition of Proposition 2.3, we may apply (8) and obtain that
∞∫
0
tγ [zχ(τ,∞)]∗(t) dt  C
∞∫
0
tγ+δx(t)χ(τ,∞)(t) dt. (10)
All the above mentioned conditions are met if we take γ = α − 1, δ = −α − 1. In this case z(t) = t−α[f ∗∗(t) −
f ∗(t)] = g(t) and, joining (9) and (10), we obtain that
∞∫
τ
tα−1g∗(t) dt  C
∞∫
τ
tα−1g(t) dt.
Together with the already proved opposite inequality this implies (7) as desired. 
The expression ‖Qαg∗‖B is rearrangement-invariant but does not possess all properties of norm (e.g., the triangle
inequality), hence it cannot be used for definition of A if this space is not given and only must be constructed.
Fortunately, we may use another equivalence, proved, e.g., in [6, Theorem 4.4]: if ρB < 1 − α than∥∥∥∥∥
∞∫
t
sαg∗(s)ds
s
∥∥∥∥∥
B
∼
∥∥∥∥∥
∞∫
t
sαg∗∗(s)ds
s
∥∥∥∥∥
B
, (11)
and the right hand expression here is obviously a norm.
3. Proof of the main theorem
Let us show first that (5) implies (6). Indeed, using Lemma 2.2 with α = m/n, we obtain from (5) that
∥∥t−m/n[f ∗∗(t)− f ∗(t)]∥∥
A
∼
∥∥∥∥∥
∞∫
t
sm/n
(
s−m/n
[
f ∗∗(s)− f ∗(s)])∗ ds
s
∥∥∥∥∥
B
∼
∥∥∥∥∥
∞∫
t
f ∗∗(s)− f ∗(s)
s
ds
∥∥∥∥∥
B
=
∥∥∥∥∥
∞∫
t
(−f ∗∗)′(s) ds∥∥∥∥∥
B
= ∥∥f ∗∗∥∥
B
∼ ‖f ‖B
(here we used the fact that f ∗∗(∞) = 0). Moreover, due to (11), the same result will be obtained if, for any given r.i.
space B with ρB < 1 −m/n, we define A as a r.i. space with the norm ‖f ‖A = ‖Qm/nf ∗∗‖B .
Once (6) is proved, we can use (1), obtaining that ‖f ‖B  ‖ |Dmf |‖A for all functions f satisfying the conditions
of Proposition 1.1 and, as shown in [10], the norm of B is the biggest possible in this inequality. On the other hand, as
also stated in [10], such an inequality with another r.i. space G in place of A necessarily implies that Qm/n : G → B ,
that is, ‖g‖G  ‖Qm/ng∗‖B and thus the space A with the norm ‖g‖A = ‖Qm/ng∗∗‖B is the largest r.i. space that
renders such an embedding for the given space B .
It remains to show that the relation (6) is possible exclusively for the spaces A satisfying the relation (5); clearly,
it is enough to consider only nonnegative non-increasing functions from A. Before proving that (5) follows from (6),
let us show that, for any space A with ρA < 1, the relation (6) entails that ρB < 1 −m/n. Indeed, if (6) is given then
dB(λ) = sup
f∈B
‖f (t/λ)‖B
‖f (t)‖B ∼ supf∈B
‖t−m/n[f ∗∗(t/λ)− f ∗(t/λ)]‖A
‖t−m/n[f ∗∗(t)− f ∗(t)]‖A
= λ−m/n sup
f∈B
‖(t/λ)−m/n[f ∗∗(t/λ)− f ∗(t/λ)]‖A
‖t−m/n[f ∗∗(t)− f ∗(t)]‖A  λ
−m/ndA(λ), (12)
hence ρB  ρA −m/n and we are done.
Proceeding to the proof of the relation (5) when the relation (6) is given, let us say that a function g ∈ A has
a fine structure if it can be presented in a form g(t) = t−α[f ∗∗(t) − f ∗(t)] for some function f ∈ B , where again
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g(t) = −t1−α(f ∗∗)′(t), which immediately implies that
∥∥f ∗∗∥∥
B
=
∥∥∥∥∥
∞∫
t
sα−1g(s) ds
∥∥∥∥∥
B
∼
∥∥∥∥∥
∞∫
t
sα−1g∗(s) ds
∥∥∥∥∥
B
(the last by Lemma 2.2). But ‖f ‖B ∼ ‖f ∗∗‖B , hence ‖g‖A ∼ ‖Qαg∗‖B , i.e., the relation (5) follows from (6) for any
function g with a fine structure.
Let us say that a non-increasing function h : (0,∞) → (0,∞) is countably simple if it can be presented in a form
h(t) =
∞∑
k=−∞
ckχ(0,λk)(t), ∀ck  0,
∞∑
k=0
ck  1, (13)
where a two-sided monotone sequence {λk} is such that limk→−∞ λk = 0 and limk→∞ λk = ∞. As a partial case, we
obtain all usual simple functions if ck = 0 only for a finite set of k. Any countably simple function is well defined,
since for any t > 0 the sum in (13) contains only finite number of summands with k < 0.
It is easy to show by constructing the corresponding Lebesgue sets that, for any non-increasing nonnegative func-
tion g(t), there exists a countably simple function h(t) such that h(t)  g(t)  2h(t) for all t ∈ (0,∞) and thus
‖g(t)‖E ∼ ‖h(t)‖E in any r.i. space E. This allows us to prove the relation (5) by verifying it only for countably
simple functions. We shall do this by comparison of countably simple functions with the functions having a fine
structure.
For arbitrary integer k, let us define
fk(t) =
{
ak − btα, if t < λk,
0, if t  λk,
where ak = bλαk , b = 1 +
1
α
.
Then for t < λk we obtain
f ∗∗k (t) =
1
t
t∫
0
(
ak − bsα
)
ds = ak − b1 + α t
α,
while for t  λk
f ∗∗k (t) =
1
t
λk∫
0
(
ak − bsα
)
ds = λk
t
(
ak − b1 + αλ
α
k
)
= 1
t
λ1+αk .
In result,
gk(t) := t1−α
(−f ∗∗k )′(t) = χ(0,λk)(t)+ g˜k(t),
where g˜k(t) = (λk/t)1+αχ[λk,∞)(t).
Let now an arbitrary countably simple function h ∈ A satisfy (13). Using its coefficients and taking an arbitrary
positive integer N , we define three non-increasing functions
hN(t) =
N∑
k=−∞
ckχ(0,λk)(t), f (t) =
N∑
k=−∞
ckfk(t), g(t) =
N∑
k=−∞
ckgk(t) = hN(t)+ g˜(t),
where g˜(t) =∑Nk=−∞ ckg˜k(t). The functions f,g are finite and thus well defined for any t > 0. Indeed, each fk(t)
akχ(0,λk)(t) bλαNχ(0,λk)(t) and thus f (t) (bλαN)hN(t) for all t > 0. For the function g, this fact follows from its
integrability on any finite interval, that will be shown below. It is easy to see that g(t) = −t1−α(f ∗∗)′(t), hence the
function g has a fine structure and thus ‖g‖A ∼ ‖Qαg∗‖B . Let us compare the functions g and hN .
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∫ t
0 gk(s) ds =
∫ t
0 (gk(s)− g˜k(s)) ds when t < λk . If t  λk then
∫ t
0 (gk(s)−
g˜k(s)) ds = λk , while
t∫
0
gk(s) ds = λk +
t∫
λk
(
λk
s
)1+α
ds = λk + λk
α
(
1 − λ
α
k
tα
)
∼ λk
with equivalence constants independent of t and k. Summing over all k, we obtain that
t∫
0
g(s) ds ∼
t∫
0
(
g(s)− g˜(s))ds = t∫
0
hN(s) ds for any t > 0,
that is, the function g is integrable on any finite interval (0, t) as was mentioned before. Moreover, the main property
of r.i. spaces (see, e.g., [2, Chapter 2, Theorem 4.6]) implies that the functions g and hN have equivalent norms in any
r.i. space and thus ‖g‖A ∼ ‖hN‖A. This concerns the quantities ‖Qαg∗‖B and ‖Qαh∗N‖B as well, since by (11) they
are equivalent to norms of g (respectively hN ) in some r.i. space. In result
‖hN‖A ∼ ‖g‖A ∼
∥∥Qαg∗∥∥B ∼ ∥∥Qαh∗N∥∥B,
and the desired equivalence is proved for each function hN , N = 1,2, . . . , with equivalence constants independent
of N .
Next we consider the situation when N → ∞ so that hN(t) → h(t) a.e. Since hN(t) h(t) for each N , we obtain
immediately that supN‖hN‖A  ‖Qαh∗‖B . Recall that we consider only r.i. spaces which are separable or have the
Fatou property. In both cases ‖h‖A = supN‖hN‖A, hence ‖h‖A  ‖Qαh∗‖B . On the other hand, as was already
mentioned above, the relation (6) implies that Qα : A → B , that is, ‖Qαh∗‖B  ‖h‖A. Both inequalities together give
the desired equivalence for the function h, and the theorem is proved.
Remark 2. A natural question may be posed: what happens if the space A has πA < m/n? The inequality dA(λ) 
λm/ndB(λ) obtained in Remark 1 implies that πA  πB +m/n, hence the relation (5) is impossible when πA <m/n.
The relation (6) for spaces A with ρA < 1 entails even a stronger result, namely, dA(λ) ∼ λm/ndB(λ). Indeed, the
proof of Theorem 2.1 shows that the dilation function dA(λ) can be evaluated, using only the functions with fine
structure, thus the inequality (12) turns into equivalence. In result the case of πA < m/n is incompatible with any of
relations (5) and (6).
4. Independent description of spaces A
The proven theorem asserts that the relation (6) is possible for any r.i. space B if ρB < 1 −m/n. At the same time,
the suitable spaces A are described by the relation (5) dependent on B . Nevertheless it is possible to give an intrinsic
characterization of all admissible spaces A, involving only their own properties.
Theorem 4.1. If a r.i. space A has a representation (5) for some r.i. space B with ρB < 1−m/n, then A is interpolation
in the couple (L1,Ln/m,1). On the other hand, for any space A interpolation in this couple, the representation (5) can
be obtained with the help of some r.i. space B .
Before proving this theorem we recall some needed basic definitions and facts from interpolation theory. A space A
is called interpolation in the couple (A0,A1) if any linear operator, which is bounded on A0 and A1, is also bounded
on A. One says that the triple (A0,A1,A) is interpolation with respect to the triple (B0,B1,B) if any linear operator
T such that T : Ai → Bi , i = 0,1, satisfies T : A → B . In this case the spaces A and B may be not interpolation in
their own couples. However, if A is the largest possible space having the above mentioned interpolation property with
respect to a given space B , then it is interpolation in its own couple A0,A1 as well. The same is true for the space
B if it is the smallest possible with respect to a given space A. A proof of this famous result due to Aronszajn and
Gagliardo can be found, e.g., in [9, Chapter 1, Section 4.3].
A rule F , which to any Banach couple (A0,A1) assigns some intermediate space A = F(A0,A1), is called an
interpolation functor if, for any other couple (B0,B1), the triple (A0,A1,A) is interpolation with respect to the triple
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functors are A0 ∩A1, A0 +A1 or A0 + tA1 for arbitrary t > 0. The last one is particularly important, since it is used
for the definition of the so-called K-functional of Peetre
K(t, f,A0,A1) = ‖f ‖A0+tA1 = inf
f=f0+f1
(‖f0‖A0 + t‖f1‖A1).
The K-functional, in its turn, is used for the definition of a large set of the so-called real interpolation functors:
(A0,A1)
K
Φ =
{
f ∈ A0 +A1: ‖f ‖(A0,A1)KΦ =
∥∥K(t, f,A0,A1)∥∥Φ < ∞},
where Φ may be any Banach function space (lattice) such that min(1, t) ∈ Φ . Taking twice the same para-
meter space Φ , we always obtain that the triple (A0,A1, (A0,A1)KΦ) is interpolation with respect to the triple
(B0,B1, (B0,B1)KΦ). Additional information about real interpolation functors can be found in the monograph [4],
where this kind of interpolation is presented in a very complete form.
Returning to the r.i. spaces, we note, first of all, the case of interpolation from a couple (Lp0,1,Lp1,1) to a cou-
ple (Lq0,∞,Lq1,∞), which is named weak interpolation. Recall that an example of such interpolation was already
mentioned at the beginning of the proof of Lemma 2.2, namely, the case of p0 = 1, q0 = 11−α and p1 = 1α , q1 = ∞.
This kind of interpolation is rather simple for investigation due to existence of the maximal (Calderón) operator S,
which dominates any other operator T : Lpi,1 → Lqi,∞ (i = 0,1), namely, (Tf )∗  CS(f ∗) with a constant C in-
dependent of f (see [2, Chapter 3, Section 5]). In result, for any space B from the couple (Lq0,∞,Lq1,∞), the space
A with the norm ‖f ‖A ∼ ‖S(f ∗)‖B is the largest possible space from the couple (Lp0,1,Lp1,1) such that the triple
(Lp0,1,Lp1,1,A) is interpolation with respect to the triple (Lq0,∞,Lq1,∞,B). Recall that by the theorem of Aronszajn
and Gagliardo this implies that the space A is interpolation in its own couple (Lp0,1,Lp1,1).
Another useful feature of weak interpolation is its tight connection to real interpolation (see [4, Section 4.4]).
Namely, if a triple (Lp0,1,Lp1,1,A) is interpolation with respect to a triple (Lq0,∞,Lq1,∞,B) and pi  qi , i = 0,1,
then there exists a parameter space Φ such that
A ↪→ (Lp0,1,Lp1,1)KΦ, (Lq0,∞,Lq1,∞)KΦ ↪→ B,
that is, the K-method gives in this case the optimal interpolation results.
The couple (Lq0,∞,Lq1,∞) taken alone possesses even a stronger property—it does not have interpolation spaces
other than (Lq0,∞,Lq1,∞)KΦ . The couples with such a property are usually named Calderón couples. As shown in [4],
the following three assertions are equivalent:
(i) any interpolation space A in the couple (A0,A1) has a form A = (A0,A1)KΦ for some parameter space Φ depen-
dent on A;
(ii) if K(t, f,A0,A1)  K(t, g,A0,A1) for some functions f,g ∈ A0 + A1, then there exists a linear operator T
bounded on A0 and A1 and such that Tf = g;
(iii) if K(t, f,A0,A1)  K(t, g,A0,A1), then ‖f ‖A  ‖g‖A for any space A interpolation in the couple (A0,A1)
and such that g ∈ A.
The above mentioned Section 4.4 from [4] contains a theory and various examples of Calderón couples. As im-
portant for our discussion, we should mention the couples (Lp(ω0),Lp(ω1)), 1  p ∞, with arbitrary weight
functions ω0,ω1. Another example is given by the target couple of weak interpolation (Lq0,∞,Lq1,∞) that was al-
ready mentioned above—it is a Calderón one for any finite q0, q1  1. For the domain couple of weak interpolation
(Lp0,1,Lp1,1), such a property is also stated in [4], but only if p0,p1 > 1. Unfortunately, the couple (L1,Lp,1), which
is needed for Theorem 4.1, is not stated as a Calderón one in [4] and in various special papers devoted to this topic.
We are filling this gap below.
Lemma 4.2. The couple (L1,Lp,1) is a Calderón couple for any p ∈ (1,∞).
Proof. We denote θ = 1/p. For any function f , its norm in the space L1 + Lp,1 is equivalent to the norm of f ∗ in
the space L1 +L1(sθ−1) and thus K(t, f,L1,Lp,1) ∼ K(t, f ∗,L1,L1(sθ−1)) with equivalent constants independent
of t and f . Therefore the inequality K(t, f,L1,Lp,1)K(t, g,L1,Lp,1) for two measurable functions f,g implies
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hence there exists a linear operator T bounded on the spaces L1 and L1(sθ−1) and such that T (g∗) = f ∗. Moreover,
T : Lp,1 → L1(sθ−1), since ‖f ‖L1(sθ−1)  ‖f ‖Lp,1 for any f .
Let us consider now the operator (2) with α = 0. It is easy to check that Q0 is bounded on the space L1(sθ−1) and
if a function f is nonnegative, then the function Q0f is decreasing, so that ‖Q0f ‖L1(sθ−1) = ‖Q0f ‖Lp,1 . In result
‖Q0T g‖Lp,1 
∥∥Q0|T g|∥∥Lp,1 = ∥∥Q0|T g|∥∥L1(sθ−1)  ‖T g‖L1(sθ−1)  ‖g‖Lp,1,
that is, Q0T : Lp,1 → Lp,1. Since we also have that Q0T : L1 → L1, we obtain that Q0T : A → A for any space A
interpolation in the couple (L1,Lp,1), and thus∥∥Q0(f ∗)∥∥A = ∥∥Q0T (g∗)∥∥A  ∥∥g∗∥∥A = ‖g‖A
(the last equality follows from the fact that any space A, which is interpolation in a couple of r.i. spaces, must be r.i.
space as well). But
Q0
(
f ∗
)
(t) =
∞∫
t
f ∗(s)ds
s

2t∫
t
f ∗(s)ds
s
 f ∗(2t) ln 2,
thus
‖f ‖A ∼
∥∥f ∗(2t)∥∥
A

∥∥Q0(f ∗)∥∥A  ‖g‖A,
which corresponds to the assertion (iii) above and is equivalent to the couple (L1,Lp,1) being Calderón. 
Proof of Theorem 4.1. Let a r.i. space A have a representation (5) for some r.i. space B with ρB < 1 − m/n. Then,
as shown in the first part of the proof of Lemma 2.2, ‖Qm/n(g∗)‖B is equivalent to ‖S(g∗)‖B for all g ∈ A, where S
is the maximal (Calderón) operator for interpolation from the couple (L1,Ln/m,1) to the couple (Ln/(n−m),∞,L∞).
Thus A is the largest possible space such that the triple (L1,Ln/m,1,A) is interpolation with respect to the triple
(Ln/(n−m),∞,L∞,B). By the Aronszajn–Gagliardo theorem this immediately implies that the space A is interpolation
in the couple (L1,Ln/m,1) as desired.
Conversely, let a r.i. space A be interpolation in the couple (L1,Ln/m,1). By Lemma 4.2 this means that A =
(L1,Ln/m,1)
K
Φ for some parameter space Φ . Let us define B = (Ln/(n−m),1,L∞)KΦ with the same Φ . The norms in
spaces A,B can be written more explicitly if one uses the known formulas for K-functional in considered couples
(see, e.g., [2, Chapter 5, Corollary 2.3]):
K(t, f,L1,Lp,1) ∼
tp/(p−1)∫
0
f ∗(s) ds + t
∞∫
tp/(p−1)
s1/pf ∗(s)ds
s
,
K(t, f,Lq,1,L∞) ∼
tq∫
0
s1/qf ∗(s)ds
s
.
Taking p = n/m, q = n/(n−m), we obtain that q = p/(p − 1) and thus
K
(
t,Qm/n
(
g∗
)
,Lq,1,L∞
)∼ tq∫
0
s1/q
( ∞∫
s
τ 1/pg∗(τ )dτ
τ
)
ds
s
=
tq∫
0
τ 1/pg∗(τ )
( τ∫
0
s1/q
ds
s
)
dτ
τ
+
∞∫
tq
τ 1/pg∗(τ )
( tq∫
0
s1/q
ds
s
)
dτ
τ
∼
tq∫
g∗(τ ) dτ + t
∞∫
q
τ 1/pg∗(τ )dτ
τ
∼ K(t, g,L1,Lp,1).
0 t
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‖g‖A =
∥∥K(t, g,L1,Lp,1)∥∥Φ ∼ ∥∥K(t,Qm/n(g∗),Lq,1,L∞)∥∥Φ = ∥∥Qm/n(g∗)∥∥B,
which gives the desired representation (5) for the space A. 
5. Supplements and examples
Applying Theorem 1.1 to functions vanishing outside some bounded set Ω , we obtain its variant for r.i. spaces with
finite underlying interval. For simplicity we take |Ω| = 1, so that all functions f ∗(t), g∗(t) are equal to 0 for t > 1. In
result the relation (5) takes a form
‖g‖A ∼
∥∥Qm/ng∗∥∥B =
∥∥∥∥∥
1∫
t
sm/ng∗(s)ds
s
∥∥∥∥∥
B
, ∀g ∈ A. (5a)
The relation (6) changes more essentially, since only f ∗(t) = 0 for t > 1, while f ∗∗(t) = f ∗∗(1)/t . Consequently,
the expression ‖t−1−m/nf ∗∗(1)χ(1,∞)(t)‖A ∼ f ∗∗(1) = ‖f ‖L1(0,1) must be added to the right-hand side of (6) which
obtains a form
‖f ‖B ∼
∥∥t−m/n[f ∗∗(t)− f ∗(t)]∥∥
A
+ ‖f ‖L1 , ∀f ∈ B. (6a)
Let us consider some examples of the relation (6a) for spaces defined on (0,1). If πB > 0 then the correspond-
ing space A defined by (5a) has πA > m/n and this case is trivial, since ‖f ‖B ∼ ‖t−m/nf ∗∗‖A ∼ ‖t−m/n[f ∗∗(t) −
f ∗(t)]‖A. Nontrivial examples would appear if πB = 0, except for the space B = L∞ which is also well known
with A = Ln/m,1. Many interesting examples can be obtained if to take as B the spaces Lp,α,E of Lorentz–
Zygmund type, defined and studied in [11]. The case of πB = 0 comes out when p = ∞, giving the spaces with
the norm ‖f ‖B = ‖f ‖L∞,α,E = ‖(ln et )αf ∗∗(t)‖E˜ , where E˜ is the set of all functions g : (0,1) → R such that‖g‖E˜ = ‖g(e−t )‖E(0,∞) < ∞ and α < −ρE . As shown in [11], the upper and the lower Boyd indices of spaces
Lp,α,E coincide, thus if πB = 0 then also ρB = 0 and the corresponding space A must be the largest possible in weak
interpolation from (L1,Ln/m,1) to (Ln/(n−m),∞,L∞) with respect to the given space B . The general form of such
spaces A was also found in [11]; for the case of B = L∞,α,E , they have a norm
‖g‖A =
∥∥∥∥∥
(
ln
e
t
)α 1∫
t
sm/ng∗∗(s)ds
s
∥∥∥∥∥
E˜
. (14)
For instance, B = L∞,−1,Ln/m is the Hansson–Brézis–Wainger space with the norm ‖f ‖B = ‖t−m/nf ∗∗(t)/
ln e
t
‖Ln/m , appearing in [3] and [7] as the smallest target space for the embedding of the Sobolev space Wm,p0 when
p = n/m. The formula (14) defines the corresponding space A with the norm
‖g‖A =
∥∥∥∥∥ t−m/nln e
t
1∫
t
sm/ng∗∗(s)ds
s
∥∥∥∥∥
Ln/m
(notice that this space was recently obtained in [6] as the maximal enlargement of the space Ln/m for the Sobolev
embedding into the same space B).
Although, for the Hansson–Brézis–Wainger space B , the corresponding πA = m/n, the fundamental function
ϕA(λ) is equivalent to λm/n(ln eλ )
−1
, which is essentially smaller than the limiting function λm/n. As shown in [10],
the set Y(A) defined by (3) is not a normed linear space when A = Ln/m. Now we can prove that the space A = Ln/m,1
is the only r.i. space with the fundamental function λm/n which gives the relation (6a) for some r.i. space B . Indeed, the
space A = Ln/m,1 is the largest space such that Qm/n : A → L∞, thus for any other A with the fundamental function
λm/n we get the corresponding space B larger than L∞, namely, such that ϕB(λ) → 0 as λ → 0. But the elementary
inequalities
χ(0,λ/2)(t)
λ∫
sα−1 ds 
1∫
t
sα−1χ(0,λ)(s) ds  χ(0,λ)(t)
λ∫
sα−1 dsλ/2 0
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ϕB(λ/2) ∼ ϕB(λ) for any r.i. space B , we obtain that ϕB(λ) ∼ λ−m/nϕA(λ) and thus ϕA(λ) cannot be equivalent
to λm/n.
Let us remark in conclusion that our results give a possibility to find the linear hull of the set Y(A) for arbitrary r.i.
space A, that is, the minimal r.i. space B ⊃ Y(A). It is enough to take the minimal space A¯ ⊃ A, which is interpolation
in the couple (L1,Lm/n,1), and then B = Y(A¯). A large class of spaces A, for which the corresponding A¯ can be
described explicitly, is given in [11] (and also in [12] in terms of optimal Sobolev embeddings). For example, if
A = Mm/n (i.e., Lm/n,∞), then Y(A) = weak-L∞, which is the r.i. hull of the space BMO (see [1]). The corresponding
space A¯ can be obtained from (14) if one takes α = −1, E˜ = L∞(0,1). Consequently, the space B = Y(A¯) with the
norm ‖f ‖B = sup0<t<1(ln et )−1f ∗∗(t) is the smallest r.i. space containing weak-L∞ and thus the smallest r.i. space
containing BMO. It is easy to see that our space B coincides with the Zygmund space Lexp (see, e.g., [2, p. 246]).
Of course, the embedding BMO ↪→ Lexp is well known [2, p. 382], and we only have confirmed optimality of this
embedding.
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