The problems of testing a normal covariance matrix and an interval estimation of generalized variance when the data are missing from subsets of components are considered. The likelihood ratio test statistic for testing the covariance matrix is equal to a specified matrix, and its asymptotic null distribution is derived when the data matrix is of a monotone pattern. The validity of the asymptotic null distribution and power analysis are performed using simulation. The problem of testing the normal mean vector and a covariance matrix equal to a given vector and matrix is also addressed. Further, an approximate confidence interval for the generalized variance is given. Numerical studies show that the proposed interval estimation procedure is satisfactory even for small samples. The results are illustrated using simulated data.
INTRODUCTION
The problem of missing data is an important applied problem, because missing values are commonly encountered in many practical situations. For instance, if some of the variables to be measured are too expensive, then experimenters may collect the complete data from a subset of the selected sample and collect data only on less expensive variables from the remaining individuals in the sample. In some situations, incomplete data arise because of the accidental loss of data on some variables or variables are unobservable through design consideration. Two commonly used approaches to analyze incomplete data are the likelihood-based approach and the multiple imputation. The imputation method is to impute the missing data to form complete data and then use the standard methods available for the complete data analysis. For a good exposition of the imputation procedures and validity of imputation inferences in practice, we refer to Little and Rubin (1987) and Meng (1994) . The results based on imputation methods are satisfactory even for nonnormal data and they are valid under the assumption that the data are missing at random (Rubin, 1976) . However, inferences based on imputational method are in general valid only for large samples (Rubin and Schenker, 1986; Li et al., 1991) . If normality is assumed then the computational task involved in the imputation procedure can be avoided and simple test procedures for various patterns of data can be obtained. Furthermore, as shown in Pannala (1998, 1999) , the results under the normality assumption are very satisfactory even for small samples although it requires the assumption that the data are missing completely at random (MCAR). MCAR means that missingness is completely independent of either the nature or the values of the variables in the data set under study. Practical situations where MCAR can be assumed are given at the beginning of this paragraph.
The problems treated in this article concern making inferences on normal covariance matrix 7 based on a monotone sample. A monotone sample can be described as follows. Consider a sample of N 1 individuals on which we are interested in p characteristics or variables. For the reasons given at the beginning of this section, we may not be able to observe all the variables from all the individuals in the sample. Suppose that we observe only p 1 variables from all N 1 individuals, p 1 + p 2 variables from a subset of N 2 individuals and so on; then the resulting sample data can be written in the following pattern known as a monotone pattern or triangular pattern.
x 11 , ..., x 1N k , ..., x 1N 2 , ..., x 1N 1 x 21 , ..., x 2N k , ..., x 2N 2 (1.1) } } } } x k 1 , ..., x kN k
We note that each x in the i th row represents p i _1 vector observation, i=1, ..., k, p 1 + p 2 + } } } + p k = p and N 1 >N 2 > } } } >N k . In other words, N 1 &N k observations are missing on the last set of p k components, N 1 &N k&1 observations are missing on the last but first set of p k&1 components, and so on. Even though there are other missing patterns considered in the literature (for example, Lord, 1955) , the monotone pattern is relatively easy to handle and is the most common in practice, and so we consider only monotone samples in this paper.
Several authors have considered the problem of making inferences about the normal mean vector + and the covariance matrix 7 for monotone samples. Anderson (1957) provided a simple unified approach to derive the maximum likelihood estimators (MLEs) for + and 7 and gave explicit expressions of the MLEs for the pattern of data (1.1) with k=2. Following the method of Anderson, Bhargava (1962) derived likelihood ratio tests (LRTs) for many problems when the samples are of monotone pattern with p 1 = } } } = p k =1. Since Bhargava's work, many authors have addressed the problems of confidence estimation and power analysis of the LRT about + for some special cases; for example, see Mehta and Gurland (1969) , Morrison (1973), and Naik (1975) . Recently, Pannala (1998, 1999 ) developed a confidence region and some simple test procedures for + when samples are of pattern (1.1) or Lord's (1955) pattern.
Although quite extensive studies are made on inferential procedures about the normal mean vector +, only very limited results are available on the covariance matrix 7. Regarding point estimation of 7, Eaton (1970) developed a minimax estimator of 7 and showed that it is better than the MLE under an entropy loss function. Sharma and Krishnamoorthy (1985) derived an orthogonal invariant estimator which is better than Eaton's minimax estimator under the entropy loss. These results are for monotone samples. Bhargava (1962) derived the LRT statistic for testing the equality of several covariance matrices and an approximation to its null distribution.
In the following we summarize the results of this article. In Section 2, we give some preliminary results. In Section 3, we consider the problem of testing the normal covariance matrix when the sample is of monotone pattern (1.1). We derive the LRT statistic using the conditional likelihood approach of Anderson (1957) . Since the exact null distribution of the LRT statistic is difficult to derive, we approximate it by a constant times chi-square distribution using the Satterthwaite approximation. The validity of the approximate distribution is verified using simulation. Our numerical studies indicate that the results are satisfactory even for small samples. Power comparisons between the LRT based on incomplete data and the LRT based on complete data obtained by discarding the extra data are made to demonstrate the advantage of keeping the extra data; comparison studies indicate that the former is more powerful than the latter in all the cases considered. The results are extended to simultaneous testing hypotheses about the mean vector and covariance matrix in Section 4.
The problem of estimating the generalized variance |7| is addressed in Section 5. We consider |7 |, where 7 is the MLE of 7, as a point estimator of |7|. A traditional normal approximation (Section 5.1) and a new chi-square approximation (Section 5.2) to the distribution of |7 |Â|7| are derived. On the basis of the approximate distributions, we give confidence intervals for the generalized variance. We also showed that the chi-square approximation is good even for small samples whereas the normal approximation is not satisfactory even for moderately large samples. In Section 6, the results are illustrated using a simulated data set.
PRELIMINARIES
In the following we present some basic results in the notations of Krishnamoorthy and Pannala (1998) . Let X (l ) denote the submatrix of (1.1) formed by the first p 1 + p 2 + } } } + p l rows and the first N l columns, l=1, ..., k. Let xÄ (l ) and S (l ) denote respectively the sample mean vector and the sums of squares and products matrix based on X (l ) , l=1, ..., k. We shall give the results for the case of k=2. The following results are well known.
xÄ
(1) =xÄ 1, 1 tN p 1 (+ 1 , 7 11 ÂN 1 ), These are the MLEs that we will use to derive the likelihood ratio tests for testing 7 and for testing + and 7 simultaneously. The following lemmas are needed in the remainder of the paper. 
Proof. See Siotani et al. (1985, Theorem 2.4.1, p. 70) .
A proof of the following lemma can be found, for example, in Muirhead (1982, p. 100) .
Lemma 2.2. Let StW p (n, 4), where 4 is a positive definite matrix. Then,
where all the chi-square variates are independent.
LIKELIHOOD RATIO TEST FOR 7
We derive the LRT statistic for testing H 0 : 7=7 0 against H a : 7{7 0 , where 7 0 is a specified positive definite matrix when the data set is of monotone pattern (1.1) with k=2. It is easy to see that the testing problem is invariant under the transformations
where A is a p_p nonsingular matrix with the submatrix A 12 =0, and A 11 is the (1,1) submatrix of A with order p 1 _p 1 . Therefore, without loss of generality, we can assume that 7 0 =I p , the identity matrix of order p.
LRT Statistic
Let n p (x | +, 7) denote the probability density function of a p-variate normal random vector with mean + and covariance matrix 7. Writing the joint density as the product of the marginal and conditional density functions, we can express the likelihood function as
where + 2.1 =+ 2 &7 21 7
&1
11 + 1 and 7 2.1 =7 22 &7 21 7 &1 11 7 12 . Using the MLEs given in (2.1), it can be shown that the LRT statistic is
It is well known that the LRT for testing 7=7 0 is biased even when no data are missing. Further, by replacing the sample size by the degrees of freedom, an unbiased test can be obtained (Das Gupta, 1969) . In view of this fact, we modify the LRT statistic (3.2) by replacing N 1 by n 1 =N 1 &1 and N 2 by n 2 =N 2 & p 1 &1. The reason for choosing n 1 and n 2 is that S 11, 1 tW p 1 (n 1 , I p 1 ) and N 2 7 2.1 tW p 2 (n 2 , I p 2 ). The modified LRT statistic is given by
Using the relation that S 22, 2 =S 2.1, 2 +S 21, 2 S &1 11, 2 S 12, 2 , we can write 4 as
where
An Asymptotic Null Distribution of the Modified LRT Statistic
The exact null distribution of 4 is difficult to obtain. Therefore, we resorted to finding an asymptotic null distribution of 4. It follows from Lemma 2.1 that 4 1 , 4 2 , and tr (S 21 
Therefore, it follows from (3.3) that asymptotically
Thus, &2 ln 4 is asymptotically distributed as a linear combination of three independent chi-square random variables. Again, it is not easy to find the exact distribution of
So we approximate the distribution of W by using the classical Satterthwaite's (1946) approximation. That is, we approximate the distribution of W by the distribution of a/ 2 . Toward this, we note that
and
. To understand the validity of the asymptotic null distribution in (3.5), we simulated the sizes of the test (using 100,000 runs) at levels :=0.05 and 0.01. The IMSL subroutine RNMVN is used to generate multivariate normal variates. For given N 1 , N 2 , p 1 , p 2 , and :, the size of the test is estimated by the proportion of the times &2 ln 4 exceeds the 100(1&:) th percentile of a/ 2 b . The simulation results are presented in Table I . It is clear from Table I that the approximation is very satisfactory even for small values of N 1 and N 2 .
Power Studies
To understand the nature of the powers of the modified LRT, and the advantage of keeping additional data, we estimated the powers of the modified LRT and the modified LRT based on``partially complete data'' (the data obtained after deleting the additional N 1 &N 2 observations on the first p 1 components) using simulation. The powers of the modified LRT based on partially complete data are given in parentheses. The powers are computed when H 0 : 7=I p and presented in Table II . We observe from Table II that the powers of the tests are increasing as sample sizes increase; they are also increasing as 7 moves away from the specified matrix I p in H 0 . Further, the powers of the modified LRT based on incomplete data are always larger than the corresponding powers of the modified LRT based on partially complete data. This demonstrates the advantage of keeping the extra data available on the first p 1 components.
Generalization
The LRT procedures discussed in the earlier sections can be extended to the monotone pattern (1.1) with k 3 in a relatively easy manner. For convenience, let us first illustrate the case k=3 and the null hypothesis H 0 : 7=I p . The modified LRT statistic is given by , where f 3 = p 3 ( p 3 +1)Â2 and \ 3 =1&(2p
, and hence its null distribution can be approximated by the distribution of a constant times chi-square random variable as in Section 3.2. The expression of 4 for a general k can be obtained similarly using the MLEs (see, for example, Jinadasa and Tracy, 1992) of + and 7. Following the notations defined at the beginning of Section 2, we can partition the sample summary statistics as
Further, define
Using these notations, the MLEs can be expressed as
In terms of these notations, the LRT statistic can be expressed as
.., k, the modified LRT statistic can be written as
It follows again from a generalization of Lemma 2.1 that all the terms involved in 4 are independent with &2 ln
Therefore, asymptotically &2 ln 4t
Since (3.10) is a linear combination of independent chi-square random variables, its distribution can be approximated by the distribution of a constant times chi-square random variable as in Section 3.2.
TESTING HYPOTHESES THAT A MEAN VECTOR AND A COVARIANCE MATRIX ARE EQUAL TO A GIVEN VECTOR AND MATRIX
We shall derive the LRT statistic for testing
As in Section 3, without loss generality, we can assume that +=0 and 7=I p . For the case k=2, we derived the LRT statistic using the approach of Section 3.1, which is given by
Again for the same reason given in Section 3.1, we modify the LRT statistic by replacing N 1 by n 1 =N 1 &1 and N 2 by n 2 =N 2 & p 1 &1 except for the last two terms. After modification and rearranging some terms, we can express the LRT statistic as
where 4 is the LRT statistic given in (3.3). Note that, under H 0 : +=+ 0 , 7=I p , N 1 xÄ $ 1, 1 xÄ 1, 1 and N 2 xÄ $ 2, 2 xÄ 2, 2 are independent with
. Thus, it can be shown along the lines of Section 3.2 that asymptotically
where \ i 's and f i 's are given in Section 3.2. The distribution of
can be approximated by the distribution of c/ 2 d . Our numerical studies (not reported here; see Hao, 1999) indicated that this approximation is also satisfactory even for small sample sizes.
CONFIDENCE INTERVALS FOR THE GENERALIZED VARIANCE
In this section, we are interested in making inferences about the generalized variance |7| with missing data of monotone pattern (1.1). We consider |7 |, where 7 is the MLE of 7, as a point estimator of |7|. We give two confidence intervals for the generalized variance, one is based on the asymptotic normal distribution of |7 | and the other is based on a chi-square approximation to the distribution of ( |7 |Â|7|)
where 7 11 and 7 l } (l&1) } } } 1 are given in (3.9). Further, it is well known that all k terms on the right hand side of (5.1) are independent with
where q 1 =0, q i = p 1 + } } } + p i&1 , i=2, ..., k, 7 1.0 =7 11 , and 7 1.0 =7 11 .
Confidence Interval for |7| Based on the Asymptotic Normal Distribution
We will use the following asymptotic distribution of |7 | to construct a confidence interval of |7 |.
, 2 :
Proof. For i=1, ..., k, it follows from (5.2) that
Therefore, by Theorem 3.2.16 of Muirhead (1982, p. 102) ,
Using the relation ln |7 | &ln |7| =
.., k, are independent, we complete the proof.
Let m=&
, and z ; denote the 100; th percentile of the standard normal distribution. For large samples, a 100(1&:) 0 confidence interval for the generalized variance |7| based on (5.3) is given by
(5.4)
Our preliminary numerical studies indicated that the normal approximation is not satisfactory even for moderately large samples and so we give a chi-square approximation to the distribution of |7 |Â|7| in the following section.
Confidence Interval for |7| Based on a Chi-square Approximation
In some special cases, the product of k independent chi-square random variables is distributed as a constant times the k th power of a chi-square random variable (see Anderson, 1984, p. 264) . Further, Hoel (1937) suggested a constant times gamma distribution as an approximation to the distribution of the p th root of the sample generalized variance. These results indicate that the distribution of ( |7 |Â|7|) 1Â p can be approximated by a constant times chi-square distribution in an incomplete data setup as well. We approximate the distribution of (|7 |Â|7| )
1Âp by the distribution of a/ 2 b , where a and b are unknown positive parameters which can be estimated by the method of moments. Toward this, we need to find the moments of |7 |.
It follows from (5.2) and Lemma 2.2 that
where all the chi-square variates are independent. Using this result, and the rth moment of a / 2 a random variable,
we get
By (5.1) and (5.2) and noticing that |7| =>
.., k, q 1 =0, and p= p 1 + } } } + p k . Thus, from (5.7) we have
Equating M 1 and M 2 respectively to the first and second moment of a/ 2 b , and solving the resulting equations for a and b, we get
where a and b are given in (5.9). Furthermore, for given 0<;<1, let c ; denote the 100; th percentile of |7 |Â|7|. Then, where / 2 b (;) denotes the 100;th percentile of the chi-square random variable with b degrees of freedom, and an approximate 100(1&:) 0 confidence interval for |7| is given by (|7 |Âc 1&:Â2 , |7 |Âc :Â2 ).
(5.12)
Validity of the Approximations
We evaluate the accuracies of the normal and chi-square approximations by the Monte Carlo method. For given :, N i 's, and p i 's, note that the 100: th percentile of |7 | based on the normal approximation is given by
where m and v are as defined in Section 5.1, and the percentile based on the chi-square approximation is c : given in (5.11). We estimated P(|7 |Â|7| exp(m+z : -v)) and P(|7 |Â|7| c : ) using simulation consists of 100,000 runs. We used (5.3) to generate |7 |Â|7|. For a good approximation, estimated proportion should be equal to the specified :. In Table III Hoel's (1937) approximation to construct the confidence interval for the generalized variance. We also estimated percentiles for other dimensions and sample sizes configuration. Since they all exhibited a pattern similar to that in Table III In order to create a monotone pattern data set, we discarded the last six observations on the third component. The simulated data are presented in Table IV . Thus, in our notations, we have p 1 =2, p 2 =1, N 1 =20, and N 2 =14.
Hypothesis Testing about 7
The hypotheses are H 0 : 7=7 0 and H a : 7{7 0 , where
Note that 7 and 7 0 are different only in the first 2_2 submatrix, and they are not a lot apart from each other. We chose this 7 0 to check whether the proposed test is able to detect such a small difference between 7 and 7 0 . Let T denote the lower triangular matrix with positive diagonals so that where T 11 is of order 2_2. Make transformations (x 1 j , x 2 j , x 3 j )= ( y 1 j , y 2 j , y 3 j )(T $) &1 for j=1, ..., 14, and (x 1 j , x 2 j )=( y 1 j , y 2 j )(T $ 11 ) &1 for j=15, ..., 20 so that, under H 0 , the vector x has a trivariate normal distribution with covariance matrix I 3 .
For the transformed data, the sums of squares and the cross-products matrices are Muirhead, 1982, p. 359) .
For the hypothesis , N 1 xÄ $ 1, 1 xÄ 1, 1 + N 2 xÄ $ 2, 2 xÄ 2, 2 =10.006, and $=4.2949_10
&6 . The statistic &2 ln $=24.72, with p-value=0.0054. According to the standard procedure (see Anderson, 1984, p. 440 ) based on partially complete data with N=14, the value of the statistic &2 ln $=20.08, with p-value =0.039.
As this example illustrated, the modified LRT based on incomplete data provides more evidence against H 0 than the standard procedure based on partially complete data.
Confidence Interval for |7|
We compute a 95 0 confidence interval for |7| using the data in Table IV . Recall that the mean +=0, and the true value of |7| is 10. Further, we have a monotone sample with p 1 =2, p 2 =1, N 1 =20, and N 2 =14. The sample statistics are, 
