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be used to combine projections for a range of quantities into a weighted mean 118 result, with significance estimates which also treat the weighting appropriately. 119 Ideally, the method would seek to have two fundamental characteristics. 120 First, if a duplicate of one ensemble member is added to the archive, the resulting 
to produce the multi-variate distance matrix δ illustrated in Figure 1 . is illustrated by the overall model-observation distance in Figure 1 ). Figure 2 162 shows how this metric is influenced by different component variables. The independence weights can be computed from the inter-model distance ma-165 trix δ. For a pair of models i and j, we first compute a similarity score S(δ ij ) 166 from their pairwise distance δ ij :
where D u is the radius of similarity [7] , which is a free parameter which 168 determines the distance scale over which models should be considered similar 169 (and thus down-weighted for co-dependence). We show below how an appro-170 priate value can be chosen given prior knowledge about models with known 171 dependencies in the archive. Table  1 . Distances along each row are normalized, such that the mean model has a distance of 1 to the observations. CMIP5 Models are sorted by their combined skill as shown in the bottom row.
In limits, two identical models will produce a value of S(δ ij ) of 1, and 173 S(δ ij ) → 0 as δ ij → ∞. A given model i's effective repetition R u (i) can be 174 calculated by summing the models close by:
where n is the total number of models. Finally, we calculate the indepen-176 dence weight for model i as the inverse of its repetition:
(4) Figure 3 shows the dependence of the independence weights on D u for a 178 number of different models. As points of reference, we consider some models from the archive known to 
where A is a normalization constant such that w(i) satisfies:
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312
In order to adapt this methodology to a weighted ensemble, we need to apply 313 the weights both to the mean estimate and the significance estimates.
314
To calculate the weighted average, each model is associated with a weight 315 (e.g. from table 3). The weights must be normalized, and the weighted average 316 p at each gridcell is:
where w(i) is the weight of model i and p(i) is the projected value from model 318 i.
319
Therefore, the significance test is very similar to the IPCC case: if the 320 weighted average exceeds double the control standard deviation, it is a signifi-321 cant change and if it is less than the standard deviation it is not significant.
322
Sign agreement is slightly modified from the IPCC case -rather than as-323 sessing the number of models exhibiting the same sign of change, we consider 324 the fraction of the weight exhibiting the same sign of change, f . This can be expressed as:
for any given set of projections p. 327 We illustrate the application of this method to future projections of temper- has only a subtle effect on the mean projection, but serves to slightly constrain 332 the range of response at a given gridcell. In Section 5, we discuss how more 333 aggressive or targeted weighting can have a greater potential effect. In the case of NCA4, the strategy was to produce multi-variate metrics which 345 were specific to CONUS/Canada. However, there is an argument that there are 346 aspects of non-local climatology which would ultimately impact the domain of 347 interest (through their influence on global climate sensitivity, for example).
348
In Figure 9 (a-e), we consider the RMSE metrics for both the US and the 349 entire global domain. In this comparison, it is shown that there is a rela- However, here we consider the impact on temperature projections if a more 365 aggressive weighting strategy were used. In Figure 10 (Figure 10(b) ).
379
Hence, we find that although a the skill weighting as used in NCA4 has only was found to result in a less skillful projection (Figure 4(b) ). 
409
We can illustrate this behavior by considering the spatial pattern of precip-410 itation change in the three cases, using unweighted (Figure 11(b) ), multivariate 411 weighted (Figure 11 (c) as in Figure 8 ) or weighted using only the climatolog-412 ical precipitation only (Figure 11(d) ). In the unweighted case, large fractions changes are largely deemed to be small compared to natural variability in both 425 assessments and are hatched as described above.
but its effect can be described in Bayesian language. The total model weight is the posterior likelihood of a given model representing truth. Each model's 464 prior probability of representing truth is given by its independence weighting, 465 and the likelihood function is defined for the multivariate dataset using an as-466 sumed Gaussian likelihood profile in a space defined by the the sum of the 467 normalized RMSE differences over all variables between each model and the
