We develop bounds and approximations for setting base-stock levels in production-inventory systems with limited production capacity. Our approximations become exact as inventories become critical, meaning either that the target service level is very high or the backorder penalty is very large. Our bounds apply even without this requirement. We consider both single-stage and multi-stage systems. For single-stage systems, we find tight bounds and asymptotically exact approximations for optimal base-stock levels; for multistage systems, our results give partial characterizations of the optimal levels. Part of our analysis is a precise connection, in the critical regime, between a multistage system and an associated single-stage system consisting solely of the bottleneck facility.
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We develop bounds and approximations for setting base-stock levels in production-inventory systems with limited production capacity. Our approximations become exact as inventories become critical, meaning either that the target service level is very high or the backorder penalty is very large. Our bounds apply even without this requirement. We consider both single-stage and multi-stage systems. For single-stage systems, we find tight bounds and asymptotically exact approximations for optimal base-stock levels; for multistage systems, our results give partial characterizations of the optimal levels. Part of our analysis is a precise connection, in the critical regime, between a multistage system and an associated single-stage system consisting solely of the bottleneck facility.
O ne purpose of inventory is to ensure that certain types of events-stockouts, large backorders, lost sales-are rare. If, say, backorder penalties are very large or the target service level is very high, then such events must be very rare. In some cases, rarity facilitates the analysis of a model through simplifications that emerge when rare events become extremely rare.
We develop and exploit this principle in an analysis of single-and multistage production-inventory systems with limited production capacity. The constraint on capacity, which could also be interpreted as a limitation on order size, complicates the problem of setting safety stocks either to ensure a certain level of service or to minimize costs. We show that in single-stage systems the required safety stocks admit simple approximations that become exact as inventories become critical, meaning that a target service level becomes high or, equivalently, that a backorder penalty becomes large. We supplement these approximations with bounds that remain valid over a wide range of parameters, not just in the critical regime. For multistage systems, we establish analogous asymptotics and bounds; however, the step from these results to the required stock levels is not as direct as it is for single-stage systems.
Underlying all our approximations is a result stating that tail probabilities associated with shortages decrease exponentially fast as safety stocks increase. The rate of this exponential decrease depends on the distribution of demands and on the system capacity, but is easily evaluated. Inverting exponential approximations to probabilities of shortages results in logarithmic approximations to stock levels required to meet a service objective or minimize a cost function. These inverted approximations are also asymptotically exact. A simple modification of the approximations results in upper and lower bounds, differing only by a constant from the exact asymptotics. Examples indicate that the gap between these bounds is often small. The bounds appear to be most effective when utilization is not too low.
In more detail, the models we consider have the following features. A single type of item is produced either by a single facility or by several facilities in series. Inventories are reviewed at intervals of fixed length; demands within each period follow a fairly arbitrary distribution but are assumed independent from period to period. Demands not met from stock are backordered. After the total demand in a period is revealed, production is set to try to restore inventory to a specified target, called a base-stock level. However, production in a single period may not suffice in reaching the target, because of a capacity constraint. Additionally, in our multistage model each stage draws raw material from upstream stages; the possible depletion of upstream inventories further constrains production in each period.
For the single-stage version of this model, Federgruen and Zipkin (1986a, b) show that a base-stock policy is in fact optimal; Tayur (1993) discusses computation of the optimal base-stock level. Clark and Scarf (1960) establish the optimality of base-stock policies in serial, incapacitated multistage systems; see Rosling (1989) for more general topologies. These results (and ease of implementation) make base-stock policies natural candidates for multistage capacitated systems. Veatch and Wein (1994) show experimentally that base-stock policies are often close to optimal in a class of two-stage capacitated models; see also Lee and Zipkin (1992) . A simulation-based optimization procedure and related stability issues for the model considered here are investigated in Tayur (1994, 1995) , which may be consulted for further references.
The principal tool for the analysis in this paper is a set of techniques developed, to some extent in parallel, in risk theory, queueing theory and sequential analysis. These techniques provide approximations to tail probabilities associated with random walks. Key sources include Asmussen (1987, Chapter XII), Feller (1971, Chapter XII) and Siegmund (1985) ; these texts include references to earlier 1. THE SINGLE-STAGE SYSTEM
Shortfall Formulation
We consider a storage facility supplying external demands and receiving stock from a production facility. Time is divided into periods of fixed length. In each period, demands arrive and are either filled or backordered. The system operates under a base-stock policy in which production is set in each period to restore inventory to a target level s while not exceeding the per-period capacity c of the production facility. Thus, if I, denotes the net inventory (on-hand inventory minus backorders) at the start of period n, and if Dn is the demand in period n, then production in period n is minfc, s -In + Dn}. The net inventory at the start of the next period is In +1 -In -Dn + minfc, s -In + Dn I = min{c + In -Dn, s}; in particular, on-hand inventory never exceeds the target level s.
Our analysis is simplified if, instead of the net inventory In, we work with the shortfall Yn= s -In, the amount by which the target inventory exceeds the net inventory. In light of (1), Yn is nonnegative and satisfies Y +1= s -min{c + In -Dn, s} (2) -max{Yn + Dn-C, 0}. This is a Lindley recursion and shows that the shortfall sequence coincides with the waiting-time sequence in a single-server queue with service times {D7, n : O} and fixed interarrival time c. This correspondence is used in Tayur and is part of the general treatment of queueing and inventory models in Prabhu (1965) .
It follows from (2) that if we assume demands are independent and identically distributed with 
where -denotes equality in distribution and D is a random variable independent of Y having the distribution of demands. Equation ( We develop approximations for these performance measures and for base-stock levels that achieve specified values of these measures. Equation (2) and definitions (5)-(9) presuppose that production decisions are made after the total demand in a period is revealed. To model a system in which production 
Main Results
Our approximations rely on some mild assumptions on demands. We continue to assume that {Dn, n -0 } are (non-negative and) i.id., and we denote their distribution by FD. Demands are assumed to be either continuous or else integer-valued. In the discrete case, we assume that c and s are also integer-valued and that the demand distribution has unit span. This last assumption is not essential, but it simplifies the discussion. The stability condition (3) is in force throughout. In addition, we assume that P(D1 > c) > 0; otherwise, demands can always be met from the current period's production. Our most important assumption involves the moment generating function of D1 -c, given by 00
We assume that there exists a 00 > 0 at which 1 < 4(00) < ax The proofs of this theorem and of most of our results are given in Section 4. The conjugate point y featured in these approximations exists for all commonly used demand distributions; Table I We give some explicit expressions for C_ and C+ and illustrate their use in Section 2.
As a special case, consider exponentially distributed demands with mean 14tk. In this setting, as noted by Tayur, the stationary shortfall distribution coincides with the stationary waiting time in a D/M/1 queue. Moreover, by the memoryless property, the conditional expectations in (12) and (13) As an application of Theorems 1 and 2, we consider the problem of setting the base-stock level to ensure that, over an infinite horizon, stockouts occur in at most a fraction 6 > 0 of periods. This is the problem of setting s so that a(s) 3 1 -6, with 6 equal to, say, 0.01. 
Imperfect Production
The approximations of the previous section can be modified to account for variability in production resulting from 
and the argument that proves Theorem 1 shows that there is a constant C (depending on the distributions of D1 and Z1) such that
which is equivalent to part (i) of Theorem 1. The other results of Section 1.2 follow accordingly. This extension can be used to assess the impact of production variability on required base-stock levels, In the simplest case, the production facility is down with probability q and up with probability 1 -q. To keep the average capacity fixed at c, we thus set P(Z1 = 0) = q, P(Z1=c/(1 q)) = 1 -q. The same is true for the negative binomial distribution in Table I . Figure 3 , we found through simulation that the cost gap using the lower bound ranges from about 10% to less than 1%, whereas the cost at the upper bound is virtually indistinguishable from the optimum. Figure 4 shows results for hyperexponential demand. We fix p at 0.7 and examine the impact of demand variability, as measured by the coefficient of variation (cv). A cv of 1 corresponds to an exponential distribution for which we have exact results; hence, there is only one curve for that case. The other cases (cv = 2, cv = 3) show the dramatic increase in base stock necessitated by increased variability. For each cv, the vertical distance between the upper and lower bounds is constant; that vertical distance increases with the cv because y decreases to zero as the cv increases. The impact on cost is again bounded independent of p. For the cases in Figure 4 , we found through simulation that the cost gap using the upper bound ranges from about 3% to 8%, whereas the cost at the lower bound is virtually indistinguishable from the optimum.
It is possible, in principle, to supplement Figures 2 and 3 with numerical approximations to the exact values of s3 and sp using a result in Prabhu (1965, p. 217) for DIEm/1 queues. More generally, Ramaswami and Lucantoni (1985) give a procedure for computing tail probabilities of the stationary waiting time in G/PH/1 queues and this could be used for phase-type demand in our setting. However, these methods require substantially more work than our bounds and approximations. We show how these recursions lead to approximations.
MULTISTAGE SYSTEMS

Main Results
We continue to assume that demands are i. Thus, the tail distribution of stock to serve external demands in a multistage system corresponds to that in a single-stage system with the minimal capacity, except that the constant C is replaced by C exp(-'y-q). In particular, when i* = d, tail probabilities ultimately depend only on cd and Sd -s5. Since Theorem 3 then suggests that the probability of a stockout admits the approximation P(Y1 > s1) C exp[-y(sd -(d -1)c*)], it further suggests that the dominant features determining the ability to meet demands are the minimal capacity and the system-wide basestock level Sd. For any s = (sl, ...., sd), the stock availability, the fill rate and the average backorders are defined for the multistage system just as for the single stage system but replacing Y with Y1 in (5), (6) and (7). From Theorem 3 we get The performance of these bounds and approximations is illustrated for a two-stage system in Table II ; the approximation above is labeled "Approxl." A shortcoming of this simple approximation is that it is insensitive to all capacities except the smallest. A modification developed in Glasserman and Tayur (1996) where C', y' are the constants for stage 1 viewed as a single-stage system in isolation. This approximation is consistent with Theorem 3. Its performance is illustrated in the table under "Approx2"; it generally has smaller error than the straightforward approximation. A numerical study of this approximation, generalized to five-node systems, is presented in Glasserman and Tayur (1996) . As with our earlier results, the quality of these approximations appears to increase with p.
Systems with Leadtimes
Thus far, we have assumed that period-n production at stage i + 1 becomes available input to stage i in period n + 1, for all n and all i = 1,..., d -1. We now consider a modification in which there are fixed, exogenous leadtimes for each stage; these could model transportation times between stages, for example. 
A comparison with (16) reveals that, asymptotically, the effect of the leadtime l is to increase the required basestock level by (l -1)c. This result can be understood intuitively as follows. When s is large, stockouts occur only following several periods of large demand. In each period in which demand is large (at least as large as the capacity), the amount produced (and thus added to pipeline inventory) is c. Following several periods of large demand, the total inventory in transit is therefore (I -1)c. So, asymptotically, (1 -1)c is the amount by which the inventory immediately available to meet demands is less than the total inventory on hand or in transit. Increasing s by (1 -1)c compensates for this deficit to maintain the stockout probability at &. Equation (37) holds for fixed c with 8 -* 0; like our other results, it cannot be applied for fixed 8 with c -* oo.
THEORETICAL DEVELOPMENTS
In this section, we first review some necessary background on random walks, then give proofs of our main results. 
A Random Walk and Its
exists, the limit taken through integer x for discrete FD. 
