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further contraction, mostly in the upper part of the distribution, however, highlighting a shift that appears to have taken place between the two periods. The findings in Pham and Reilly (2007) reveal a contraction in the gender wage gap in Vietnam between 1993 and 2002 . It is particularly pronounced at the top of the distribution, similar to Pignatti's (2012) findings for Ukraine. Kecmanovic and Barrett (2011) find that the gender wage gap in Serbia contracted during [2001] [2002] [2003] [2004] [2005] , and the contraction appears to be uniform across the wage distribution. In contrast to the contraction in Ukraine, Vietnam, and Serbia, Pastore and Verashchagina (2011) demonstrate that the gender wage gap in Belarus more than doubled between 1996 and 2006 and did so mostly at the bottom of the distribution. Chi and Li (2008) evaluate the case of China between 1987 and 2004 and find that the gender wage gap widened during this time, also primarily at the bottom of the distribution.
2 Hence, the empirical evidence reveals a range of outcomes in the changes in the distribution of the gender wage gap in the transition region, underscoring the presence of a complex interplay between economic and institutional mechanisms. Our understanding of the dynamics of gender inequality in labor markets in Georgia and factors contributing to it is limited. During the 1990s, the gender wage gap at the mean appears to have widened (Yemtsov 2001) . At the same time, the collapse that followed the dissolution of the Soviet Union also yielded coping strategies among women that raised their labor force participation rate in the first part of the 1990s as the corresponding rate for men declined. Jashi (2005) finds that, although Georgian women face formidable barriers to economic, political, and social opportunities, their access to these opportunities has improved. The decrease in the gender wage gap during the early 2000s potentially corroborates this argument with respect to the labor markets (Khitarishvili 2009 ).
This paper is the first study to analyze changes in the gender wage gap in Georgia before and after the 2008 crisis and to evaluate them across the wage distribution. Conducting a distributional analysis enables us to assess the heterogeneity underlying the movements in the mean gender wage gap. This can allow us to assess whether economic forces affect low-and high-earning men and women differently. We employ the recentered influence function quantile decomposition method based on Firpo et al. (2007 Firpo et al. ( , 2009 . This method decomposes the gap into the composition and wage structure effects for each of the explanatory variables at various percentiles of the wage distribution. This allows us to evaluate how the factors that influenced the gender wage gap differed before and after the recession. In addition, we use the decomposition approach developed in Ñopo (2008) to assess the degree to which nonoverlapping supports in the characteristics of men and women may influence our baseline results. Accounting for this possibility may be important in many settings and especially in economies such as Georgia's, which exhibit high occupational and industrial segregation.
The rest of the paper is structured as follows. In Section 2, we present the data summary and analyze the changes that took place in the characteristics of wage workers in Georgia during [2004] [2005] [2006] [2007] [2008] [2009] [2010] [2011] . Section 3 outlines the implementation of the decomposition methods in Firpo et al. (2007) and Ñopo (2008) . Section 4 presents the analysis of the determinants of the gender wage gap at the mean and across the wage distribution and contrasts the results before and after the recession. We discuss the implications of our study in the conclusions.
Data summary
We use the Georgian Household Budget Survey (HBS) data for 2004, 2007, and 2011. 3 The HBS is a quarterly survey of over 3000 households, which follows a rotating panel design (Deaton 1997) . Surveyed households remain in the sample for four quarters before being replaced by a new cohort. 4 The survey covers questions related to individual and household socioeconomic well-being. We limit the sample to 25-55-year-old individuals to avoid issues related to the inclusions of individuals in early retirement and those enrolled in school. Our analysis focuses on wage workers, who comprise close to 40 % of the female and male labor force (Table 1) . We evaluate the gender gap only among wage workers because the process of wage determination in their case is likely to be different from other employment categories (Garcia-Mainar and Montuenga-Gomez 2005) . 5 With these restrictions placed on the data, our sample includes 6346 men and 5864 women for a total of 12,210 individuals. We use contractual monthly wages from primary employment and convert them into 2005 constant Georgian laris (GEL) using the official quarterly consumer price index. The dependent variable in the analysis is the natural log of these wages. Monthly rather than hourly wages are used due to the lack of the data on the exact number of hours worked.
The explanatory variables in the model include age, age-squared, and dummy variables for the level of educational attainment, marital status, skill level, 6 state sector, industry, urban residence, capital city Tbilisi, nationality, and quarter. In addition, in order to mitigate the likely overestimation in the gender wage gap due to the use of monthly wage data (Brainerd 1998) , we include a categorical variable that identifies the blocks of time worked. The analysis of the characteristics of men and women reveals that compared to their male counterparts, female wage workers tend to be older, more likely to be single, and to live in urban areas or in Tbilisi (Table 1) . This picture likely reflects the greater barriers experienced by married women of prime child-bearing age, especially in rural parts of Georgia, tor entering wage employment. Moreover, compared to men, who are more evenly spread out across different industries, women are concentrated in education, health care, and social work, with close to 50 % of female wage workers employed in these industries. Furthermore, women's state sector share in total female employment is higher than men's state sector share in total male employment. Although the remuneration in these industries and in the state sector is below the economy-wide average, the jobs in these sectors offer greater flexibility and stability, characteristics that are viewed to be more important to women due to their reproductive role and household responsibilities (Schmid 2010) . In a related point, women work fewer hours than men, also potentially reflecting their preference for more flexible arrangements. We note that women's decisions with respect to the industry of employment and work time arrangements have to be placed in the context of broader social and cultural norms. Possibly as a way of overcoming the labor market constraints that they face, women in Georgia obtain more education than men and proportionately more of them are engaged in high-skilled white-collar occupations, a pattern also observed in other countries of the transition region (World Bank 2012) . The proportions of ethnic Georgians among female and male wage workers are similar. Between 2004 and 2011, the characteristics of wage workers changed, reflecting shifts in the structure of the Georgian economy, the impact of the recession, and population demographics. Some of these shifts persisted throughout this period, whereas others were cyclical in nature with the recession separating 2004-2011 into the pre-recession and post-recession periods (2004-2007 and 2007-2011). 7 During 2004-2011, male wage workers became younger, potentially reflecting changing demographic characteristics, declining importance of experience in wage employment, and/or earlier retirement. Proportionately fewer men live in Tbilisi, pointing to the expansion of wage employment opportunities for men in other parts of Georgia. Men's engagement in seasonal work increased, potentially driven by increased seasonal demand in construction. Also reflecting broader shifts in the structure of the Georgian economy, the proportion of men with vocational education and the proportion of men engaged in high-skilled white-collar occupations declined throughout 2004-2011. Other changes were cyclical in nature. For example, construction, transport, and manufacturing expanded before the recession and contracted after. Similar cyclicality in men's employment is visible in the state sector, with the proportion of men in the state sector increasing from 37 % in 2004 to 40 % in 2007, before shrinking to 34 % in 2011. In addition, the changes in the number of hours worked exhibited strong cyclicality: whereas between 2004 and 2007, the proportion of men working 40 h or more increased from 48 to 60 %, after 2007, it decreased to the below-2004 level of 45 %.
Changes in women's characteristics also reflect a combination of broader economic shifts and cyclical patterns (Table 1) . Similar to men, the proportion of female wage workers in urban areas fell, once again potentially reflecting the economic expansion in rural regions of Georgia. Also, the proportion of women working in the state sector first increased between 2004 and 2007 but then sharply dropped to the below-2004 level after the recession. The magnitude of the increase and especially the magnitude of the decline were more substantial for women than for men. On the other hand, unlike men, women did not experience notable changes in their educational composition, especially in vocational education. Moreover, their proportion in low-skilled white-collar occupations increased as the proportion of high-skilled white-collar occupations declined.
These findings highlight that, whereas male wage employment appears to have expanded in the direction of blue-collar occupations, women remained in white-collar occupations, which commonly require education beyond the secondary level. This evidence complements the finding that most of the reshuffling in the industrial composition of female wage employment took place within the service sectors. In particular, culture and health and social work expanded, while other service sectors, such as public administration and defense, and education contracted, especially after 2007. In addition, similar to men, women's work hours followed a cyclical pattern. However, the pre-recession increase was greater and the post-recession drop was smaller for women than for men. Therefore, it appears that women's characteristics have improved relative to men's during the expansion and did not deteriorate to the same extent as men's as a result of the recession. The latter point is also visible in the movement of real wages for men and women before and after the recession. Real wages grew and did so faster for women than for men until 2009, after which they stagnated for women and declined for men as a result of the recession (Fig. 1  8 ) .
Between 2004 and 2007, the growth rate in women's wages was 62 % compared to men's 48 %. Between 2007 and 2011, women's wage growth slowed down to 26 % whereas men's wage growth reached only 9 %. These changes were associated with heterogeneous patterns of wage movement for different groups of men and women (Table 2 ). In the case of men, wages of workers in rural areas and outside of the capital city grew faster during the expansion between 2004 and 2007, consistent with the growth in the proportion of workers that we observed in rural areas. Moreover, 45-54-year-old male wage workers benefitted the most from wage growth, but they were also hit the hardest by the recession. The recession hurt the wages of male workers with vocational education and those working in high-skill blue-collar occupations especially hard. The growth rate of men's wages varied across different sectors of the economy before and after the crisis. For example, between 2004 and 2007, men's wages grew especially fast in utilities, finance, and public administration and defense. However, these sectors were hit the hardest after 2007, in the case of the finance sector resulting in a 19 % contraction in men's wages. Wages in manufacturing, construction, and agriculture were also strongly affected by the recession.
Wage movements were somewhat different for women. For example, it is the wages of urban women and women working in Tbilisi that grew the fastest between 2004 and This contraction continued after the recession as women's wages kept growing at 32 % whereas men's wages largely stagnated at 9 % growth. Also, between 2004 and 2007, women's wages in health and social work and culture grew considerably and, in the case of education, continued growing after the recession at 57 %, more than twice the economy-wide female wage-growth rate of 26 %. On the other hand, the female wages in other sectors, which rose substantially during the expansion, such as finance and transport, contracted after the recession. Hotels and restaurants, in which female presence is strong, took a particular hit as female wages shrank by 28 %. These changes in the wages of men and women resulted in a decline in the gender wage gap between 2004 and 2011 with a statistically insignificant decrease between 2004 and 2007 and a sizable drop thereafter.
Behind this decline in the gender wage gap at the mean lie shifts in the shape of the gender wage gap across the wage distribution before and after the recession (Fig. 2 ). Indeed, the lack of a statistical change in the gap between 2004 and 2007 masks a switch in the shape of the gender wage gap distribution. In 2004, the gender wage gap was the lowest at the bottom and highest at the top of the distribution, consistent with the presence of the glass ceiling effect, which reflects the greater barriers for advancement among high-earning women (Christofides et al. 2013) . In 2007, on the other hand, the shape was reversed in that the gap was the highest at the bottom of the distribution and lowest at the top. Finally, the decrease in the gender wage gap at the mean observed by 2011 was associated with the downward shift in the gender wage gap all across the wage distribution. Because the drop was more substantial at the bottom and top of the distribution compared to the middle, the gender wage gap took on an inverted-U shape. These shifts reveal the presence of different forces behind the developments before and after the recession, which we examine in this paper.
Methodology
In our analysis, we employ the recentered influence function (RIF) decomposition approach proposed in Firpo et al. (2007) , from now on FFL. The approach has two important advantages. The first is that it allows an evaluation of the impact of explanatory variables on unconditional quantiles, which makes inferences applicable to the full sample of wage workers rather than its particular segments. The second advantage is that unlike other popular methods of decomposition across the wage distribution (Juhn et al. 1993; Machado and Mata 2005) , the FFL approach allows for the decomposition into the composition (explained) component and the structural (unexplained) component for each of the explanatory variables. The latter advantage enables us to identify specific factors that explain the gap across different quantiles before and after the recession. The FFL decomposition method involves several steps. First, at any quantile, the wage gap is decomposed into the composition and wage structure components. This step can be expressed as follows:
where υ(Y) is a quantile of a wage distribution Y; Y m and Y f are male and female wage distributions, respectively; and Y c is the counterfactual distribution of the wages that women would earn if they had the same returns to their characteristics as men. 10 The first component of the decomposition can be viewed as the composition portion of the gap due to the differences in characteristics and the second component as the wage structure effect due to the differences in the returns to these characteristics. The counterfactual Y c is derived by reweighting Y m so that Y c = θY m , where
1−p with p(Z i ) being the probability of an individual being a male given Z i and p being the proportion of males in the sample. We estimate the counterfactual distribution of wages that women would earn if they had the same returns to characteristics as men using the probit model. In the model, the probability of being a man is estimated to be a function of explanatory variables used in the wage quantile estimations (age, age squared, education, marital status, skill level, state sector, industry, urban residence, Tbilisi, work hours, nationality, and quarterly dummy variables) and, in addition, interaction terms between education and skills, and education and age.
In the second step, wage quantiles are linearly approximated using the recentered
RIF estimate of the τth quantile andβ k is the unconditional marginal effect of X k on the quantile q τ . Then, the quantile decomposition can be expressed as follows:
whereR τs andR τc are the approximation errors of the structure and composition effects, respectively. This approach is directly comparable to the Oaxaca-Blinder approach (Oaxaca 1973; Blinder 1973) and is equivalent to it at the mean of the wage distribution .
A potential limitation of the FFL decomposition approach is that it assumes that men and women share the same support in their characteristics or, at minimum, that the coefficients of the wage equations are similar between the individuals in and out of the common support. In many settings, especially in economies exhibiting high occupational and industrial segregation, men's and women's characteristics may not perfectly overlap. For example, as Table 1 indicates, there were no miners among female wage workers in 2004 and, similarly, there were almost no men working as domestic helpers in private households. As a result, the model may be misspecified. To assess the degree to which this may pose a problem, we use the approach developed by Ñopo (2008) , which utilizes statistical matching to separate men and women into groups that share a common support and groups (one for each gender) that include individuals whose characteristics do not match those of the opposite gender. The total gap can then be decomposed into the composition (Δ x ) and wage structure (Δ o ) components analogous to the Oaxaca-Blinder counterparts but defined only over the common support, and the components, which are attributed to the differences in the characteristics between individuals who were matched and those who were not. In particular, Δ m corresponds to the contribution of the differences in the characteristics of males who were matched to female characteristics (and hence share the support with them) and those who were not matched with female characteristics (and hence are not in the common support). Similarly, Δ f corresponds to the contribution of the differences in the characteristics of females who were matched to male characteristics and those who were not matched with male characteristics. Hence, the total gap Δ is Δ x + Δ m + Δ f + Δ o .
Estimation and results

Before the recession
Between 2004 and 2007, the Georgian economy expanded. This expansion was associated with a statistically insignificant decrease in the conditional gender wage gap at the mean from 0.64 to 0.63 log points (Tables 3 and 4). 11 However, the lack of change at the mean masked the reversal in the shape of the distribution of the gender wage gap from upward sloping in 2004 to downward sloping in 2007. Indeed, whereas in 2004, the gender wage gap was 0.41 log points at the 10th percentile and 0.63 log points at the 90th percentile, by 2007, the gap increased to 0.69 log points at the 10th percentile and decreased to 0.53 log points at the 90th percentile.
The increase in the lower part of the distribution can in part be attributed to the expansion of the construction and transport industries, which lifted the proportion of high-skilled blue-collar male workers between 2004 and 2007. 12 Indeed, the contribution of construction alone doubled at the 25th percentile from 0.03 log points to 0.06 log points. In a related development, not visible in the analysis of the gap at the mean, men at the bottom of the distribution became more concentrated in urban areas, raising the gap at the 10th percentile by 0.48 log points, potentially because construction projects took place mostly in urban areas. We note, however, that women's urban premium was higher than men's at the bottom of the distribution, indicating that women benefited more from working in urban areas than men. Also explaining the increase in the gap at the bottom of the distribution, the high concentration of women in education, health and social services, and culture, and in white-collar occupations, which lowered the gap at the bottom of the distribution in 2004, no longer decreased it in a statistically significant way in 2007. This was likely because the growing wages in these industries moved many women into higher percentiles. In contrast, sociodemographic shifts placed downward pressure on the gender wage gap at the bottom of the distribution although not strongly enough to outweigh the upward forces. For example, the contribution of marriage to the gender wage gap decreased at the bottom of the distribution. This was in part because, as the working age population became younger, there were more single male and female workers. However, the increase in the proportion of single male wage workers was stronger at the bottom of the distribution. At the top, similar shares of high-income men and women were married, suggesting that for women with the potential to earn high wages marriage may not present a problem for entering the labor market. The decrease at the top of the distribution compared to 2004 was in part due to the increased presence of women with higher education among high-earning individuals, lowering the gap at the 90th percentile by 0.19 log points. Furthermore, the growth in state sector wages relative to the private sector partially explains why gender differences in the state sector no longer raised the gap at the 75th percentile in 2007, as they did in 2004. More generally, the faster growth of women's wages in sectors, such as hotels and restaurants, transport, and public administration and defense, closed the gender gap in the sectoral premia, contributing to the reduction in the middle and upper parts of the wage distribution.
13 Additionally, women's working hours increased, moving many of them into higher income quantiles compared to 2004. For instance, the proportions of women working 40 h or more overtook their male counterparts at the 75th and 90th percentiles decreasing the gap 0.16 and 0.19 log points, respectively. We note that men working full time and in seasonal employment were concentrated at the bottom of the distribution, contributing to raising the gap at the bottom. This finding highlights the heterogeneity in the role of full-time work for men and women: at the bottom of the distribution, proportionately more men than women are full-time workers whereas at the top of the distribution, these proportions are reversed. The analysis of the unexplained portion of the gap sheds further light on the shape of the gender wage gap distribution and on the changes in it. Indeed, in 2004, the joint contribution of the explanatory factors was relatively uniform across the distribution, implying that the upward slope of the gender wage gap was due to unexplained factors in the form of the lower returns to characteristics among women at the top of the distribution. This prompts us to speculate about the presence of a glass ceiling effect in 2004 that limited women's opportunities for advancement. On the one hand, some factors played a role that ran contrary to the glass ceiling effect. For example, men's industrial premia were lower at the top of the wage distribution, as was men's premium to higher education. In fact, women at the top of the distribution had greater returns to higher education than men. However, other factors were more supportive of it. For example, women faced a sizable marriage penalty at the top of the distribution (this becomes particularly obvious in 2005 and 2006 14 ) even though, as we have established, similar proportions of high-earning men and women were married. In contrast, at the bottom of the distribution, women's marriage premium was higher than men's. These findings suggest that at the bottom of the wage distribution marriage served as a barrier to female employment (given that proportionately fewer employed women than employed men were married) whereas at the top of the wage distribution it served as a barrier to earning higher wages, in line with the glass ceiling effect. By 2007, the evidence of the glass ceiling effect is weaker. This may be because the glass ceiling effect is not as strong in the state sector, whose share in the upper percentiles of the distribution increased due the growth in state sector wages. The increase in state sector wages may also explain why the wage premium that married women held at the bottom of the distribution disappeared.
After the recession
The 2008 recession had a considerable impact on the Georgian economy and on the gender wage gap, in particular. The gap at the mean shrank from 0.63 log points in 2007 to 0.44 log points in 2011 (Tables 4 and 5 ). This happened even though industrial segregation in some sectors of the economy became stronger and widened the gap. For example, the contribution of the gender differences in employment in construction, transport, and public administration and defense increased from 0.14 log points in 2007 to 0.27 log points in 2011, as the presence of men in these sectors, except for construction, increased relative to women. This development was associated with the different speed with which the recession hit these sectors. For example, the analysis of the intermediate years reveals that the contribution of the construction sector in raising the gap reached its peak in 2008, followed by a post-recessionary decline and then an uptick in 2011. On the other hand, the contribution of the transport sector reached its peak in 2009 before declining to 0.04 log points in 2010 and staying there in 2011. The contribution of public administration and defense also peaked in 2009 at 0.13 log points before dropping to 0.10 log points in 2010 due to the recession-induced public sector cuts and staying there in 2011. These changes in sectoral patterns jointly widened the gap. However, overall, the contracting pressure dominated. For example, the recessionary contraction in construction prompted the reduction in the proportion of high-skilled blue-collar male workers, rendering its role at widening the gap statistically insignificant. Moreover, a higher proportion of women with higher education decreased the mean gap by 0.18 log points in 2011. Both effects were the strongest at the bottom of the distribution, contributing to the reduction in the gender wage gap among low-earning individuals. The latter development may indicate that after the recession proportionately more women with higher education remained or became employed in low-paid positions. It is notable that at the top of the distribution, women's returns to higher education remained above men's returns, similar to the pre-recessionary years. These findings hint at the presence of the female addedworker effect at the bottom of the distribution due to the recession, spurred by well-educated women accepting lowly remunerated jobs in response to spousal job loss (Khitarishvili 2013) .
In total, the gap at the 10th percentile more than halved from 0.69 log points in 2007 to 0.32 log points in 2011. It also sharply contracted at the 90th percentile, from 0.53 log points in 2004 to 0.35 log points in 2011. Such a decrease at the top of the distribution was also due to a number of factors. For example, although the work hours decreased for both men and women, the drop was stronger for men at the top of the distribution, resulting in the reduction in the gender wage gap at the 90th percentile. We note, however, that similar to the 2004-2007 period, at the bottom of the distribution, proportionately more men than women are engaged in full-time and seasonal work, once again underscoring gender differences in the working hours of low-and high-earning workers. We also find that, even though the proportion of wage workers in urban areas declined for both men and women, the decrease was stronger for highearning men, which further contributed to the reduction in the gap at the top of the distribution. Finally, female workers engaged in high-skill white-collar occupations were over-represented compared to male workers among high-earning individuals, shrinking the gap.
In contrast to the top and the bottom of the distribution, the contraction at the median was much more modest from 0.61 to 0.53 log points between 2007 and 2011. As a result, the distribution of the gender wage gap in 2011 took on an inverted-U shape, underscoring that the gender wage gap is the highest in the middle of the distribution. Despite the reduction in the gender wage gap all across the wage distribution between 2004 and 2011, it remained sizable.
Our analysis has established the important role of explanatory factors in contributing to changes in the distribution of the gender wage gap. However, it has also revealed the considerable role of unobservable factors, despite the apparent reduction in their importance. The unexplained portion of the gap at the mean was about 68 % of the overall gap in , 42 % in 2007 , and 50 % in 2011 . Additionally, in 2004, its role proportionately increased from 60 % of the gap at the 10th percentile to 71 % of the gap at the 90th percentile, lending further support to the hypothesis of the glass ceiling effect. The large magnitude of the unexplained portion of the gap may be attributed to a range of factors. Job flexibility (Winder 2009 ) and the amount of leave time mothers take after giving birth (Dechter 2014) likely play a strong role. Recent studies also underscore the role of household responsibilities in contributing to the presence of the gender wage gap by constraining women's engagement in labor markets (Maani and Cruickshank 2010) . Arguably, employer discrimination can be an important factor contributing to the large unexplained portion of the gap (Pitts et al. 2014) . The examination of these questions in the Georgian context merits careful investigation in future work.
Ñopo (2008) decomposition results
In this section, we report the results of the statistical matching decomposition technique developed in Ñopo (2008) to assess the extent to which the FFL results may be influenced by the lack of overlap in the supports of male and female characteristics. We compare the Ñopo results with the FFL results at the mean for the whole period 2004-2011 and for 2004, 2007, and 2011 separately. There is indeed evidence of the lack of overlap. The matching rate using the pooled 2004-2011 dataset and the full set of variables 15 is below 70 % and is higher for women than men at 69.9 and 57 %, respectively (Table 6 ). This finding is consistent with women specializing in only a handful of industries and men being more spread out across industries. We note that the matching rates are much smaller when considering individual years. Based on the findings from the 2004-2011 period, the explained portion of the gap of 0.24 log points using the FFL approach is below its Ñopo approach counterpart of 0.27 log points defined over the shared support. In other words, the net impact of ignoring the lack of overlap in supports is negative. This is because, on the one hand, the differences between matched and unmatched women's characteristics widen the gender wage gap by 0.07 log points. This result suggests that women, whose characteristics could not be matched to men's, earn less than women, whose characteristics were matched. The culprits are the relatively lowly remunerated health and social services, culture, and education sectors, in particular, pre-school and primary school teachers, who are almost exclusively female. The role of the differences in the matched and unmatched women's wages grew between 2004 and 2011. 16 Whereas in 2004, unmatched women earned only slightly less than matched women, by 2007 and 2011, this difference had grown to 0.17 log points. Outweighing this effect, the differences between matched and unmatched men's characteristics contracted the gender wage gap during 2004-2011 by 0.06 log points. This finding reveals that men, whose characteristics could not be matched with women's, earn less than men, whose characteristics were matched. One of the main Moving to the analysis of the unexplained portion, at 0.35 log points, the FFL approach yields a slightly higher estimate than the 0.32 log points using the approach in Ñopo (2008) . In individual years, in 2007 and 2011, in particular, the estimates of the unexplained portion of the gap using the FFL and Ñopo approaches are very close.
In sum, our analysis finds evidence of the lack of overlap in men's and women's characteristics in Georgia and provides useful insights into the implications of ignoring it. However, the magnitude of the bias appears to be relatively small during 2004-2011, declining when individual years are considered separately. This is a finding consistent with other studies (Ñopo 2008) , lending support to the robustness of the baseline FFL results.
Conclusions
In conclusion, between 2004 and 2011, the gender wage gap in Georgia remained substantial but consistently contracted at the mean and across the wage distribution. The considerable size of the gender wage gap during 2004-2011 was due to the high degree of industrial segregation and the large proportion of women employed in the state sector. Hence, the patterns that explain the gender wage gap in Georgia are similar to those observed in other countries, albeit more pronounced. About 60 % of the gap during this period remains unexplained, suggesting a contributing role of unobservable factors, such as job flexibility and employer discrimination.
Between 2004 and 2007, the contraction in the gender wage gap could be largely attributed to the wage growth in the predominantly state-run industries that employ high-skill white-collar workers, most of whom are women. The expansion of these industries and of construction and transport contributed to the change in the shape of the gender wage gap distribution from upward to downward sloping. This happened because the growth in state sector wages lifted women's wages at the top of the distribution and the expansion of construction and transport raised men's wages at the bottom of the distribution. The greater increase in the working hours of women at the top and men at the bottom of the distribution also played a role in changing the shape of the gender wage gap.
On the other hand, between 2007 and 2011, the gender wage gap contracted because the recession hit the male-dominated construction and manufacturing industries especially hard. Additionally, women may have entered the labor force in response to this shock in a manifestation of the added-worker effect, consistent with evidence from other countries of the transition region (Khitarishvili 2013) . Both factors played a role in contributing to the inverted-U shape of the gender wage gap distribution in 2011.
Our findings underscore the importance of recognizing and accounting for the gender-specific nature in which reforms and economic shocks influence the economy. In particular, state sector reforms in Georgia played an important and swift role in reducing the gender wage gap, even though that was not their primary intention. Moreover, the impact of the recession was far from gender neutral, and the recession contributed to the reduction of the gender wage gap in Georgia. The analysis also reveals that the contraction in the gender wage gap in Georgia was not associated with considerable shifts in the economic composition of the private sector. Indeed, unlike in other countries in which the expansion of the service sector was instrumental in lowering the gender wage gap (Ngai and Petrongolo 2013) , in Georgia, the private component of the service sector appears to have played a rather limited role in lifting women's relative position and in reducing the gender wage gap.
Importantly, the results emphasize the need to investigate and address the role of entrenched institutional, social, and cultural factors, manifested in large unexplained components of the gap. In this dual context, the reduction in the magnitude of the glass ceiling effect that appears to have taken place between 2004 and 2007, for example, can be seen solely as a by product of the wage-growth changes in the state sector rather than a manifestation of the fundamental shifts in advancement opportunities accessible to women in all sectors of the economy.
In addition to the factors analyzed in this paper, other elements may have played a role in influencing the magnitude of the gender wage gap and its evolution between 2004 and 2011. For example, previous work suggests that accounting for the selection into employment resulted in a wider adjusted gender wage gap in Georgia (Khitarishvili 2009 ). Future studies should focus on assessing the extent to which the sample selection bias varies across the wage distribution and, importantly, over a business cycle. For instance, if the recession-induced female added-worker effect is driven by women with poor labor market characteristics, the bias is likely to be lower during recessions. This issue warrants further investigation and can advance our understanding of the factors that underlie movements in the gender wage gap across the wage distribution and over business cycles.
Endnotes 1 A sizable literature documents the evolution of the mean gender wage gap in transition countries, e.g., Brainerd (1998) , Newell and Reilly (1996) , Arabsheibani and Lau (1999) , Glinskaya and Mroz (2000) , Gerry et al. (2004) , Giddings (2002) , Kazakova (2007) , Johnes and Tanaka (2008) , and Anderson and Pomfret (2003) . 2 In addition, Atencio and Posadas (2015) analyze the distribution of the gender wage gap in Russia in 2011 but do not assess its evolution over time.
3 Additionally, we conduct the analysis for each of the intermediate years. Clustering by households takes into account the survey design, in which several individuals from the same household are surveyed. Moreover, it partially addresses the panel dimension of the data because the same household may appear several times in the dataset. 5 Also, the quality of the earnings data is likely to be higher for wage workers than for self-employed individuals (Benedek and Lelkes 2011; Johansson 2005) , although Torosyan and Filer (2014) find that in Georgia the degree of underreporting is in fact similar between these groups. 6 Skill corresponds to four occupational categories based on the ISCO-88 single-digit occupation coding: 1-3 = high-skilled white-collar (such as teachers, physicians, engineers); 4-5 = low-skilled white-collar (such as office clerks, sales, and customer service personnel); 6-7 = high-skilled blue-collar (such as machine operators and skilled agricultural workers); and 8-9 = low-skilled blue-collar (such as drivers, movers). The underlying assumption is that men's wages are the nondiscriminatory wages although, in principle, one could also evaluate the counterfactual that corresponds to men's earnings if they had the same returns as women. In that case, women's returns are viewed as the nondiscriminatory returns. Another alternative is to use an average of the two wages. 11 We report only the decomposition results. 
