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En este trabajo nos planteamos estudiar la unicidad de
soluciones en el problema de la filtración en un dique de forma cual
i
quiera . Para ello partimos de un resultado de existencia establecido
por H . Brézis, D . Kinderlehrer y G . Stampacchia mediante una nueva
formulación del problema, y demostramos que estas soluciones son tam-
bién soluciones del problema planteado de forma clásica .
	
Luego par-
tiendo de la formulación clásíca,demostramos la unicidad en un senti-
do "débil", y damos condicíones suficientes para la unicidad en el
sentido fuerte .
Diferentes autofes han trabajado sobre este problema
para casos particulares de diques .
Baioccl,i [2] se interesó particularmente en el dique de
forma rectangular (fig . 1) para el que demostró la existencia y unici
dad de soluciones .
Alt [1] trabajó sobre un caso un poco más general pero sal
vando alguna particularidad del dique rectangular (fig . 2), lo que le
llevó a demostrar la existencia de una solución minimai .
Brezís, Kinderlehrer y Stampacchia [4] trabajaron sobre
un dique de forma cualquiera, representado por un abierto 12 de ]RZ
de borde regular en el que distinguimos 3 partes :
ce
p
S1 es la parte impermeable del borde
SZ es la parte al aire libre .
S3 es la parte cubierta de agua .
A la vez,llamamos A la parte submergida de 2, y en el borde de A
distinguiremos 4 partes :
r l C S1 es la parte impermeable
r 2
	
Sa es la frontera libre de A
r3 = S3 es la parte cubierta de agua
r 4 C SZ es la parte mojada del dique situada al
aire libre . (fig . 3) .
Notemos que Fi, rZ y r4 no son conocidos, sólo .
r3 está perfectamente determinado
i. y . 3
Desde el punto de vista físico, la ley de Darcy estable
i
que la velocidad v gel agua, es proporcional al grad(p+y) donde
representa la presión e y la altura . Dada la incompresibilidad
del liquido tenemos :
lo que significa :
Por otra parte tenemos las siguientes condiciones en el borde :
seria :
tenemos
p=0 en r3
div(v) = 0 en A
Ap = 0 en A
= ,+, " v = 0 en I' 1
a(áv) =v ° v=0 en r 2
a(aY)
	
= v .- v < 0 en r4
Y p = 0 en r2
y p = 0 en ry,
donde v es el vector normal exterior de A y ~ es la presión del
agua en r3 . Gracias al principio del máximo, tenemos p > 0 en A,
dado que 0 > 0 en r 3 y apiav > 0 en r l .
Esto nos lleva a una formulación débil del problema que
sea ~ 6 C 1 (i2) con C = 0 en r2 y 1 > 0 en ry
A
grad p ° grad +
1A ay
_ ( a )C _
Jr4a(p
< 0,t Y
r, U r 2 V ry
Si prolongamos p por 0 en 2 - A, para C 6 C 1 0), C - 0 en
r3, . C > 0 en r4 y H representando la función de Heavisíde, tene-
mos:
La formulación fuerte del problema será entonces :
Po
	
J p = 0 en 2 - A tales que
1 . EXISTENCIA .
J~
Vp - VI+
19
H(p)Cy =
JA
Vp " VC +
fA áy
< 0
Encontrar p 6 H 1 (S2), p = 0 en S2 U S3 (0 = 0 en S2)
p > 0 en 2 y encontrar un conjunto medible A tal que
f
	grad p " grad C +
f2
I(A)C
y
< 0 VI 6 H 1 (9), 1 = 0 en
n
S3, C > 0 en S2
Vamos a utilizar la siguiente formulación :
Encontrar p 6 H 1 (2), p = 0 en S2 U S3 (¢ = 0 en S2)
p > 0 en S2 y encontrar g 6 L~(S2), g = 1 en {p > 0}
P 1 0 < g < 1 en {p = 0}
grad e " grad I +
f2 g1
y < 0 VI 6 H 1 (n), I = 0 en
n
S3, 1 > 0 en S2,
para la que tenemos el siguiente teorema de existencia debido a Brezis,
Kinderlehrer y Stampacchia [4] .
Teorema 1 .1 Suponemos que 0 es lipchitziana y que 0 > 0 en
S2 U S3 . Entonces existe por lo menos una solución del
problema (P1) ; además esta solución está en
Wloc (0),Vs
< 00 .
Para evitar al lector demasiada búsqueda y por el finte
rés que tiene en cuanto proporciona un "esquema" de aproximación repro
ducimos a continuación la demostración del anterior teorema .
Pana, demostAan la ex,íateneía se .íntcoduce el s.ígu,íente
problema apnoxímado :
Encontrar
	
p E E H 1 (2) con
pE
= ~ en S2 U S 3 tal
p (1,E) que grad
pE
" grad C + f, HE (PE)Cy = 0
di; E H 1 (S2), C = 0 en Sz U S3,
donde HE ed una suces.í6n de 6uncí.ones (;ípsch-i tzíanas que "converge"
hacía . H (buricí6n de Heav.ía .íde) y tal que HE (P) = 0 sí p < 0 ;
pon ejemplo :
HE(P) =
p < 0
0<p<E.
p > E
Se tiene entonces el s.íguíenti tema:
Suponemos que H E u una püi"tC:í .6ii .°~,psc(cítz:.a:~,, y acef'^^ . En
toneea ex,íate una solucí6n 6.níea pE de (P.(l,E :)) y además
PC > 0 en 2.
L
DemostAací6n del lema. . La exi6teneía resul ta del teo-
nema del punto 6c:jo de Sehauden .
En cuanto a la unící.dad, se cons.ídenan dos solucc:ones
P C y pE de (P (1 , E) ) . Sea q = pE - pE se tiene entonces :
donde L es la constante de L.ípschd tz de He . Dado s >O, se esco-
ge C = (q-6)+/q . Se obiíene :
IJ~
grad q " grad z;I < L f~lql ° I~,l,
qJ 2 < L
y pon lo tanto
Apl.ícando la duígualdad de Poíncané se tiene .
donde C ee .índependíente de d . Haciendo .tender. d hacía 0, se
deduce que q < 0, pon lo tanto la solucc:6n ea aní.ca .
Se demuebtl¡a que
pE
> 0
	
utílízando i = (-PE-ó)+/PE
y aplicando la mí.ema .técnica que anteníonmente.
w1Is(9) .
ys < , Sea pe + p en H 1 (déb.íemente), pE -~ p enLoc n n
1, 2 , HE (PC )-.g en 1, 2 . Sea ~ 6 H 1 (n) con C,= 0 en S 3 y C > 0
n n
en S2i be -tiene
Í-grad Log(1+ (q-¿)+	1 2 < L2 1n1
j 11,09(1+ (q~d) )1 2 _ CL2191
sz
Fín de la demosthaeí6n del Teorema 1 .1 .
Está ~o que
pE
está acotado en H' (Sl) abí como
f2
óP
grad
pE
. grad 1 + HE(pE)Cy _
'S2 2v 1 <
0
aP
dado que
pE
= 0 en S2 y PE > 0 en 2 .ímplíea 8v < 0 en S2
Pasando al Umíte, se ve que p u 6olucí,6n de (P1) . Se puede notaA
que g = 1 en el conjunto ab.íelcto p > 0 dado que H,(PC) -+ 1 en
p > 0 . 'Esto acaba la demostAaci.6n del .teorema 1 .1 .
Nota 1 .2 . Está claro que toda solución de (Po) es solución de (P1) .
ilota 1 .3 . Vamos a demostrar que los problemas (P1) y (Po) son
equivalentes en el sentido de que toda solución de (P1)
es tambieñ solución de (Po) lo que establecerá la exis-
tencia de soluciones de (PO) .
Previo a este resultado, vamos a establecer algunas re
laciones obvias que satisfacen las soluciones de (P1) . (Por lo tan-
to también las eventuales soluciones de (Po)) .
Teorema 1 .4 . Si (p,g) es solucí6n de (P 1 ) tenemos :
1) sea G = {(x,y) 6 S2/g(x,y) = 1}, entonces Ap -' 0
0
en G
2) Ap > 0 en 2
3) Ap + ayg = 0 en 9
4) üyg < 0 en á2 .
Demostración . 1) Sea 1 6 Co(G) tenemos :
0 --
'S2
P .VC + ~S2gsy
=
~G
.
VP "VC +
fG
gcy =
JG
VP.VC
dado que
IG-
gcy =
J~
Cy
= 0 ; luego
	
Ap = 0 en G.
2) Sea 16 Co(S2) no-negativa y E > 0 y sea la
0
función min(p,Ej) 6 H 1 (2) con soporte en G, tenemos
0 = Vp " Vmin(p,EI) +
IQ
g *(min(p,E0 ) y
S2
( .
j i2
Vp
_ (
n
Vp .
J
Vmin(p,Ej) +
Vmin(p,EC) > E
f9
(min(p,EC))y
J
Vp " VI
p>EC
cuando E + 0 {p > EC} -> {p > 0} y al límite tenemos
con lo cual Ap+ayg = 0 en 2
Teorema 1 .5 .
0 >
f
	Vp- V~ = J Vp -VC
	
lo que implica :
n>0 S2
Ap > 0 en 2 .
3) Sea ~ E Co (2), tenemos :
0 = J
S2
VP -V~ +
JS2
gay = - < AP+ayg .C>H-1,Hú
4) de 2) y 3) se deduce ayg < 0 en 2 .
0
5) Sea Gi una componente conexa de G, entonces
en G
i
tenemos 6 p > 0 lo que está conforme con lo deseado 6 p = 0 .
Supongamos p '-_ 0 en G
i
y obtengamos una contradicción .
Sea entonces H
i
= {(x,y) E S2/ (x,y') 6 Gi para algun
y'} . Está claro que en Hi - Gi p = 0 dado que ayg < 0 con lo cual
p - 0 en Hi . F.inalmente, sea C una función C no-negativa que se
anula en 52 - Hi , C > 0 en S2 y C
y
> 0, entonces 0
>JS2
VpVC +
+~+ gcy = f gay > 0. Lo que implica g = 0 donde ~
y
- 0 ; deducimos
2 S2 0
entonces : G = {p > 0} .
Si (p,g) es solución de (P1), entonces (p,G) es
solución de Po ; siendo G = {(x,y) 6 S2/g(x,y) = 1} .
Demostración .
Vamos a demostrar que g = 0 en casi todo punto del
interior del conjunto {p = 0} . Para ello vamos a suponer que
w C Int {p = 0} es un conjunto de medida no nula en el que g 0 0;
entonces existe (xo, yo) E w tal que Ve > 0 :
sea entonces e > 0 tal que la bola B[(xo,yo), e) L Int {p = 0}
construimos una función ~ E C~(S2), tal que C se anule en 2 - He
siendo
en
JB[(xo,yc), e) fl wi
	
# 0 ;
He = {(x,y) E Q/(x,y') E B[(xo,yo),cl para algún y' < y}
(notemos entonces que He C- Int {p = 0}), y tal que Cy
> 0 y cy=1
HE/' = {(x,y) 6 12/(x,y') E B[(xo,yo), e/2] para algún y' < y} .
Entonces ~ E H l (S2) y ~ > 0 en S2, = 0 en S3, por lo tanto
tenemos
0 > IDPO~,+
Jgc
= IgG _> 0 con lo cual g~ = 0
1S2 S2 y S2
y y
en casi todo punto lo que supone g = 0 en casi todo punto de
De esta contradicción deducimos :
g 0 en Int {p = 0}
He/2
II . EXISTENCIA DE UNA SOLUCION MINIMAL Y UNICIDAD EN UN SENTIDO DEBIL .
En esta segunda parte vamos a demostrar que existe una
solución minimal po y que cualquier otra solución es igual a la solu
ción minimal más una solución p del problema con dato en el borde
S2 U S3 identicamente nulo, tal que {p > 0} f1 {po > 0} = 0 .
a) Soluciones S3-conexas .
Definición . 2 .1 . Llamamos solución S3-conexa toda solución p de
(Po) tal que los cierres de todas las componentes conexas de {p > 0}
corten S3 .
Teorema . 2 .2 .
Demostraremos entonces el siguiente teorema :
Toda solución de (Po ) es suma de una solución S3-co-
nexa más una solución del problema (Po), con un dato en el borde E 0
en S2 U S3, nula en el soporte de la solución S3-conexa .
Po(0 = 0)
Demostración .
Vamos a ver primero los siguientes lemas :
Lema 2 .3 .
	
Sea p una solución de (Po) y sea Ai una componente
conexa de {p > 0} tal que el cierre de Ai no corte S3 entonces
pi = p " 1(Ai ) es solución del problema
Encontrar p 6 H I M) p = 0 en S2 U S3, p > 0
en Si y encontrar un conjunto medible A tal que
p = 0 en 2 - A, tales que :
grad p " grad 1 + 1(A)C < 0 VI 6H1(í2)y ._.
> 0 en S2 U S3 .
Demostración .
Si llamamos H(Aí) el siguiente conjunto
H(Ai) = {(x,y) 6 n/(x,y') 6 Ai para algún y'}
tenemos,
en efecto en la parte vertical tenemos,
y en S2 :
del problema :
Po(~ = 0)*
(La recíproca es obvía) .
apí
av + I(Ai)v " y
< 0 en el borde de H(Ai ) ;
api
I(Ai) = 0,
	
av
= 0 dado que 6Ai
no puede tener tramos verticales dentro de 2 sino en ellos tendría-
api
mos pi = av = 0 y por lo tanto pi = 0 en Ai ; en S1 tenemos
api
av + I(Ai)v " y = 0
api .
av + I(Ai)v ° y <
0 .
Entonces para todo 1 6 H 1 (2), I > 0 en S2 U S 3 tenemos :
r r r
grad pi . gradC + I(A)c _ 0 OS + J 1(A)J < 0 .
n in i y H(AiP	H( i) y -
Lema 2 .4 . Las soluciones del problema [p o (~ = 0)] son soluciones
Encontrar p 6 H1 (12), p = 0 en S2 U S3, p > 0 en
2 y encontrar un conjunto medible A tal que p = 0
en 2 - A, tales que
S2
grad p " grad C +
f12
I(A)1y = 0 VI 6 H 1 (Si)
Demostración .
Sea (Pi , Ai) una solución de [Po(0 = 0)] entonces
para todo 1 6 D(t2) tal que > 0 en S2 U *S3,' tenemos :
Vp1. " V~+
1S2
I(A
1
.)~
Y
< 0
	
con lo cual si C3 > 12
SZ
~i Y ~2 6 D(ú), tenemos :
f
o
'7P iVQ 1-W +
f2
I(Ai)(Ci - C2)y < 0
en particular, sea ~2 una función de D(I) y Ci y 13 . tales que
Ci = Max (~2), ~3 = Min (~2)
S2 S2
0 >
f9
PiVUI - W +
fo
I(AiMI - Wy =
entonces
V~2+ I(Ai)~2 y 1
S' SZ
Vpiv (~3
- W + fs2I(Aí)(~3 - C2)y > 0
con lo cual, dado que C2 es arbitraria,
pi . V~ +
J
~I(Aí)~y = 0 para todo C 6 D(ñ),
por lo tanto para todo 6 H l (Q) .
Nota . 2.5 . Analizaremos las soluciones del problema [Po(1 = 0)*)
en la tercera parte de este trabajo .
mos :
Fin de la demostración del Teorema 2 .2 .
Sean Ai , i = 1, k las componentes conexas de {p >O}
(p es solución de (Po)), cuyo cierre no corta a S3 , entonces tene
k k
(p . I(A .))Vi + 1 I(A .)1Y
= 0 VC G H' (S2)
S2 i=1 1 fí2 i=1 1
Por lo tanto si A . i = k + 1, t son las componentes conexas de .
{p >'0} cuyos cierres cortan S3
t R
V(P'. -5-- I(A .))VC + f ~ I(A .)~ _< 0 para todo
si í=k+1 1 S2i=k+1
1 Y
6 H l (Q), C>0 en S2,
	
= 0 en S3 ; con lo cual p " Z I(Aí ) es
k+1
una solución S3-conexa de (Po) .
b) Unicidad en el conjunto de soluciones S 3-conexas - solución mini-
mal .
Vamos a ver que el problema (Po) posee una única so-
lución S3-conexa, por lo tanto esta solución será solución minimal
del problema . Para ésto, utilizaremos unos resultados de' W . Alt [1 ]
sobre el siguiente problema :
P2
Nota 2 .6 . Es obvio constatar que toda solución del problema (P o ) es
también solución del problema (P2) .
Teorema 2 .7 . (Alt [1]) .
Encontrar p 6 H I (S2), p = ¢ en S2 k1 S3, p > 0 en
S2, y encontrar un conjunto medible A tal que p = 0
en S2 A y tales que
grad p " grad ~ +
fp
I(A)~y = 0 V~ 6 H 1 (S2), = 0
S2
en S2 U S3 .
ces el problema (P2) posee soluciones . Si (p,A) es solución de
(P 2 ) entonces satisface :
Sí ~ es Lipschitziana y ~ > 0 en S2 U S3 enton-
0
1) Ap .= 0 en A
2) A > 0 en S2
P -
3) dp + 8y(I(A)) = 0 en 2
4) 9 (I(A)) < 0 en 9
5) p 6 C o 'a (S2) ita tal que 0 < a < 1,
k
(po, Ao)
Nuestro propósito es de comparar las soluciones S3-conexas de
(Po) con la solución miílimal de (P2) .
.
Teorema 2 .8 .
El problema (Po) tiene una única solución S3-cone-.
xa ; esta solucíón es la solución minimal del problema (P2) . (y del
problema Po) .
tenemos :
Además, el problema (P2) posee una solución minimal
tal que V(p,A) solución de_ (P2) tengamos :
0 < p o < p
	
en 2, Ao C A .
Demostración .
Llamamos po la solución minimal del problema (P2),
vamos a demostrar que cualquier solucíón p S3-conex.a del problema
(Po) es igual a po . Para ello vamos a demostrar que :
apero
av
En principio tenemos p - po > 0 en S2
en S3 U S2 con lo cual a av o < 0 en S3 U S2 .
Si cogemos entonces una función 1 6 H 1 (62) con ~ > 0
fp
Op "0~+
f2
I(A)~y =
+ ( ap + I(A)v " y)~dr
fS3
(2 .5 .2 .) OpoVc+ I(Ao)~ _ (-'Poo + I(A,)v "y)Idr +
fí2 S2 y Sf 2 av
+ apo +I
S3(
aV
en S3 .
( (p+ I(A)V " y)cdr +
'S2
I(ío)V "y)Cdr ;
y p - Po = 0
restando (2 .5 .2 .) de (2 .5 .1 .) tenemos :
(2 .5 .3.)
	
1S?
0(p-po)'04 +
f2
I(A-Ao)Cy =
Por otra parte, tenemos :
S 2 () (A-Ao )
Por otra parte a( av o) < 0
aP° + I(A)v " y < 0 en S2 dado que p
a(p-Po) _ IdfJS3 av
dado que S3 pertenece a los bordes de A y de Ao .
(2 .5 .4 .) ( a(Pa\Po) + 1(K'-Ao)v'y)W =
S2 S2 ()
+
J
(~ + I(A)v "y)jdF
dado que S2 (1 Ao pertenece a los bordes de A
2v o = 0 en el
borde de A-Ao .
Ao
cual, de ésto y de (2 .5 .4 .) y (2 .5 .3 .) deducimos :
(2 .5 .5 .) 0(P-Po) .VC + I(A-Ao)~ a(wo)
S2 51
y
'S3
Si llamamos ~E la restricción a 2
de la función
( a(P-Po) + I(A=Ao)v'y)IdF
S2
av
a(P-PO) Gdr +
y de Ao y
en S2 U S3, y
que
es solución de (Po) con lo
Cdf < 0
VI 6 H 1 (f2), p0
donde xo es escogido tal que para todo x > xo y para todo y G IR,
(x,y) é f2 (tal elección se puede hacer dado que 9 está acotado) .
CE 6 H 1 (S2) y por otra parte CE
converge uniformemente hacia 1 cuan
do E tiende a 0, con lo cual existe c o tal que VE < Eo tenga-
mos : ~E > 0 .
Suponiendo entonces E < e o tenemos de (2 .5 .5 .) :
a
-
0
	
< 1 Mp-po)
Cc
< a(p-po) seo < 0
52 S3 S3
de lo cual deducimos :
(2 .5 .7 .) cl8rad(p-po)I L 2 (p) IS2I
1/2
? J
S3
para E < co con lo cual haciendo tender e hacia 0 deducimos
por lo tanto, tenemos :
es obvio deducir entonces,
a(p-po) = 0 en S3,av
y p-po ardiónica en Ao con'lo cual deducimos
p - p o en SE
ap-pó
av
p - po = 0 en Ao ;
> 0
a(p-po)p - po = av
= 0 en S3, siendo S3 regular,
Entonces po es la única solución de (Po) S3-conexa ; por otra par
te el teorema 2 .2, nos permite concluir que po es la solución mini
mal del problema (PO) .
III . ESTUDIO DE LAS SOLUCIONES DE [Po(0 = 0)] Y UNICIDAD .
En esta parte vamos a estudiar las soluciones del pro
blema [Po(0 = 0)] y dados los teoremas (2 .2) y (2 .8), deduciremos
condiciones suficientes para la unicidad de la solución en el proble
ma (PO) .
Sea p una solución de [Pu(0 = 0)] es fácil ver que
para toda componente conexa Ai de {p > 0} tenemos que p X I(Ai)
es también solución de [P o (~ = 0)], por lo tanto, nos vamos a limi
tar al caso en que {p > 0} es conexo .
Teorema 3 .1 .
Si p es solución de [PO(~ = 0)] tal que el conjun
to {p > 0} sea conexo, entonces tenemos :
donde A = {p > 0} y
de de A para algún x, tenemos :
p = Max " (H-y,0) x I(A)
H = sup {y 6]R tal que p(x,y) > 0 para algún (x,y) e 2}
Demoatración .
Para todo 1 6 H 1 (2) tenemos :
vpv~ + iI(A)~y = 0 .
fS2
	
S2
Si cogemos C = p - Max(H-y, 0) tenemos
0 = f vpv(p-Max(H-y,0)) +
f2
I(A)(p-Max(H-y,0))y
S2
=
1
vpv(p-Max(H-u,0)) +
J
(p-Max(H-y,o))y
A A
Dado que -v(Max(h-y,0)) = *(0,1) en A, tenemos
0 = f vpv(p-Max(H-y,0)) - J v(Max(H-y,0)) ' v(p-Max(H-y,0))
A' A
= j [v(p-Max(H-y,0))}2 con lo cual tenemos que
A
p-Max(H-y,0) es constante sobre A ; como (x,H) pertenece al bor-
Corolario . 3 .2 .
sea
tes
(Po) es mayor que 0 .
p = Max(H-y,0) en A
p = Max (H-y, 0)
	
X I(A) en 9.
De este Teorema deducimos el siguiente Corolario .
Una condícíón suficiente para que la solución de (Po)
única es que S 1 - Áo sea monótono en cada una de sus componen-
conexas, siendo Ao el conjunto en que la solución minimal de
estas condiciones
soporte que corta
con lo cual los teoremas 2 .2 . y 2 .8, nos permiten asegurar la
Demostración . Es obvio ver que en
las solucion
v
es no nulas de [Pio(0 = 0)] tienen un
Ao,
unicidad de la solución de (Po) .
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