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Abstract—In this work, we formulate two controllability max-
imization problems for large-scale networked dynamical systems
such as brain networks: The first problem is a sparsity constraint
optimization problem with a box constraint. The second problem
is a modified problem of the first problem, in which the state
transition matrix is Metzler. In other words, the second problem
is a realization problem for a positive system. We develop a pro-
jected gradient method for solving the problems, and prove global
convergence to a stationary point with locally linear convergence
rate. The projections onto the constraints of the first and second
problems are given explicitly. Numerical experiments using the
proposed method provide non-trivial results. In particular, the
controllability characteristic is observed to change with increase
in the parameter specifying sparsity, and the change rate appears
to be dependent on the network structure.
Index Terms—Controllability, large-scale system, projected
gradient method, sparsity
I. INTRODUCTION
CONTROLLABILITY, which refers to the possibility tochange the present network state to a desired state is
a fundamental concept in large-scale networked dynamical
systems [1]–[9]. Although several real networks are nonlinear
[10]–[13], there are no general principles to determine control
inputs for a general nonlinear system to reach a desired state.
Moreover, in the context of neural systems, the assumption
that a networked system is linear is reasonable, because the
baseline firing rates of the neurons pertaining to the case with
no stimulation are considerably lower than those during stim-
ulation and far from the saturation case [14]. Consequently,
several researchers [1]–[9] considered the following linear
system that is an approximation around an equilibrium point
of a nonlinear system:
x˙(t) = Ax(t) +Bu(t), (1)
where x(t) ∈ Rn and u(t) ∈ Rm denote the state and input
vectors, respectively; A ∈ Rn×n is a fixed constant matrix that
reflects a network structure; and B ∈ Rn×m can be designed to
suit the system requirements. In other words, we can adjust the
influence of input u to the autonomous dynamical networked
system x˙(t) = Ax(t) by introducing a decision variable B.
The authors in [15]–[17] considered a matrix BS instead of
any B, where S ⊂ {1, 2, . . . ,M} specifies the vectors from
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M(≥ m) candidate column vectors of B, and addressed the
following combinatorial problem.
maximize
S⊂{1,2,...,M}, |S|=m
f(BS), (2)
where f(BS) denotes an index of controllability. In particular,
in [15], [17], problem (2) was solved based on submodular
optimization, whereas in [16], problem (2) was transformed
into a linear optimization problem and then solved using a
primal-dual distributed algorithm. The combinatorial problems
related to (2) were considered in [18], [19]. In addition,
the authors of [20] considered a controllability maximization
problem in the form of a time-varying actuator problem.
Specifically, BV (t) was considered as the matrix B, where
B ∈ Rn×m and V (t) ∈ {0, 1}m×m denote a fixed constant
matrix and time-varying diagonal matrix, respectively, and
an optimization problem to determine the diagonal entries
of V (t) was examined. This optimization problem was then
completely resolved, as reported in [21]. However, the methods
to determine the M candidate column vectors of B in [15]–
[17] and the matrix B in [20], [21] for a large-scale networked
dynamical system remain unclear.
To overcome this limitation, in this work, we consider
the controllability maximization problems from a different
perspective than those considered in [15]–[17], [20], [21]. In
particular, we formulate two optimal decision problems of B
in system (1) without using candidates of column vectors
considered in [15]–[17] and a fixed B considered in [20],
[21]. The first problem is a sparsity constraint optimization
problem with a box constraint that specifies the possible values
of each element in B. The second problem is a modified
problem of the first problem when A is Metzler, i.e., the
off-diagonal elements of A are nonnegative. Specifically, the
possible values of each element in B in the second problem
are restricted to nonnegative values. The second problem is
thus a realization problem for a positive system, which is an
important problem in the control community [22], [23].
The contributions of this work can be summarized as
follows.
• Although the considered problems are essentially com-
binatorial problems, we solve the problems using a con-
tinuous optimization approach. In particular, we propose
a simple projected (that is, proximal) gradient method to
solve the considered problems. Moreover, we demonstrate
the global convergence of the proposed algorithm to a
stationary point of the objective function. Furthermore,
considering a result recently reported in [24], it is shown
that the convergence rate of the sequences generated by
the proposed algorithm is locally linear.
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• The projections onto the constraints of the first and
second problems are given explicitly.
• Numerical experiments using the proposed algorithm pro-
vide non-trivial results. In particular, the controllability
characteristic is observed to change with increase in the
parameter specifying sparsity, and the change rate appears
to be dependent on the network structure that determines
the structure of the matrix A.
The remaining paper is organized as follows. The problem
formulation is described in Section II. Section III describes
the projected gradient methods used to solve the problems and
provides a proof of global convergence to a stationary point
with a convergence rate. Section IV describes the experimental
results, and the conclusions are presented in Section V.
Notation: The set of real numbers is denoted by R. Given
matrices A,B ∈ Rn×m, we define 〈A,B〉 and ‖A‖F as the
Euclidean inner product and the Frobenius norm, respectively;
i.e., 〈A,B〉 := tr(A>B) and ‖A‖F :=
√〈A,A〉, where the
superscript > denotes the transpose and tr(A) denotes the sum
of the diagonal elements of A. ‖A‖0 is defined as l0 norm; i.e.,
‖A‖0 denotes the number of nonzero elements in A. For any
matrices A,B ∈ Rn×m, we write A ≥ B (A ≤ B) if all the
elements of A are greater (less) than or equal to those of B.
The symbol E ∈ Rn×m denotes a matrix whose elements are
only 1. The symbol In ∈ Rn×n denotes the identity matrix.
II. PROBLEM SETTINGS
System (1) is termed controllable [25], [26] if for any
desired final state xT at any desired final time T , there
exists an input u such that xT =
∫ T
0
exp(A(T − t))Bu(t)dt.
That is, there exists an input u satisfying x(0) = 0 and
x(T ) = xT . However, the input u might be required to have a
high energy. In other words, even if system (1) is controllable,
it may be difficult to control the system state in practice.
Thus, it is important to consider a degree of controllability.
In this section, we formulate two controllability maximization
problems using a controllability index.
First, we consider a general case that A in (1) is a fixed
matrix that may be unstable, and the controllability Gramian
CT (B) :=
∫ T
0
exp(A(T − t))BB> exp(A>(T − t))dt.
The controllability Gramian can be related to the minimum-
energy control problem
minimize
∫ T
0
‖u(t)‖2dt
subject to (1), x(0) = 0, x(T ) = xT ,
where xT ∈ Rn is any final state. In fact, if system (1) is
controllable, the minimum energy, i.e., the optimal objective
value of the above problem, is given by x>T C−1T (B)xT , as
shown in [10]. Moreover, the Rayleigh-Ritz theorem implies
that
1
λmax(CT (B)) ≤
x>T C−1T (B)xT
x>T xT
≤ 1
λmin(CT (B)) (3)
for any xT 6= 0, where λmin(CT (B)) and λmax(CT (B))
denote the minimum and maximum eigenvalues of CT (B),
respectively. Because inequality (3) holds, λmin(CT (B)) and
tr(C−1T (B)), which denotes the sum of the inverse of all the
eigenvalues of CT (B), are frequently adopted as the control-
lability indices [1], [17], [18], [27]. Moreover, tr(C−1T (B)) >
n
tr(CT (B)) . Thus, to decrease tr(C
−1
T (B)), tr(CT (B)), which
is the sum of all eigenvalues of CT (B), must be increased. If
tr(CT (B)) is sufficiently large, there exists a direction that can
be specified by an eigenvector of CT (B) such that the state
x(t) of system (1) can move to the direction with a low input
energy. Consequently, in the existing studies [16], [20], [21],
tr(CT (B)) was adopted as a controllability index. Note that
unlike tr(C−1T (B)), tr(CT (B)) can be defined even if system
(1) is not controllable.
In this study, we use tr(CT (B)) as a controllability index
and consider the following modified problems:
minimize h(B) := −tr(CT (B)) (4)
subject to ‖B‖0 ≤ s,
where s is a specified nonnegative value. The constraint
‖B‖0 ≤ s ensures that the nonzero elements of B are less
than or equal to s. That is, we can determine sparsity of B by
specifying s ∈ {1, 2, . . . , nm}.
However, in general, h(B) is not bounded below, subject to
‖B‖0 ≤ s. That is, a global optimal solution for (4) does not
exist. To demonstrate this aspect, we consider any β > 0 and
B˜ ∈ Rn×m. Because h(βB˜) = β2h(B˜) and ‖βB˜‖0 = ‖B˜‖0,
h(B˜) < 0 (this relation holds if system (1) with B = B˜ is
controllable) and ‖B˜‖0 ≤ s imply that limβ→∞ h(βB˜) = −∞
and limβ→∞ ‖βB˜‖0 ≤ s.
To guarantee the existence of an optimal solution, we
consider the following problem with a box constraint.
Problem 1: Given any matrix A ∈ Rn×n, T > 0, and
s ∈ {1, 2, . . . , nm}, find B ∈ Rn×m that solves
minimize h(B)
subject to ‖B‖0 ≤ s, −E ≤ B ≤ E.
The above discussion implies that if B∗ is an optimal
solution to Problem 1, βB∗ is that to a modified problem
in which −E ≤ B ≤ E in Problem 1 is replaced with
−βE ≤ B ≤ βE, where β > 0.
Next, we consider a positive case in which A in (1) is a fixed
Metzler matrix that may be unstable. Positive systems with
Metzler matrix A and non-negative matrix B are important,
as mentioned in Section I. To realize a positive system when
A is Metzler, we consider the following problem.
Problem 2: Given any Metzler matrix A ∈ Rn×n, T > 0,
and s ∈ {1, 2, . . . , nm}, find B ∈ Rn×m that solves
minimize h(B)
subject to ‖B‖0 ≤ s, 0 ≤ B ≤ E.
That is, we replace the constraint −E ≤ B ≤ E in Problem
1 with 0 ≤ B ≤ E.
Remark 1: The l0 norm constraint is frequently replaced
with the l1 norm constraint when an objective function and
other constraints are convex, because the modified problem
then becomes convex [28], [29]. However, our objective func-
tion h is non-convex, as shown in Section III. Thus, even if
we replace l0 with l1, the modified problems are non-convex.
Hence, in this study, we do not replace l0 with l1.
Remark 2: The objective values at the global optimal
solutions to Problems 1 and 2 monotonically increase as s
increases. That is, when we use the global optimal solutions,
controllability index −h(B) increases as s increases.
III. PROJECTED GRADIENT METHODS FOR PROBLEMS 1
AND 2
In this section, we develop projected gradient methods for
solving Problems 1 and 2. To this end, we consider
minimize IZs∩W (B) + h(B), (5)
minimize IZs∩W[0,1](B) + h(B), (6)
where (5) and (6) are unconstrained problems equivalent to
Problems 1 and 2, respectively,
IS(B) :=
{
0 (B ∈ S)
∞ (B 6∈ S)
is the indicator function of any set S, and
Zs := {B ∈ Rn×m | ‖B‖0 ≤ s},
W := {B ∈ Rn×m | −E ≤ B ≤ E},
W[0,1] := {B ∈ Rn×m | 0 ≤ B ≤ E}.
We first note that
h(B) = −
∫ T
0
tr(exp(A(T − t))BB> exp(A>(T − t)))dt
= −
∫ T
0
tr(BB> exp(A>(T − t)) exp(A(T − t)))dt
= tr(BB>H(A, T )), (7)
where
H(A, T ) := −
∫ T
0
exp(A>(T − t)) exp(A(T − t))dt.
Using (7), we prove the following theorem.
Theorem 1: The function h(B) is strictly concave, and the
gradient is
∇h(B) = 2H(A, T )B. (8)
Proof : From (7), the directional derivative of h at B along
B′ is given by Dh(B)[B′] = 2tr
(
B′>H(A, T )B
)
. Hence, the
gradient of h(B) is given by (8). Also, the Hessian of h at
any B ∈ Rn×m is given by Hessh(B)[B′] = 2H(A, T )B′.
Because H(A, T ) is a symmetric negative definite matrix,
〈B′,Hessh(B)[B′]〉 < 0 for any B′ ∈ Rn×m\{0}. Hence,
h(B) is strictly concave. 2
The following corollary follows from (8).
Corollary 1: The gradient ∇h is L(A, T )-Lipschitz contin-
uous, where
L(A, T ) := 2
∫ T
0
‖ exp(A(T − t))‖2F dt. (9)
That is,
‖∇h(B1)−∇h(B2)‖F ≤ L(A, T )‖B1 −B2‖F , (10)
where B1 and B2 are any real n×m matrices.
Algorithm 1 is the proposed algorithm for solving Problems
1 and 2. In practice, we terminate the iteration if ‖∇h(Bk)‖F
is sufficiently small. Note that we must choose a nonzero B0
at step 1. This is because it follows from (8) that B0 = 0
implies ∇h(B0) = 0.
Algorithm 1 Projected gradient methods for Problem 1 and
2.
1: Set B0 ∈ Rn×m\{0} and t > L(A, T ), where L(A, T ) is
defined as (9).
2: for k = 0, 1, 2, . . . do
3: Bk+1 ∈ P
(
Bk − 1t∇h(Bk)
)
, where P is the projection
onto Zs∩W for Problem 1 and Zs∩W[0,1] for Problem
2.
4: end for
Using Corollary 1, we can obtain the following theorem
regarding global convergence and convergence rate. To show
this and for the following subsections, we define Λ as the index
set of Rn×m. That is, Λ := {(i, j) | i ∈ {1, 2, . . . , n}, j ∈
{1, 2, . . . ,m}}.
Theorem 2: Any sequence {Bk} generated by Algorithm 1
for Problem 1 (Problem 2) globally converges to a stationary
point of IZs∩W (B) + h(B) (IZs∩W[0,1](B) + h(B)) with
locally linear convergence rate.
Proof : We only prove the claim on Problem 1, because the
proof on Problem 2 is similar.
First, we show the global convergence. The objective func-
tion of (5), that is, IZs∩W (B) + h(B), is a proper lower
semicontinuous KL function [30]. Moreover, IZs∩W (B) +
h(B) is bounded below. In fact, B ∈ Zs ∩ W implies
IZs∩W (B) + h(B) > −∞, and B 6∈ Zs ∩ W yields
IZs∩W (B) = ∞ > −h(B). Thus, if B 6∈ Zs ∩ W , then
IZs∩W (B) + h(B) > −h(B) + h(B) = 0. From Corollary 1,
∇h is L(A, T )-Lipschitz continuous. Thus, Theorem 5.1 and
Remark 5.2 in [31] imply global convergence.
Next, we show locally linear convergence rate. Let Γk be
the set of all sets of k different indices (i, j) ∈ Λ. Using Γk
and (7), Problem 1 can be rewritten as
min
B
min
Ω∈Γnm−s
tr(BB>H(A, T ))
subject to B ∈ HΩ ∩W.
with HΩ := {B ∈ Rn×m |Bij = 0 for (i, j) ∈ Ω}. Moreover,
this problem is equivalent to minB F (B), where F (B) :=
minΩ∈Γnm−s IHΩ∩W (B)+tr(BB>H(A, T )). Because F (B)
is continuous on {B ∈ Rn×m | ∂F (B) 6= ∅}, Corollary 5.2 in
[24] implies locally linear convergence rate. 2
In the following subsections, we show that the projections
onto Zs ∩W and Zs ∩W[0,1] in Algorithm 1 can be easily
calculated. To this end, we define
‖X‖Γ :=
√ ∑
(i,j)∈Γ
X2ij , 〈X,Y 〉Γ :=
∑
(i,j)∈Γ
XijYij
for any X,Y ∈ Rn×m and any Γ ⊂ Λ.
A. Projection onto Zs ∩W
The projections of B ∈ Rn×m onto Zs, W , and Zs ∩W
are defined by
PZs(B) := argmin
X∈Rn×m
{‖X −B‖2F | ‖X‖0 ≤ s} ,
PW (B) := argmin
X∈Rn×m
{‖X −B‖2F | −E ≤ X ≤ E} ,
= min(max(−E, B),E)
PZs∩W (B) := argmin
X∈Rn×m
{‖X −B‖2F | −E ≤ X ≤ E,
‖X‖0 ≤ s} , (11)
respectively. Note that PZs can be a set, in general. In fact,
(PZs(B))ij = Bij if Bij is contained in the s first largest
entries in absolute value of B, and (PZs(B))ij = 0 otherwise.
That is, the set-valuedness of PZs arises from the fact that the
s largest entries may not be uniquely defined. Also, for any
B ∈ Rn×m, let Λs(B) be any index set that indicates the s
first largest entries in |Bij |, (i, j) ∈ Λ. By definition, for any
B,X ∈ Rn×m,
‖X‖2F = ‖X‖2Λs(B) + ‖X‖2Λ\Λs(B). (12)
Furthermore, we have the following lemma.
Lemma 1: For any B,X ∈ Rn×m,
‖X −B‖2Λs(B) + ‖X‖2Λ\Λs(B) = ‖X − PZs(B)‖2F . (13)
Proof : It follows from (12) that
‖X − PZs(B)‖2F =‖X − PZs(B)‖2Λs(B)
+ ‖X − PZs(B)‖2Λ\Λs(B).
By definition,
||X − PZs(B)||2Λs(B) = ||X −B||2Λs(B)
‖X − PZs(B)‖2Λ\Λs(B) = ‖X‖2Λ\Λs(B).
Thus, (13) holds. 2
Using (12) and Lemma 1, we can show that the projection
onto Zs ∩W is the composition of PZs and PW .
Theorem 3:
PZs∩W = PW ◦ PZs .
Proof : It follows from (11) and (12) that
PZs∩W (B) = argmin
X∈Rn×m
{‖X‖2Λs(B) + ‖X‖2Λ\Λs(B)
− 2〈B,X〉Λs(B) − 2〈B,X〉Λ\Λs(B) + ‖B‖2F |
−E ≤ X ≤ E, ‖X‖0 ≤ s} (14)
Because each |Bij |, (i, j) ∈ Λs(B) is greater than all |Bij |,
(i, j) ∈ Λ\Λs(B) and ‖B‖2F is constant, (14) is equivalent to
PZs∩W (B) = argmin
X∈Rn×m
{‖X‖2Λs(B) − 2〈B,X〉Λs(B) |
‖X‖2Λ\Λs(B) = 0,−E ≤ X ≤ E, ‖X‖0 ≤ s}
= argmin
X∈Rn×m
{‖X‖2Λs(B) − 2〈B,X〉Λs(B) |
‖X‖2Λ\Λs(B) = 0,−E ≤ X ≤ E}
= argmin
X∈Rn×m
{‖X −B‖2Λs(B) + ‖X‖2Λ\Λs(B) |
−E ≤ X ≤ E} (15)
From (13) in Lemma 1, (15) is equivalent to
PZs∩W (B) = argmin
X∈Rn×m
{‖X − PZs(B)‖2F | −E ≤ X ≤ E}
= PW (PZs(B)).
This completes the proof. 2
In general, PZs∩W 6= PZs ◦ PW . That is, the order of
the projections PZs and PW is not commutative. In fact,
for example, suppose that B =
(
3
−4
)
and s = 1. Then,
PW (PZ1(B)) =
(
0
−1
)
and PZ1(PW (B)) =
(
1
0
)
. Thus,
‖PW (PZ1(B))−B‖2F = 18 < 20 = ‖PZ1(PW (B))−B‖2F .
B. Projection onto Zs ∩W[0,1]
The projections of B ∈ Rn×m onto {B ∈ Rn×m |B ≥ 0},
{B ∈ Rn×m |B ≤ E}, and Zs ∩W[0,1] are defined by
P≥0(B) := argmin
X∈Rn×m
{‖X −B‖2F |X ≥ 0} ,
= max(0, B),
P≤1(B) := argmin
X∈Rn×m
{‖X −B‖2F |X ≤ E} ,
= min(E, B),
PZs∩W[0,1](B) := argmin
X∈Rn×m
{‖X −B‖2F | 0 ≤ X ≤ E,
‖X‖0 ≤ s} , (16)
respectively. For any B ∈ Rn×m, the index sets Γ<0(B),
Γ[0,1](B), and Γ>1(B) are defined by
Γ<0(B) := {(i, j) ∈ Λ |B < 0},
Γ[0,1](B) := {(i, j) ∈ Λ | 0 ≤ B ≤ E},
Γ>1(B) := {(i, j) ∈ Λ |B > E},
respectively. By definition, for any B,X ∈ Rn×m,
‖X‖2F = ‖X‖2Γ<0(B) + ‖X‖Γ[0,1](B) + ‖X‖2Γ>1(B). (17)
Also, for any B ∈ Rn×m, let Λ˜s(B) be the index set
that indicates the min(s, |Λ˜(B)|) first largest entries in |Bij |,
(i, j) ∈ Λ˜(B), where
Λ˜(B) := Γ[0,1](B) ∪ Γ>1(B).
The projection onto Zs ∩W[0,1] is the composition of P≥0,
PZs , and P≤1 as follows.
Theorem 4:
PZs∩W[0,1] = P≤1 ◦ PZs ◦ P≥0.
Proof : It follows from (16) and (17) that
PZs∩W[0,1](B) = argmin
X∈Rn×m
{‖X −B‖2Γ<0(B) + ‖X −B‖2Γ[0,1](B)
+ ‖X −B‖2Γ>1(B) | 0 ≤ X ≤ E, ‖X‖0 ≤ s}.
If (i, j) ∈ Γ<0(B), then Bij < 0. Thus, ‖X − B‖2Γ<0(B) =
‖X‖2Γ<0(B)−2〈B,X〉Γ<0(B)+‖B‖2Γ<0(B) subject to 0 ≤ X ≤
E, ‖X‖0 ≤ s is minimized when ‖X‖Γ<0(B) = 0. Thus,
PZs∩W[0,1](B) = argmin
X∈Rn×m
{‖X −B‖2
Λ˜(B)
| ‖X‖Γ<0(B) = 0,
0 ≤ X ≤ E, ‖X‖0 ≤ s}. (18)
Because Bij ≥ 0 for any (i, j) ∈ Λ˜(B), (18) implies
PZs∩W[0,1](B) = argmin
X∈Rn×m
{‖X −B‖2
Λ˜(B)
| ‖X‖Γ<0(B) = 0,
X ≤ E, ‖X‖0 ≤ s}. (19)
Moreover, because
‖X −B‖2
Λ˜(B)
=‖X‖2
Λ˜s(B)
+ ‖X‖2
Λ˜(B)\Λ˜s(B) − 2〈B,X〉Λ˜s(B)
− 2〈B,X〉Λ˜(B)\Λ˜s(B) + ‖B‖2Λ˜(B)
and each Bij for (i, j) ∈ Λ˜s(B) is greater than all Bij , (i, j) ∈
Λ˜(B)\Λ˜s(B), (19) yields
PZs∩W[0,1](B) = argmin
X∈Rn×m
{‖X −B‖2
Λ˜s(B)
+ ‖X‖2Γ<0(B)
+ ‖X‖2
Λ˜(B)\Λ˜s(B) |X ≤ E}
= argmin
X∈Rn×m
{‖X − PZs(P≥0(B))‖2Λ˜s(B))
+ ‖X − PZs(P≥0(B))‖2Γ<0(B)
+ ‖X − PZs(P≥0(B))‖2Λ˜(B)\Λ˜s(B) | X ≤ E}
= argmin
X∈Rn×m
{‖X − PZs(P≥0(B))‖2F |X ≤ E}
= P≤1(PZs(P≥0(B))).
Here, the first equality follows from a similar discussion to
the proof of Theorem 2, and the second equality follows from
‖X − PZs(P≥0(B))‖Λ˜s(B) = ‖X −B‖Λ˜s(B),
||X − PZs(P≥0(B))||Γ<0(B) = ||X||Γ<0(B),
‖X − PZs(P≥0(B))‖Λ˜(B)\Λ˜s(B) = ‖X‖Λ˜(B)\Λ˜s(B).
This completes the proof. 2
Note that, similarly to in Theorem 3, we cannot change
the order of P≤1, PZs , and P≥0. In fact, for exam-
ple, suppose that B =
(
3
−4
)
and s = 1. Then,
P≤1(PZ1(P≥0(B))) =
(
1
0
)
and P≥0(PZ1(P≤1(B))) =(
0
0
)
. Thus, ‖P≤1(PZ1(P≥0(B))) − B‖2F = 20 < 25 =
‖P≥0(PZ1(P≤1(B)))−B‖2F .
IV. NUMERICAL EXPERIMENTS
This section describes the results of the numerical experi-
ment performed using Algorithm 1. In all the cases, we set
m = 1, although Algorithm 1 can also be used for m > 1.
That is, we only considered a single input case because the
case is already sufficiently difficult. In fact, it has been known
that the problem of finding B ∈ Rn×1 such that system (1)
is controllable is NP hard [7]. Moreover, we set final time
T = 10 and t = 1.1L(A, T ) in Algorithm 1.
For Problem 1, we constructed A in system (1) by us-
ing MATLAB command sprandn (that is a sparse normally
distributed random matrix generator) and the Watts–Strogats
model with n nodes, 6 average degree, and 0.05 rewiring
probability [32]. For Problem 2, we constructed a Metzler
matrix A in system (1) by using MATLAB command sprand
(that is a sparse uniformly distributed random matrix generator
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Fig. 1. The relations between controllability index −h(B) and sparsity
parameter s in Problem 1. The top-left and top-right figures show the
simulation results in n = 50 and n = 100, respectively. The bottom-left and
bottom-right figures show the simulation results in n = 200 and n = 300,
respectively. The solid and dashed lines indicate the results of the sprandn
and Watts–Strogats cases, respectively.
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Fig. 2. The relations between controllability index −h(B) and sparsity
parameter s in Problem 2. The top-left and top-right figures show the
simulation results in n = 50 and n = 100, respectively. The bottom-left and
bottom-right figures show the simulation results in n = 200 and n = 300,
respectively. The solid and dashed lines indicate the results of the sprand and
Watts–Strogats cases, respectively.
on the interval (0, 1)) and the Watts–Strogats model that has
the same parameters as those used in Problem 1.
Figs. 1 and 2 show the relations between controllability
index −h(B) and sparsity parameter s in Problems 1 and
2, respectively. Here, initial point B0 in Algorithm 1 was
the same for all s when n was fixed. As shown in Fig. 1,
−h(B) tended to increase as s increased. However, −h(B)
did not monotonically increase, although −h(B) is higher as s
increases when we use global optimal solutions, as mentioned
in Remark 2. This means that local optimal solutions to
Problem 1 could be obtained using Algorithm 1. In contrast,
−h(B) monotonically increased as s increased for Problem 2.
The following non-trivial results were obtained.
1) For Problems 1 and 2, the controllability characteristic
changed as s increased. That is, the slope of −h(B)
varied for small and sufficiently large values of s.
2) For Problems 1 and 2, the controllability index −h(B)
did not saturate as s increased.
3) In the case of s = n, B generated by Algorithm 1 had
n non-zero elements for Problems 1 and 2. That is, the
controllability in terms of −h(B) was maximized when
all the states xi(t), i = 1, 2, . . . , n were stimulated by
a common single input u(t) ∈ R. Moreover, although
the elements of B had values of only 1 for Problem
2, as can be shown theoretically, the corresponding
elements in Problem 1 were vectors composed of non-
trivial combinations of 1 and −1.
4) For Problem 1 (Problem 2), although controllability in
the sprandn (sprand) cases were higher than that in the
Watts–Strogats cases for n = 50 and n = 100; however,
the relations were reversed for n = 200 and n = 300.
Remark 3: We confirmed that rank CT (B) < 10 for Prob-
lems 1 and 2 when n = 50, 100, 200, and 300. That is,
system (1) resulting from Algorithm 1 was not controllable.
Thus, λmin(CT (B)) = 0 and tr(C−1T (B)) could not be defined.
However, we could increase −h(B). This means that the
system controllability can be increased on a low dimensional
subspace, and it is expected that the such a subspace is
determined by the structure of A.
V. CONCLUSION
We formulated two novel controllability maximization prob-
lems and developed a simple projected gradient method for
solving the problems. We proved that a sequence generated
by our method has global convergence with locally linear
convergence rate. Moreover, the projections used in the pro-
posed method were given explicitly. Numerical experiments
demonstrated the effectiveness of our method, and provided
non-trivial results. In particular, it is indicated that controllabil-
ity characteristic changes as the parameter specifying sparsity
increases, and the change rate appears to be dependent on a
network structure. The analysis of the change rates for various
network structures would be considered in future work.
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