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ABSTRACT: We study the convergence of certain subseries of the harmonic series 
corresponding to increasing sequences of integers whose digits in a certain base are not 
uniformly distributed. We also discuss the  case of irregular sequences, where the frequency 
distribution of some of the digits does not exist.  Examples are given for irregular sequences 
where the corresponding harmonic subseries is convergent, or divergent, respectively. 
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1. INTRODUCTION 
Kempner [1] observed that if we omit from the harmonic series ∑∞
=
=
1
1:
n n
H  all terms 
corresponding to integers whose decimal representation contains at least once the digit 9, 
then the remaining "9-free" subseries  (where 10 refers to the base, 9 is the missing 
digit) will be convergent, and bounded by 90. Hansberger's [2] Mathematical Gems gives a 
simple proof of this fact, and discusses the case of other missing digits. More recent papers 
[3-5] give better bounds, the best published result [5] being 
9,10H
3.282.20 9,10 ≤≤ H . 
In this paper we first we generalize Kempner's [1] observation (Section 2), and  discuss the 
convergence properties of some fractal subseries of the harmonic series. Recall that a 
countable infinite set ),0[ ∞∈iξ of real numbers is called fractal with mass fractal 
dimension 10, <≤ αα if their counting function ( )xxN ii ≤= ξξ |#:)( behaves for 
∞→x as [6, 7]. In this spirit an increasing  sequence {αxxN ∝)( }iν of nonnegative 
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integers will be called a fractal sequence of dimension α if their counting function 
asymptotically behaves as  ( ) nnnN ii νν ∝≤= |#:)( α 1with some 0, <≤ αα .  
Section 3 is devoted to a more general case. The main result of this part (Theorem 6 and its 
Corollary 1) studies the convergence of the subseries of the harmonic series corresponding 
to integers with nonuniformly distributed digits in their base-r expansion. The convergence 
will depend on the Shannon entropy of the digits' frequency distribution (if it exists!). 
Finally (in Section 4) examples will be constructed for increasing sequences of integers 
(called irregular sequences) for which the frequency distribution does not exist for certain 
digits. Surprisingly (see Theorem 7), for some irregular sequences the corresponding 
harmonic subseries is convergent, while in some other cases it is divergent. The concluding 
Section 5 of the paper contains a simple conjecture, and related topics from Number Theory 
are indicated. Two technical Lemmas are relegated to the Appendix.  
 
2. SIMPLE GENERALIZATIONS OF KEMPNER'S "9-FREE" SEQUENCES 
Theorem 1. Let { }idr νν =,  be the set of those integers which in their base-r expansion 
(r>2) do not contain a certain digit d, where d can be 0,1, …r-1. Then the counting 
function of { }iν , ( ) ( )nnN ii ≤= ννν |#:  scales for ∞→n  as  with ( ) αν nnN ∝
( )
⎟⎟⎠
⎞
⎜⎜⎝
⎛+−=
nlog
O
rlog
rlog 11α . 
Remark 1.  If 1>r , the digits can be denoted by the symbols  9,,1,0 1021 === σσσ L ; 
and by arbitrary symbols for 111 ,, −rσσ L , as e.g. in the hexadecimal system one uses 
. FBA ,,,,9,,1,0 LL
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 Proof of Theorem 1:  Case a)  Let the missing digit be d=0. All integers ν such that 
 have k digits in base-r, that is the  number of those ν´s which do not contain the 
digit d is ( .  
kk rr ≤≤− ν1
)kr 1−
Letting :  Krn =
: 
( ) ( ) ( )
( ) ( ) ( ) KKKK
kK
k
kK
k
K
k krkr
rr
r
r
r
r
rr#nN
α
ν
ν
=−∝−
−∝−
−−+−=
∑ −+−=∑ −=∑ ⎟⎠
⎞⎜⎝
⎛ ∑=
++
=== <≤−
1
2
1
2
111
1111
11
011 1
, 
with  ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛+−=
nlog
O
rlog
rlog 11α . 
Case b) If  the missing digit is d≠ 0, there are ( )( ) 112 −−− krr possible ν values such that 
, because the first digit cannot be 0.  Thus, for , kk rr ≤≤− ν1 Krn =
( ) ( ) ( )
( ) ( ) ( ) ,112
121#
2
0
11
11 1
KK
kK
k
kK
k
K
k rr
K
rrrr
rrrN
kk
α
ν
ν
∝−∝−−=
−−=⎟⎟⎠
⎞
⎜⎜⎝
⎛=
∑
∑∑ ∑
−
=
−−
== <≤−
 
again with ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛+−=
nlog
O
rlog
rlog 11α .                                                                                         ð 
Definition Let us call { }∑= ∈ d,r xd,r :)x( νν νζ
1  (x real, r>2) the generalized  Euler zeta function 
corresponding to the sequence { }d,rν . We have the following 
Theorem 2. { }∑= ∈ d,r xd,r :)x( νν νζ
1  is convergent if ( )
rlog
rlogx 1−>  and divergent if  ( )
rlog
rlogx 1−≤ . 
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Proof.  { }
( )
( ) ( ) ( )∑ −⋅−=−∑<∑ ∑ ∑== ∞=−
∞
=∈
∞
= <≤− 0
111 1
11111
l xl
l
xl
l
ld,r l lrlr
xxd,r r
rr
r
r:)x(
νν ν ννζ                  for d=0  and 
            { }
( )( ) ( )∑ −<−−∑<∑ ∑ ∑== ∞
=
−∞
=∈
∞
= <≤− 0
1
11 1
11211
l xl
l
xl
l
ld,r l lrlr
xxd,r r
r
r
rr:)x(
υν ν ννζ            for d≠0.   
In both cases if ( )
rlog
rlogx 1−>  then 110 <−<
xr
r and ∞<)x(d,rς . Suppose now that ( )rlog
rlogx 1−≤ .  
Then 
( )
( )
( )( )
( )
( )
⎪⎪⎩
⎪⎪⎨
⎧
≠−⋅−=⋅
−−
=−
=
⎟⎟⎠
⎞
⎜⎜⎝
⎛>=
∑∑
∑
∑ ∑∑ ∑
∞
=
∞
=
−
−
∞
=
∞
= <≤
∞
= <≤ −−
,01212
01
11
01
1
1
1
11
,
11
dif
r
r
r
r
rr
rr
dif
r
r
r
x
l
lx
l
x
l
xlx
l
l
xl
l
l rr
lx
l rr
xdr
llll νν νζ
 
and in   both cases (xd,r )ζ is divergent because 11 ≥−xr
r .                               ð 
Remark 2.  In classical Analysis ([8, vol. I, pp. 25-26] the exponent 
r
r
log
)1log( −  figuring in 
Theorem 2 is called the convergence exponent of the sequence { }dr ,ν . For an arbitrary 
nondecreasing positive sequence ∞=≤≤≤
∞→
i
i
rrr lim,0 21 L , the convergence exponent is 
defined as the number λ for which ∞<∑ −
i
ir σ for λσ > and ∞=∑ −
i
ir σ if λσ < . For 
λσ =  the series may converge or diverge. It is proved in [8] that 
mm r
m
log
logsuplim
∞→
=λ . 
Theorem 2 is special case of the following more general Theorem. 
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Theorem 3. Let { } { }L<<= 21 ννν  be a monotone increasing sequence of integers with a 
counting function satisfying  if n>R, where R is a sufficiently large 
number.  Then the generalized zeta function corresponding to the sequence  
( ) ],(,nnN 10∈∝ αα
{ } { } ( ) ∑=
i x
i
:x, νζν ν
1 , is convergent if x>α and divergent if x§α.. 
Proof.  First we prove that if x> α  then { } ( )xνς  is convergent. Indeed,  
{ }( ) ( ) ( )( ) ( )( )
.1
11
0
1
1
1
1
1
11 1
<∞<⋅=
<−<==
−∞
=
∞
= −
∞
= −
−∞
= <≤
∞
=
∑
∑∑∑ ∑∑
−
x
l
lx
l
l
xl
l
l
xl
ll
l RR
x
ii
x
i
Rif
R
RRconst
R
RN
R
RNRNx
l
i
l
α
α
α
ν
ν ννζ
 
 Next, let x§α. We have, with appropriate positive constants a and b: 
{ }( ) ( ) ( ) ( ) ( )( )
.
1
1
1
1
1
1
1
2 11
xif
R
R
R
ba
R
RNRNa
R
RNRNaax
l
lx
l
x
l
xl
ll
l
lx
ll
l RR
x
ll
≥∞=+=
−+>−+>+=
∑
∑∑∑ ∑
∞
=
∞
=
+
−∞
=
−∞
= <≤ +−
α
νζ
α
ν
ν
                 ð 
If N(n) is not a power function itself but asymptotically tends to such a function, we have a 
similar result :  
Theorem 4. Let { } { }L<<= 21 ννν be a monotone increasing sequence of integers with a 
counting function satisfying ( ) ( )[ ] 0)(],1,0(, lim1 =∈∝ ∞→
+ nfnnN
n
nf αα . Then there exists 
an 0ε  such that  for any 10 0 <<< εε  the generalized zeta function corresponding to the 
sequence,  { }( ) ∑=
i
x
i
x νζ ν
1: , is convergent if x>α(1+ε)  and divergent if ( )εα −≤ 1x . 
Proof. Let 1)( 1 << εnf  for and  for 1Rn ≥ 2)1( >−εαn 122 <<≥ εεandRn . Let 
{ } ( 1,,min;,max 21021 )εεε == RRR . It is sufficient to study the convergence of the 
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truncated series ∑
>Ri
x
iν
1 .  First, let ).1( εα +>x   Then 
∑ ∑∑ ∞
= <≤≥ +
=
1 1
11
l RR
x
iRi
x
i li
l ν νν
{ } ( ) ( )( ) ( ) ∞<∑⋅=∑⋅<∑≤ ∞
=
+∞ ++∞
=
+
1
1
2
1
11
1
1
1
l lx
l
lx
l
i lx
l
R
Rconst
R
Rconst
R
RN εαεν   
if ( ) .x 01 <−+ εα  if ( )εα −≤ 1x  the scaling law ( ) ( )λαλ lRflRN += 1 implies 
( ) ( ) ( ) [ ]( )( )
( )
( ) ( ) )1(11
111
1
)1(
3
1
)1(
)1(
1
1
1
1
)1(
1
1
εα
νν
εα
εα
α
ν
−≤∞=⋅>−>
−=−>=
∑∑
∑∑∑ ∑∑
∞
=
−∞
=
−
+
∞
=
+
+∞
=
+
+
> ≤≤> +
xif
R
R
R
constR
R
RN
R
RN
R
RNRN
l
lx
l
x
l
xl
l
l
xl
Rfl
l
xl
ll
Ll RR
x
iLl
x
l
R
l
l
i
l .                    ð 
Remark 3.  Theorems 3 and 4 can also be deduced  from the following known Theorem A 
(of Krzyś, Powell and Šalát, [9, 10, 11]): Let { }L<< 21 mm be a sequence of integers with 
counting function N(n). Then ∑∞
=
∞<
1
1
n nm
 iff  ∑∞
=
∞<
1
2
)(
n n
nN .  
To derive Theorem 3 from Theorem A, let sequence { } { }L<<= 21 ννν  be as in Theorem 
3, and { } { } { } nn xxxi NnxnN ανυ ν ∝⎟⎠⎞⎜⎝⎛=≤= 1#:),( . By Theorem A, ∞<∑
∞
=1
1
i
x
iν  iff 
∑∞
=
− ∞<
1
2
n
xn
α
 that is iff .α>x                             
ð 
To derive Theorem 4 from Theorem A, let { } { } { } [ ]nn nfxxxi NnxnN )(11#:),( +∝⎟⎠⎞⎜⎝⎛=≤= ανν ν  
and by Theorem A ∞<∑∞
=1
1
i
x
iν  iff 
[ ] ∞<∑∞
=
−+
1
2)(1
n
nf
xn
α
.  Let 1)( <≤ εnf  for , then 0Nn ≥
 6
∑∑ ∞
=
∞
=
∞<+=
0
11
1 Nn
x
ni
x
i
const νν  if 
[ ] [ ]∑∑
≥
−+
≥
−+ <
00
212)(1
Nn
x
Nn
nf
x nn ε
αα
which is satisfied if 
[ ] x<+ εα 1 . Conversely, if [ ]εα −≤ 1x , we have 
[ ] [ ] [ ] ∞=+> ∑∑∑
≥
−−−
=
−+∞
=
−+
0
0 21
1
1
2)(1
1
2)(1
Nn
x
N
n
nf
x
n
nf
x nnn ε
ααα
.                                                                ð 
Example If { } { }ip=ν is the sequence of prime numbers, then by the Prime Number Theorem 
( ) ( ) ( )( ) n n nn nnxaxOxdxnnN logloglog12 loglogexplog −∝∝−⋅+== ∫πν  for . By Theorem 
4,  
∞→n
0
log
loglog)(,1 →−==
n
nnfα , and { } ( ) ∞<∑=
i x
i
ip p
x 1ζ for and divergent for 1>x 1<x . 
Note that Theorem 4 cannot decide the convergence of the series for . Using the 
stronger Theorem A , 
1=x
∞=∑ ∑
n n nnn
n
log
1~)(2
π and the well-known divergence of ∑
n np
1  
follows. 
Theorem A can also be used to prove the following Theorem. 
Theorem 5. Let { } { }L<<= 21 ννν be a  sequence of non-negative integers with a counting 
function satisfying . Suppose that for sufficiently large values of 
n we have 
( ) ( )[ ] ]1,0(,1 ∈∝ + αα nfnnN
( ) ⎟⎠⎞⎜⎝⎛++=+ + pnf
nf
n
O
nn
n 11
1 )1(
)( δ  with  . Then 1>p ∞<∑∞
=1
1
i
x
iν  for  
)1( δα −>x and ∞=∑∞
=1
1
i
x
iν  for   )1( δα −≤x . 
Proof. By Theorem A,   ∞<∑∞
=1
1
i
x
iν  iff 
[ ]∑∑ ∞
=
−+∞
=
∞<∝
1
2)(1
1
2
)(
n
nf
x
n
nn
nN α . According to the 
Gauss criterium ([12] Eq. 0.225, [13] p. 288), if for a sequence of positive numbers { }ku    
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one has ⎟⎠
⎞⎜⎝
⎛++=
+
βk
O
k
q
u
u
k
k 11
1
    with 1>β  then the series is convergent for 
and divergent for 
∑∞
=1k
ku
1>q 1≤q . Applying this to [ ]∑∞
=
−+
1
2)(1
n
nf
xn
α
we have 
[ ]
[ ] ⎟⎠
⎞⎜⎝
⎛+⋅⎥⎦
⎤⎢⎣
⎡ −++=
⎭⎬
⎫
⎩⎨
⎧
+⎟⎠
⎞⎜⎝
⎛ += +
−
−++
−+
+ p
x
nf
nfx
nf
x
nf
x
n
O
nxn
n
nn
n 11)1(21
)1(
11 )1(
)(2
2)1(1
2)(1
)1(
αδ
αα
α
α
.    ð 
 
3. SEQUENCES WITH NON-UNIFORMLY DISTRIBUTED DIGITS 
In this part, we shall generalize Theorems 1 and 2 for subseries of the harmonic series 
corresponding to integers with non uniformly distributed digits in their base-r expansion 
( 2≥r ). We denote by the symbols 110 ,,, −rσσσ K  the digits  used in the base-r 
number system. Let 
L,1,0
( )
1,,1,0;,,1 −===Λ rjiiiijl LL  be a matrix of infinitely many rows and r 
columns, consisting of nonnegative integer elements. Assume that Λ has the following 
properties: 
(A) , ∞=∑
∞→
−
=
≤≤== niiwithiiiforil i
n
r
j
ij lim;,, 2121
1
0
LL
(B) 1,,1,0:lim −==∞→ rjallforexistsi
l
j
ij
i
Lλ , and 
(C) .1,,1,00 −=≠ rjforj Lλ  
Then, of course, we also have  
(D) . 1
1
0
=∑−
=
r
j
jλ
Denote by Λν  the set of all positive integers ν for which: 
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(E) If  then the base-r expansion of ν contains the digits ii rr <≤− ν1 110 ,,, −rσσσ K  exactly 
 times ( ), respectively; 1,10 ,,, −riii lll L L,, 21 iii =
(F) The most significant (i.e. left-most) digit of ν is not zero. 
Theorem 6. ( ) ∑
Λ
Λ ∈
=
νν ν νζ xx
1:  is convergent if 
r
x
r
j
jj
log
log
1
0
∑−
=
−
>
λλ
 and divergent if 
r
x
r
j
jj
log
log
1
0
∑−
=
−
≤
λλ
. 
Remark 4. As the maximum of  , subject to the conditions that j
r
j
j λλ log
1
0
∑−
=
− 0≥jλ  for 
and , is , Theorem 6 has the following Corrollary:   1,,1,0 −= rj L 1
1
0
=∑−
=
r
j
jλ rlog
Corollary 1.  The  Λ-subseries of the harmonic series, ∑
Λ
Λ ∈
=
ν νν ν
1H  is divergent if  
rr
1
110 ==== −λλλ L  and it is convergent otherwise. 
To prove Theorem 6 we shall need the following Lemma: 
Lemma 1. Denote by  the set of those integers which in their base-r expansion (rΘ 2≥r ) 
do not contain all symbols 1210 ,,,1,0 −== rσσσσ K at least once . Then the series ∑Θ∈ rν ν
1 is 
convergent. 
Proof of Lemma 1.    As in Theorem 1,  we denote by { }νν σ =,r  the set of those integers 
which in their base-r expansion ( 2≥r ) do not contain a certain digit σ, where σ can be any 
of 1210 ,,,1,0 −== rσσσσ K . Also, as in Theorem 2, we use the notation 
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∑Θ=Θ ∈ rr xx ν νζ
1:)( . Then we have ∞<=< ∑∑∑∑ −
=∈
−
=Θ∈
)1(11
1
0
,
1
0
,
r
k
r
r
k k
kr
ζ σνν ν νν σ  because by 
Theorem 2 for all  1,,1,0 −= rk L ∞<)1(
,ζ σ kr .                                                                  ð                               
Proof of Theorem 6.  Write ( ) ( ) *\ ΛΛΛΛ ∪Θ⊆Θ∪Θ∩= νννν rr where the set *Λν  consists 
of those numbers from Λν  which contain in their base-r expansion ( 2≥r ) all possible 
digits  at least once. Observe, that all these numbers are necessarily at least r digits long, 
that is if *Λ∈νν then rr 1−≥ν . Because of Lemma 1 it is sufficient to study the convergence 
of the series corresponding to the subsequence *Λν . First we derive an upper bound for 
{ }rr iiirN <<∈= −Λ νννν 1* ,|#:),(  where 1−> ri . All counted numbers contain i digits. 
By the definition of *Λν  we have  We will get an upper bound .1,,1,1 1,10 ≥≥≥ −riii lll L
),(),( irNirN >  if we also count such numbers *Λ∈νν whose first digit is 0, that is if we 
write 
!!!
!),(),(
1,10 −
=<
riii lll
iirNirN L . Because of conditions B and C, there exists a 
sufficiently large I such that for  i>I even { }1,0 ,,min −= rii lln L  will be as large that we can 
apply Stirling's formula n
e
nn
n
π2~! ⎟⎠
⎞⎜⎝
⎛ . The formula gives  
,2log
2
1log2log
2
12log
2
1log
2log
2
1log2log
2
1loglog!log),(log
1
0
1
0
1
0
1
0
1
0
1
0
1
0
i
i
l
i
l
ili
i
l
i
l
i
lllliiiiliirN
ij
r
j
ij
r
j
ij
ij
r
j
ij
r
j
ij
r
j
ij
r
j
ijij
r
j
ij
πππ
ππ
+−<−+−=
⎥⎦
⎤⎢⎣
⎡ +−−⎥⎦
⎤⎢⎣
⎡ +−≈−<
∑∑∑
∑∑∑∑
−
=
−
=
−
=
−
=
−
=
−
=
−
=  
that is  
              ⎥⎦
⎤⎢⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛⋅=⎥⎦
⎤⎢⎣
⎡−<< −
−
=
∑ i
l
i
lEii
i
l
i
l
iiirNirN rii
r
j
ijij 1,0
1
0
,,exp2logexp2),(),( Lππ       (1) 
 10
where ∑−
=
− −=⎟⎟⎠
⎞
⎜⎜⎝
⎛ 1
0
1,0 log,,
r
j
ijijrii
i
l
i
l
i
l
i
lE L   is the Shannon entropy of the probability 
distribution ⎟⎟⎠
⎞
⎜⎜⎝
⎛ −
i
l
i
l rii 1,0 ,,L . By Condition B, and the continuity of the Shannon entropy, for 
an arbitrarily small positive ε there exists an  such that for one has εi εii >
( )1101,0 ,,,)1(,, −− +≤⎟⎟⎠
⎞
⎜⎜⎝
⎛
r
rii E
i
l
i
lE λλλε LL  where 
i
lij
i
j lim∞→=λ .  For such an i we have  
( )[ ]10 ,,exp2),( −⋅< rEiiirN λλπ L   .                                        (2) 
Introduce the notations , { }rii ,max* ε= ( ) BEE r ==− πλλλ 2,,,, 110 L . Then   
      ( )∑∑∑ ∑∑ ∞
=
∞
=
−
∞
=
<≤
∈∈
+<+<+<
− ΛΛ
i
iEiBrA
i
irNA
rr
A
i
i
i
i
ii rr
ii
***
1
**
exp),(11 1
ν
νν ν νν ν
 .                    (3) 
As the maximum of  ( 110 ,,, −rE )λλλ L , subject to the conditions that 0≥jλ for 
and , is 1,,1,0 −= rj L 1
1
0
=∑−
=
r
j
jλ rrrEE log)
1,,1(max == L , Eq. (3) can be written as  
( ) ( maxexpexp1
**
EEi
i
iBrA
i
iEiBrA
ii
ir
−+=+< ∑∑∑ ∞
=
∞
=∈ ∗Λν νν
) .                         (4) 
Consider first the case when .0max <− EE  Then the series ( )maxexp EEi
i
i
i
−∑∞
= •
 is 
convergent by the Cauchy ratio test, because for sufficiently large values of i we have 
( ) .1exp1 max <−+ EEi
i   
An argument  similar to that which has lead to inequality (4) gives, with different constants 
A' and B'  and a different starting summation index i that  '•
 11
( ) <= ∑
Λ
Λ ∈νν ν νζ xx
1: ( maxexp'
*
xEEi
i
iBA
ii
xr −+ ∑∞
=
)  .                         (5) 
By Cauchy's ratio test ( ) ∞<= ∑
Λ
Λ ∈νν ν νζ xx
1:  if 0logmax <−=− rxExEE  that is if  
rr
Ex
r
j
jj
log
log
log
1
0
∑−
=
−
=>
λλ
 .                                                 (6) 
The case must be differently handled. In this case the limiting distribution of the 
Λ-matrix elements is 
maxEE =
rr
1
110 ==== −λλλ L . By condition B and the continuity of the 
Shannon entropy, for an arbitrarily small 0>δ there exists an index i such that  **
1,,1,0,0 ** −=≥> rjiiforlij L                                            (7.a) 
( ) r
rr
E
i
l
i
lE rii log)1(1,,11,, 1,0 δδ −=⎟⎠
⎞⎜⎝
⎛−≥⎟⎟⎠
⎞
⎜⎜⎝
⎛ − LL      .                             (7.b) 
Denote the corresponding sequence, for  , by **ii ≥ *Λν . We need a lower bound ),( irN  for 
{ }rr iiirN <<∈= −Λ ννν ν 1* ,|#),(  , . Because of  **ii ≥ rr 1110 ==== −λλλ L , a fraction 
r
r 1−  of the 
!!!
!
1,10 −riii lll
i
L  formally possible numbers do not contain 0 in their most 
significant digit. To find ),( irN  we use Eq. (1) with rE log)1()1( max δδ −=−  instead of  
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −
i
l
i
lE rii 1,0 ,,L , which gives 
 irri
r
rirNirN )1()logexp()1(21),(),( δδπ −>−−=>  for 2≥r . Consequently,  
 12
∞=−>>> ∑∑∑ ∑∑ ∞
−
∞
=
∞
=
<≤
∈∈
− Λ
−
Λ
******
1
*
1
*
)1(),(11
ii
i
i
i
i
i r
ri
i r
irN
i
rr
r
ii
i δν ν
ν
ννν
. 
The same argument as before leads, with an appropriate constant B''>0 and starting index, 
to [ ]=> −∞
⎟⎠
⎞⎜⎝
⎛=
∑
Λ
r xi
i i
iBx )1(
'
logexp'')(
***
ζ ν r xi
i i
iB )1(
'**
'' −
∞
⎟⎠
⎞⎜⎝
⎛=
∑ and by Cauchy's ratio ratio test 
∞=∗
Λ
ζν  if   .1≤x
Finally,  we show that ∞=
Λ
)(xζ ν if ( )rEx rlog ,,, 10 λλλ L≤ . In this case a fraction 01 λ−  of 
the numbers Λ∈νν  do not contain 0 as their most significant digit. With some appropriate 
constant πλ 2)1(''' 0−>B and for a sufficiently large index the previous argument 
gives 
***i
([ maxexp''')( xEEi
i
iBx
i
−> ∑∞
= ∗∗∗Λ
ζ ν )] . By the ratio test, the RHS is divergent if 
x
E
E ≥
max
.                                                                                                                      ð     
4. IRREGULAR SEQUENCES  
We emphasize that condition B in the definition of Λ is not trivial, because of the following  
Theorem: 
Theorem 7. There exist increasing  sequences of integers (in base r) for which the limit 
frequency j
ij
i i
l λ=
∞→
:lim  does not exist for some { }1,,2,1 −∈ rj L  . We call them irregular 
sequences. If r>2, there exist such irregular  sequences ν convΛ with the further property that 
∞<∑
∗
Λ∈ν νν
1 , and there exist irregular sequences ν divΛ  for which ∞=∑∗
Λ∈ν νν
1 . 
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Remark 5. The term "irregular" in the Theorem has been borrowed from papers of Barreira 
et al. [14, 15] who called a real number )1,0(∈α  irregular or atypical if the frequency 
distribution of digits in their decimal (or in any other base r) expansion does not exist.   
Proof. To construct a simple irregular sequence ν convΛ  in base r, select any of the r possible 
digits, say  σσ =j0  and replace  all other digits by the symbol ∗ . Consider the sequence  
: {{
⎪⎪
⎪⎪
⎪⎪
⎪⎪
⎪⎪
⎪⎪
⎪
⎩
⎪⎪
⎪⎪
⎪⎪
⎪⎪
⎪⎪
⎪⎪
⎪
⎨
⎧
∗∗∗∗∗∗∗∗∗∗=
∗∗∗∗∗∗∗∗∗∗=
∗∗∗∗∗∗∗∗∗∗=
∗∗∗∗=
∗∗∗=
∗∗=
∗∗=
∗∗=
∗∗=
∗∗=
∗=
=
=
×××××
M
321L43421321
M
M
168421
31
16
15
9
8
7
6
5
4
3
2
1
0
1
1
1
1
1
1
1
1
1
1
1
1
1
σσσσσσσ
σσσσσσ
σσσσσ
σσσσσ
σσσσσ
σσσσσ
σσσσ
σσσ
σσ
σ
σ
σ
ν
ν
ν
ν
ν
ν
ν
ν
ν
ν
ν
ν
ν
 
It is easy to check that λσσ =∞→ :lim ilii  (where l is the number of the iσ σ -digits  in the 
number ν i ) does not exist, because the limit is: 
3
1lim =∞→ i
li
i
σ  if ∞→i  as   ),3,2,1(,1,,31,7,1 2 12 LLL =−= − ki k
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3
2lim =∞→ i
li
i
σ  if  as  .                                 ∞→i ),3,2,1(,1,,63,15,3 22 LLL =−= ki k
More generally, with the notation  we can construct the sequence  ,1, ≥=
−
n
timesn
n 43421 Lσσσσ
{ } ( )
⎪⎪
⎪⎪
⎪⎪
⎪⎪
⎪⎪
⎩
⎪⎪
⎪⎪
⎪⎪
⎪⎪
⎪⎪
⎨
⎧
∗∗=
∗=
∗=
∗=
∗=
∗=
=
=
==
+++
++
+
+
Λ
M
M
M
M
32
23
2
2
1
1
2
1
2
3
2
1
0
kkk
kkk
kk
kk
k
k
k
k
k
σγσ
σγσ
σγσ
γσ
γσ
γσ
γσ
γ
ν
ν
ν
ν
ν
ν
ν
ν
ν
ν
 
where σ≠∗ , 0,σγ ≠  can be arbitrary digits. It is easy to check (see Lemma 2 in the 
Appendix) that  
1
;
1
1 supliminflim +=+= ∞→∞→ k
k
iki
ll i
i
i
i
σσ ,                                          (8) 
that is  the sequence ⎪⎭
⎪⎬⎫⎪⎩
⎪⎨⎧ i
liσ  is not convergent if . There are at least two convergent 
subsequences of   
1>k
⎪⎭
⎪⎬⎫⎪⎩
⎪⎨⎧ i
liσ  which tend to different limits, namely to 
1
1
+k  and 1+k
k . These 
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are obtained when  through the numbers  ∞→i
1
122
−
−=
+
k
ki
m
, or through the numbers 
),3,2,1(,
1
142 L=−
−=
+
m
k
ki
m
, respectively.  
If r>2 and we substitute for all ∗-digits the value  ( )0, ≠≠ γσγγ , we get an irregular 
sequence ν convk ,Λ .  (The convergence of the corresponding series ∑
Λ∈ν νν onvk ,
1  follows from 
Lemma 1, because r
convk Θ⊆Λν , .)                                                      
Next we construct a sequence ν divk ,Λ  for which  (when represented in base r,  r>2) 
j
ij
i i
l λ=
∞→
:lim  does not exist for some { }1,,2,1 −∈ rj L ,  and  the sum ∑
Λ∈ν νν divk ,
1 is divergent. 
Starting out from the previous sequence { } νν = Λ convk ,  we can include  further numbers to it 
if we select the ∗-digits  less restrictively, for example by allowing each of them to be any 
symbol except σ. We sort the terms of the sequence in increasing order so that 
L<< 21 νν , define  as the length of (that is number of digits in) the number ni nν , and 
 as the number of σ-digits in lin σ, nν . Then the indexes { }ni  are nondecreasing. Denote the 
corresponding sequence by ν )(kΛ . By Lemma 3 (in the Appendix) the lim inf and lim sup of 
the sequence of real numbers   
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
= L,2,1,, ni
i
l
n
n
σ
are the same as of the sequence ⎪⎭
⎪⎬⎫⎪⎩
⎪⎨⎧ i
liσ . 
The corresponding extended series ∑
Λ∈ν νν )(
1
k
 however is still convergent. To see this, 
estimate its counting function { }NkNM k ≤∈= Λ ννν ν ,|#:),( )( .  If r>2, there are (r-2) ways 
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to select the first digit γ of the numbers in the ν )(kΛ sequence, and  ways to  select 
each subsequent -digit. By Eq. (8), and Lemmas 2 and 3, for  almost all 
)1( −r
∗
νν )(kΛ∈ consisting of M digits the number of )1( >>= IwithrM I ∗ -digits in ν  is less 
than or equal to 
1+k
Mk . Consequently, the counting function  
{ }NkNM k ≤∈= Λ ννν ν ,|#),( )(   satisfies  
{ } { }
NNrr
r
rrr
rrr
r
r
rNkNM
r
r
NI
I
i
k
kI
i
iikk
ε
νννννν νν
−+
+
+
=
−
ΛΛ
−−=−=<−
−−<
⎥⎦
⎤⎢⎣
⎡−≤<≤∈=≤∈=
−−−
−∑
1
log
log(
log
log1
1
1
1
1
1)()(
)1()1()1(
2
1
)2(
2(,|,|#),(
)1()1()1(
)1(
r
I
i
−
=
=
∑
)1
)
, 
where 
rr log
1=ε , .10 << ε  As the series ∑∑ ∞
=
+
∞
=
−
=
1
1
1
2
1 1
NN NN
N
ε
ε
 is convergent, by Theorem 
A (of Krzyś, Powell and Šalát, [9, 10, 11]) ∞<∑
Λ∈ν νν )(
1
k
.  
To get a divergent irregular series we should increase the number of  terms much more 
aggressively. Distribute the approximately 
1+k
M  σ-digits among the M digits in all possible 
ways, there are  ⎟⎟⎠
⎞
⎜⎜⎝
⎛
+1k
M
M
 different ways  to do this; and select  the remaining   
1+k
Mk  ∗-digits 
arbitrarily, which can be done in   
1
1
−
⎟⎠
⎞⎜⎝
⎛
+
r
k
Mk    ways. We obtain 
MkMk rMrM
r
k
r
k
Mk
k
M
M
11
1
~11~
11
−−
−
⎟⎠
⎞⎜⎝
⎛ −−⎟⎠
⎞⎜⎝
⎛
+⎟
⎟
⎠
⎞
⎜⎜⎝
⎛
+
    different M-digit numbers if 
N>>k>>1.   Select N as . We have  rIN =
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{ }
( ) [ ] ,log/1~~ 1
1
~,|),(
log11
1
1
1
11
11
1)(
log kNkI
kIkIikrr
r
k
kNM
NrIr
I
r
I
i
irr
I
i
i
I
i
iik
−−
+
−
=
−−
==
−
Λ −
−=<<≤∈= ∑∑∑ ννν ν
      
that is, by Theorem A (of Krzyś, Powell and Šalát, [9, 10, 11]),  the convergence of the 
corresponding series ∑ν1  is equivalent to that of ( ) [ ] NkNN Nr r 21 log1 log/1log −∞= −∑ . 
Checking of the Gauss criterium ([12, 13]) reduces to the study of 
⎟⎠
⎞⎜⎝
⎛ ++−−⎟⎟⎠
⎞
⎜⎜⎝
⎛
+ N
NNNr
N
N 1
2
)1log(log
1
)1log(
log α where k rlog/1=α .  
But 
NN
r
N
N
r
log
11
)1log(
log
1 −−≈⎟⎟⎠
⎞
⎜⎜⎝
⎛
+
−
 , 
N
NN αα log1)1log(log −≈+− , NN
N 211
2
+≈⎟⎠
⎞⎜⎝
⎛ +
, that is 
( )
( ).
log
log
log
1211
log
log
121121log1
log
11
)1log(
log
2
2
2
)1log(log
1 1
N
N
N
O
r
k
N
r
N
NO
N
r
NNNNN
r
N
N NN
r
−
−
+−
−
+⎥⎦
⎤⎢⎣
⎡ −−−+=
+⎥⎦
⎤⎢⎣
⎡ −−−+≈⎥⎦
⎤⎢⎣
⎡ +⎥⎦
⎤⎢⎣
⎡ −⎥⎦
⎤⎢⎣
⎡ −−≈
⎟⎟⎠
⎞
⎜⎜⎝
⎛
+ ⎟⎠
⎞⎜⎝
⎛ +
αα
α
 
For , and a sufficiently large N,  2rk < 1
log
log
log
12 >⎥⎦
⎤⎢⎣
⎡ −−−=
r
k
N
rq and by the Gauss 
criterium ∞<∑∞
=1
2
),(
N N
kNM . By Theorem A we also have ∑ ∞< .1ν  For  however we 
have 
2rk >
∞>∑∞
=1
2
),(
N N
kNM so that ∑ ∞=
ν ν
1 .                                ð 
5. A CONJECTURE AND FINAL REMARKS 
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The use of the Stirling formula in the proof of Theorem 6  necessitated the assumption that 
in the limiting probability distribution of Λ, { }10 ,, −rλλ L , all jλ  are positive (condition C). 
It seems likely that   Theorem 6 remains valid even if some of the  iλ  are zero. 
We are aware of the formal similarities between the questions discussed in this paper and 
the probabilistic theory of the distribution of the decimal digits of irrational numbers 
(Borel's normal numbers and related topics, [16-19]), of the dimensional theory of 
continued fractions [20], or the Hausdorff dimension of the random Cantor set [21, 22]. 
Discussions of this similarity however would be outside the scope of this elementary paper. 
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APPENDIX 
 
Lemma 2. Consider the sequence of increasing integers in base r (r>2) 
 
( )
⎪⎪
⎪⎪
⎪⎪
⎪⎪
⎪⎪
⎩
⎪⎪
⎪⎪
⎪⎪
⎪⎪
⎪⎪
⎨
⎧
∗∗=
∗=
∗=
∗=
∗=
∗=
=
=
=
+++
++
+
+
Λ
M
M
M
M
32
23
2
2
1
1
2
1
2
3
2
1
0
kkk
kkk
kk
kk
k
k
k
k
k
σγσ
σγσ
σγσ
γσ
γσ
γσ
γσ
γ
ν
ν
ν
ν
ν
ν
ν
ν
ν
 
where , the digit γ is different from σ and 0, the digit ∗ is not the same as σ, and we 
use the notation . Denote by l the number of σ digits in 
2≥k
1, ≥=
−
n
timesn
n 43421 Lσσσσ iσ
( )L,2,1=iiν . Then  
11
;
1
1
1 supliminflim +=++=+ ∞→∞→ k
k
iki
ll i
i
i
i
σσ  .                                    (A.1)                             
Proof. To prove the first part of (A.1) we show that for any  0>ε there exists an integer 
),( kNN ε=  such that for all integers the following two conditions are satisfied: Nn ≥
(i)   εσ −+>+ 1
1
1 kn
ln ; 
(ii) there exists an integer p, np ≥     for which    .ε
1
1
1
σ ++<+ kp
lp     
Select N as 
1
1...1
22
122
−
−=++++=
+
+
k
kkkkN
m
m  for a sufficiently large m, where 
),( εkmm =  will be specified at the end of the proof, see Eqs. (A.7) and (A.8) . Let n>N . 
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There exists a unique integer  for which mm ≥'
11
1 4'22'2
−≤<−
− ++
k
n
k
kk mm . We distinguish 
between two cases: 
1
1
1
)
1
1
1
1
)
4'23'2
3'22'2
−
−≤<−
−
−≤<−
−
++
++
k
n
k
b
k
n
k
a
kk
kk
mm
mm
. 
In case a), because of  the construction of sequence ν )(kΛ , the total number of digits in nν  is 
less than  1
1
13'2 +−
−+
k
k m , the number of σ-digits is greater than
1
1
2
4'2
−
−+
k
k m , that is 
1
4'23'2
4'213'2
2
4'2
11
1
1
1
11
1
1
1
1
1
−
++
+−++
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −+−
−⋅+=⎟
⎟
⎠
⎞
⎜⎜⎝
⎛ +−
−⋅−
−>+ kk
kkk
mm
mmm
n k
kkkn
l σ
.                        (A.2) 
As the right-hand-side of Eq. (A.2) tends to 
1+k
k  as ∞→'m , for sufficiently large values 
of m' we shall have  
εεσ −+>−+>+ 1
1
11 kk
k
n
ln  .                                                 (A.3) 
In case b), because of  the construction of sequence ν )(kΛ , the total number of digits in nν is 
less than  1
1
14'2 +−
−+
k
k m , the number of σ-digits is identically  
1
1
2
4'2
−
−+
k
k m  for all n in this 
range, that is for sufficiently large values of m' 
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( ) ε
σ
−+>+
−−+=⎥⎥⎦
⎤
⎢⎢⎣
⎡ −−+>
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −+−
−⋅−
−=⎟⎟⎠
⎞
⎜⎜⎝
⎛ +−
−⋅−
−>+
++
−
++
+−++
1
11.
1
1
1
111
1
1
11
1
1
1
1
1
1
1
1
1
1
4'24'2
1
4'24'22
4'214'2
2
4'2
kk
k
k
k
k
kk
kkkn
l
kk
kk
kkk
mm
mm
mmm
n
 .      (A.4) 
Thus, we have proved condition (i) for both cases a) and b). As for condition (ii), in both 
cases a) and b) we can select  the integer p as  
1
14'2
−
−=
+
k
p k
m
                                                                   (A.5) 
Then (as in Eq. A.4) 
1
11
1
1
1
1
1
14'2
2
4'2
'
limlim +=⎟
⎟
⎠
⎞
⎜⎜⎝
⎛ +−
−⋅−
−=+
−++
∞→∞→ kkkp
l kk mm
m
p
p
σ ,                    (A.6) 
that is if m' is sufficiently large, we have indeed  .ε+
1
1
1
σ
+<+ kp
lp  
To make the proof work, we should select 
1
122
−
−=
+
k
kN
m
 such that for all  both of 
the inequalities 
mm ≥'
2
11
1
1
1
1
1
4'23'2
4'2 ε<−⎟⎟⎠
⎞
⎜⎜⎝
⎛ −+−
−
+
−
++
+
kk
k kk
k
mm
m
                                (A.7) 
 
2
111
1
1
1
4'2
ε<−⎟⎟⎠
⎞
⎜⎜⎝
⎛ −++
−
+k m
k
k
                                           (A.8) 
are satisfied. The second part of  (A.1) (the case of lim sup) is similarly proved.                  ð    
Lemma 3. Let  be   a bounded sequence of real numbers such that  { } BaAa ii ≤≤,
 24
βα ==
∞→∞→
ii aa
ii
supliminflim ;  ,                                     (A.9)    
and let   be an arbitrary sequence of integers. Define a new 
sequence of real numbers as  
{ } 0,,, 21 >= ii nnnn L
{ } L43421LL43421L43421 L ,,,,,,,,,,
21
2,2111
timesn
kk
timesntimesn
i
k
aaaaaaab
−−−
=                               (A.10) 
Then (trivially) { is also bounded, and it has the same limes inferior and limes superior 
as { : 
}ib
}ia
βα ==
∞→∞→
ii bb
ii
supliminflim ;  .                                  (A.11) 
Proof.  Because of (A.9), for n∃>∀ 0ε such that for nm ≥∀  one has 
εα −>ma                                                     (A.12.1) 
εαε +<≥=∃ kathatsuchmmkk ),( .                             (A.12.2) 
Let , and  an arbitrary integer. Then for some uniquely defined 
one has and, because of (A.12.1), 
1:
1
1
+= ∑−
=
n
i
inN NM ≥
nm ≥ ∑∑
=
−
=
≤<
m
i
i
m
i
i nMn
1
1
1
.εα −>= mM ab  
By (A.12.1) we have εα −>+1ma  and there exists an index ),1( ε+= mkk  such that 
+1 and mk ≥ εα +<ka . Let . Then and 1:
1
1
+= ∑−
=
k
i
inK MnnK
m
i
i
k
i
i >+≥+= ∑∑
=
−
=
11
1
1
1
εα +<= kK ab . The second part of  (A.11), concerning the limes superior, is similarly 
proved.                                                                                                                                   ð     
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