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1.1. Kurzer geschichtlicher Überblick und Motivation
Die Geschichte der Hirnforschung geht bis in die Antike zurück. Alkmaion von Kro-
ton (600 v. Chr.) postulierte, dass das Gehirn verantwortlich für die Wahrnehmungen
des Hörens, Sehens und Riechens sei; aus ihm entstünde das Gedächtnis und Vorstel-
lung, aus Gedächtnis und Vorstellung entstünde Wissen, indem sie sich „beruhigten“
(Oeser, 2002). Bis allerdings einzelnen Gebieten des Gehirnes bestimmten Aufgaben
genauer zugeordnet werden konnten vergingen 2000 Jahre und viele Experimente
an Tieren und Menschen. Kriege brachten weitere Informationen durch die vielen
unterschiedlichen Hirnverletzungen, die verschiedene Funktionsstörungen zur Folge
hatten.
Korbinian Brodmann (1868-1918) und Constantin von Economo (1876-1931)
waren die ersten, die eine Landkarte des Gehirns verfassten, in der die Gebiete
ähnlicher Cytoarchitektonik (Gestalt und Anordnung der Neurone) zu Arealen zu-
sammengefasst und Funktionen zugeordnet wurden. Die gewählte Bezeichnung der
Areale, in Form einer Nummerierung, wird auch heute noch verwendet. In Box 1
ist eine Karte der Brodmann-Unterteilung, eine Abbildung des Gehirnes durch die
funktionelle Magnetresonanztomographie (fMRT) und die Unterteilung des Groß-
hirnes in seine vier Lappen (Frontal-, Temporal-, Parietal- und Okzipitallappen)
dargestellt.
Heute gehen Wissenschaftler aus den unterschiedlichsten Fachgebieten noch
immer der Frage nach der Entschlüsselung der Struktur und Funktionsweise des
menschlichen Gehirns nach, um damit Wahrnehmung, Gedächtnis, Denken und den
gesamten menschlichen Geist zu verstehen.
Die Methoden gehen von psychophysikalischer Untersuchung (Verhaltenstests)
über direkte Zellableitung für die Bestimmung neuronaler Aktivität bis zu bild-
gebenden Verfahren und neurophysiologischen Untersuchungen, wie zum Beispiel
der Elektroenzephalographie (EEG). Auch werden intrakraniale Untersuchungen an
Tieren durchgeführt, die allerdings in der Regel nicht zum Tode des Tieres führen
müssen. Diese Untersuchungsmethode ist jedoch nur für bedeutende Fragestellungen1. Einleitung 2
zulässig, wenn durch alternative Messmethoden oder Verfahren der verfolgte Zweck
nicht erreicht werden kann (Tierschutzgesetz, 1998).
Am Menschen sind intrakraniale Ableitungen nicht ausgeschlossen, treten aber
in wesentlich selteneren Fällen auf. Bei Patienten mit Epilepsie, die Implantate in
bestimmten Hirnregionen besitzen, ist diese Methode realisierbar und kann gesicher-
te Informationen über Hirnaktivitäten bei kognitiven Prozessen geben (Lachaux
et al., 2000; Tallon-Baudry et al., 2004). Die neuronale Aktivität durch Oberﬂä-
chenmessungen, wie beim EEG, zu bestimmen ist eine häuﬁg verwendete Methode,
insbesondere in klinischenen Fällen. Sie ermöglicht eine millisekundengenaue Re-
gistrierung neuronaler Aktivität. Allerdings hat diese Methode den Nachteil, nur
die Gesamtaktivität großer Zellverbände zu registrieren. Damit eine Hirnaktivität
im EEG sichtbar wird, müssen mindestens 10000 Neuronen gleichzeitig feuern. Ein
weiterer Nachteil dieser Methode ist die limitierte räumliche Zuordnung der Ak-
tivität. So können schwache Potentialänderungen, die über den okzipitalen Bereich
registriert werden, durch starke Potentialänderungen im frontalen Bereich und umge-
kehrt verursacht worden sein (inverses Problem). Eine bessere räumliche aber dafür
wesentlich schlechtere zeitliche Auﬂösung bietet die Kernspintomographie. Die räum-
liche Auﬂösung beträgt etwa als 1 mm3, dafür hat diese Untersuchungsmethode eine
zeitlichen Auﬂösung im Sekundenbereich. Diese Methode ist in den letzten Jahren
sehr entwickelt geworden. Mit ihrer Hilfe kann der Sauerstoﬀverbrauch in bestimm-
ten Hirnregionen bestimmt werden, um auf die Aktivität in diesen Regionen Rück-
schlüsse ziehen zu können (Blood-Oxygen-Level-Dependent-fMRT: BOLD-fMRT).
Der genaue Zusammenhang zwischen dem gemessen Sauerstoﬀverbrauch und der
eigentlichen neuronalen Aktivität ist jedoch noch nicht vollständig verstanden.
In der vorliegenden Arbeit soll die Methode der Elektroenzephalographie an-
gewendet werden, um sowohl bei Patienten mit leichter kognitiver Dysfunktion,
die eine Risikogruppe der Demenz darstellen, als auch bei gesunden altersgleichen
Kontrollprobanden die Gedächtnisfunktion zu untersuchen und zu vergleichen. Mit
Durchführung einer Zeit-Frequenz-Analyse der Daten kann auf die neuronale Akti-
vität in bestimmten Frequenzbändern zurück geschlossen werden. Es wird vermutet,
dass unterschiedliche Frequenzbänder im kognitiven System unterschiedliche Aufga-1. Einleitung 3
ben und Funktionen repräsentieren (Singer et al., 1995). Alle Areale, die bei einem
kognitiven Prozess beteiligt sind, sollen durch synchrones Feuern von Neuronen ge-
kennzeichnet sein, die auf diese Weise den Informationstransport von einem Areal
zum anderen ermöglichen sollen. Bei einer Demenz geht diese Kommunikation unter
anderem durch den Verlust von Synapsen verloren (Pijnenburg et al., 2004). Eine
frühzeitige Diagnose der Demenz könnte jedoch den Krankheitsverlauf verzögern
und so für eine längere Zeit eine bessere Lebensqualität der Patienten ermöglichen.
Nach Durchführung eines vierwöchigen Trainings sollen mögliche Veränderun-
gen in der Verteilung und zeitlichen Erscheinung der neuronalen Oszillationen un-
tersucht werden, die auf Trainingseﬀekte zurückzuführen sind. Auf diese Weise kann
nach frühen erkennbaren neuronalen Unterschieden als Marker für „krankhaftes“ Al-
tern gesucht werden. Zur Ergänzung erfolgt parallel zur EEG-Untersuchung auch das
Erheben von Daten kernspintomographischer Untersuchungen. Diese Daten werden
jedoch nicht weiter in vorliegender Arbeit betrachtet.
Die für diese Diplomarbeit verwendeten Daten wurden im Rahmen eines Tan-
demprojekts der Universitätsklinik Frankfurt und des Max-Planck-Instituts für Hirn-
forschung im Labor für klinische Neurophysiologie und Neuroimaging der Psychia-
trie der Universitätsklinik Frankfurt erhoben. Das Tandemprojekt widmet sich der
Fragestellung nach der Sensitivität des Arbeitsgedächtnis speziell bei Patienten mit
Alzheimer Demenz und inwieweit kognitives Training Verbesserungen in der Ge-
dächtnisleistung bewirken kann.1. Einleitung 4
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Brodmann-Areale und ihre Funktionen 
 
Längsschnitt des Gehirns                Äußere Seitenansicht des Gehirns 
(Stirn links, Hinterhaupt rechts) 
 
                         
                   Frontallappen (Stirnlappen) 
                      denken, planen, Willkürmotorik  
                   Parietallappen (Scheitellappen) 
                      somatosensorischer Kortex, visuelle Verarbeitung  
                   Temporallappen (Schläfenlappen) 
                      Sprache, akustische Funktionen, Gedächtnis  
                   Okzipitallappen (Hinterhauptslappen) 
                      Sehzentrum 
 
 
 
 
 
Grafik zu Brodmann-Arealen aus http://home.arcor.de/ralf.sitter/kyb/neuro/gehirn1.htm 
 
Richtungs- und Lagebezeichnungen 
 
Afferens: hineinführend 
Anterior: der, die, das vordere 
Caudal: schwanzwärts 
Collateralis: seitlich 
Dorsal: zum Rücken gehörend,  
rückenwärts liegend 
Efferens: herausführend 
Frontalis: zur Stirn gehörend 
Internus: innen liegend 
Lateralis: seitlich gelegen 
Medialis: in der Mittelebende des betrachteten 
Körpers gelegen 
Para: neben 
Peri: um, herum 
Posterior: der hintere 
Sagittal: in der von ventral nach dorsal 
liegenden Ebene 
Supra: oberhalb von 
Ventralis: zum Bauch hin 
 
 
Box 1: Grobe Gliederung des Gehirns, Brodmann-Areale und die Bezeichnung der 
Hirnlappen sowie gängige Richtungs - und Lagebezeichnungen  
primäre Sehrinde: 17 
sekundäre Sehrinde: 18 bis 21, 37 
primäre Hörrinde: 41 
sekundäre Hörrinde: 22, 42 
primäre Körpersensorik: 1 bis 3 
sekundäre Körpersensorik: 5, 7 
weitere sensorische Verarbeitung: 7, 22, 37, 
39, 40 
primäre Motorik: 4 
sekundäre Motorik: 5 
Augenbewegung: 8 
Sprechen: 44 
Weitere Motorik: 9 bis 11, 45 bis 47 
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1.2. Demenzerkrankungen
Allgemein versteht man unter Demenz den Verlust von geistigen Fähigkeiten. Der
Begriﬀ Demenz geht auf die vorchristliche Zeit zurück und entstammt dem Wort „de-
mens“ - „des Verstandes beraubt“. Insgesamt leiden zurzeit 765000 - 1,1 Millionen äl-
tere Menschen in Deutschland an einer leichten bis schweren Demenz (Hampel et al.,
2003). Die Lebenserwartung der Patienten wird durch eine Demenz stark reduziert,
da ein vollständiger Verfall der körperlichen Leistungen und andere Kompetenz-
verluste langfristig damit einhergehen. Eine Demenzerkrankung kann verschiedene
Ursachen und Formen haben. Die Diagnosekriterien für ein Demenzsyndrom sind
laut Weltgesundheitsorganisation
• Die Abnahme der Gedächtnisleistung
• Die weitere Beeinträchtigung mindestens einer weiteren kognitiven Funktion,
wie zum Beispiel der Urteilsfähigkeit, des Denkvermögens oder der Informati-
onsverarbeitung
Des Weitern müssen die Symptome über eine Mindestdauer von 6 Monaten vor-
handen sein und zu eindeutigen Beeinträchtigungen der Alltagsbewältigung füh-
ren (ICD-10 - International Classiﬁcation of Diseases, Weltgesundheitsorganistaion
1991).
Den größten Teil der Demenzerkrankungen macht die Alzheimer’sche Krank-
heit mit etwa 60 % aus. 20 % der Demenzerkrankungen beruhen auf einer vaskulä-
ren Demenz, verursacht durch Gefäßverkalkungen oder kleinere Infarkte im Gehirn.
Die restlichen 20 % sind seltenere Demenzformen, die durch eine infektiöse Erkran-
kung z.B. der Meningoenzephalitis hervorgerufen worden sein können, aber auch
metabolische, toxische sowie traumatische Ursachen haben können. Bei frühzeitiger
Diagnose können die infektiös, metabolisch, toxisch und traumatisch verursachten
Demenzerkrankungen durch gezielte medikamentöse Behandlung reversibel sein.
1.2.1. Alzheimer Demenz
Die Alzheimer Demenz (AD) wurde erstmals von seinem Namensgeber Alois Alzhei-
mer an einer 51-jährigen Patientin in der Psychiatrie der Universitätsklinik Frankfurt1. Einleitung 6
beobachtet. Alzheimer veröﬀentlichte 1911 seinen Artikel über „Eigenartige Krank-
heitsfälle im Alter“ in welchem er diese Krankheit wie folgt beschreibt: „Hinsichtlich
der klinischen Erscheinung war eigenartig eine rasch sich entwickelnde und in kurzer
Zeit zu den tiefsten Graden fortschreitende Verblödung ...“ (Alzheimer, 1911) fest-
zustellen. Post mortem entdeckte er an dieser Patientin Veränderungen der Hirnrin-
de, die heute als senile Plaques und Neuroﬁbrillen (Proteinaggregationen) bekannt
sind, und eine Volumenabnahme des Gehirns (Atrophie).
Ursache für die kognitive Einschränkung der Demenzpatienten könnte der
Mangel des Neurotransmitters Acetylcholin sein. Dieser ist einer der Neurotrans-
mitter, die für die Weiterleitung von Impulsen im Gehirn verantwortlich sind, und
der nach erfolgreicher Informationsweiterleitung durch Acetylcholinesterase abge-
baut wird. Durch Acethylcholinesterasehemmer können die Symptome bei etwa 80 %
der AD-Patienten im frühren Stadium stabilisiert und verbessert werden (Hampel,
2003). Eine frühe Diagnose ist daher besonders wichtig. Auch kann bei einer frühen
Diagnose der Patient besser über den Krankheitsverlauf aufgeklärt und Vorsorge
getroﬀen werden.
Heute kann AD mit großer Sicherheit diagnostiziert werden. Die Diagnose voll-
zieht sich in zwei Schritten. Der erste Schritt erfolgt durch die Überprüfung standar-
disierter Kriterien des Demenzsyndroms und der zweite durch die Berücksichtigung
des klinischen Bildes mittels neurophysiologischer Untersuchungen, dem neurologi-
schen Status und dem Verlauf der Erkrankung. Für die Diagnose des Demenzsyn-
droms sind der ICD-10, der DSM-IV (Diagnostic and Statistical Manual of Men-
tal Disorders, American Psychiatric Association, 1994) und der NINCDS-ADRDA
(McKhann et al., 1984) zu nennen. Bewusstseinsstörungen stellen ein Ausschlußkri-
terium dar.
1.2.2. Mild Cognitive Impairment
Unter Mild Cognitive Impairment (MCI) versteht man eine leichte kognitive Beein-
trächtigung, die die Kriterien einer Demenzmanifestation nicht erfüllen. Die Einfüh-
rung der MCI als Vorstufe einer demenziellen Erkrankung geht auf Flicker (1991)
zurück. Die Diagnosekriterien für MCI sind nicht einheitlich. Ein häuﬁg angewende-1. Einleitung 7
tes Kriterium wurde von Petersen (1999) deﬁniert und ist die objektive Beeinträch-
tigung des Gedächtnisses ohne weitere kognitive Einbussen (Die Leistungsfähigkeit
des Gedächtnisses / Gedächtnissubsystems soll mindestens 1,5 Standardabweichun-
gen schlechter sein, als die einer alters- und ausbildungsgleichen Population). Etwa
16-34 % aller 65 jährigen leiden unter dieser Form der kognitiven Beeinträchtigung
(Ritchie, 1996; Devanand, 1997). Schätzungen ergeben, dass 70 % der demenziel-
len Erkrankungen innerhalb von 2-3 Jahren aus einer MCI hervorgehen (Dartigues,
1997). Die Zahl der MCI-Patienten, die später an AD erkrankten unterscheidet sich
je nach Studie. Bei den von Petersen (1995) in einer Längsschnittstudie beobachte-
ten 80 MCI-Patienten entwickelten innerhalb von 54 Monaten 55 % eine Demenz,
wohingegen Flicker (1993), der eine kleinere Gruppe von 20 MCI-Patienten über
zwei Jahre beobachtete, eine Entwicklung von 80 % der MCI-Patienten zu einer De-
menz feststellen konnte. Larrieu et al. (2002) schätzen, dass sich bei etwa 7-20 % der
MCI-Patienten jährlich eine Demenz manifestiert. Es sollte allerdings auch erwähnt
werden, dass nicht jeder MCI-Patient eine Demenzerkrankung entwickeln muss (Vis-
ser et al., 2000).
1.3. Gedächtnis
Anders als es der normale Sprachgebrauch vermuten lässt, ist das Gedächtnis nicht
nur für die Speicherung, sondern auch für den Erwerb (Enkodierung, encoding) und
die Nutzung oder das Wiederabrufen (Reproduktion, retrieval) von Wissen verant-
wortlich. Unter Wissen versteht man im wissenschaftlichen Bereich zum einen das
Faktenwissen, also die Kenntnisse über die Realität, des Weiteren kognitive Opera-
tionen und Prozesse, z.B. die Fähigkeit komplexe Rechnungen durchzuführen und
zum anderen auch perzeptuell-motorische und kognitive Fertigkeiten, wie z.B. Fahr-
rad fahren, Schwimmen, Wahrnehmung, Problemlösen, etc.. Die Funktion des Ge-
dächtnisses ist es, Informationen aus Wahrnehmungs-, Denk- und Lernprozessen so
zu speichern, dass sie in späterer Zeit wieder abrufbar sind. Mit der Frage, wie und
an welchen Orten die Speicherung erfolgt, beschäftigen sich außer den Kognitions-
psychologen Neurowissenschaftler, Mediziner, Biologen, Informatiker und Physiker.
Eine kurze Einführung in die Theorie der Gedächtnissysteme ist für ein besseres1. Einleitung 8
Verständnis dieser Arbeit sinnvoll.
Bisher gibt es noch keine einheitliche Theorie des Gedächtnisses. Den meisten
Theorien ist aber gemeinsam, dass es eine Einteilung in Kurz- bzw. Arbeits- und
Langzeitgedächtnis gibt.
Als Beweis für die Existenz mindestens zweier Gedächtnissysteme werden un-
ter anderem psychologische Tests betrachtet, die z.B. einen „primacy-eﬀect“ und
„recency-eﬀect“ (Glanzer, 1966) aufweisen. Dies sind Versuche, bei denen man sich
eine Liste von nacheinander präsentierten Worten merken soll. Die Experimente er-
geben, dass man sich sowohl die ersten als auch die letzten Worte der Liste gut mer-
ken kann, die aus der Mitte aber mit Abstand am schlechtesten. Dass man sich die
erst genannten merken kann führt man darauf zurück, dass diese durch häuﬁges Wie-
derholen in das Langzeitgedächtnis (LZG) gelangen konnten (primacy-eﬀect). Das
Behalten der zuletzt genannten Worte führt man auf die Existenz eines Kurzzeitge-
dächtnisses (KZG) zurück, in welchem die Worte für einige Sekunden repräsentiert
sind (recency-eﬀect).
Genauere Hinweise auf die Einteilung, Funktionsweise und Lokalisation der
unterschiedlichen Gedächtnissysteme geben Untersuchungen bei amnestischen Pa-
tienten. Hier kann man z.B. feststellen, dass Schäden unterschiedlicher Hirnregio-
nen auch unterschiedliche Amnesien (Gedächtnisverluste) verursachen. Patienten,
die keine neue Information in das LZG überführen konnten, hatten z.B. ein völ-
lig intaktes episodisches Gedächtnis (Erinnerungen über die eigene Vergangenheit)
(Milner, 1966). Weitere Ergebnisse über das Gedächtnis liefern neurophysiologische
Untersuchungen wie beispielsweise das EEG (siehe Abschnitt 1.4.2.).
1.3.1. Das Gedächtnismodell von Atkinson und Shiﬀrin
Das von Atkinson und Shiﬀrin im Jahre 1968 beschriebene Modell des Gedächtnisses
gilt als erste und bekannteste Beschreibung der heute vorhandenen Informationen
über das Gedächtnis. Es beinhaltet neben dem Kurz- und Langzeitgedächtnis auch
das sensorische Gedächtnis. Diese drei Systeme unterscheiden sich in erster Linie
durch ihre Kapazität und Verfügbarkeitsdauer. Die Kapazität beschreibt die Menge
der möglichen zu merkenden Wissenseinheiten und die Verfügbarkeitsdauer die Zeit,1. Einleitung 9
in der der Gedächtnisinhalt mit einer Wahrscheinlichkeit von p=0,5 wiedergegeben
werden kann.
Sensorisches Gedächtnis Dieser Teil, der auch sensorischer Puﬀer oder sensori-
sches Register des Gedächtnisses genannt wird, ist nur indirekt mit dem Gedächtnis
verbunden. Das sensorische Gedächtnis dient als Filter für alle Sinneswahrnehmun-
gen, indem es für die entsprechende Sinnesmodalität wie ein „momentanes Gedächt-
nis“ funktioniert. Es repräsentiert die sinnesmodalitätsabhängigen physikalischen
Aspekte der Realität im Gehirn für sehr kurze Zeit (variiert je nach Sinnesmodali-
tät; z.B. 200 ms für visuelle und 1500 ms für auditive Stimuli), ﬁltert unbedeutende
Aspekte heraus und leitet anschließend die bedeutsamen Aspekte zur weiteren Ver-
arbeitung an das KZG weiter. Das ikonische und echoische Gedächtnis sind Beispiele
für das sensorische Gedächtnis. Das ikonische Gedächtnis ist das Register für den
visuellen Bereich. Untersuchungen von Sperling (1960, 1963) zeigten, dass es eine
Kapazität von etwa 12 Chunks hat, die ca. 200 (70-1000) ms im Register repräsen-
tiert sind, bevor sie verblassen (Card et al., 1983a).
Chunks sind gebündelte Wissenseinheiten, die der einzelne Mensch automa-
tisch erstellt, um eine größere Menge an Informationen speichern zu können, zum
Beispiel beim mentalen Erstellen einer Einkaufsliste. Wie im folgenden Abschnitt
beschrieben wird, hat das KZG eine Kapazität von etwa vier Objekten. Will man
sich aber eine Liste von mehr als vier Gegenständen merken, fasst man einige zu
kleinen Gruppen, so genannten Chunks, zusammen. Aus einer Liste wie zum Beispiel
Marmelade, Wurst, Honig, Sellerie, Apfel, Mango, Pizza, Spaghetti, Kartoﬀeln, Reis
und Birne wird dann eine Frühstücks-, Mittagsessen- und Obstliste. Man braucht
sich nun nur drei Chunks merken, die jeweils bis zu vier Objekte enthalten können.
Das Äquivalent für das auditive Register nennt sich echoische Register. Unter-
suchungen von Darwin et al. (1972) berichteten von einer Kapazität von ungefähr
fünf Chunks und einer Verfügbarkeitsdauer von 1,5 Sekunden.
Kurzzeitgedächtnis Das KZG hingegen ist nicht nur ein momentanes Abbild der
Realität, sondern auch der Ort, an den die aus dem LZG abgerufene Information
gelangt (Anderson, 1983). Die Verfügbarkeitsdauer des KZG beträgt je nach Chunk1. Einleitung 10
etwa einige Sekunden bis Minuten, die Kapazität umfasst 3-4 Chunks, deutlich we-
niger als die des sensorischen Registers (Cowan, 2000). Es beinhaltet somit auch
weniger sensorische Umweltinformationen, so dass es wichtig ist, durch Aufmerk-
samkeit die wichtigen Wissenseinheiten aus dem sensorischen Register in das KZG
zu befördern (Anderson, 2000). Die Inhalte können sowohl sofort nach der Informa-
tionsaufnahme ins KZG (Enkodierung) als auch innerhalb der Verfügbarkeitsdauer,
während des Aufrechterhaltens (Haltephase, delay), abgerufen werden (retrieval)
(Pickenhain, 2003).
Langzeitgedächtnis Das LZG ist, im Gegensatz zu den bisher genannten, ein in
der Kapazität und der Verfügbarkeitsdauer nicht eingeschränktes Gedächtnissystem.
Routtenberg et al. (2005) haben Ergebnisse veröﬀentlicht, nach denen Erinne-
rungen im LZG nicht durch langzeitige Veränderungen des Nervennetzwerkes gespei-
chert werden, sondern durch vorübergehende Veränderungen der Synapsen. Bisher
nahm man an, dass neue Erinnerungen im LZG durch neu produzierte Proteine in
den Nervennetzwerken realisiert werden. Routtenbergs Bericht zufolge werden diese
von bereits bestehenden Proteinen, die temporär ihre Form, Verteilung oder Ak-
tivität im synaptischen Spalt verändern, hervorgerufen. Um auf diese Weise einen
Langzeitspeicher zu erhalten, wird mit Hilfe eines so genannten positiven Feedback-
Systems zwischen verschiedenen Netzwerksystemen das Erlernte kontinuierlich auf-
gefrischt. Erinnerungen sind somit über verschiedene Netzwerke gespeichert und
können auch nach längerem Nicht-Abrufen durch Aktivierung eines der verschiede-
nen Netzwerke schnell wieder gefunden und auch bei zerstörten Vernetzungen so
wieder durch die Informationen anderer Netzwerke hervorgerufen werden.
1.3.2. Arbeitsgedächtnis
Das Modell des KZG wurde innerhalb der letzten 30 Jahre vom Arbeitsgedächtnis
abgelöst. Schon Atkinson und Shiﬀrin haben den Begriﬀ des Arbeitsgedächtnisses
(working memory) in ihrer Arbeit aus dem Jahre 1968 verwendet. Das Arbeitsge-
dächtnis (AG) ist nicht nur eine Speicherkomponente, sondern verarbeitet die in
ihm enthaltene Informationen bereits weiter. Es gibt unterschiedliche Modelle, wie
das Arbeitsgedächtnis in das Gedächtnis integriert ist. Allen gemeinsam ist, dass1. Einleitung 11
im AG extern wahrgenommene und intern repräsentierte Informationen zusammen-
gebracht werden und die Ergebnisse kognitiver Operationen bereitgehalten werden,
um entweder weiter verarbeitet, in das LZG weitergeleitet oder wieder verworfen
zu werden (Baddeley, 2000). Auch das Arbeitsgedächtnis ist in seiner Kapazität
und Verfügbarkeitsdauer wie das Kurzzeitgedächtnis beschränkt. Untersuchungen
aus dem Jahre 1956 von Millers ergaben eine Kapazität (Gedächtnisspanne) von
etwa 5-7 Chunks (Miller, 1956). Die Gedächtnispanne ist jedoch auch abhängig von
der Größe der Chunks (Wortlänge, etc.). Ohne aktives, mentales Wiederholen der
zu merkenden Chunks können sie etwa 7 Sekunden im AG mit einer Reproduzier-
barkeitswahrscheinlichkeit von p=0,5 aufrechterhalten werden. Dies ist allerdings
auch abhängig von der Art des Chunks (Card et al., 1983b). Experimente von Bad-
deley und Hitch (1974) und weitere Arbeiten von Baddeley (1986), Schneider und
Detweiler (1987) führten zu einer heute weit anerkannten Theorie des Dreikompo-
nentensystems mit zwei unterschiedlichen Subsystemen unterschiedlicher Aufgaben
des Arbeitsgedächtnisses (Abb. 1).
Zentrale 
Exekutive
Visuell-räumlicher
Notizblock
Phonologische 
Schleife
Abbildung 1: Das Dreikomponentensystem des Arbeitsgedächtnisses nach Baddeley und Hitch,
1974
Hier werden zwei Subsysteme, die so genannten „slave systems“ beschrieben.
Zum einen die „phonologische Schleife“ (phonological loop), welche für die tempo-
räre Aufrechterhaltung der verbal kodierten Information vorgesehen ist und zum
anderen ein „visuell-räumlicher Notizblock“ (visuospatial scratch pad), welcher für
visuell-räumlich kodierte Information zuständig ist. Für die Kontrolle und Steue-
rung der Aktivität dieser beiden Systeme wird eine „zentrale Exekutive“ (central
executive) beschrieben und nimmt als solche die wichtigste Rolle des Systems ein.
Untersuchungen zeigten, dass besonders Areale des frontalen Lappens, speziell des
präfrontalen Kortex, an der „zentralen Exekutive“ beteiligt sind (Cohen et al., 2000).
In der Phonologischen Schleife werden mit einem temporären integrierten Spei-
cher verbale und akustische Informationen durch artikulatorisches Wiederholen die-1. Einleitung 12
ser Information (rehearsal) gehalten (Baddeley, 2000). Durch klinische Studien über
Läsionen ordnet man die phonologische Schleife vor allem den Brodmann Arealen 40
und 44 zu. Äquivalent zur phonologischen Schleife versucht der visuell-räumliche No-
tizblock visuell-räumliche Informationen aufrechtzuerhalten. Hierfür wird angenom-
men, dass auch dieser auf einen separaten, temporären Speicher mit einer Kapazität
von 3-4 Objekten zugreifen kann. Untersuchungen haben gezeigt, dass besonders die
rechte Hemisphäre für diese Aufgabe zuständig ist, besonders die Brodmann Areale
6, 19, 40 und 47 (Gathercole, 1999).
Die Erweiterung des Drei-Komponenten-Systems ﬁndet sich im Multi-Kom-
ponenten-System (Abb. 2). Hier wird zusätzlich eine Verbindung zum LZG herge-
stellt, welches sich in die Bereiche visuelle Semantik, episodisches LZG und Sprache
unterteilen lässt. Außerdem wird als zusätzlicher Speicher das episodische Regis-
ter angenommen, welches in seiner Kapazität ebenfalls limitiert ist und sensorische
Informationen aus der Umwelt temporär speichert und zu neuen Kognitionen wie
Planung und Problemlösen vorbereitet (Baddeley, 2000).
Visuell-
räumlicher
Notizblock
Episodisches
Register
Zentrale
Exekutive
Phonologische
Schleife
Visuelle
Semantik
Episodisches
LZG
Sprache
Abbildung 2: Das Multikomponentensystem des Gedächtnisses nach Baddeley, 2000
Durch die zusätzliche Vernetzung der einzelnen Komponenten und der Inte-
gration des LZG in dieses Modell können nun auch Erscheinungen wie das chunking
erklärt werden, indem Informationen aus dem LZG für Gruppierungen herangezogen
werden können (Logie, 2000).1. Einleitung 13
Eine Aufgabenstellung zur Untersuchung des AG stellt die delayed-matching-
to-sample (DMTS) Aufgabe dar, bei der die wichtigsten Phasen eines Arbeitsge-
dächtnisprozesses, Enkodierung, Aufrecherhalten und Abruf (encoding, maintenance
und retrieval) von Informationen, erfasst werden. Dabei wird der Versuchsperson ei-
ne Reihe von Objekten gezeigt, die sie nach einer gewissen Zeit des Haltens wieder
abrufen soll, indem sie bei einem weiteren gezeigten Objekt angibt, ob dieses be-
reits unter den ersten Objekten dabei war. Diese Phasen können zur Bestimmung
der räumlichen und zeitlichen Veränderung der Hirnaktivität bei gleichzeitiger Auf-
nahme neurophysiologischer Signale mit diesen korreliert werden. Dieses soll auch
Gegenstand des dieser Diplomarbeit zugrunde liegenden Projektes sein.
1.4. Elektroenzephalogramm
Das Elektroenzephalogramm nimmt bei der Erforschung der Funktionsweise des
Gehirns eine bedeutende Rolle ein. Zum einen wird auf diese Weise ohne Eingriﬀ
in den menschlichen Körper neuronale Aktivität bestimmt, zum anderen hat es
den Vorteil einer besonders hohen zeitlichen Auﬂösung. Man kann Veränderung der
Hirnaktivität bis zu millisekundengenau kognitiven Prozessen zuordnen. Ein weiterer
Vorteil dieser Methode ist die kostengünstige Durchführung.
Die erste hirnelektrische Ableitung wurde 1875 bei einem Tierkortex von Ri-
chard Caton durchgeführt. 49 Jahre später gelang es dem deutschen Arzt Hans
Berger erstmals Potentialänderungen des menschlichen Gehirns zu registrieren. Er
wird heute als Entdecker des EEGs bezeichnet. Schon Berger konnte mit bloßem Au-
ge zwischen zwei Aktivitätsmustern unterscheiden, so genannten Alpha- und Beta-
Wellen. Alpha-Wellen sind sinusförmige Rhythmen von etwa 8-13 Hz, die im ent-
spannten Wachzustand durch synchron oszillierende Neuronenverbände hervorgeru-
fen werden. Tritt eine Störung des entspannten Wachzustands ein, z.B. durch eine
visuelle Stimulation, folgt eine Alpha-Desynchronisation, der Alpha-Block. Dieser
führt bei den meisten Menschen zum höherfrequenten Beta-Rhythmus (14-30 Hz)
mit niedrigerer Amplitude. Der Begriﬀ Delta-Welle wurde 1936 von dem Neurologen
Walter Grey geprägt. Delta-Wellen beschreiben Oszillationen der Frequenz von 0,5
bis 4 Hz. Diese werden durch synchron feuernde Neuronenverbände des gesamten1. Einleitung 14
Kortex hervorgerufen. Bei gesunden Menschen ist dies nur in tiefen Schlafphasen der
Fall. Bereits 1938 tauchte der Begriﬀ des Gamma-Rhythmus auf, der durch Jaspers
und Andrews geprägt wurde. Mit dem Gamma-Rhythmus werden Oszillationen mit
einer Frequenz über 30 Hz beschrieben. Gamma-Oszillationen werden heute auch als
40-Hz-Oszillationen bezeichnet. 1953 gab Grey Walter den zwischen dem Alpha- und
Deltafrequenzband beﬁndlichen „Zwischenwellen“ den Namen Theta-Wellen (etwa 5
bis 7 Hz). Theta-Wellen treten in Phasen der tiefen Entspannung wie etwa kurz
vorm Einschlafen oder in Meditationszuständen auf (Schandry, 1998; Birbaumer et
al., 2003).
Die Frequenzbereiche der jeweiligen Bänder können in der Literatur etwas
variieren. In Tabelle 1 werden die fünf Rhythmen aufgelistet und die entsprechen-
den Frequenzbereiche, Amplitudenbereiche, die Regionen, in der sie am stärksten
ausgeprägt sind und in welchem Bewusstseinszustand sie am häuﬁgsten registriert
werden. In Box 2 wird schematisch das Prinzip der Entstehung von Potentialen auf
neuronaler Ebene dargestellt, die vom EEG erfasst werden können.
Frequenz-
band
Frequenz-
bereich [Hz]
Amplituden-
bereich [µV]
Region des
stärksten Auftretens
Bewusstseins-
zustand
Delta 0,5-4 100-500 variabel Tiefschlaf
Theta 5-7 5-100 frontal, temporal Schlafphase
Alpha 8-13 5-50 okzipital, parietal Entspannter
Wachzustand
Beta 14-30 2-30 präzentral, frontal Aufmerksamer
Wachzustand
Gamma > 30 1-10 frontal, parietal Wachzustand
gerichteter
Aufmerksam-
keit
Tabelle 1: Fünf Frequenzbänder des EEGs in Anlehnung an eine Aufstellung von Schandry, 1998
Wie in Tab. 1 zu ersehen ist, nimmt die Amplitude der Oszillationen mit zu-
nehmender Frequenz ab. Die Amplitude der registrierten Oszillation ist ein Maß für
die Anzahl der synchron feuernden Neuronen. Mit zunehmender Frequenz wird al-
so die Zahl der mit derselben Frequenz feuernden Neuronenverbände immer kleiner
(Singer, 1993). Dies ist einer der Gründe, warum erst ab den 1990er Jahren das In-1. Einleitung 15
teresse für Gamma-Oszillationen wuchs. Aufgrund ihrer kleinen Amplitude wurden
diese von Muskelartefakten und Oszillationen anderer Frequenzbänder überlagert.
Die Nichtbeachtung des Gamma-Bandes hatte auch technische Gründe. Zum Bei-
spiel war die Masse der Halterung eines Schreibergeräts so träge, dass Oszillationen
dieser Frequenzen nur unscharf oder gar nicht abgebildet werden konnten. Die Auf-
merksamkeit der Wissenschaftler richtete sich erst auf die Gamma-Oszillationen als
die digitale Signalaufnahme Einzug in die Laboratorien erhielt. Auch die Möglich-
keit der großﬂächigen Abdeckung der Kopfoberﬂäche ist für die Erforschung der
Gamma-Oszillationen von großem Vorteil, da so auch Oszillationen erfasst werden
können, die nur über kleinere Areale lokalisiert sind.1. Einleitung 16
Zellbeginn eines anderen Neurons
verstanden. Die Zellaußenseite eines
Neurons ist gegenüber dem Zellinneren
positiv geladen (Ruhepotential: -70 mV)
(siehe Abb. a). Ein Aktionspotential wird
durch den Austausch von K , Na und Cl
durchdieZellmembranverursacht.
Gelangt ein Aktionspotential über das Axon
an die Synapse, führt dies zu einer
Transmitterausschüttung in den
synaptischen Spalt. Im Falle einer
erregenden (exitatorsichen) Synapse führt
dies zu einer postsynaptischen
Depolarisierung (Ruhepotential wird kleiner)
der Zelle. Bei einer hemmenden
(inhibitorischen) Synapse wird die pM
hyperpolarisiert (Ruhepotential nimmt zu).
Diese postsynaptischen Potentiale
(exzitatorisches und inhibitorisches
postsynaptisches Potential: EPSP und
IPSP) führen zu Potentialveränderungen
angrenzender postsynaptischer
Membranen. Der EPSP-Fall wird in Abb. b
s c h e m a t i s c h d a r g e s t e l l t . D i e
Potentialänderung der pM werden durch
eine verminderteZahlpositiverIonenander
Aussenseite der Zelle hervorgerufen. Ein
elektrischer Strom positiver Ionen fließt aus
dem Extrazellulärraum in die Zelle Richtung
Soma und außerhalb der Zelle in
entgegengesetzter Richtung. Die so
entstehenden elektrischen Felder
entsprechen denen eines elektrischen
DipolsmitQuelleanderSomaundSenkean
derpostsynaptischenMembran.
Im Kortex sind etwa 3/4 aller Zellen
zueinander parallele Pyramidenzellen
(pyramidenförmige Neurone, schematisch
in a und b dargestellt). Diese bilden einen
"offenen" Dipol, mit einer elektrischen
Feldstärke, die vom EEG registriert werden
kann. Potentialänderungen des EEGs
werden hauptsächlich durch die Summe der
exitatorischenpostsynampischenPotentiale
hervorgerufen.
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apikaler Dendrit
Axon
Präsynaptische
Membran
Postsynaptische
Membran
Soma
relativ negativ: Senke
relativ positiv: Quelle
a)
b)
Synaptischer Spalt
Ein Neuron besteht aus einem Zellkörper
(Soma), einem Axon (für die Weiterleitung
von Impulsen an andere Neurone) und
meistens einer Vielzahl von Dendriten (für
die Aufnahme von Impulsen und deren
Weiterleitung an die Soma). Mit Synapse
wird die Kontaktstelle eines Axons zu
einem anderen Neuron bezeichnet. Das
Axon verzweigt vor seinem Ende in eine
Vielzahl von präsynaptischen Endigungen
(pE). Unter postsynaptischer Membran
(pM) wird der, der pE gegenüberliegende,
Box 2: Potentialänderungen, die vom EEG registriert werden können1. Einleitung 17
1.4.1. Spontane, evozierte und induzierte Aktivität
Man kann drei Arten von Aktivität unterscheiden: spontane, induzierte und evozier-
te. Im folgenden Abschnitt sollen die Unterschiede erläutert und die verschiedenen
möglichen Funktionen der einzelnen Frequenzbänder besonders in Hinblick auf in-
duzierte und evozierte Aktivität dargestellt werden.
Bei der Spontanaktivität handelt es sich um eine Grundaktivität, die sich je
nach mentalem Zustand ändern kann. Beispielsweise tritt ein dominanter Alpha-
Rhythmus bei entspanntem Wachzustand ein (siehe Abschnitt 1.4.). Spontanak-
tivität unterscheidet sich von induzierter und evozierter Aktivität dadurch, dass
sie nicht durch einen äußeren Reiz hervorgerufen wird. Da für die Untersuchung
kognitiver Prozesse die Reaktion auf äußere Reize von besonderer Bedeutung ist,
wird der evozierten und induzierten Aktivität großes Interesse beigemessen. Evo-
zierte Aktivität tritt zeit- und phasengebunden zu einer äußeren Stimulation auf,
wie z.B. einem visuellen oder auditiven Reiz (phase-locked). Im Gegensatz zur evo-
zierten ist die induzierte Aktivität nicht phasen-, sondern nur zeitgebunden zu ei-
nem äußeren Reiz (non-phase-locked). Da evozierte und induzierte Aktivität (in der
Regel desynchron) meist eine geringere Amplitude als spontane Aktivität (in der
Regel synchron) haben, muss zu deren Bestimmung die Versuchsperson in mehreren
Durchgängen auf den gleichen äußeren Reiz reagieren. Durch Mittelung der Akti-
vität über die einzelnen Durchgänge ist es möglich die stimulusspeziﬁsche evozierte
Aktivität von der Grundaktivität (Spontanaktivität) zu unterscheiden. Durch eine
Zeit-Frequenz-Analyse (z.B. Fast Fourier-Transformation) wird die Aktivität in ihre
Frequenzanteile zerlegt. Induzierte Aktivität ist nicht auf diese Weise zu bestimmen.
Dadurch, dass diese Aktivität nicht phasengebunden ist, taucht sie nicht exakt zum
gleichen Zeitpunkt nach Erscheinen des Stimulus auf, sondern innerhalb eines Zeit-
fensters (Gitter). Würde man die Aktivität wie bei der evozierten erst mitteln und
dann in ihre Spektren zerlegen, würde sich die Aktivität auslöschen. Wird erst eine
Zeit-Frequenz-Analyse der einzelnen Durchgänge und dann die Mittelung der Fre-
quenzanteile durchgeführt, erhält man die induzierte Aktivität zu einem Stimulus.
Wie bereits eben angedeutet, wird für Korrelationen zwischen evozierter oder
induzierter Aktivität und kognitiven Prozessen die registrierte Aktivität in ihre Fre-1. Einleitung 18
quenzanteile zerlegt. Hierfür wird oft die Fast-Fourier-Transformation (FFT) ver-
wendet. Mit einer gefensterten FFT wird eine gute zeitliche Beschreibung der Fre-
quenzanteile einer Aktivität gegeben (siehe Abschnitt 2.3.3.).
Aktivität unterschiedlicher Frequenzbänder sollen unterschiedliche Funktionen
im Gehirn widerspiegeln. Ein kurzer Überblick über die bisherigen Kenntnisse neu-
ronaler Aktivität und deren Frequenzeigenschaften bei kognitiven Prozessen, insbe-
sondere bei Gedächtnisleistungen soll im Folgenden gegeben werden.
1.4.2. Neurophysiologische Korrelate zu kognitiven Prozessen
Zahlreiche Experimente unter anderem auch bei anästhesierten und wachen Tieren
unterstützen die Theorie, dass synchron feuernde Neuronenverbände besonders im
hochfrequenten Bereich bei perzeptuellen und kognitiven Funktionen eine entschei-
dende Rolle spielen (Singer et al., 1995).
Bei der Frage wie unterschiedliche Eigenschaften eines Objektes im Gehirn ko-
diert werden, um es als ein kohärentes Objekt zu erfassen, wurde von Milner (1974)
folgendes theoretisches Modell beschrieben. Er vermutete, dass die Eigenschaften
eines Objektes (wie Farbe, Form, Größe, etc.), die in unterschiedlichen Arealen ko-
diert werden (siehe auch „Brodmann-Unterteilung“ in Box 1), im Gehirn wieder zu
einem kohärenten Objekt zusammengefügt werden, indem alle bei der Kodierung
beteiligten Neuronenverbände mit der gleichen Frequenz feuern (Bindung, binding).
Zahlreiche Experimente wurden mittlerweile durchgeführt, die dieses Modell stützen.
Vor allem Oszillationen im Gamma-Bereich wurden oft mit diesem Modell in Verbin-
dung gebracht, da hierbei Informationen von einem Areal zu einem anderen schnell
„transportiert“ werden können. Es muss beachtet werden, dass in der Literatur oft
bereits Oszillationen der Frequenz oberhalb von 20 Hz als Gamma-Oszillationen
oder auch 40-Hz-Oszillationen bezeichnet werden (Bertrand et al., 2000).
Kurz andauernde evozierte Gamma-Oszillationen wurden erstmals von Pantev
beschrieben, die etwa 100 ms auf eine auditive Stimulation beobachtet wurden (Pan-
tev et al., 1991). Ein ähnliches Phänomen wurde vier Jahre später auch bei visueller
Stimulierung berichtet (Sannita et al., 1995; Tallon et al., 1995). Die Bedeutung
der evozierten Oszillationen ist allerdings noch unklar. Eventuell sind sie Teil einer1. Einleitung 19
komplexen neuronalen Oszillation, die sich über einen noch weiteren Frequenzbe-
reich erstrecken (Bertrand et al., 2000).
+ + +
illusionäres
Dreieck
reales
Dreieck
nicht-Dreieck
Abbildung 3: Stimuli aus dem Kaniza-Experiment von Tallon-Baudry et al., 1996
An kohärenter Objektrepräsentation scheinen nur induzierte Gamma-
Oszillationen beteiligt zu sein. Ein Experiment, das dies bestätigt, wurde von Tallon-
Baudry durchgeführt. Sie zeigte ihren Versuchspersonen drei verschiedene visuelle
Stimuli, von denen zwei ein Dreieck und die dritte Figur mit ähnlichen Eigenschaften
kein Dreieck („nicht“-Dreieck) darstellen. Das erste der beiden Dreiecke ist ein „illu-
sionäres“ Dreieck, welches durch die Verbindung der Radien „oﬀener“ Kreise entsteht
(siehe Abb. 3). Das andere ist ein „reales“ Dreieck. Falls Synchronität tatsächlich das
Verlinken verschiedener Neuronenverbände desselben Objektes bedeutet, sollte für
das „illusionäre“ Dreieck und das „reale“ Dreieck eine größere Aktivität zu ﬁnden
sein, als bei dem „nicht“-Dreieck. In der Tat fand man etwa 280 ms nach Erscheinen
der kohärenten Stimuli eine erhöhte induzierte Gamma-Aktivität im Vergleich zur
Aktivität nach Erscheinen des inkohärenten Objektes (Tallon-Baudry et al., 1996).
Zwischen den drei Stimuli konnte in der evozierten Aktivität kein Unterschied
festgestellt werden, außer einer unterschiedlichen räumlichen Dominanz. Bei der
Durchführung dieses Experimentes an acht Monate alten Kindern fand man wie
bei Erwachsenen eine induzierte Gamma-Aktivität etwa 280 ms nach Erscheinen
des kohärenten Stimulus. Bei Kindern, die jünger waren als 8 Monate, bei denen
die perzeptuelle Fähigkeit für das Verarbeiten des Bildes noch nicht ausgereift ist,
wurde diese Gamma-Aktivität nicht entdeckt (Csibra et al., 2000).
Ein ähnliches Experiment wurde von Müller et al. (2000) durchgeführt. Müller
zeigte seinen Versuchspersonen zwei zueinander parallele Balken, die sich in der einen1. Einleitung 20
Bedingung mit der gleichen Geschwindigkeit in die gleiche Richtung (kohärentes
Objekt), und in der anderen Bedingung in entgegen gesetzte Richtungen, bewegen
(inkohärentes Objekt). Auch hier wurde eine erhöhte induzierte Gamma-Aktivität
nach Erscheinen des kohärenten Objektes im Vergleich zum inkohärenten Objekt
festgestellt (Müller et al., 2000).
Induzierte Aktivität scheint aber nicht nur bei perzeptuellen Funktionen wie
bei der Verarbeitung sensorischer Eindrücke aus der Außenwelt, sondern auch bei
mentalen Repräsentationen von Objekten, z.B. im Kurzzeitgedächtnis, bedeutend
zu sein.
Abbildung 4: Dalmatiner-Bild aus Tallon-Baudry et al., 1997
In einem weiteren EEG-Experiment von Tallon-Baudry wurden Versuchsperso-
nen zunächst Bilder mit schwarz-weißen Flecken gezeigt (Abb. 4). Daraufhin wurde
ihnen der in den schwarz-weißen Flecken enthaltene Dalmatiner so lange dargeboten,
bis sie ihn selbstständig aus den Flecken heraus sehen konnten. Keine Versuchsper-
son hat den Dalmatiner vor der Einweihung entdeckt. Nachdem die Versuchsperson
den Dalmatiner in diesem Bild wieder zu ﬁnden vermochte, wurde ihr erneut das
Bild mehrmals hintereinander gezeigt. Das Ergebnis war hier, dass bei der visuellen
Suche nach dem Dalmatiner eine erhöhte induzierte Aktivität etwa 280 ms nach
Erscheinen des Stimulus hervorgerufen wurde, im Vergleich zum naiven Blick auf
das schwarz-weiß Bild (Tallon-Baudry et al., 1997). Dieses Experiment ähnelt einem
weiteren interessanten Experiment. Rodriguez et al. (1999) zeigte, dass Versuchsper-
sonen etwa 280 ms nach Betrachten eines Aufrechten „Mooney-Face“ (schwarz-weiß
Bild eines menschlichen Gesichtes mit starkem Kontrast) mehr induzierte Aktivität
aufweisen, als beim Betrachten des gleichen Bildes, wenn es auf dem Kopf steht und1. Einleitung 21
das Gesicht auf diese Weise nicht so leicht zu erkennen ist.
Auch beim Lösen einer Gedächtnisaufgabe, einer so genannten delayed-
matching-to-sample (DMTS) Aufgabe fand man induzierte Gamma-Aktivität. In
einem Experiment von Tallon-Baudry sollten sich Versuchspersonen in der einen
Bedingung eine Figur merken und nach etwa 2 Sekunden bei Erscheinen einer zwei-
ten Figur erinnern, ob es die gleiche wie die erste oder eine andere war (Merk-
Bedingung). In der Kontrollbedingung musste die erste Figur nicht erinnert werden.
Etwa 280 ms nach Erscheinen des ersten Stimulus (stimulus-onset) konnte über
okzipitemporalen und frontalen Elektroden induzierte Gamma-Aktivität in beiden
Bedingungen festgestellt werden. Die topographische Verteilung dieser Aktivität
fügt sich ein in das bestehende Bild eines kortikalen Netzwerkes, welches sich über
präfrontale und ventrale visuelle Areale erstreckt (Fuster, 1997). Etwa 680 ms nach
stimulus-onset (280 ms nach Verschwinden des ersten Stimulus) konnte ein zweites
induziertes Maximum in beiden Bedingungen festgestellt werden.
Das dritte Gamma-Aktivitäts-Maximum, welches in der Haltephase
(700-1000 ms) sowohl an den okzipitemporalen als auch frontalen Elektroden zu
erkennen war, gilt als besonders interessant, da diese Aktivität nur in der Merk-
Bedingung auftauchte. Gleichzeitig ist auch ein Anstieg der induzierten Beta-Ak-
tivität (15-20 Hz) in der Merk-Bedingung ebenfalls über den okzipitalen und fron-
talen Elektroden zu beobachten (Tallon-Baudry et al., 1998). Gamma-Aktivität in
der Haltephase im okzipitalen Bereich könnte für das Halten der zu memorierenden
Figur in den visuellen Arealen stehen. Die zusätzliche frontale Aktivität könnte für
das Aufrechterhalten der Okzipitalaktivität verantwortlich sein (zentrale Exekutive).
Des Weiteren zeigten Untersuchungen von Sederberg et al. (2003), dass Versuchsper-
sonen in der Enkodierungphase einer Arbeitsgedächtnisaufgabe über den gesamten
Kortex mehr induzierte Gamma-Aktivität aufweisen, wenn sie die zu merkenden
Objekte erfolgreich behalten, als wenn sie diese in der Abrufphase bereits verges-
sen haben. Somit könnte bereits die Enkodierungphase den Erfolg des Behaltens
vorhersagen.
Tierexperimente und EEG-Experimente am Menschen bestätigten ebenfalls
einen Zusammenhang zwischen der Aktivität in frontalen und ventralen visuellen1. Einleitung 22
Arealen und dem Aufrechterhalten eines Stimulus im Kurzzeitgedächtnis (Courtney
et al., 1996). Keine Eﬀekte wurden für das Alpha-Band gefunden.
Funktionelle Bildgebung und Untersuchungen mit EEG zeigten, dass auch für
das Abrufen älterer Gedächtnisinhalte parietale und frontale Regionen zuständig
sein könnten (Bruckner et al., 2001; Summerﬁeld et al., 2005). Die EEG-Untersu-
chung von Summerﬁeld zeigte, dass induziertes synchrones Feuern der Neuronen im
Gamma-Bereich auch bei dieser Funktion von Bedeutung ist.
Zu Oszillationen des niederfrequenten Bereichs in Verbindung mit kognitiven
Prozessen gibt es weniger Untersuchungen. Stam et al. (2000) fanden, dass syn-
chrone Theta-Aktivität zwischen frontalen und postzentralen Arealen auch immer
mehr mit dem Arbeitsgedächtnisprozessen in Verbindung gebracht wird. Theta-
Aktivität könnte für die Verarbeitung neuer Informationen verantwort sein (Kar-
rasch et al., 1998). Es wird auch angenommen, dass Alpha-Oszillationen der un-
teren Frequenzgrenze eine Rolle in Aufmerksamkeitsprozessen einnehmen und hö-
herfrequente Alpha-Aktivität mit dem semantischen Gedächtnis in Zusammenhang
stehen (Stam et al., 2003).
1.4.3. Untersuchungen bei Patienten mit MCI und der Alzheimer’schen
Krankheit
Die Alzheimer’sche Krankheit ist durch einen weit reichenden Verlust der Kopplung
einzelner Hirnregionen charakterisiert. Eines der frühen Symptome ist die Beein-
trächtigung des Gedächtnisses.
Veränderungen des EEGs bei Patienten mit der Alzheimer’schen Demenz und
MCI-Patienten wurden in den letzten Jahren untersucht, insbesondere Untersuchun-
gen der Spontanaktivität, da diese vor allem bei den AD-Patienten leichter zu reali-
sieren sind. Auﬀällig ist ein allgemein „langsamer“ werdendes EEG bei den Demenz-
Patienten. Vor allem im okzipitalen Bereich ist ein Verlust des Alpha-Blockes beim
Öﬀnen der Augen zu registrieren. In sehr frühem Stadium der AD ist meist noch
kein verändertes EEG zu verzeichnen, ebenso bei MCI-Patienten (Pijnenburg et al.,
2004). Allerdings zeigen Ergebnisse von Jelic et al. (2000), dass mit Untersuchungen
des EEGs zwischen zwei MCI-Subgruppen, „stabile“- und „fortschreitende“-Gruppe,1. Einleitung 23
unterschieden werden kann. Bei der „stabilen“-MCI-Gruppe wurde in der Zeit von
39 Monaten keine Verschlechterung der kognitiven Leistungen beobachtet, bei der
„fortschreitenden“-Gruppe hingegen entwickelte sich im Zeitraum von 12 bis 39 Mo-
naten eine AD. Im EEG unterschieden sich diese beiden Sub-Gruppen von Pati-
enten mit AD dadurch, dass sie signiﬁkant weniger Theta-Aktivität aufwiesen. Die
„stabile“-Gruppe unterschied sich zusätzlich signiﬁkant von der AD-Gruppe durch si-
gniﬁkant niedrigere Delta-Aktivität und eine signiﬁkant höhere Alpha-Aktivität. Die
„fortschreitende“-Gruppe unterschied sich diesbezüglich nicht von der AD-Gruppe.
Diese Eigenschaften könnten für eine frühe Diagnose der Krankheit und somit auch
für eine frühe Behandlungsmöglichkeit von Bedeutung sein. Es gibt mehrere Mög-
lichkeiten, die für diese Eﬀekte verantwortlich sein könnten. Entweder haben die für
die Krankheit vorbelasteten Menschen generell weniger Alpha-Aktivität, oder aber
diese wird beim Eintreten der Krankheit durch Theta-Aktivität ersetzt (Jelic et al.,
2000).
Weitere Hinweise auf eine kognitive Beeinträchtigung im Alter könnte nach
Elmståhl et al. (1997) auch eine geringere Beta-Aktivität im EEG geben. Untersu-
chungen von Stam et al., (2003) zeigten, dass sich Kontrollprobanden, MCI- und
AD-Patienten nur im Beta-Band signiﬁkant voneinander unterscheiden. Die Kon-
trollprobanden wiesen mehr Beta-Aktivität als die MCI-Patienten auf und die MCI-
Patienten mehr als die AD-Patienten.
Die in diesem Abschnitt dargestellten Untersuchungsergebnisse bezogen sich
ausschließlich auf Spontanaktivität. Ein zukünftiges Forschungsfeld ﬁndet sich in
der Untersuchung von induzierter und evozierter Aktivität kognitiver Prozessen bei
MCI- und AD-Patienten. Ebenfalls noch nicht in der Literatur vertreten sind EEG
Untersuchungen von Trainingseﬀekten bei MCI- bzw. AD-Patienten.
1.5. Fragestellung und Hypothesen
Ziel dieser Arbeit soll es sein, neuronale Korrelate zum Arbeitsgedächtnis bei Men-
schen, die „normal“ gealtert sind und bei Menschen mit „kognitiver Dysfunktion“
wie der MCI zu bestimmen. Es soll untersucht werden, ob diese beiden Gruppen
sich in der neuronalen Oszillation in irgendeiner Form unterscheiden und falls ja, in1. Einleitung 24
welcher Form. Weiter soll betrachtet werden, ob ein Training bei beiden Gruppen
eine Veränderung der neuronalen Oszillation bewirkt und ob diese Veränderungen
eventuell mit einer Verbesserung der kognitiven Leistung einhergeht. Auf diese Weise
kann eine Grundlage zur erfolgreichen Trainierbarkeit des Gedächtnisses und ande-
ren kognitiven Funktionen geschaﬀen werden. In der Literatur wird bisher nur von
wenigen EEG-Trainingsstudien berichtet, vor allem nicht von Studien mit Menschen
mit kognitiver Dysfunktion. Diese Arbeit soll durch mögliche Erfolge des Trainings
und dessen neuronale Korrelate einen Anfang zur weiteren Erforschung neurona-
ler Plastizität (Modiﬁzierbarkeit von neuronalen Verbindungen im Nervensystem)
darstellen und somit eventuell zu einer Früherkennung und Behandlung von Ge-
dächtnisstörungen auf Grund einer demenziellen Erkrankung beitragen.
Folgende Ergebnisse könnten sich für den Vergleich einer MCI-Gruppe mit einer
altersähnlichen Kontrollgruppe (KG) zeigen:
• Die MCI-Gruppe könnte gegenüber der KG weniger Aktivität aufweisen, da
eventuell Areale, die an Gedächtnisprozessen beteiligt sind, bereits beeinträch-
tigt sind
• Die MCI-Gruppe könnte im Vergleich zur KG mehr neuronale Aktivität auf-
weisen, da sie eine größere Anzahl an Neuronen „benötigt“, um das gleiche
Ergebnis zu erzielen: sich ein Objekt zu merken
• Es könnte kein Unterschied zwischen beiden Gruppen zu ﬁnden sein, da die
MCI-Gruppe nur mit einer leichten Form von Gedächtnisproblemen einher-
geht und sie sich auf neuronaler Basis noch nicht von einer altersähnlichen
Kontrollgruppe unterscheidet
Folgende Ergebnisse könnten sich durch ein erfolgreiches Training zeigen:
• Die einzelnen Gruppen weisen ähnliche Trainingseﬀekte auf, dabei könnte so-
wohl eine stärkere Aktivität als auch eine Reduktion der Aktivität möglich
sein. Eine stärkere Aktivität könnte durch gleichzeitig erfolgreicheres Reprä-
sentieren der Objekte durch stärkere neuronale Oszillationen erklärt werden.
Wohingegen eine Reduktion der Aktivität durch weniger benötigte Neurone1. Einleitung 25
für das gleiche Repräsentieren der Objekte erklärt werden kann (kleinerer Auf-
wand für das gleiche Ergebnis)
• Die Gruppen unterscheiden sich im Trainingseﬀekt: entweder dadurch, dass
die MCI-Gruppe durch den Beginn einer kognitiven Dysfunktion nicht mehr
in ihrer Gedächtnisleistung trainierbar ist, die KG hingegen schon. Oder aber
die KG weist im Vergleich zur MCI-Gruppe keinen Trainingseﬀekt auf, da diese
für das Merken dreier einfacher Figuren kein Training benötigt2. Grundlagen der angewandten Methodik
2.1. Verstärker
Aufgabe eines Verstärkers ist es, ein schwaches Signal verstärkt und gleichzeitig
möglichst unverzerrt wiederzugeben. In Abb. 5 ist ein schematischer Aufbau des
Schaltkreises eines Eingangsnetzes bei der EEG-Aufzeichnung dargestellt.
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Abbildung 5: Vereinfachte Darstellung des Eingangsnetzwerkes eines EEG-Verstärkers
UAus ist dabei die Potentialdiﬀerenz zwischen zwei Elektroden a und b, die
als Leerlaufpotentialdiﬀerenz, also ohne Stromﬂuss, gemessen wird. UAus ist eine
Wechselspannungsquelle, die mit einem Widerstand RAus in Serie geschaltet ist,
welcher den Quellwiderstand (Ausgangswiderstand des bioelektrischen Signals) dar-
stellt. Die zu messende Spannung wird am Eingangswiderstand REin abgegriﬀen.
Die zwischen der Kopfhaut und den beiden Elektroden entstehenden Widerstän-
de werden mit den Elektrodenübertrittswiderständen Ra und Rb bezeichnet. Der
Gesamtwiderstand Rges setzt sich somit aus der Summe aller Einzelwiderstände zu-
sammen:
Rges = Ra + Rb + REin + RAus.
Mit Hilfe des Ohmeschen Gesetzes folgt ein im Verstärker resultierender Eingangs-
strom IEin von:
IEin =
UAus
Rges
=
UAus
Ra + Rb + REin + RAus
.
Die Potentialdiﬀerenz zwischen den beiden Verstärkereingängen beträgt:
UEin = IEin · REin =
UAus · REin
Rges
=
UAus
1 +
Ra+Rb+RAus
REin
.2. Grundlagen der angewandten Methodik 27
Der Quotient
Ra+Rb+RAus
REin ist ein Maß für die Verzerrung des Ursprungssignals durch
die Verstärkung. Je kleiner der Quotient, desto besser die Qualität des registrier-
ten Signals. Hierfür sind möglichst hohe Eingangswiderstände des Verstärkers und
möglichst geringe Elektrodenübertrittswiderstände zu wählen. Übliche Werte für
den Eingangswiderstand eines EEG-Verstärkers liegen bei etwa 5-10 MΩ. Um damit
einen Spannungsabfall von höchstens einem Prozent zu gewährleisten, sollten die
Widerstände an den Elektroden zur Kopfoberﬂäche zusammen nicht mehr als 10 kΩ
betragen (Abb. 6).
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Abbildung 6: Kennlinie des gesamten Elektrodenübertrittswiderstandes Ra + Rb über den Ein-
gangswiderstand REin des Verstärkers mit dem Spannungsabfall p in % als Para-
meter nach Osselton, 1965
2.2. Diﬀerenzverstärker
Mit einem Diﬀerenzverstärker wird die Diﬀerenz zweier Eingangssignale verstärkt.
Dies wird mit Hilfe zweier Transistoren Q1 und Q2 realisiert, die einen gemeinsamen
Emitterwidersand Re besitzen. Ein weiterer Transistor Q3 (Konstantstromquelle)
wird für eine Verbesserung der Gleichtaktunterdrückung verwendet.
Ue1 und Ue2 seien Eingangsspannungen zweier verschiedener Signale, deren Dif-
ferenz durch den Diﬀerenzverstärker verstärkt werden soll. In Abb. 7 ist schematisch2. Grundlagen der angewandten Methodik 28
Abbildung 7: Darstellung eines Diﬀerenzverstärkers, entnommen aus dem Internetlexikon:
www.wikipedia.org
ein Diﬀerenzverstärker dargestellt.
Durch den Widerstand Re ﬂießt die Summe der Ströme, die durch die beiden
Transistoren Q1 und Q2 ﬂießen. Ist nun z.B. Ue1 größer als Ue2 so ﬂießt durch Q1
mehr Strom und die Spannung am Kollektor von Q1 sinkt. Da die Summe der beiden
Ströme konstant ist, ﬂießt somit bei zunehmender Spannung an Ue1 auch weniger
Strom durch Q2. Die Spannung am Kollektor von Q2 steigt damit. Die Ausgangs-
spannung des Diﬀerenzverstärkers wird zwischen beiden Kollektoren abgenommen.
Gleichphasige Signale, wie sie zum Beispiel durch statische Auﬂadung der Kleidung
oder Netzbrummspannung hervorgerufen werden können, werden durch Diﬀerenz-
verstärker unterdrückt. Ein Diﬀerenzverstärker wird mit Hilfe seiner Gleichtaktun-
terdrückung beschrieben. Dies beschreibt das Verhältnis der Verstärkung von gegen-
phasigen zu gleichphasigen Signalen. Im Idealfall ist die Gleichtaktunterdrückung,
auch common mode rejection ratio (CMRR) genannt, unendlich.
CMRR =
Diﬀerenzverstärkung
Gleichtaktverstärkung
ideal − − → ∞
Gleichtaktverstärkung =
U2
UG
UG : Gleichtaktspannung,U2 : Ausgansspannung
Bei der Untersuchung von besonders kleinen Eingangsspannungen ist eine möglichst
große Gleichtaktspannungsunterdrückung notwendig. In der Praxis werden Werte
zwischen 60 und 120 dB verwendet.2. Grundlagen der angewandten Methodik 29
2.3. Zeit-Frequenz-Analyse
Für verschiedenartige Signale gibt es unterschiedlich aufwendige Durchführung einer
Zeit-Frequenz-Analyse. In der Praxis werden besonders Ortsfunktionen in Abhängig-
keit der Zeit in ihr Frequenzspektrum transformiert. Mit geeigneter Transformation
erhält man ohne Verlust von Information die Frequenzanteile und erhält durch geeig-
nete Rücktransformation das Ursprungssignal zurück. Wichtigen Eigenschaften für
die Wahl der Transformation eines solchen Signals sind dessen Periodizität, Konti-
nuität und Länge. Auf die unterschiedlichen Möglichkeiten der Realisierungen einer
Zeit-Frequenz-Transformation soll im Folgenden eingegangen werden.
2.3.1. Analoge Signale
Fourier-Reihe eines unendlichen, periodischen und analogen Signals Die Di-
richletsche Bedingung besagt, dass eine Funktion f(t) dann eindeutig in der Form
einer Fourier-Reihe (FR) entwickelt werden kann, wenn sich das Intervall 0 < t < T
in endlich viele Teilintervalle zerlegen lässt, in der f(t) stetig und monoton ist und
über ihre Periode T integrierbar ist. Die Fourier-Reihe wird dann beschrieben durch:
FR: f(t) = a0 +
2
T
K X
k=1
(ak coskω0t + bk sinkω0t) mit ω0 =
2π
T
.
Die Koeﬃzienten ak und bk werden wie folgt bestimmt:
ak =
2
T
Z + T
2
− T
2
f(t)coskω0tdt und bk =
2
T
Z + T
2
− T
2
f(t)sinkω0tdt
Unter Verwendung der Eulerschen Gleichung:
e
jx = cosx + j sinx, j: imaginäre Einheit
erhält man die komplexe Fourier-Reihe:
f(t) =
K X
k=−K
Fke
jkω0t mit Fk =
1
T
Z t0+T
t0
f(t)e
−jkω0tdt
Es ergeben sich für die Koeﬃzienten: ak = Fk + F−k und bk = j(Fk − F−k). Auf
diese Weise wird ein unendliches, periodisches und analoges Signal in eine Summe
von Sinus- und Kosinusschwingungen zerlegt, deren Frequenzen ganzzahlige Vielfa-
che (Harmonische) der Periode des Ursprungssignals sind.2. Grundlagen der angewandten Methodik 30
Fourier-Transformierte eines unendlichen, aperiodischen und analogen Si-
gnals Ein aperiodisches, unendliches und analoges Signal wird ähnlich wie ein peri-
odisches Signal, welches in Form einer Fourier-Reihe dargestellt werden kann, durch
eine Fourier-Transformierte (FT) beschrieben. Diese lässt sich mit einer Fourier-
Reihe eines Signals unendlicher Periodenlänge (Länge des Signals) realisieren.
FT: f(t) =
1
2π
Z +∞
−∞
F(ω)e
jωtdω und F(ω) =
Z +∞
−∞
f(t)e
−jωtdt
Bisher wurden nur Zeit-Frequenz-Transformationen analoger Signale dargestellt. Im
Folgenden soll die Realisierung solcher Transformationen digitaler Signale (Zeitrei-
hen) beschrieben werden. Digitale Signale werden unter anderem aufgrund von be-
grenzter Speicherkapazität für zahlreiche Messvorgänge verwendet.
2.3.2. Digitale Signale
Fourier-Transformation eines unendlichen, aperiodischen und digitalen Si-
gnals Es wird angenommen, dass ein Signal im regelmäßigen Zeitabstand von
Ts = 2π
ωs mit ωs: Abtastrate abgetastet wird. Der erste von N abgetasteten Da-
tenpunkten sei N1 und der letzte N2. Durch Faltung der Dirac-Funktion und einer
stetigen Funktion kann das abgetastete Signal beschrieben werden:
x(t) =
N2 X
n=N1
x(n)δ(t − nTs).
Daraus ergibt sich die Fourier-Transformierte:
X(ω) =
Z +∞
−∞
x(t)e
−jωtdt =
Z +∞
−∞
N2 X
n=N1
x(n)δ(t − nTs)e
−jωtdt
=
N2 X
n=N1
x(n)
Z +∞
−∞
δ(t − nTs)e
−jωtdt
Da für die Dirac-Funktion folgende Eigenschaften gelten
Z +∞
−∞
δ(x − x0)dx = 1 und
Z +∞
−∞
ϕ(x)δ(x − x0)dx = ϕ(x0),
folgt für die FT:
X(ω) =
N2 X
n=N1
x(n)e
−
jn2πω
ωs (a)2. Grundlagen der angewandten Methodik 31
Die dazu inverse Transformation lautet
x(n) =
1
2π
Z ωs
0
X(ω)e
jn2πω
ωs dω.
Die FT eines Signals mit diskreten Werten ist somit eine kontinuierliche Funktion.
Solch eine FT hat zwei entscheidende Symmetrieeigenschaften. Zum einen wiederholt
sich die FT im Abstand von ω = ω+kωs,k ∈ Z (siehe a) und zum anderen ist die sich
im Intervall von ω = ω + kωs wiederholende FT in den Intervallen −kωs
2 ≤ ω ≤ kωs
2
spiegelsymmetrisch zur Achse, die durch den Punkt kωs geht (siehe a).
Fourier-Transformation eines unendlichen, periodischen und digitalen Signals
Die Fourier-Reihen-Entwicklung eines Signals mit diskreten Werten wird auch als
diskrete-Fourier-Transformation (DFT) bezeichnet. Sie unterscheidet sich von der
eines kontinuierlichen Signals durch das Ersetzen des Integrals durch eine Summe.
Mit Einführung einer allgemeinen Abtastrate 2π rad s-1 ergibt sich für die DFT:
X(k) =
N−1 X
n=0
x(n)e
−
jkn2π
N und x(n) =
1
N
N−1 X
k=0
X(k)e
jkn2π
N (b)
Diese Transformation liefert eine Anzahl von Spektrallinien, die der Zahl der Da-
tenpunkte des Ursprungssignals innerhalb einer Periode entspricht. Die Frequenzen
der Spektrallinien sind dementsprechend das k-fache Vielfache, Harmonische, der
Grundperiode. Die Frequenz der k-ten Spektrallinie ergibt sich aus ω = k2π
N im all-
gemeinen Fall oder ω = kωs
N mit bekannter Abtastrate ωs. Die DFT weist die gleichen
Symmetrien wie die Fourier-Transformation von unendlichen, aperiodischen und dis-
kreten Signalen auf. Auch die Werte der DFT wiederholen sich mit Frequenzen gan-
zer Vielfacher der Abtastfrequenz. Und diese Werte sind innerhalb einer Periode
spiegelsymmetrisch zur Achse, die durch den Punkt k = mN
2 ,m ∈ Z geht (siehe
b). Dies liegt an der sich ergebenden redundanten Information, die sich durch die
Überführung eines reellen Signals in die komplexe Ebene (Alias-Eﬀekt) ergibt. Nur
die ersten k = N
2 Spektrallinien beschreiben die „echte“ Transformation des Signals.
Somit können mit der DFT auch nur Frequenzen, die kleiner als ωNyquist = π bzw.
ωNyquist = ωs
2 (Nyquist-Shannon-Abtasttheorem) bestimmt werden. ωNyquist wird als
Nyquist-Frequenz bezeichnet. Dies bedeutet, dass mit besser werdender zeitlicher2. Grundlagen der angewandten Methodik 32
Auﬂösung des Signals (realisiert durch eine höhere Abtastrate) die Frequenzauﬂö-
sung linear abnimmt. Diese Konsequenz ist die gleiche wie die, der Heisenbergschen
Unschärferelation:
∆WN∆t ≥
h
4π
mit ∆W = h∆νgrenz
∆νgrenz ≥
1
4πN∆t
=
ωs
4πN
⇔ 2πN∆νgrenz = ωNyquist ≥
ωs
2
∆W: Energieunschäfe, ∆t: Abstand zwischen zwei abgetasteten Datenpunkten, N∆t:
Zeitunschärfe der DFT, h: Plancksches Wirkungsquantum, ∆νgrenz: Frequenzun-
schärfe.
So erhält man die durch Nyquist bereits 1928 erwähnte aber noch nicht be-
wiesene Nyquist-Frequenz, bei der ein Signal mit der Abtastrate ωs erfolgreich ab-
getastet werden kann.
Um innerhalb der Frequenzunschärfe eine höhere Frequenzauﬂösung, durch Be-
rechnung weiterer Spektrallinien zwischen gegebenen Spektrallinien zu bekommen,
wird die Länge eines Signals für die DFT künstlich verlängert. Mit Zufügen von
z Nullen zwischen zwei Perioden, liefert die DFT z weitere Spektrallinien. Dieses
häuﬁg verwendete Verfahren wird als „zero-padding“ bezeichnet. Somit stellt „zero-
padding“ eine Art Frequenzglättung dar (Challis et al., 1991).
Mit zunehmender Abtastrate oder wachsender Anzahl der Datenpunkte inner-
halb einer Periode nimmt der rechnerische Aufwand zur Spektrallinienbestimmung
mit einer Potenz von 2 zu. Für eine eﬃziente und schnelle Möglichkeit zur Berech-
nung der DFT wurden unterschiedliche Methoden entwickelt. Die am häuﬁgsten
angewendete ist die Fast-Fourier-Transformation (FFT) oder auch schnelle-Fourier-
Transformation genannt (Cooley et al., 1965). Diese kann man auf unterschiedliche
Arten realisieren. Im Folgenden soll nur ein kurzer Überblick gegeben werden.
2.3.3. Fast-Fourier-Transformation
Mit der FFT wird eine DFT für ein Signal mit N äquidistanten Datenpunkten
eﬀektiver als mit einer direkten DFT ermöglicht. N ist in der Regel eine Potenz von
2. Das Prinzip der FFT ist es, die N Datenpunkte so aufzuteilen, dass die DFT
auf kleinere Datenmengen angewendet wird, was zu einem geringeren rechnerischen2. Grundlagen der angewandten Methodik 33
Aufwand führt. Dies ist z.B. durch eine „Dezimierung im Frequenzbereich“ möglich
(Challis et al., 1991). Hier wird das Originalsignal so lange in halb so große Samples
zerlegt, bis in einem Sample nur noch zwei Datenpunkte übrig bleiben. Hat man z.B.
ein Signal mit 8 Datenpunkten, erhält man nach der Dezimierung vier Signalteile mit
jeweils 2 Datenpunkten. Auf diese vier Signalteile wird dann die DFT angewendet,
in der nur noch addiert und subtrahiert werden muss, denn
x(k) =
1 X
n=0
x(n)W
−kn
2 mit W2 = e
j2π
2 = −1.
So folgt für X(0) = x(0) + x(1) und X(1) = x(0) − x(1). Auf diese Weise kann der
rechnerische Aufwand von N2 auf N
2 log2 N Schritte reduziert werden (Challis et al.,
1991).
In der Praxis werden digitale Signale dementsprechend in kleinere Signalteile
mit 2m,m ∈ N Datenpunkten geteilt. Um die Spektren der einzelnen Signalteile
zusammenzuführen gilt der Faltungssatz:
Y (ω) = X(ω)H(ω)
wobei Y (ω) die FT von y(t) = x(t) ◦ h(t), X(ω) die FT von x(t) und H(ω) die
FT von h(t) darstellt. „◦“ bezeichnet in diesem Fall die Faltung von x(t) und h(t).
Da die DFT und somit auch die FFT nur für periodische Signale deﬁniert ist, wird
angenommen, dass die kleinen Signalteile jeweils eine Periode des Signals darstellen.
Dies führt zu einer „zirkulären Faltung“ (Oppenheim et al., 1975), bei der das mit
der DFT bestimmte Spektrum verfälscht wird.
Ein anderes Problem tritt bei zeitlich veränderlichen Frequenzanteilen eines
Signals auf. In diesem Fall verfälscht eine Faltung zweier Signalabschnitte ebenfalls
die Gewichtung der Frequenzanteile eines Signals. Eine Verbesserung dieser Pro-
bleme wird durch die Anwendung gefensterter Funktionen w(n) bewirkt. Mit Hilfe
dieser gefensterten Funktionen werden (Energien von) Spektren aufeinander folgen-
der Signalteile nicht mehr einfach gemittelt, sondern einander angenähert durch die
Anwendung einer Gewichtungsfunktion W(ω) (W(ω) ist die FT von w(n)).
Die Energie eines Signalspektrums wird durch das Periodogramm I(ω) be-
schrieben. Für die Energie eines Spektrums für ein Signal aus dem Intervall n ∈2. Grundlagen der angewandten Methodik 34
[0,N − 1] gilt
I(ω) =
1
N
|X(ω)|
2
Für die Energie aufeinander folgender Spektren gilt mit der Gewichtungsfunktion
Is(ω) =
1
2π
Z +∞
−∞
I(Ω)W(ω − Ω)dΩ.
Abbildung 8: Hamming-Fenster und Barlett Fenster aus www.elektrotechnik.hs-
magdeburg.de/Mitarbeiter/daehn/lehre/digsig1/L6_FIR-Filterentwurf.pdf
Abb. 8 zeigt zwei in der Signalverarbeitung häuﬁg verwendete Gewichtungs-
oder Fensterfunktionen. Die gezeigten Gewichtungsfunktionen werden im Ortsraum
durch folgende Funktionen beschrieben:
Hamming-Fenster :

 
 
w(n) = α + β cos 2πn
M−1 für|n| ≤ M − 1
w(n) = 0 sonst
Barlett-Fenster :

 
 
w(n) =
1−|n|
M für|n| ≤ M − 1
w(n) = 0 sonst
Mit Hilfe einer gefensterten FFT wird unter anderem auch Neurophysiologen die
Möglichkeit gegeben, zeitlich schnell veränderliche Frequenzanteile eines biologischen
Signals, wie es auch das EEG darstellt, eﬃzient zu berechnen. Besonders wichtig ist
das Einsparen des Rechenaufwandes, da zum Teil Datenmengen von Signalen be-
rechnet werden sollen, die etwa über einen Zeitraum von einer Stunde aufgenommen
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2.4. Artefaktquellen bei EEG-Messungen
2.4.1. Elektroden
Für nicht-invasive Elektroenzephalogramme werden in der Forschung meist Oberﬂä-
chenelektroden verwendet, die auf die Schädeloberﬂäche angebracht werden. Nicht-
invasiv bedeutet, dass die Untersuchung nicht mit einem Eingriﬀ in den Körper,
z.B. mit Nadeln unter der Haut, verbunden ist. Wichtig bei der Wahl des Elektro-
denmaterials ist, dass die elektrischen Eigenschaften des Systems Elektrode-Haut
durch die Elektrode selber zeitlich nicht verändert werden. Da es an der Elektrode
zur Polarisation kommen kann, sollten möglichst nicht polarisierbare Materialien für
die Elektrode verwendet werden. Da die von den Elektroden erfassten Ströme, wenn
es auch nur kleine Ströme sind, die beiden Grenzﬂächen Gewebe-Elektrode und
Elektrode-Gewebe durchqueren, kommt es an diesen zu Ionenansammlungen, die
besonders bei langen Messungen ein immer größer werdendes elektrisches Potential
entstehen lassen, welches das Elektroenzephalogramm überlagert (Schandry, 1998).
Allerdings ist dies nur als langsame Gleichspannung im EEG wieder zu ﬁnden und
würde daher die Betrachtungen der EEG-Oszillationen nicht wesentlich stören. Um
eine Polarisation möglichst auszuschließen, werden Silber-Silberchlorid-Elektroden
(Ag/AgCl Elektroden) verwendet. Entweder sind diese aus Silber und haben eine
Silberchlorid Beschichtung oder sie besitzen eine aus Silber und Silberchlorid ge-
sinterte Schicht. Für besonders genaue Messungen, vor allem bei der Registrierung
von niedrigen Frequenzbändern oder gar Gleichstrom sollte man die Elektroden vor
jeder Messung erneut chlorieren.
2.4.2. Äußere unerwünschte elektromagnetische Felder
Durch Steckdosen, elektrische Leitungen, Lampen, Fahrstühle, Radiosender, Han-
dys und Monitore sind in vielen Laboratorien elektromagnetische Störquellen zu
ﬁnden, die nicht immer einfach auszuschalten sind. Mit Hilfe eines Faraday-Käﬁgs,
realisierbar durch ein Metallgitter um die Versuchsperson herum oder mit Hilfe von
z.B. Aluminium abgeschirmten Wänden, kann man elektrische Felder sehr gut re-
duzieren. Allerdings sind elektromagnetische Felder damit noch nicht oder kaum
verschwunden. Hilfreich ist es, alle elektrischen Geräte im Raum, falls möglich, nur2. Grundlagen der angewandten Methodik 36
mit Gleichstrom zu versorgen. Wenn es keine Alternative zu Wechselstromleitungen
gibt, sollten diese wenigstens mit Metallfolie zur Abschirmung umhüllt werden. Die
Elektrodenverkabelungen sollten ineinander verdrillt sein, um das resultierende Ma-
gnetfeld möglichst klein zu halten. Als Monitor empﬁehlt sich ein „Liquid Cristal
Display“ - LCD-Bildschirm. Da bei den Röhrenbildschirmen die Bildschirmfrequenz
meist zwischen 60 und 120 Hz liegt, können diese Bildschirme für die im EEG re-
gistrierten Oszillationen in diesem Frequenzbereich verantwortlich sein. Bei den aus
Flüssigkristall bestehenden Bildschirmen tritt dieses Problem nicht auf. Hier werden
die Flüssigkristalle, welche für das Durchlassen von polarisiertem Licht ausschlag-
gebend sind, nur dann angeregt, wenn sich am Monitor etwas ändern soll.
Um weitere elektromagnetische Felder zu verhindern, sollten alle technischen
Geräte dieselbe Erdung haben.
2.4.3. Artefakte physiologischer Herkunft
Je nachdem welches Biosignal man mit einer Messung registrieren möchte, wird
es durch andere Biosignale, die man nicht abschalten kann und will, verunreinigt.
Man kann aber mit der Wahl der Zeitkonstante des Verstärkers bestimmte Artefakte
reduzieren. Ist man z.B. an Oszillationen zwischen 10 und 70 Hz interessiert, kann
man eine Zeitkonstante von τ = 0,016s und einen Tiefpassﬁlter von 70 Hz wählen.
Der Verstärker funktioniert mit seiner Zeitkonstante wie ein Hochpassﬁlter. Alle
Frequenzen ν oberhalb der Grenzfrequenz
νgrenz =
1
2πτ
, νgrenz: untere Grenzfrequenz, τ: Zeitkonstante
können ungehindert den Verstärker passieren. Physikalisch gesehen, gibt die Zeit-
konstante die Zeit an, bei der eine am Verstärkereingang angelegte Spannung mit
senkrechtem Anstieg am Ausgang auf den 1
e Teil der Spannung abgefallen ist. Die
Grenzfrequenz des Filters gibt den Wert an, bei der das Signal in seiner Energie um
50 % bzw. die Amplitude auf den 1 √
2 Teil der Ursprungsamplitude gedämpft wird.
Im Falle des Tiefpassﬁlters (Abb. 9) gilt für das Verhältnis der eﬀektiven Aus-
gangsspannung UA zur eﬀektiven Eingangsspannung UE:
UA
UE
=
−j 1
ωC
R − j 1
ωC
=
1
−jωRC + 1
C: Kapazität, ω: Kreisfrequenz; ω = 2πν.2. Grundlagen der angewandten Methodik 37
UA UE
R
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Abbildung 9: Tiefpassﬁlter, UE: Eingangsspannung, UA: Ausgangsspannung, R: Widerstand, C:
Kondensatorkapazität
UA UE
C
R
Abbildung 10: Hochpassﬁlter
Den Quotienten aus Ausgangs- und Eingangsspannung nennt man Übertragungs-
faktor F. Entsprechend ist der Übertragungsfaktor bei einem Hochpassﬁlter (Abb.
10)
F =
UA
UE
=
R
R − j 1
ωC
=
1
−j 1
ωRC + 1
.
Bei der Grenzfrequenz ωgrenz = 2πνgrenz nimmt der Übertragungsfaktor somit jeweils
den Wert 1 √
2 an.
Möchte man also z.B. Signale von höher als 70 Hz mit einem Tiefpassﬁlter
möglichst vollständig aus einem Datensatz entfernen, sollte darauf geachtet werden,
die Grenzfrequenz nicht zu hoch anzusetzen (ca. bei 40-50 Hz). Mit Hilfe von wei-
teren Widerständen können Bandpässe (Abb. 11 links) bzw. Bandsperren (Abb. 11
rechts) realisiert werden, die Wechselspannungen bestimmter Frequenzbänder pas-
sieren bzw. sperren können.
Die unterschiedlichen Biosignale, die Artefaktquellen für ein EEG darstellen,
werden in den kommenden Abschnitten kurz beschrieben.2. Grundlagen der angewandten Methodik 38
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Abbildung 11: Bandpass links, Bandsperre rechts
Muskelartefakte Mit Hilfe einer Elektromyographie (EMG) ist es möglich sponta-
ne Innervation oder durch elektrische Stimulation hervorgerufene Aktionsströme im
Muskelgewebe bzw. einzelne Muskelaktionspotentiale zu registrieren. Die Frequenz
der Muskelaktivitäten liegt zwischen 10 und 200 Hz (van Boxtel et al., 1984), daher
überlagert die Muskelaktivität auch zum Teil die Aktivität, die durch das Gehirn
verursacht wird.
Im EMG werden die Signalanteile zwischen 10 und 30 Hz durch die Generie-
rung der motorischen Einheiten hervorgerufen (Feuerungsrate) und oberhalb von 30
Hz durch die motorischen Aktionspotentiale (Petrofsky et al., 1982). Die Amplitude
variiert von einigen Zehntel µV bis zu einigen 1000 µV bei extremen Muskelspannun-
gen (Schandry, 1998). Um Muskelartefakten vorzubeugen, sollte der Versuchsperson
gesagt werden, sich möglichst vollständig zu entspannen. Eine Nackenrolle hilft, den
Kopf zu stabilisieren und zu ﬁxieren. Die Versuchsperson sollte erinnert werden, we-
der Kiefer noch Stirn anzuspannen. Wenn eine Brille notwendig ist, sollte diese mit
Watte um die Metallbügel präpariert werden, um Muskelaktivität, hervorgerufen
durch erschwertes Sehen, zu verhindern. Es sollte auch darauf geachtet werden, dass
die Versuchsperson nichts im Mund hat, damit auch die Zunge ruhig ist.
Artefakte durch Hautpotentiale Eine interessante und noch mit vielen Fragen
verbundene physiologische Eigenschaft stellt das Hautpotential dar. Dieses kann
sich als psychophysiologische Reaktion auf bestimmte Situationen, z.B. Stress, ver-
ändern. Die Hautpotentialreaktion (SPR - skin potential reaction) dauert meist we-
niger als 10 Sekunden und kann drei verschiedene Verläufe annehmen. Eine Variante
ist eine durchgehende Negativierung (uniphasisch). Ist die Reaktion biphasisch, folgt
auf die anfängliche Negativierung eine leicht positive Welle. Im Falle des triphasi-2. Grundlagen der angewandten Methodik 39
schen Verlaufs folgt auf die nach der Negativierung erschienene Positivierung eine
weitere negative Welle. Die dominante Negativierung steht wahrscheinlich mit dem
Füllen der Schweißdrüsengänge in Zusammenhang (Fowles et al., 1970). Fowles et
al. sind der Meinung, dass das negative Potential durch die Natrium-Reabsorbtion
in den Schweißdrüsenwänden ausgelöst wird. Beim Schwitzen könnte diese Reaktion
den zu starken Salzverlust des Körpers verhindern. Bei der Positivierung liegen keine
gesicherten Befunde vor. Edelberg (1971) postuliert, dass diese mit der Flüssigkeits-
reabsorption innerhalb der Schweißdrüsen zusammenhängt.
Der Erwartungswert des Hautpotentials liegt zwischen +10 und -70 mV (Vena-
bles et al., 1980). Diese Werte stehen jedoch auch mit der bei der Messung verwende-
ten Elektrodenpaste im Zusammenhang. Die Amplitude der Hautpotentialreaktion
bzw. der Abstand zwischen dem Kurvenmaximum und -minimum beträgt 10 bis 20
mV. Dies ist allerdings abhängig von der Form der Reaktion (uni-, bi- oder tripha-
sisch). Das Hautpotential wird in der Regel unipolar, mit einer Referenzelektrode
oberhalb eines inaktiven Bereiches, abgeleitet. Die Wahrscheinlichkeit, dass sich die
Signale bei einer bipolaren Ableitung (gegen eine andere Elektrode referenziert) aus-
löschen ist sehr hoch, da die Signale unter den beiden Elektroden sehr ähnlich sein
müssten.
Das Problem der Hautpotentialreaktion lässt sich relativ einfach lösen indem
man eine kurze Zeitkonstante für seinen Verstärker wählt. Gerade bei der Analyse
von Oszillationen bei kognitiven Prozessen sind die Frequenzen von unter einem
Hertz nicht von Interesse. Eine weitere recht einfache Möglichkeit zur Vorbeugung
von Hautpotentialartefakten ist es, die obere Hautschicht z.B. mit einer Peelingpaste
zu entfernen.
EKG-Artefakte Das Elektrokardiogramm (EKG) ist äquivalent zum Elektroenze-
phalogramm die Erfassung der elektrischen Aktivität des Herzens. Jeder Herzschlag
verursacht eine Spannungsdiﬀerenz von 1 mV. Ein einzelner Herzschlag generiert
eine Abfolge von typischen Wellenformen, die für die unterschiedlichen Phasen eines
Herzzyklus stehen. In der Regel besteht er aus fünf lokalen Maxima bzw. Minima.
Man nennt sie P, Q, R, S und T Welle. Die P-Welle zum Beispiel steht für die Er-
regung der Vorhöfe und der QRS-Komplex entspricht der Erregungsausbreitung der2. Grundlagen der angewandten Methodik 40
Kammermuskulatur. Mit der R-Welle wird in der Regel der Herzschlag identiﬁziert,
da diese den höchsten Ausschlag des Herzzyklus darstellt. Der Herzschlag erzeugt
im Vergleich zur Hirnaktivität relativ hohe Amplituden. So reicht ein Verstärker
von 1 mV/cm. Das Frequenzspektrum reicht von 0,2 bis 100 Hz. Die Herzaktivität
ist aufgrund ihres großen Frequenzspektrums nicht einfach von der Hirnaktivität zu
trennen. Eine Möglichkeit bestünde darin simultan zum EEG das EKG abzuleiten
und dieses dann mit Hilfe eines Subtraktionsalgorithmus aus dem EEG zu entfernen
(Barlow et al., 1980). Glücklicherweise ist die Herzaktivität im EEG nur eine ge-
ringe Artefaktquelle, da die im Herzen entstehenden Wellen beim Durchqueren des
Körpers auf dem Weg zur Kopfoberﬂäche stark abgeschwächt werden.
Augenartefakte Die im EEG zu den größten Artefakten führenden biologischen
Signale, sind die Augenbewegungen. Die Registrierung der Augenbewegung wird
Elektrookulogramm (EOG) genannt und wird ähnlich wie das EEG oder EKG mit
der Anbringung von Elektroden unter, neben oder über dem Auge erfasst.
Augenartefakte entstehen auf zwei verschiedenen Arten. Zum einen kann die
Bewegung der polarisierten Retina zu Potentialänderungen von 10 bis 40 µV pro
Grad führen, zum anderen entstehen durch Bewegung des Lides Muskelaktivitäten
(siehe oben) die sich im Bereich von 800 µV und einer Dauer von 200-400 ms beﬁn-
den. Die Muskelaktivität, die durch vertikale und horizontale Bewegung des Auges
hervorgerufen wird, kann durch einen Fixationspunkt, z.B. ein Kreuz in der Mitte
eines Monitors, reduziert werden. Potentialänderungen durch die Bewegung der Re-
tina können somit ebenfalls reduziert werden. Eine weitere Möglichkeit, Artefakte
aufgrund der Potentialänderung zu reduzieren, ist das Abdunkeln des Raumes, in
dem die Versuchsperson sitzt.
Der Bulbus (Augapfel) verhält sich wie ein Dipol, wobei die Kornea (Hornhaut)
gegenüber der Retina (Netzhaut) positiv geladen ist. Die Ausdehnung des Dipols ist
gegenüber der Entfernung zu den Kopfelektroden vernachlässigbar klein und hat so-
mit auch einen großen höhermultipolaren Anteil. Die Ursache der Potentialdiﬀerenz
ist das Membranpotential der Stäbchenphotorezeptoren. Fällt Licht auf die Netz-
haut und wird vom entsprechendem Sehfarbstoﬀ (Rhodopsin) absorbiert, schließen
sich die Na+-Kanäle, was zu einer Hyperpolarisierung, also einer größer werdenden2. Grundlagen der angewandten Methodik 41
Negativierung an der Netzhaut (Birbaumer et al., 2003) führt. Bei Dunkelheit ist
das vom Auge verursachte Dipolmoment somit am geringsten. Daher ist es sinnvoll,
den Raum bei der Aufzeichnung eines EEGs abzudunkeln.
Trotz abgedunkeltem Raum und Fixationskreuz auf dem Bildschirm, sind Au-
genartefakte noch immer ein großer Störfaktor bei der Analyse von EEG Daten.
In Abb. 12 ist ein zeitlicher Ausschnitt eines noch unbearbeiteten EEGs (Roh-
EEG) einer an der Studie teilnehmenden Versuchsperson dargestellt. Der zeitliche
Verlauf der einzelnen Kanäle ist horizontal abgebildet. In der obersten Reihe beﬁn-
det sich das EOG (in der Abbildung mit VEOG bezeichnet). Es sind sechs besonders
auﬀallende Ausschläge zu sehen. Diese sind durch Augenblinzeln verursacht worden.
Wie man sieht, beeinﬂusst diese Aktivität alle anderen Elektroden des EEGs. Beson-
ders stark sind die frontalen Elektroden (AF3, AF4, AF7, AF8, AFz, Fp1, Fp2) (zur
Elektrodenbezeichnung siehe Abschnitt 3.4.1.) betroﬀen. Da alle Elektroden gegen
FCz referenziert sind (siehe Abschnitt 3.4.1.), also auch FCz gegen sich selbst, ist
das Signal im letzten Kanal (FCz-FCz) eine Horizontale.
Im folgenden Abschnitt sollen mathematische Methoden angesprochen werden,
die versuchen, das EEG von den Augenartefakten zu bereinigen.
2.4.4. Korrekturmethoden der Augenartefakte
Rejection Procedure Bei diesem Verfahren werden einfach die Intervalle des
EEGs weggelassen, die unsauber, also artefaktbehaftet, aussehen. Dies passiert ent-
weder manuell, durch visuelle Einschätzung oder durch einen Suchalgorithmus, der
nach bestimmten Kriterien vorgeht. Allerdings sind auf diese Weise nicht alle Au-
genbewegungen zu registrieren und andersherum werden so auch Teile des EEGs
herausselektiert, die nicht durch Augenbewegungen verursacht worden sind.
Regressionsmethode Bei diesem Verfahren wird angenommen, dass die Augenbe-
wegungen auf den unterschiedlichen Elektroden Artefakte linear verursachen (Grat-
ton et al., 1983). Das Programm „Brain Vision Analyzer“ verwendet eine von Gratton
und Cohen (1983) beschriebene Regressionsmethode zur Korrektur der Augenarte-
fakte. Es wird dabei folgender mathematischer Ansatz gemacht.2. Grundlagen der angewandten Methodik 42
Abbildung 12: Auschnitt eines Roh-EEGs mit Augenartefakten
EEGiAufg(t) = EEGiEcht(t) + αiF · EOGiAufg(t)
i: Elektrodenindex αi: Gewichtungsfaktor F: methodenabhängiger Filter
Wobei EEGiAufg(t) das zum Zeitpunkt t an der Elektrode i registrierte EEG,
EOGiAufg(t) das zum Zeitpunkt t aufgenommene EOG und EEGiEcht(t) das an Elek-
trode i „echte“ von den Hirnströmen verursachte EEG darstellen sollen. Es wird mit
dieser Methode versucht, die vom EOG aufgezeichnete Aktivität der Augenbewe-
gung mittels linearer Regression von den anderen Kanälen zu subtrahieren, um die
vom Gehirn erzeugte Aktivität zu bestimmen.
Diese Methode ist nur eine grobe Annäherung einer augenartefaktfreien Rekon-
struktion des EEGs, einerseits, weil die Augenbewegungen keine linearen Artefakte
an den Elektroden verursachen und zum anderen, weil durch die Subtraktion der an
der EOG-Elektrode registrierten Aktivität auch Hirnaktivität eliminiert wird. Dies
liegt daran, dass das EOG neben der Muskelaktivität der Augenbewegung unter an-2. Grundlagen der angewandten Methodik 43
Abbildung 13: Ausschnitt eines in „Brain Vision Analyzer“ augenkorrigierten EEGs
derem auch Hirnaktivität insbesondere aus den frontalen und temporalen Arealen
aufzeichnet (Ille et al., 2002).
In Abb. 13 wird der gleiche zeitliche Ausschnitt des EEGs wie in Abb. 12
dargestellt. Auch hier erkennt man die sechs Ausschläge, die auf Augenblinzeln zu-
rückzuführen sind. Die anderen Kanäle wurden mit der im „Brain Vision Analyzer“
implementierten Regressionsmethode augenkorrigiert. Es sind jedoch trotz dieser
Augenkorrektur noch starke Aktivitäten erkennbar, die mit einem Augenblinzeln
zusammenfallen und daher als Artefakte anzusehen sind. Dies gilt insbesondere für
die frontalen Elektroden.
PCA und ICA Anders ist es hingegen bei der komponentenbasierten Augenkor-
rektur zum Beispiel der Hauptkomponentenanalyse (Principal Component Analysis:
PCA) oder der Unabhängigkeitsanalyse (Indepentent Component Analysis: ICA).2. Grundlagen der angewandten Methodik 44
Abbildung 14: Ausschnitt eines in „BESA“ augenkorrigierten EEGs
Mit einer Hauptkomponentenanalyse versucht man das EEG und das EOG in
räumliche Komponenten zu zerlegen und so das EEG ohne die Artefakt-Komponenten
rekonstruieren zu können. Bei der PCA werden p beobachtete Variablen durch eine
Transformation in p zueinander orthogonale Komponenten überführt, deren empiri-
sche Kovarianz gleich Null sein soll, somit paarweise unkorreliert.
Man stelle sich hierfür ein System vor, welches durch zwei verschiedene Merk-
male zu beschreiben ist. Die Merkmale seien normalverteilt, so dass die jeweiligen
Wertepaare in einem Koordinatensystem der Wahrscheinlichkeitsverteilung einen
Punkt in einer Korrelationsellipse (Wahrscheinlichkeitswolke) darstellten. Die Form
und die Neigung der Ellipse sind ein Maß der Merkmalskorrelation. Mit PCA wird
eine Transformation gesucht, die das Koordinatensystem so durch die Wahrschein-
lichkeitswolke legt, dass die erste Achse gleichzeitig die Hauptachse der Korrelati-
onsellipse ist und somit auch die Richtung der maximalen Merkmalsvarianz angibt.2. Grundlagen der angewandten Methodik 45
Abbildung 15: Beispiel einer Spannungsverteilung für Augenartefakte
Die mathematische Herangehensweise folgt dem Prinzip des Lösens einer Eigenwert-
gleichung.
Sei p die Anzahl der EEG Kanäle einschließlich des EOG Kanals und n die
Anzahl der Datenpunkte, so bilden sie eine n × p Matrix X. Die Spalten der Ma-
trix müssen standardisiert werden (mittelwertfrei und mit gleicher Varianz). Die
empirische Kovarianzmatrix von X sei C und berechnet sich durch
C = Kov(X)ij = Kov(~ xi,~ xj) = (
1
n − 1
X
0X)ij
~ xij: Zeilenvektoren von X, X0: transponierte Matrix von X.
Wobei
Kov(~ xi,~ xj) =
1
n − 1
(~ xi − ~ xi)
0(~ xj − ~ xj)
die Kovarianz der Vektoren ~ xi und ~ xj und ~ xi bzw. ~ xj die Vektoren mit dem Mittel-
wert von ~ xi bzw. ~ xj als Vektorkomponenten darstellen.2. Grundlagen der angewandten Methodik 46
Gesucht ist nun der p-dimensionale Vektor ~ a1, für den die Varianz ~ a1X maximal
wird
Var(~ a1
0X) =
1
n − 1
(~ a1
0X −~ a1
0X)
0(~ a1
0X −~ a1
0X) → maximal (1)
~ a1
0X: Mittelwert von ~ a1
0X.
Da ~ a1 beliebig groß werden kann gilt die Nebenbedingung ~ a1
0~ a1 = 1. So folgt aus (1)
die Bedingung:
f(~ a1
0) = ~ a1
0C~ a1 − λ1(~ a1
0~ a1 − 1) → maximal
λ1: Lagrange-Multiplikator
Der gesuchte Lagrange-Multiplikator ﬁndet sich nach Diﬀerenzierung von f(~ a1
0) und
lösen der Gleichung:
df(~ a1
0)
d~ a1
0 = C~ a1 − λ1~ a1 = 0 bzw. (C − λ1E)~ a1 = 0
mit E: Einheitsmatrix. Auf diese Weise werden jeweils mit der Bedingung ~ ai
0~ ai = 1
die zu allen ~ ai (i=1, 2, ..., p) zugehörigen Eigenwerte λi beziehungsweise die i-ten
Hauptachsen berechnet.
Da die empirischen Variablen standardisiert wurden, beschreiben die ersten k
Hauptachsen mit 1
p
Pk
i=1 λi den größten Teil der Gesamtvarianz.
Auf diese Weise ist es möglich, aus dem aufgenommenen EEG durch entfer-
nen der Artefaktkomponente aus der Koeﬃzientenmatrix (Nullvektor setzen) ein
artefaktfreies EEG zu rekonstruieren.
ˆ E = ˆ CA
−1
ˆ E: artefaktbereinigtes EEG, ˆ C: artefaktbereinigte Kovarianzmatrix, A−1: inverse
Gewichtungsmatrix mit den Elementen ~ ai und ~ aj (Wallstrom et al., 2004; Jolliﬀe,
1986)
Berg und Scherg (1991 a, b und 1994) benutzten die PCA, um die Topographie
der Augen- und Hirnaktivität zu bestimmen und diese dann voneinander zu trennen.
Verschiedene Algorithmen der Bestimmung dieser beiden Aktivitäten sind in „BESA
- Brain Electrical Source Analysis“ realisiert. In Abb. 14 ist das in „BESA“ PCA-
augenkorrigierte EEG für den gleichen zeitlichen Ausschnitt wie in Abb. 12 und2. Grundlagen der angewandten Methodik 47
Abb. 13 dargestellt. Bei dieser Augenkorrektur sind keine weiteren Einﬂüsse der
EOG-Aktivität auf die anderen Elektroden erkennbar.
Um eine PCA in „BESA“ durchzuführen, muss der Anwender zunächst anhand
des EOGs einen Peak ausmachen, der auf ein Augenblinzeln schließen lässt (sub-
jektive Einschätzung). Das entsprechende Zeitintervall wird dem Programm mitge-
teilt, welches anschließend dieses Zeitintervall in allen Kanälen mit dem restlichen
EEG vergleicht. Ist eine hohe Korrelation vorhanden, wird ein weiteres Augenblinzel-
Signal gefunden. Die Daten für diese Signale werden am Ende gemittelt, das heißt ein
Proto-Augenblinzel-Signal wird bestimmt, und die PCA kann durchgeführt werden.
Anschließend kann die Topographie der Augenaktivität erstellt werden. In Abb. 15
ist die Topographie des PCA-korrigierten EEGs aus Abb. 14 dargestellt. Das Ergeb-
nis sollte der erwarteten Spannungsverteilung einer Augenbewegung entsprechen,
ähnlich wie es in der Abbildung 15 der Fall ist. Der Sitz der Quelle liegt hier kurz
oberhalb des Mittelpunktes der Verbindungslinie beider Augen. Die roten und blau-
en Linien kennzeichnen die Äquipotentiallinien.
ICA ist ein ähnliches Verfahren zur Komponentenberechnung mit der zusätzli-
chen Bedingung, dass die Variablen nicht nur unkorreliert, sondern auch statistisch
unabhängig sein sollen. Aus einem Gemisch von Signalen soll auf diese Weise ein
Satz von Signalen herausgeﬁltert werden, deren gemeinsame Entropie maximal wird
(Hyvärinen et al., 2000; Stone et al., 2002)3. Material und Methoden
3.1. Versuchspersonen
Die Durchführung der Sudie, die dieser Diplomarbeit zugrunde liegt, wurde durch
eine Ethikkommission genehmigt.
Insgesamt nahmen siebzehn Versuchspersonen an der Studie teil. Davon durch-
liefen vierzehn das gesamte Programm und zwei brachen noch während des Trainings
aufgrund des hohen Zeitaufwandes ab.
Unter Anwendung der unten angeführten Ausschlusskriterien mussten jedoch
vier Versuchspersonen ganz aus der Auswertung heraus genommen werden. Mit
zehn Versuchspersonen, die das gesamte Programm durchgeführt haben, wurden die
Daten auf einen möglichen Load-, Gruppen- und Trainingseﬀekt untersucht (siehe
Abschnitt 3.5.1.).
Sieben der ursprünglich siebzehn vorhandenen Versuchspersonen haben zwei
EEG Vortests durchgeführt. Die gewonnenen Daten wurden verwendet, um zu prü-
fen, ob die zu untersuchenden Variablen sich auch ohne kognitives Training durch
eine zweite Messung signiﬁkant ändern.
Unter den zur Auswertung zugelassenen Versuchspersonen beﬁnden sich fünf
MCI-Patienten und neun Kontrollprobanden (KP) ähnlichen Alters, von denen zwei
während des Trainings die Studie abgebrochen haben.
3.1.1. Kontrollprobanden
Die Kontrollprobanden wurden in Vorlesungen der Uni des 3. Lebensalters, einem
Angebot der Johann Wolfgang Goethe-Universität Frankfurt, rekrutiert. Hierzu wur-
den in Vorlesungen zur Gerontologie das dieser Diplomarbeit zugrunde liegende
Projekt vorgestellt und Flugblätter verteilt. Daraufhin gab es einige Rückmeldun-
gen und weitere Versuchspersonen wurden durch Mundpropaganda und Aushän-
ge gefunden. Um zu garantieren, dass die Kontrollprobenden keine pathologische
kognitive Störung haben, wurde mit ihnen eine zur Diagnose von MCI und De-
menzerkrankungen gängige neuropsychologische Testung („Mini-Mental-State-Test“
- MMST) durchgeführt und die eigene subjektive kognitive Einschätzung der Pro-3. Material und Methoden 49
banden aufgenommen. Sie sollten über ihren Alltag und mögliche Auﬀälligkeiten im
Gedächtnisbereich berichten. Keine der KP klagte über Gedächtnisdeﬁzite oder litt
an psychischen Krankheiten.
Das Durchschnittsalter der altersähnlichen Kontrollgruppe beträgt 63,8 Jahre
(Stabwn: ± 6,52 Jahre; Maximalwert: 72 Jahre; Minimalwert: 52 Jahre). Die Anzahl
der mittleren Bildungsjahre beträgt 15 Jahre (Stabwn: ± 2 ,55 Jahre; Maximalwert:
18 Jahre; Minimalwert: 11,5 Jahre) und der mittlere Wert des MMST 29,6 Punk-
te (Stabwn: ± 0,49 Pkt.; Maximalwert: 30 Pkt.; Minimalwert: 29 Pkt.) (maximal
erreichbare Punktzahl beim MMST: 30). Am Training nahmen drei männliche und
zwei weibliche Versuchspersonen teil. Die bereits während des Trainings ausgeschie-
denen KP waren beide männlich.
3.1.2. MCI-Patienten
Die Patienten wurden in Zusammenarbeit mit dem Universitätsklinikum Frankfurt
rekrutiert.
Aufgrund neuropsychologischer Testungen, Blutuntersuchungen, einem klini-
schen EEG und einer strukturellen Kernspinuntersuchung diagnostizierten Ärzte bei
den Patienten MCI. Bei einem Gespräch mit den Patienten und einer Trockenübung
der für die Studie verwendeten Aufgabe am Computer wurden Patienten, die die
Aufgabenstellung nicht selbstständig lösen konnten oder einen Fehleranteil bei der
einfachsten Bedingung (Load 1) von mindestens 50 % (gilt als zufälliges Lösen der
Aufgabe) aufwiesen, von der Studie ausgeschlossen.
Bei zwei von den fünf MCI-Patienten ist nicht eindeutig, ob sie ein Medikament
gegen das Fortschreiten einer Demenzerkrankung nehmen, da sie an einer weiteren -
pharmakologischen - Studie der Uniklinik teilnehmen und bisher nicht bekannt ist, ob
sie ein Placebo oder das echte Medikament erhalten (Doppelblindstudie). Während
der gesamten Studie gab es keine Medikationsveränderung bei den Patienten.
Das Durchschnittsalter der MCI-Patienten beträgt 66,4 Jahre (Stabwn: ± 9,97
Jahre; Maximalwert: 80 Jahre; Minimalwert: 55 Jahre). Die Anzahl der mittleren
Bildungsjahre beträgt 16,6 Jahre (Stabwn: ± 3,01 Jahre; Maximalwert: 20 Jahre;
Minimalwert: 13 Jahre) und der mittlere Wert des MMST 28,8 Punkte (Stabwn: ±3. Material und Methoden 50
1,6 Pkt.; Maximalwert: 30 Pkt.; Minimalwert: 26 Pkt.). Am Training nahmen drei
männliche und zwei weibliche Versuchspersonen teil.
In Tab. 2 ist eine Gegenüberstellung der einzelnen Variablen für die Versuchs-
personengruppen dargestellt.
Alle Versuchsteilnehmer waren Normalsichtig oder konnten während des Expe-
riments mit einer Sehhilfe den Sehfehler korrigieren und waren nach eigenen Angaben
Rechtshänder.
Bei einem ersten Treﬀen mit den Versuchspersonen wurden diese über die Ziele
der Studie aufgeklärt. Es wurde ihnen mitgeteilt, dass keine kognitive Verbesserung
garantiert werden könne, eine Verbesserung aber erhoﬀt werde und die erhobenen
Daten in keiner Weise für eine Diagnose über die Alzheimer’sche Krankheit, MCI
oder andere Krankheiten verwendet werden könnten, sondern ausschließlich für For-
schungszwecke benutzt würden. Die Versuchspersonen gaben mit ihrer Unterschrift
die Einwilligung zur Teilnahme an der Studie zu Protokoll.
Alter [a] Bildunggrad [a] MMST [Pkt.] Geschlecht
MCI 66,4 16,6 28,8 3 männliche
2 weibliche
KG 63,8 15 29,6 3 männliche
2 weibliche
Tabelle 2: Angaben zu Alter, Bildungsgrad und kognitiver leistungsfähigkeit der untersuchten
Versuchspersonen-Gruppen
Um Verwirrungen über die Gruppenzugehörigkeit auszuschließen, werden alle
an der Studie teilnehmenden Personen als Versuchsperson (VP), die bei denen MCI
diagnostiziert wurde Patienten (P) und die zur altersähnlichen Kontrollgruppe (KG)
eingestuften Personen Kontrollprobanden (KP) genannt.
Ausschlusskriterien Patienten, die andere neurologische oder psychiatrische Er-
krankungen aufwiesen, wie zum Beispiel Depressionen oder Epilepsie, oder Neuro-
leptika einnahmen, wurden für die Studie nicht zugelassen. Außerdem musste si-
chergestellt werden, dass der Patient die Aufgabenstellung richtig verstanden hat,3. Material und Methoden 51
indem die Aufgabe ihm notfalls mehrfach erklärt wurde und er dann beim Lösen
der Aufgabe beobachtet und hierzu befragt wurde.
EEG-Daten einer Versuchsperson, die durch zu starkes Rauschen, hervorgeru-
fen durch Muskelaktivität oder anderen Fehlerquellen, über etwa dem halben EEG-
Datensatz ausgezeichnet waren, wurden von der Auswertung ausgeschlossen.
3.2. Studienverlauf
EEG 1
+
fMRT 2
Vortest 2
Woche 3
Vortest 1
Woche 1
Nachtest
Woche 8
EEG 2
+
fMRT 3
EEG 3
+
fMRT 1
Training
Woche 4-7
Abbildung 16: Studienverlauf im Falle von zwei Vortestungen
Der gesamte zeitliche Aufwand einer Versuchsperson beträgt zwischen sechs
und acht Wochen (Abb. 16). In der ersten Woche fanden idealerweise das erste EEG
und eine weitere erste Kernspinuntersuchung (Vortest 1) statt. Bei einem Teil der
Versuchspersonen wurde ein zweiter Vortest (Vortest 2) mit einer weiteren EEG-
und Kernspinuntersuchung in der dritten Woche durchgeführt, wobei in der zweiten
Woche keinerlei kognitives Training stattfand. Bei dieser Gruppe begann das kogni-
tive Training ab der vierten Woche. Die Gruppe ohne zweiten Vortest begann das
Training bereits in der zweiten Woche. Die Trainingszeit betrug vier Wochen. Wäh-
rend dieser Zeit mussten die Versuchspersonen dreimal in der Woche für jeweils eine
halbe Stunde (P) bzw. eine Stunde (KP) an einem Computer die gleiche Aufgabe
durchführen, wie sie bereits in dem Vortest absolviert wurde.
Nach Abschluss des Trainings erfolgte die Nachtestung. Idealerweise fanden
die EEG- und Kernspinuntersuchung innerhalb einer Woche, der nun achten, bzw.
sechsten Woche statt.3. Material und Methoden 52
3.3. Paradigma
Beim dem dieser Diplomarbeit zugrunde liegenden Paradigma handelt es sich um
eine relativ gängige Gedächtnisaufgabe: eine „delayed-matching-to-sample“ (DMTS)
Aufgabe. Eine DMTS-Aufgabe ist in drei Teile gegliedert
1. Präsentation der zu merkenden Objekte, Enkodierung (encoding)
2. Haltephase (delay)
3. Abruf der zu merkenden Objekte (retrieval)
Um für die nicht homogenen Gruppen unterschiedliche Schwierigkeitsgrade zu
erreichen, wurden drei verschiedene Stufen, in der entweder eine, zwei oder drei
Figuren zu merken (enkodieren) waren, konzipiert.
Abrufphase
Instruktionsphase
Fixationsphase
Haltephase
Intertrial-Intervall Enkodierungsphase
Interstimulus-Intervall
0 Zeit [s]
LOAD 3
3 6 7 8 9 10 11 21 22 31
. . . . Instruktion
0 Zeit [s]
LOAD 2
3 6 7 8 9 19 20 29
. . . Instruktion
LOAD 1
0 Zeit [s] 3 6 7 17 18 27
Instruktion . .
Abbildung 17: Schematische Darstellung eines Trials aus Load 1, 2 und 3 im Training
Je nach Anzahl der zu enkodierenden Objekte werden die Bedingungen Load
1, Load 2 oder Load 3 genannt. Jeder Versuchsdurchlauf beginnt mit der einfachs-3. Material und Methoden 53
ten Bedingung (Load 1) und endet mit der schwersten (Load 3). Jeder Load besteht
aus einer Abfolge mehrerer DMTS-Aufgaben mit denselben Eigenschaften: Anzahl
der zu merkenden Objekte, Instruktionszeit, Fixationszeit, Enkodierungszeit, Zeit
zwischen zwei zu enkodierenden Objekten (Interstimulus-Intervall), Haltephase, Ab-
rufphase und die Zeit zwischen zwei DMTS-Aufgaben (Intertrial-Intervall). Nur die
Objekte verändern sich mit jeder Aufgabe. Die einzelnen DMTS-Aufgaben werden
Trials genannt.
Die Trials sind pseudo-randomisiert. Das bedeutet, dass die Abfolge der Trials
innerhalb eines Loads für jeden Durchgang per Zufall generiert wird, die Abfolge der
Stimuli innerhalb eines Trials aber dieselbe ist, um sicherzugehen, dass match- und
non-match Bedingungen gleich häuﬁg vorkommen. Die Abfolge eines Trials wird in
Abb. 17 schematisch für das Training dargestellt.
Wie in Tabelle 3 gezeigt, unterscheidet sich die Aufgabenstellung für die EEG-
Untersuchung vom Training. Es wurden unterschiedliche Längen der Instruktions-,
Fixations-, Haltephase und Interstimulus-Intervalle gewählt. Des Weiteren wurden
im EEG-Experiment nur Load 1 und 3 ausgeführt, um bei dieser Durchführung die
Anzahl der Trials für ein besseres Signal-Rausch Verhältnis so zu erhöhen, dass für
den Probanden die Durchführung des EEG-Experimentes in einem angemessenen
zeitlichen Rahmen stattﬁnden konnte.
Sowohl bei der EEG-Untersuchung als auch beim Training wird jeder Trial
entsprechend dem Load durch eine Instruktion („eine Figur merken“, „zwei Figuren
merken“ oder „drei Figuren merken“) eingeleitet, die auf einem Monitor erscheint.
Bei der EEG-Untersuchung bzw. beim Training und der Kernspinuntersuchung wird
die Instruktion eine bzw. drei Sekunden lang präsentiert.
Darauf folgt für zwei bzw. drei Sekunden ein Fixationspunkt, um sicherzu-
stellen, dass die Versuchsperson auch in die Mitte des Monitors schaut, wo die zu
merkenden Stimuli präsentiert werden. Die Stimuli werden nacheinander für jeweils
eine Sekunde in der Mitte des Monitors präsentiert. Das Interstimulus-Intervall be-
trägt eine Sekunde.
Die Objekte sind weiße Figuren auf einem schwarzen Hintergrund (siehe Abb.
18). Je nach Versuchspersonengruppe werden zwei Typen von Figuren dargeboten,3. Material und Methoden 54
um den kognitiven Fähigkeiten der beiden Gruppen gerecht zu werden. Für die Pati-
enten werden leicht zu merkende, verbalisierbare, geometrische Figuren gezeigt und
für die Kontrollgruppe drei weitere Loads, wobei wieder eine, zwei und drei Figuren
zu merken sind. Die in diesen zusätzlichen Loads gezeigten Figuren sind nicht zu
verbalisieren und abstrakt. Die Probanden müssen sich die Objekte jeweils in einer
acht bzw. zehn Sekunden langen Haltephase (delay) merken, um dann während der
Abrufphase, bei dem eine Vergleichsﬁgur gezeigt wird, mit einem Knopfdruck einer
Antwortbox anzugeben, ob dieses eine Objekt der ersten bzw. einer der ersten beiden
oder ersten drei Figuren in Form und Orientierung gleicht oder nicht.
Die Antwortbox hat zwei mögliche Tasten zum Drücken, wobei die linke für
„war dabei“ (match) und die rechte für „war nicht dabei“ (non-match) steht.
Instruktion Fixation Stimulus ITI Delay [s] ISI [s] Load Anzahl Gesamte Dauer
[s] [s] Dauer [s] [s] der Trials [min]
EEG 1 2 1 1 8 7 1und 3 50 36
Training 3 3 1 1 10 9 1 bis 3 20 30
Tabelle 3: Dauer einzelner Phasen der DMTS-Aufgabe im EEG und Training; ISI: Interstimulus-
Intervall, ITI: Intertrial-Intervall
Stimuli Wie oben beschrieben wurden zwei Kategorien von Stimuli für die unter-
schiedlichen Gruppen entworfen, um den unterschiedlichen kognitiven Fähigkeiten
und den dementsprechenden Trainingseﬀenkten gerecht zu werden. Die Stimuli wur-
den mit Hilfe von Standardprogrammen („Corel Draw“, „Corel Photo Paint“, „Micro-
soft Powerpoint“) für diese Studie entworfen und erstellt. Das Zentrum der Figuren
ist gleichzeitig das Zentrum des Bildschirmes. Die Figuren haben untereinander die
gleichen Maße bezüglich der Breite und Höhe und sind alle weiß auf einem schwarzen
Hintergrund.
3.4. Durchführung
3.4.1. EEG-Messung
Die EEG-Messungen fanden in einem abgedunkelten, möglichst lärmgeschützten
Raum der Universitätsklinik Frankfurt statt, dem EEG-Raum. Die Versuchsperson3. Material und Methoden 55
Abbildung 18: Exemplarische Auswahl der einfachen geometrischen Figuren (oben) und der
komplexen Figuren (unten)
wurde auf einen bequemen Stuhl platziert. Um der Versuchsperson eine bequeme
Sitzlage zu ermöglichen, wurden ihr ein Hocker zum Ablegen der Füße und eine
Nackenrolle gegeben, damit sie den Kopf möglichst entspannt und in einer Position
halten kann.
Für die EEG-Untersuchung standen zwei Kappen der Firma „Easy Cap“ un-
terschiedlicher Größen (Umfang 54 und 58 cm) zur Verfügung, die nach einer erwei-
terten Form des 10-20-Systems (siehe unten) gesteckt waren. Die Elektroden waren
Ag/AgCl Ringelektroden (siehe Abb. 19).
Abbildung 19: Ringelektrode
Die Präparation der Kappe war der aufwendigste Teil jeder EEG-Messung.
Nachdem die Scheitellänge (Entfernung von Nasion zu Inion) abgemessen wurde,
wurde die Kappe auf dem Kopf der Versuchsperson so platziert, dass die Fpz-
Elektrode (gleichzeitig auch Erdungselektrode) im Abstand von 10 % der Schei-
tellänge vom Nasion entfernt war (zur Elektrodenbezeichnung siehe Abb. 20, zur
näheren Erklärungen der Elektrodenplatzierung siehe unten). Weiter wurde darauf
geachtet, dass die zentralen Elektroden möglichst in der Mittelinie des Kopfes wieder
zu ﬁnden waren. Hierfür wurde nach Augenmaß vorgegangen und die Versuchsperson
befragt, ob sie beim Berühren der zentralen Elektroden mit Fingern auch das Gefühl3. Material und Methoden 56
habe, diese würden sich entlang der Mittellinie des Kopfes bewegen. Bei korrekter
Platzierung der Kappe wurde diese mit einem elastischen Band unter dem Kinn des
Probanden ﬁxiert, um ein Verrutschen der Elektrodenposition zu verhindern.
Um eine maximale Impedanz von 5 kΩ (siehe Abschnitt 2.1.) für jeden Kon-
takt zwischen Elektrode und Kopfhaut zu erreichen, wurden mit Hilfe eines Watte-
stäbchens die Haare unter jeder Elektrode beiseite geschoben, bis die Kopfhaut zu
sehen war. Daraufhin wurde die freigelegte Kopfhaut mit einer Art Peelinggel (Nu-
prepTM, D.O. Weaver & Co.) gereinigt, um mögliche Fettreste etc. zu entfernen.
Anschließend wurde der ca. 0,2 bis 0,7 cm3 große Raum zwischen Elektrode und
Kopfhaut mit einer elektrischen Leitcreme (Electrode Creme, GE Medical Systems
Information Technologies GmbH bzw. Abralyt 2000, Falk Minow Services, chlorid-
freies hypoallergenes Elektrolytgel) gefüllt, um einen sauberen elektrischen Kontakt
zur Kopfoberﬂäche gewährleisten zu können.
Im Abstand von ca. einem Zentimeter unterhalb des linken Auges wurde eine
weitere Elektrode (Elektrooculogramm-Elektrode - EOG) platziert, um Augen- und
Lidbewegungen registrieren zu können. Diese Augen- und Lidbewegungen gehen
mit Muskelaktivitäten einher, die über alle Kanäle des EEGs Artefakte verursachen
(siehe Abschnitt 2.4.3.).
Aufgrund der geringen Spannung der elektrischen Hirnaktivität, wurde für die
Aufzeichnung des EEGs die EEG-Kappe mit zwei Diﬀerenzverstärkern verbunden
(siehe Abschnitt 2.2.). Die Abtastrate (Sampling Rate) betrug 500 Hz für jeden
einzelnen Kanal bzw. ein Abtastintervall von 2000 µs. Bei der EEG-Ableitung galt
FCz als Referenzelektrode.
Für die EEG-Messungen wurden zwei Computer und drei Monitore benötigt.
Ein Monitor befand sich im EEG-Raum, so dass der Patient die Aufgabe gezeigt
bekommen konnte. Dieser Monitor befand sich im Abstand von ca. 1,50 m des Pro-
bandenkopfes und war mit Hilfe eines Splitters, der den Output eines Computers an
mehrere Monitore ausgeben kann, mit dem Stimuluscomputer, auf dem die Aufgabe
zu ﬁnden war, verbunden. Dieser Stimuluscomputer befand sich in einem Vorraum
des Untersuchungsraumes, dem Beobachtungsraum, in dem sich die Durchführenden
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Ordnung ist wie zum Beispiel, ob es der VP gut geht, diese die Aufgabe korrekt be-
wältigt und ob die Technik einwandfrei funktioniert. Ein weiterer wichtiger Grund
für die Beobachtung des EEGs ist, zu sehen, ob die Versuchsperson entspannt ist
oder ihre Muskeln anspannt. Falls Muskeln für eine längere Zeit angespannt sein
sollten (durch hohe Amplituden über einzelne oder EEG-Kanäle erkennbar) wurde
die EEG-Aufnahme kurz unterbrochen und die VP gebeten, sich zu entspannen.
DMTS-Phase Trigger aus Ereignis Trigger aus
Load 1 Load 3
Enkodierung 11 1. Stimulus 13
2. Stimulus 23
3. Stimulus 33
Abrufphase 41 „match“ 43
51 „non-match“ 53
Antworten 111 korrekt „match“ 113
121 korrekt „non-match“ 123
1 falsch „match“ 1
2 falsch „non-match“ 2
Tabelle 4: DMTS-Ereignisse und deren Kennzeichnung durch entsprechende Triggerung
Der zweite Computer war der EEG-Computer. Mit diesem wurden die EEG-
Daten der einzelnen 64 Kanäle und die entsprechenden Trigger (Marker) (siehe Ta-
belle 4), die die präsentierten Stimuli und die Antworten kennzeichnen, mit dem Pro-
gramm „Brain Vision Recorder“ (Brain Products GmbH) aufgezeichnet. Die Trigger
wurden vom Stimuluscomputer mit Hilfe des Stimulationsprogramms „Presentation“
(siehe Abschnitt 3.4.3.) und einem parallelen Ausgang zum EEG-Computer in Form
von TTL-ähnlichen Signalen gesendet. Die Genauigkeit der Übereinstimmung des
aufgenommenen EEGs und der Triggerung befand sich im Millisekundenbereich.
Der EEG-Computer war mit einer Adapterkarte (PCI-Version mit zwei Lichlei-
teranschlüssen) ausgestattet und durch Lichtleiter mit den beiden EEG-Verstärkern
verbunden. Um die Antworten der Versuchspersonen auf die gestellten Aufgaben auf-
zeichnen zu können, wurde ihnen eine Antwortbox, von der Funktionsweise ähnlich3. Material und Methoden 58
einer Maus, mit zwei verschiedenen Tasten gegeben, die mit dem Stimulus-Computer
über einen USB-Port verbunden war.
Die Verhaltensdaten wurden auf dem Stimulus-Computer abgespeichert. Die
EEG-Rohdaten inklusive Trigger wurden auf dem EEG-Computer abgespeichert. Es
wurden die in Tab. 4 aufgelisteten Trigger zur Kennzeichnung der entscheidenden
Ereignisse gewählt.
Elektrodenplatzierung Für das EEG-Experiment wurden Kappen verwendet, die
nach einer Erweiterung des internationalen Jaspers 10-20-System zur Elektroden-
platzierung, gesteckt wurden (Nomenklatur nach Sharbrough et al., 1999) (siehe
Abb. 20).
Für eine standardisierte Elektrodenplatzierung verwendet man als Referenz-
punkte die bei jedem Menschen auﬀälligen Punkte Nasion, Inion und die beiden
präaurikulären Punkte. Das Nasion (Nasenwurzel) ist deﬁniert durch den tiefsten
Punkt zwischen Nase und Stirn in der Mitte zwischen den Augen, das Inion ist
im Nacken mit Hilfe des unteren Knochenhöckers in der Mittellinie des Hinterkopfs
am Ansatz der Nackenmuskeln zu ﬁnden. Die beiden präaurikulären Punkte sind
als Vertiefungen vor dem äußeren Gehörgang direkt unterhalb des Jochbeins und
oberhalb des Unterkiefergelenkes zu ﬁnden.
Mit den Verbindungslinien auf der Kopfoberﬂäche zwischen Nasion und Inion
und den beiden präaurikulären Punkten erhält man ein Kreuz mit Schnittpunkt
im Vertex (Scheitelpunkt). Der Kopfumfang ergibt einen Kreis um dieses Kreuz.
Die Messstrecken werden prozentual eingeteilt. Jeweils im Abstand von 10 % zum
Nasion, dem Inion und den präaurikulären Punkten wird jeweils die erste Elektro-
de einer Reihe platziert. Durch Halbieren, Vierteln, Achteln der Verbindungslinien
Nasion-Inion und präaurikulärer Punkt 1 und 2 ergeben sich die weiteren Elektro-
denpositionen. Auf diese Weise entsteht ein Koordinatensystem, das dafür sorgt,
dass die Elektrodenpositionen für jeden individuellen Schädel im gleichen Verhält-
nis zur entsprechenden Hirnposition stehen. Die Elektroden werden nach der direkt
darunter liegenden Hirnregion bezeichnet, wie:
F: frontal
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Erdungselektrode
Zusätzlich verwendete 
Elektroden
Augenelektrode
Elektroden aus dem 10-
20-System
GRD
AFz
F1 Fz
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F10
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F5
F7
F9 AF3
AF8
Fp2
EOG
Fp1
AF7
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FT7
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FC6 FT8
FT10
T8
TP10
TP8
CP4 CP2 CPz CP1 CP3
TP7
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P7
P5
P3
PO3
O1 O2
PO9
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PO10 Oz
POz
Pz
PO4
P4
P6
P8
P10
TP9
C6 C4 C2 Cz C1 C3 C5 T7
F2 F4 F6
AF4
Abbildung 20: Elektrodenplatzierung, in Anlehnung an die Graﬁk von Pastelak-Price, 1983
P: parietal
O: okzipital
T: tempoal
Mit Hilfe von computertomographischen Messungen konnte bestätigt werden,
dass nach diesem System die den Elektroden entsprechenden Hirnregionen auf ca.
einen Zentimeter genau getroﬀen werden. Dies ist eine entscheidende Eigenschaft des
10-20-Systems, da die Aktivitäten des EEGs auch Hirnregionen zugeordnet werden
sollten. Die größten Fehler treten bei der Zuordnung dadurch auf, dass mit solch ei-
ner EEG-Messung „nur“ Oberﬂächenpotentiale gemessen werden, der Aufenthaltsort
der Aktivitätsquelle allerdings nicht bekannt ist. Diese könnte z.B. in einem Gyrus
(Vertiefung der Hirnrinde) liegen und somit nicht direkt radial zur Kopfoberﬂäche
eine Aktivität verursachen.
Bei dem internationalen 10-20-System sind alle Abstände der Elektroden in
einer Reihe gleich groß. Wie aus der Abb. 20 ersichtlich ist, besteht das internationale
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Die für das durchgeführte Experiment verwendeten Elektrodenkappen, bestan-
den aus 65 Elektroden inklusive der Erdungs- und Augenelektrode. Die zum 10-20-
System zusätzlichen Elektroden wurden jeweils zwischen zwei Standardelektroden-
platzierungen angebracht (Abb.20). Bis auf 17 Lücken haben die Elektroden einen
10 % Nasion-Inion-Abstand.
Technische Daten des EEG-Verstärkers Der zur Aufzeichnung verwendete Ver-
stärker ist ein „Brain Amp MR“ der Firma Brain Products GmbH, München. Er
besitzt 64 Kanäle und hat eine Eingangsimpedanz von 10 MΩ und ein Eingangsrau-
schen von 2 µVpp. Die Gleichtaktunterdrückung des Diﬀerenzverstärkers beträgt
mehr als 90 dB. Die Abtastrate kann pro Kanal mit 5000 Samples pro Sekunde
gewählt werden. Die untere Grenzfrequenz der noch aufzuzeichnenden Signale be-
trägt 0,016 Hz und die obere 1000 Hz. Die Ausgangspannung beträgt 5,6 V und der
Ausgangsstrom 300 mA.
3.4.2. Training
Das Training fand in einem ebenfalls abgedunkelten, möglichst lärmabgeschirmten
Raum statt. Die Versuchsperson musste die Aufgabe nun an einem Laptop durchfüh-
ren. Für die Antworten wurde die gleiche Antwort-Box wie bei der EEG-Aufnahme
verwendet. Einige VP verwendeten allerdings auch die linke und rechte Maustaste
des Laptops, da oft auch mehrere VP parallel zum Training erschienen und zwar
mehrere Laptops, aber nicht mehrere Antwortboxen zur Verfügung standen.
Um nach jedem Load das Programm für den nächsten Load weiterlaufen zu
lassen, müssen einige Tasten betätigt werden. Dies bewältigten alle Versuchsperso-
nen nach einmaliger Einweisung selbstständig. Die Verhaltensdaten wurden auf dem
Laptop gespeichert.
3.4.3. „Presentation“
Die Arbeitsgedächtnisaufgabe wurde in „Presentation“ (Version 0.71, ©Neurobe-
havioral Systems, Inc.) programmiert. Dieses Programm ist eine spezielle Program-
miersprache für Verhaltens- und neurophysiologische Experimente, bei denen Stimuli3. Material und Methoden 61
dargeboten werden können. Diese Stimuli können sowohl visueller als auch auditiver
Art sein. Das Besondere an diesem Programm ist, dass die Stimuli und Reaktionen
in etwa millisekundengenau präsentiert bzw. erfasst werden können. Zu dem hat man
die Möglichkeit, Reaktionen zu registrieren (unterschiedliche Eingänge sind hierfür
möglich: Joystick, Maus, Tastatur, seriell und parallel) und diese dann an einen
weiteren Computer durch einen parallelen Ausgang weiterzuleiten. Diese Funktion
wurde auch bei der Studie vorliegender Arbeit verwendet. Auf diese Weise können
physiologische Daten mit Verhaltensdaten zusammengebracht werden, indem Reak-
tionen der VP mit einer hohen Genauigkeit von dem Stimulus-Computer an den
EEG-Computer gesendet werden und diese dann im EEG wieder zu ﬁnden sind.
Ein „Presentation“-Experiment ist in unterschiedliche Szenarien gegliedert, so
dass beim Durchlaufen des Experimentes nach jedem Szenario eine Pause entsteht,
in der die zu präsentierenden Stimuli von „Presentation“ noch einmal neu geladen
werden müssen. Für das Experiment, welches dieser Diplomarbeit zugrunde liegt,
wurde für jeden Load ein Szenario geschrieben.
3.5. Auswertung
3.5.1. Auswertung der Verhaltensdaten
Das Stimulationsprogramm „Presentation“ liefert eine auf Millisekunden genaue Sti-
muluspräsentation und Aufzeichnung sowie eine genauso gute Antwortaufzeichnung.
Die gewonnenen Daten wurden in „Microsoft Excel“ so bearbeitet, dass die Reakti-
onszeiten des jeweiligen Loads berechnet und die Fehlerraten ermittelt wurden.
Als Fehler wurden sowohl falsche als auch ausgelassene Antworten gewertet.
Reaktionszeiten wurden Fehlerbereinigt ermittelt, d.h. nur Reaktionszeiten, bei der
die Versuchsperson in der Abrufphase richtig geantwortet hat, gingen in die Aus-
wertung ein.
Verhaltensdaten des Trainings Die Fehlerrate bzw. Reaktionszeiten wurden in
Prozent bzw. Millisekunden für jede Person und jeden Load über den Zeitraum einer
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Verhaltensdaten der EEG-Untersuchungen Die Fehlerraten bzw. Reaktionszei-
ten wurden in Prozent bzw. Millisekunden für jede Person und jeden Load jeweils
für den Vor- und Nachtest gemittelt. Falls zwei Vortests stattfanden, wurden die
Variablen für jeden Test separat gemittelt. Die Daten wurden auf folgende mögliche
Eﬀekte untersucht:
• Gruppeneﬀekte: unterscheiden sich die Gruppen in der Reaktionszeit oder der
Fehlerrate im EEG Vor- und Nachtest oder im Erfolg des Trainings voneinan-
der?
• Trainingseﬀekte: gibt es einen Trainingseﬀekt im Hinblick auf die Reaktionszeit
und die Fehlerrate, unabhängig von der Versuchspersonengruppe oder bei der
separaten Betrachtung beider Gruppen?
• Load-Eﬀekte: gibt es Unterschiede in der Reaktionszeit oder in der Fehlerrate
zwischen Load 1, 2 oder 3 (in dem EEG-Experiment nur zwischen Load 1 und
3), für alle Versuchspersonen zusammen und nach Versuchspersonengruppen
unterschieden?
Auf Grund der geringen Größe der Stichprobe in beiden Versuchspersonengrup-
pen wurden für die statistische Auswertungen ausschließlich nicht-parametrische
Tests verwendet.
Zur Feststellung der Gruppeneﬀekte wurde der Mann und Whitney Test, der
auch U-Test genannt wird, für mögliche Trainingseﬀekte sowohl der Wilcoxon als
auch der Friedman-Test und für Load-Eﬀekte der Wilcoxon-Test verwendet. Der
Mann und Whitney Test wird bei zwei unabhängigen Stichproben angewendet. In
diesem Fall sind die „2-unabhängigen„ Stichproben die unterschiedlichen Versuchs-
personengruppen. Der Friedman-Test wird bei „k-verbundenen“ Stichproben verwen-
det. Die einzelnen Stichproben sind in diesem Fall die vier Wochen des Trainings.
Der Wilcoxon-Test wird bei „2-verbundenen“ Stichproben verwendet. Hier sind Vor-
und Nachtest die verbundenen Stichproben. Der Wilcoxon-Test wird auch für die
Betrachtung eines möglichen Load-Eﬀekts verwendet, bei dem die zwei verschiede-
nen Loads aus dem Vor- und Nachtest die zwei unabhängigen Variablen darstellen.3. Material und Methoden 63
Diese Untersuchung auf den Vor- und Nachtest wurde als Ausreichend für die Be-
trachtung von Load-Eﬀekten befunden, daher wird von weiteren Untersuchungen im
Training abgesehen.
Werte von p ≤ 0,1 werden als Trend bewertet, p ≤ 0,05 als signiﬁkant und
Werte von p ≤ 0,01 als hochsigniﬁkant.
Die Tests wurden mit Hilfe von „SPSS - Statistical Package for the Social Sciences“
(Version 11.5.1, ©SPSS, Inc.) berechnet.
3.5.2. Auswertung der EEG-Daten
Ein EEG wird bei der Speicherung in drei Dateien gespeichert. Die erste enthält
das „Roh-EEG“ in dem alle Datenpunkte der einzelnen Kanäle abgespeichert sind.
Eine weitere Datei enthält den Header und die letzte die Trigger. In der Markerdatei
stehen die einzelnen Kanalnamen und die Triggerzeiten.
Diese Daten sind kompatibel mit einigen Auswertprogrammen. „BESA - Brain
Electrical Source Analysis“ (Version 5.0, ©MEGIS Software GmbH) und „Brain Vi-
sion Analyzer“ (Version 1.05, ©Brain Products GmbH) wurden für die Auswertung
der Daten verwendet. „BESA“ liefert im Vergleich zum „Brain Vision Analyzer“ ei-
ne wesentlich neuere und bessere Lösung zur Beseitigung der Augenkorrektur (siehe
Abschnitt 2.4.4.). Allerdings ist im Labor für klinische Neurophysiologie und Neuroi-
maging der Psychiatrie der Universitätsklinik Frankfurt „Brain Vision Analyzer“ das
gängigere und zum Teil auch komfortablere Programm. Daher wurde die Augenkor-
rektur der Daten mit „BESA“ und die weitere Bearbeitung im „Brain Vision Analy-
zer“ durchgeführt. Die eigentliche Auswertung (mathematische Anwendung) wurde
in „MATLAB“ (Version 6.5, Release 13, ©The MathWorks, Inc.) und einem ei-
gens für EEG-Auswertungen von Eugenio Rodriguez (wissenschaftlicher Mitarbeiter
am Max-Planck-Institut für Hirnforschung, Frankfurt) programmierten „MATLAB“-
Tool durchgeführt.
Verarbeitung der Daten mit „Brain Vision Analyzer“ Nachdem die Daten in
„BESA“ augenkorrigiert wurden, waren noch einige Schritte der Datenaufbereitung
notwenig, bevor mit der Zeit-Frequenz-Analyse der EEG-Daten begonnen werden
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Mit einem Makro, das von Brain Products GmbH zur Verfügung gestellt wurde,
konnten die aus „BESA“ augenkorrigierten EEG-Daten im „Brain Vision Analyzer“
eingelesen werden. Im „Brain Vision Analyzer“ wurde für die weitere Auswertung
eine neue Referenz gewählt. Die bei der EEG-Aufnahme verwendete FCz-Elektrode
wurde durch eine Average-Referenz ersetzt. Die Average-Referenz ergibt sich durch
die mittlere Aktivität aller Elektroden (bis auf die der EOG-Elektrode). Im nächs-
ten Schritt wurden die Daten segmentiert. Das bedeutet, dass die Daten bis auf
Zeitintervalle um bestimmte Ereignisse, die durch Triggerung gekennzeichnet sind,
aus dem EEG herausgeschnitten werden. Die Zeitintervalle wurden so gewählt, dass
sie 800 ms vor einer Triggerung beginnen und 1000 ms nach der Triggerung enden.
Für die Auswertung der Daten, die für diese Diplomarbeit verwendet wurden, wur-
den Ereignisse segmentiert, die eine Enkodierungsphase anzeigen. Die Segmente sind
fehlerkorrigiert, das heißt es wurden nur Enkodierungsabschnitte betrachtet, bei der
die Versuchsperson in der Abrufphase korrekt geantwortet hat. Dies ist durch eine
boolsche Zusatzbedingung („wahr“, oder „falsch“) im „Brain Vision Analyzer“ reali-
sierbar. Zur Segmentierung wurden somit nur Trigger zugelassen auf die spätestens
nach einem vorgegeben Zeitfenster ein weiterer Trigger folgt, mit dem überprüft
wurde, ob die VP korrekt geantwortet hat (Tabelle 4). In Load 1 wurde ein 14000
ms (4 Sekunden Antwortzeit) und in Load 3 ein 20000 ms (6 Sekunden Antwortzeit)
langes Zeitfenster nach dem Enkodierungstrigger für die korrekte Antwort gewählt.
Die zur Segmentierung kennzeichnenden Trigger der Enkodierung sind „11“ (1.
Enkodierungsﬁgur aus Load 1) und „33“ (3. Enkodierungsﬁgur aus Load 3). Die
Segmente werden im „Brain Vision Analyzer“ hintereinander dargestellt.
Da stets eine gewisse Grundaktivität im EEG vorhanden ist, man aber nur den
Teil der Aktivität analysieren will, der durch die Enkodierung hervorgerufen wird,
kann zur Lösung dieses Problems eine so genannte Baseline-Korrektur (Baseline
Correction) durchgeführt werden. Bei einer Baseline-Korrektur wird die Spannung
in einem bestimmten Intervall eines Segmentes gemittelt und als neuer Nullpunkt der
Spannung dieses Segmentes deﬁniert. Dieses Intervall wird als Baseline bezeichnet.
Sinnvollerweise wählt man als Baseline die 800 ms vor dem Erscheinen des Stimulus.3. Material und Methoden 65
Diese Korrektur wird für jeden Kanal einzeln durchgeführt.
EEG(i)BK(t) = EEG(i)G(t) −
Z 0
−800
EEG(i)G(x)dx, t ∈]0,1000] ms
EEG(i)BK: an Elektrode i Baseline-korrigiertes EEG, EEG(i)G: an Elektrode i ge-
messenes EEG
Im nächsten Schritt erfolgt mit Hilfe vom „Brain Vision Analyzer“ eine Arte-
fakt Bereinigung. Hier werden Segmente, in denen die Aktivität einen oberen bzw.
unteren Schwellenwert überschreitet, nicht für die weitere Auswertung verwendet.
Das Programm ermöglicht drei verschiedene Versionen der Artefakt-Bereini-
gung, entweder eine völlig manuelle Korrektur, eine semiautomatische und eine au-
tomatische. Die Daten wurden einer semiautomatischen Artefakt-Korrektur unter-
zogen, welches den Vorteil bietet, Kanäle auszuwählen, die von dem gewählten Aus-
schlusskriterium ausgeschlossen werden können. Dies hat den Vorteil, dass mehr
Segmente für die weitere Auswertung bleiben als bei der automatischen Korrek-
tur, was zu einem besseren Signal-Rausch-Verhältnis führt. Die semiautomatische
Artefakt-Korrektur macht allerdings nur Sinn, wenn die Auswertung nicht über alle
Elektroden vorgenommen werden soll. Zur Artefakt-Korrektur wurde ein semiauto-
matisches Amplituden-Kriterium verwendet. Liegt in einem Segment bei einem der
übrig gebliebenen Kanäle die Aktivität unterhalb bzw. oberhalb des Schwellenwertes
von -100 µV bzw. +100µV, wird das gesamte Segment für alle Kanäle entfernt und
nicht für die weitere Auswertung verwendet. Auf diese Weise wurde das EEG unter
anderem von Muskelartefakte hoher Amplituden bereinigt. Die Kanäle mit denen
die Korrektur durchgeführt wurde sind in Tab. 5 zu sehen. Die von der Korrektur
ausgeschlossenen Kanäle waren zum großen Teil stark verrauscht und wurden für
die weitere Auswertung nicht betrachtet.
Durch die Artefakt-Korrektur wurden etwa 25 % der ursprünglichen Segmente
AF3 AFz C4 CP4 F2 FC2 Fp1 O2 P5 PO3
AF4 C1 CP1 CPz F3 FC5 Fp2 Oz P6 PO4
AF7 C2 CP2 Cz F4 FC6 Fz P3 P7 POz
AF8 C3 CP3 F1 FC1 FCz O1 P4 P8 Pz
Tabelle 5: Kanäle, die einer semiautomatischen Artefakt-Korrektur unterzogen wurden3. Material und Methoden 66
nicht mehr für die weitere Auswertung berücksichtigt.
Die überarbeiteten EEG-Daten wurden für die im Folgende beschriebene Zeit-
Frequenz-Analyse für jede Versuchsperson und jeden Messzeitpunkt (Vor- und Nach-
test) in ASCII-Format exportiert.
Auswertung mit „MATLAB“ Für die EEG-Daten jeder Versuchsperson beider
Versuchspersonengruppen wurde eine evozierte und eine induzierte Zeit-Frequenz-
Analyse jeweils für die Enkodierungsbedingung „11“ und „33“ durchgeführt. Die Ana-
lysen wurden für drei verschiedene Regionen (regions of interests, ROI) durchgeführt,
was durch eine Auswahl bestimmter Elektroden realisiert wurde. Ausgewählt wur-
den jeweils sechs Elektroden, die zum frontalen, zentralen und okzipitalen Bereich
zusammengefasst wurden:
Frontal: F1, F2, Fz, FC1, FC2, FCz
Zentral: C1, C2, Cz, Cp1, Cp2, Pz
Okzipital: PO3, PO4, POz, O1, O2, Oz
Für die Zeit-Frequenz-Analyse wurde eine gefensterte Fast-Fourier-Transformation
(FFT) mit einem Hamming-Fenster durchgeführt, die durch die Funktion w(n) be-
schrieben wird (siehe Abschnitt 2.3.3.).
w(n) =

 
 
0,54 + 0,46 · cos 2πn
M−1, für |n| ≤ M − 1
0 sonst
Mit der Bedingung eine Frequenzunschärfe von höchstens 1 Hz zu bekommen,
wurden für jedes Fenster der FFT n=64 Datenpunkte jeweils für jeden Kanal ausge-
wählt. Daraus folgt mit der Heisenbergschen Unschärferelation bei einer gewählten
Abtastrate von νs = 500 Hz eine Zeitunschärfe von n∆t = 20−3 s · 64 = 0,128 s
(νs = 500 Hz entspricht einem Abtastintervall von ∆t = 2000 µs) und einer Fre-
quenzunschärfe von ∆ν ≥ 0,622 Hz (siehe Abschnitt 2.3.2.).
Das Frequenzspektrum wurde im Bereich von 10 bis 70 Hz berechnet. Die Am-
plitudenwerte sind zur Baseline normiert. Dies ist besonders wichtig, da Oszillatio-
nen niedrigerer Frequenz in der Regel höhere Amplituden besitzen (siehe Abschnitt3. Material und Methoden 67
1.4.) und dadurch dominanter im beobachteten Bereich sein könnten, auch wenn
Oszillationen höherer Frequenzen stärker als zur Zeit der Baseline präsent sind.
Anschließend wurden die für die einzelnen Versuchspersonen resultierenden
Zeit-Frequenz-Matrizen sowohl für die evozierte als auch induzierte Analyse über die
Versuchspersonengruppen gemittelt. Dies wird durch einfache Mittelung der Ampli-
tudenwerte jedes einzelnen Zeit-Frequenz-Punktes über die Versuchspersonen der
einzelnen Gruppen erreicht.
Sowohl die induzierte als auch die evozierte Aktivität wurden für die drei
ROI frontal, zentral und okzipital für die Enkodierungsphase der KG und der MCI-
Gruppe auf signiﬁkante Unterschiede zwischen Vor- und Nachtest untersucht. Des
Weiteren wurde die Aktivität (evoziert und induziert) auf mögliche signiﬁkante Un-
terschiede zwischen den Gruppen untersucht. Die Enkodierungsphase wurde jeweils
für Load 1 und Load 3 getrennt betrachtet. Als Signiﬁkanzschwelle wurde p=0,05
gewählt. Dies wurde mit Hilfe einer multivariaten-Statistik, genauer noch einem
Permutations-Test, der von Hemmelmann et al. (2004) ebenfalls bei hochdimensio-
nalen EEG-Daten erfolgreich verwendet und beschrieben wurde, bestimmt.4. Ergebnisse
4.1. Verhaltensdaten
4.1.1. EEG Vortest und Nachtest im Vergleich
In diesem Abschnitt werden die Verhaltensdaten für den Vergleich von EEG Vor-
test und Nachtest diskutiert. Die Verhaltensdaten werden sowohl unabhängig der
Gruppenzugehörigkeit als auch für jede Gruppe einzeln betrachtet.
Von den zwei durchgeführten Vortests wurde nur der erste für die Auswertung
herangezogen. Je nach Load werden die Bedingungen mit den einfachen geometri-
schen Figuren als „einfach“ und die mit den komplexen Figuren als „schwer“ 1, 2
oder 3 (E 1, E 2, E 3 und S 1, S 2, S 3) bezeichnet.
Die statistischen Ergebnisse der Verhaltensdaten werden der vorliegenden Ar-
beit im Anhang in Tabellenform beigefügt.
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Abbildung 21: EEG Vor- und Nachtest
Fehlerraten In Abb. 21 a sind die Fehlerraten sowohl über alle Versuchspersonen
gemittelt als auch über jede Gruppe einzeln für die Bedingungen E 1 und E 3 vor
und nach dem Training dargestellt.
Unabhängig der Gruppenzugehörigkeit ist eine starke Reduktion der Fehlerrate
nach dem Training zu erkennen. Wie aus Tabelle A. 1 zu entnehmen ist, ist die
Abnahme der Fehlerrate für Bedingung E 1 signiﬁkant, für E 3 sogar hochsigniﬁkant
(E 1: Z=-2,533, p=0,011; E 3: Z=-2,687, p=0,007).4. Ergebnisse 69
Für die KG ist ebenfalls ein starker Abfall der Fehlerrate zum Nachtest hin
zu erkennen. Dies gilt sowohl für die Bedingung E 1 als auch für E 3. Allerdings
muss ein insgesamt geringer Fehleranteil beachtet werden, der dafür verantworlich
gemacht werden kann, dass die Reduktion der Fehlerraten für beide Bedingungen
nicht signiﬁkant ausfällt, aber in Bedingung E 3 ein Trend zur Reduktion erkennbar
ist (Tab. A. 1) (E 1: -1,601, p=0,109; E 3: Z=-1,841, p= 0,066).
Anders hingegen ist es bei der MCI-Gruppe. Hier ist eine signiﬁkante Reduk-
tion der Fehlerrate (sogar in gleich großem Maße) sowohl für die Bedingung E 1 als
auch E 3 festzustellen (Tab. A. 1) (E 1: Z=-2,032, p=0,042; E 3: -2,032, p=0,042).
Reaktionszeiten In Abb. 21 b sind die Reaktionszeiten aller Versuchspersonen
gemittelt und über jede Gruppe einzeln gemittelt für die Bedingungen E 1 und E 3
im EEG Vor- und Nachtest dargestellt.
Über alle VP gemittelt kann man für beide Bedingungen eine Abnahme der
Reaktionszeit, wenn auch nur eine geringe, nach dem Training feststellen. Wie aus
Tabelle A. 1 hervorgeht, ist die Abnahme für Bedingung E 1 signiﬁkant, für E 3
nicht (E 1: Z=-1,988, p=0,047; E 3: Z=-0,663, p=0,508).
Ähnliches gilt für das Verhalten der Reaktionszeiten speziell bei der KG. Die
Reaktionszeiten nehmen zwar für beide Bedingungen E 1 und E 3 ab, mehr noch in
der Bedingung E 1. Doch weder bei E 1 noch bei E 3 ist eine signiﬁkante Abnahme
der Reaktionszeit festzustellen, bei E 1 ist allerdings ein Trend ersichtlich (Tab. A.
1) (E 1: Z=-1,753, p=0,08; E 3: Z=-0,944, p=0,345).
Auch für die MCI-Gruppe ist in beiden Bedingungen weder eine signiﬁkan-
te Veränderung der Reaktionszeit noch ein Trend zu erkennen (Tab. A. 1) (E 1:
Z=-0,944, p=0,345; E 3: Z=-0,135, p=0,893).
4.1.2. Load 1 und Load 3 im Vergleich
Die Abbildungen 21 a und b können auch auf einen Load-Eﬀekt hin untersucht
werden.
Im Vortest ist unabhängig von der Gruppenzugehörigkeit (Abb. 21 a und Ta-
belle A. 15) ein signiﬁkanter Anstieg der Fehlerrate von E 1 auf E 3 und (Abb. 21
b und Tabelle A. 15) ein hochsigniﬁkanter Anstieg der Reaktionszeit festzustellen4. Ergebnisse 70
(Fehler Vortest: Z=-2,048, p=0,041; Reaktionszeit Vortest: Z=-2,803, p=0,005). Die-
ses Verhältnis unterliegt keinem Trainingseﬀekt, das bedeutet, dass auch nach dem
Training weiterhin ein signiﬁkanter Load-Eﬀekt festzustellen ist (Fehler Nachtest:
Z=-2,154, p=0,031; Reaktionszeit Nachtest: Z=2,803, p=0,005).
In Tab. A. 15 ist zu sehen, dass es anders als über alle Versuchspersonen
gemittelt, für die KG gemittelt keinen signiﬁkanten Unterschied in der Fehlerrate
zwischen den beiden Bedingungen E 1 und E 3 gibt. Dieses Ergebnis zeigt sich
sowohl im Vor- als auch im Nachtest. In Abb. 21 a ist zwar ein kleiner Anstieg
der Fehlerraten mit zunehmendem Load sowohl vor als auch nach dem Training zu
erkennen, quantitativ ist jedoch nicht einmal ein Trend erkennbar. Es ist wieder die
generell geringe Fehlerrate zu beachten (Fehler Vortest: Z=-1,084, p=0,279; Fehler
Nachtest: Z=-1,134, p=0,257). Bezüglich der Reaktionszeiten (Abb. 21 b) verhält es
sich ein wenig anders. Hier ist sowohl vor als auch nach dem Training ein signiﬁkanter
Anstieg der Reaktionszeiten mit steigender Bedingung festzustellen (Reaktionszeit
Vortest: Z=-2,023, p=0,043; Reaktionszeit Nachtest: Z=-2,023, p=0,043).
Anders als bei der KG ist bei der MCI-Gruppe ein eindeutiger Load-Eﬀekt
sowohl in Hinblick auf die Fehlerrate als auch auf die Reaktionszeit zu sehen (siehe
Tab. A. 15). Ein signiﬁkanter Anstieg der Fehlerraten und Reaktionszeiten im Vor-
test und der Reaktionszeiten im Nachtest ist mit steigendem Load zu verzeichnen.
Allerdings ist auch ein starker Trend für die Zunahme der Fehlerrate mit steigendem
Load im Nachtest zu erkennen (Fehler Vortest: Z=-2,032, p=0,043; Reaktionszeiten
Vortest: Z=-2,023, p=0,043; Fehler Nachtest: Z=-1,841, p=0,066 Reaktionszeiten
Nachtest: Z=-2,023, p=0,043).
4.1.3. Trainingsverlauf
Fehlerraten im Training In Abb. 22 a sind die Fehlerraten über alle VP gemittelt
für die Bedingungen E 1, E 2 und E 3 über den Verlauf des vierwöchigen Trainings
dargestellt. Wie an Tab. A. 10 zu erkennen ist, ist nur eine signiﬁkante Reduktion
der Fehlerrate in Bedingung E 1 festzustellen, für Bedingung E 2 und E 3 hingegen
nur eine leichte Abnahme (E 1: χ2=12,034, p=0,007; E 2: χ2=6,106, p=0,107; E
3: χ2=4,012, p=0,26). Aber wie in Abb. 22 a gezeigt, ist tendenziell eine allgemei-4. Ergebnisse 71
ne Abnahme der Fehlerrate zum Nachtest hin zu erkennen, man beachte hier die
allgemein geringe Fehlerrate.
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Abbildung 22: Training, alle Versuchspersonen
In Abb. 23 a sind die Fehlerraten der Kontrollgruppe für die Bedingungen E
1, E 2, E 3 und für die zusätzlichen Bedingungen S 1, S 2, S 3, welche nur die
KG trainiert hat, über die vier Wochen des Trainings dargestellt. Die Bedingungen
mit den einfachen Stimuli zeigen für Load 1 und 2 keine signiﬁkante Veränderung.
Anders jedoch für die höchste Stufe der einfachen Figuren und für die ersten beiden
Bedingungen mit den schweren Figuren. Hier ist eine signiﬁkante Reduktion der
Fehlerrate zum Ende des Trainings hin zu verzeichnen. In der 3. Bedingung der
schweren Figuren ist keine signiﬁkante Reduktion, allerdings ein Trend zu erkennen
(Tab. A. 10) (E 1: χ2=4,909, p=0,179; E 2: χ2=6,231, p=0,101; E 3: χ2=9,923,
p=0,019; S 1: χ2=8,25, p=0,041; S 2: χ2=8,878, p=0,031; S 3: χ2=7,25, p=0,064).
In Abb. 24 a ist die Entwicklung der Fehlerraten für die drei Bedingungen
mit den einfachen Stimuli über die MCI-Gruppe gemittelt für den Trainingsverlauf
dargestellt. Es sind zwar keine signiﬁkanten Veränderungen zu erkennen, dafür aber
ein Trend zur Abnahme der Fehlerrate in E 1 nach dem Training (Tab. A. 10) (E 1:
χ2=7,533, p=0,057; E 2: χ2=1,696, p=0,638; E 3: χ2=2,234, p=0,525).
Reaktionszeiten im Training Unabhängig von der Gruppenzugehörigkeit ist be-
züglich der Reaktionszeiten keine signiﬁkante Änderung zu verzeichnen. Für Load 1
ist in Abb. 22 b sogar mit dem Training eine leichte Tendenz zur Zunahme der Reak-4. Ergebnisse 72
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Abbildung 23: Training, Kontrollgruppe
tionszeit zu erkennen (Tab. A. 11) (E 1: χ2=4,32, p=0,229; E 2: χ2=3,51, p=0,332;
E 3: χ2=2,16, p=0,54).
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Abbildung 24: Training, MCI-Gruppe
In Abb. 23 b ist die Entwicklung der Reaktionszeiten während des Trainings
für alle von der KG durchgeführten Bedingungen dargestellt. Es ist in keiner Be-
dingung eine signiﬁkante Änderung der Reaktionszeit festzustellen (Tab. A. 11) (E
1: χ2=3,48, p=0,323; E 2: χ2=5,4, p=0,145; E 3: χ2=0,6, p=0,896; S 1: χ2=3,48,
p=0,323; S 2: χ2=1,08, p=0,782; S 3: χ2=1,56, p=0,668).
Wie auch bei der Kontrollgruppe sind in der MCI-Gruppe keine signiﬁkan-
ten Veränderungen der Reaktionszeiten über die Trainingszeit hinweg für die drei
Bedingungen E 1, E 2 und E 3 festzustellen (Abb. 24 b). Auch ein Trend ist nicht er-
sichtlich (Tab. A. 11) (E 1: χ2=3,48, p=0,323; E 2: χ2=4,44, p=0,218; E 3: χ2=3,48,4. Ergebnisse 73
p=0,323).
4.1.4. Kontrollgruppe und MCI-Gruppe im Vergleich
In diesem Abschnitt werden die Verhaltensdaten auf einen Gruppeneﬀekt hin unter-
sucht, sowohl bezüglich der Genauigkeit der Antworten, als auch der Reaktionszeiten
in den EEG-Untersuchungen und im Training.
Fehlerraten in den EEG-Untersuchungen Wie in Abb. 21 a zu sehen, sind die
Fehlerraten bei der MCI-Gruppe für beide Bedingungen, sowohl im Vor- als auch im
Nachtest, eindeutig höher als die bei der Kontrollgruppe. Allerdings unterscheiden
sich die Gruppen in keiner der beiden Bedingungen sowohl vor als auch nach dem
Training signiﬁkant voneinander. Außer in E 3 Vortest ist auch kein Trend zu erken-
nen (Tab. A. 6). Man beachte hier die allgemein niedrige Fehlerrate (E 1 Vortest:
Z=-1,167, p=0,310; E 3 Vortest: Z=-1,681, p=0,095; E 1 Nachtest: Z=-1,23, p=0,31;
E 3 Nachtest: Z=-1,591, p=0,151).
Reaktionszeiten in den EEG-Untersuchungen Wie in Abb. 21 b zu sehen, un-
terscheiden sich die beiden Gruppen in der Reaktionszeit kaum. Die MCI-Gruppe
ist beim Antworten im Vortest im Mittel sogar etwas schneller. Im Nachtest ist aller-
dings die Kontrollgruppe in beiden Bedingungen geringfügig schneller. Jedoch gibt
es in keiner Bedingung signiﬁkante Unterschiede oder einen Trend der Unterschei-
dung zwischen den beiden Gruppen (Tab. A. 7) (E 1 Vortest: Z=-0,313, p=0,841; E
3 Vortest: Z=-0,104, p=1; E 1 Nachtest: Z=-0,94, p=0,421; E 3 Nachtest: Z=-0,104,
p=1).
Fehlerraten im Training In Abb. 25 a sind die Fehlerraten für beide Gruppen
über die Trainingszeit für alle Bedingungen (außer der S 1, S 2, S 3 Bedingungen,
da die MCI-Gruppe diese nicht durchgeführt haben) gegenüber gestellt. Es ist zu
erkennen, dass es für die E 1 Bedingung zwischen den Gruppen kaum einen Unter-
schied gibt. Mit steigender Bedingung und Woche wird der Unterschied zwischen
MCI- und Kontrollgruppe insofern größer, dass sich die KG im Vergleich zur MCI-
Gruppe bezüglich der Fehlerrate bei E 2 und E 3 in den letzten beiden Wochen4. Ergebnisse 74
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Abbildung 25: Training, KG und MCI-Gruppe im Vergleich
stärker verbessert (Tab. A. 8) (einzige Trends: E 2 3. Woche: Z=-1,747, p=0,095;
E 2 4. Woche: Z=-2,019, p=0,056; E 3 3. Woche: Z=-1,82, p=0,095; E 3 4. Woche:
Z=-2,652, p=0,008 [sogar hochsigniﬁkant]).
Reaktionszeiten im Training In Abb. 25 b sind die Reaktionszeiten für die Be-
dingungen dargestellt, die sowohl von der KG als auch MCI-Gruppe im Training
durchgeführt wurden. Man kann in keiner Bedingung bedeutende Unterschiede in
der Reaktionszeit zwischen den Gruppen feststellen (Tab. A. 9).
4.1.5. Vortest 1 und Vortest 2 im Vergleich
In diesem Abschnitt werden mögliche Unterschiede der Fehlerraten und Reaktions-
zeiten für die durchgeführten Bedingungen der beiden EEG Vortests dargestellt. Ziel
dieser Auswertung ist zu sehen, ob die zum Teil signiﬁkanten Unterschiede auch ohne
Training einfach durch eine weitere Testung zu einem anderen Zeitpunkt entstehen
können.
Fehlerraten In Abb. 26 a sind die Fehlerraten der Bedingungen E 1 und E 3 für
beide Vortests – Vortest 1 und Vortest 2 – über alle Versuchspersonen, die zwei
Vortests durchgeführt haben (siehe Abschnitt 3.1.) gemittelt, dargestellt. Es ist kein
signiﬁkanter Unterschied zwischen den beiden Zeitpunkten festzustellen (Tab. A. 14)
(E 1: Z=-0,365, p=0,715; E 3: Z=-0,314, p=0,753).4. Ergebnisse 75
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Abbildung 26: EEG Vortest 1 und Vortest 2 im Vergleich, alle Versuchspersonen
Reaktionszeiten In Abb. 26 b sind nun abschließend die Reaktionszeiten für beide
Bedingungen E 1 und E 3 beider Vortests über alle Versuchspersonen gemittelt
dargestellt. Es sind auch hier keine signiﬁkanten Unterschiede zwischen den beiden
Vortests festzustellen. Aus Tab. A. 14 ist ein leichter Trend für Bedingung E 1 zu
erkennen. Allerdings nimmt die Reaktionszeit im zweiten Vortest zu, dies ist in der
Abb. 26 b auch für Bedingung 3 zu erkennen (E 1: Z=-1,859, p=0,063; E 3: Z=-1,014,
p=0,31).
4.2. EEG-Daten
Im folgenden Abschnitt werden die Ergebnisse der Zeit-Frequenz-Analyse der EEG-
Daten dargestellt. Die Darstellung erfolgt in tabellarischer Form, um eine gewisse
Ordnung in die Ergebnisse zu bringen, die der graﬁschen Darstellung (im Anhang
zu ﬁnden) fehlt.
4.2.1. Kontrollgruppe und MCI-Gruppe im Vergleich
In den Tabellen 6 bis 8 sind die Ergebnisse für den Vergleich zwischen Kontrollgruppe
und MCI-Gruppe aufgelistet. Die Tabellen wurden nach Lokalisation der Aktivität
(frontal, zentral und okzipital) unterschieden. In den Tabellen sind die Ergebnisse
sowohl für den Vortest als auch für den Nachtest, für evozierte und induzierte Ak-
tivität dargestellt. „11“ entspricht der Enkodierung des ersten Stimulus aus Load 1
und „33“ der Enkodierung des 3. Stimulus aus Load 3. Zur Auswertung wurde der4. Ergebnisse 76
gesamte Zeit-Frequenz-Bereich in 5 Zeitintervalle (0-200 ms, 200-400 ms, 400-600
ms, 600-800 ms und 800-1000 ms) und drei Frequenzbereiche (10-25 Hz [Alpha bis
hohes Beta], 25-50 Hz [Gamma], 50-70 Hz [hohes Gamma]) eingeteilt. „*“ bedeutet,
dass 10 %, „**“, dass 25 % und „***“ 50 % des betrachteten Zeit-Frequenz-Bereiches
einen signiﬁkanten Unterschied aufweisen. Die gewählte Signiﬁkanzschwelle beträgt
p=0,05. Im Folgenden soll „*“ als „auﬀällig-“, „**“ als „groß-“ und „***“ als „stark-
großﬂächige“ Signiﬁkanz bezeichnet werden. Die Bemerkung „KG“ bzw. „MCI“ gibt
an, ob die Kontrollgruppe bzw. die MCI-Gruppe signiﬁkant mehr Aktivität aufweist.
Bsp.: Im Zeitintervall 600-800 ms im Frequenzintervall 50-70 Hz ist frontal
für den Vortest bei der Enkodierung im Load 3 („33“) ein „KG*“ in der evozierten
Aktivität zu ﬁnden. Dies bedeutet, dass die Kontrollgruppe für diese Bedingung in
10 % dieses betrachteten Zeit-Frequenz-Bereiches signiﬁkant mehr Aktivität aufweist
als die MCI-Gruppe.
Frontal Wie in Tabelle 6 zu sehen ist, unterscheidet sich im Vortest die evozierte
Aktivität der Kontrollgruppe frontal praktisch kaum von der Aktivität der MCI-
Gruppe bis auf den vierten betrachteten Zeitbereich (800-1000 ms) für das hohe
Gammaband, in der die Kontrollgruppe mit einer Mehraktivität eine auﬀälligﬂä-
chige Signiﬁkanz aufweist. Auch im Nachtest zeigt sich in der evozierten Aktivität
kaum ein Unterschied zwischen den Gruppen bis auf auﬀälligﬂächige signiﬁkante
Unterschiede in der Alpha- bis Betaaktivität im Bereich von 200 bis 600 ms (Load
1 und 3).
Anders hingegen verhält es sich bei der induzierten Aktivität, besonders für
die Enkodierung in Load 3. Im Vortest ist fast über den gesamten Zeitbereich die
Aktivität der Kontrollgruppe größer als die der MCI-Gruppe. Im vierten Zeitfenster
sogar für alle Frequenzbänder und von 200-600 ms ist eine großﬂächige Signiﬁkanz
mit einer stärkeren Alpha- bis Betaaktivität für die Kontrollgruppe zu sehen.
Dahingegen zeigen die MCI-Patienten im Nachtest eine auﬀälligﬂächige Si-
gniﬁkanz stärkerer induzierter Aktivität im dritten Load. Auﬀällig ist der Bereich
600-800 ms für das Gamma- und hohe Gammaband, bei der im Vortest die KG noch
mehr Aktivität aufzeigte.4. Ergebnisse 77
Vortest Nachtest
Zeitintervall [ms] Frequenzintervall [Hz] evoziert induziert evoziert induziert
11 33 11 33 11 33 11 33
10-25 MCI*
0-200 25-50 KG*
50-70 KG* KG* MCI*
10-25 KG** KG* MCI*
200-400 25-50 MCI*
50-70 MCI*
10-25 KG** KG* KG*
400-600 25-50 KG*
50-70
10-25 KG* KG* MCI*
600-800 25-50 KG* MCI*
50-70 KG* KG* MCI*
10-25
800-1000 25-50 KG*
50-70
Tabelle 6: Signiﬁkante Aktivitätsunterschiede zwischen der KG und der MCI-Gruppe frontal
Zentral Auﬀällig an Tabelle 7 ist, dass bis auf den Zeit-Frequenz-Bereich von 200-
400 ms und 25-50 Hz die KG zentral im Nachtest entweder mehr Aktivität als die
MCI-Gruppe aufweist oder kein signiﬁkanter Unterschied zwischen beiden Gruppen
zu registrieren ist.
Bis auf die großﬂächige signiﬁkant stärkere evozierte Aktivität im hohen Gam-
maband der KG für die Enkodierung im Vortest, ist auch im zentralen Bereich der
Unterschied zwischen beiden Gruppen in der evozierten Aktivität in Load 1 nicht
auﬀällig. In Load 3 ist die evozierte Aktivität allerdings über mehrere Zeitfenster
im Vortest für die KG stärker vorhanden, nimmt aber mit dem Training bis auf die
hohe Gammaaktivität im ersten Zeitfenster im Nachtest ab, dafür erscheint hier im
zweiten Zeitfenster eine auﬀälligﬂächige Aktivität im Alpha- bis Betaband.
Bezüglich der induzierten Aktivität ist die KG über die ersten 800 ms in fast
überwiegend allen Frequenzbereichen im Vortest für Load 1 dominanter als die MCI-
Gruppe. Im Nachtest verlagert sich dies speziell auf das hohe Frequenzband aber
noch immer über den gleichen Zeitbereich. Die induzierte Aktivität während der
Enkodierung im Load 3 zeigt für die KG im dritten Zeitfenster von der Alpha- bis
Gammaaktivität eine auﬀälligﬂächige Signiﬁkanz im Vortest an, welche im Nachtest
nicht mehr zu ﬁnden ist, dafür aber eine höhere Gammaaktivität für die Kontroll-
gruppe gegenüber der MCI-Gruppe in den ersten beiden Zeitfenstern, die im Vortest
noch nicht vorhanden war.4. Ergebnisse 78
Vortest Nachtest
Zeitintervall [ms] Frequenzintervall [Hz] evoziert induziert evoziert induziert
11 33 11 33 11 33 11 33
10-25 KG*
0-200 25-50 KG* KG*
50-70 KG** KG* KG* KG*
10-25 KG*
200-400 25-50 KG* MCI* KG*
50-70 KG* KG*
10-25 KG* KG* KG*
400-600 25-50 KG* KG*
50-70 KG* KG*
10-25 KG*
600-800 25-50
50-70 KG* KG*
10-25 KG* KG*
800-1000 25-50
50-70
Tabelle 7: Signiﬁkante Aktivitätsunterschiede zwischen der KG und der MCI-Gruppe zentral
Okzipital Okzipital ist keine eindeutige allgemeine Tendenz zur stärkeren neuro-
nalen Aktivität einer Gruppe festzustellen (Tab. 8), wobei die MCI-Gruppe hier in
der evozierten Aktivität zu dominieren scheint. Sowohl im Vortest in Load 3 als
auch im Nachtest in Load 1 und 3 ist deren Aktivierung entweder stärker oder nicht
anders als die der KG. Wobei die frühe Mehraktivität (erstes Zeitintervall) aus dem
hohen Gammabereich in Load 3 nach dem Training durch Alpha- bis Betaaktivität
im Nachtest ersetzt wird. Die stärkere evozierte Aktivität in Load 3 der MCI-Gruppe
im zweiten und dritten Zeitfenster relativiert sich mit dem Training gegenüber der
KG.
Bezüglich der induzierten Aktivität ist die Kontrollgruppe im Vortest domi-
nanter als die MCI-Gruppe. Besonders in den ersten vier Zeitfenstern in Load 3 im
Alpha- bis Betaband, in der sogar 50 % des Bereichs 200 bis 600 ms bei der KG
signiﬁkant höher liegt als die der MCI-Gruppe. Im Nachtest ist die Aktivität der
KG nicht mehr dominant, sie wird sogar in den ersten beiden Zeitintervallen durch
eine signiﬁkante Mehraktivität der MCI-Gruppe ersetzt.
4.2.2. Vortest und Nachtest im Vergleich
Im folgenden Abschnitt soll die Aktivität zwischen den beiden EEG-Untersuchungen
Vortest und Nachtest miteinander verglichen werden. Auch hier werden die Tabellen
für die drei ROI einzeln dargestellt und enthalten sowohl die Informationen für die
Kontroll- als auch die MCI-Gruppe (Tab. 9 bis Tab. 11). Die Bemerkung „Vortest“4. Ergebnisse 79
Vortest Nachtest
Zeitintervall [ms] Frequenzintervall [Hz] evoziert induziert evoziert induziert
11 33 11 33 11 33 11 33
10-25 KG* MCI* MCI**
0-200 25-50
50-70 MCI* KG*
10-25 KG*** MCI* MCI* MCI*
200-400 25-50 MCI* MCI* KG*
50-70
10-25 MCI* KG***
400-600 25-50 MCI*
50-70 KG* MCI*
10-25 KG* KG*
600-800 25-50 MCI*
50-70 MCI*
10-25 KG* MCI*
800-1000 25-50 MCI*
50-70
Tabelle 8: Signiﬁkante Aktivitätsunterschiede zwischen der KG und der MCI-Gruppe okzipital
bzw. „Nachtest“ gibt in diesem Fall an, ob im Vortest bzw. Nachtest die Aktivität
stärker ist. Hier soll ebenfalls ein Beispiel zu einem einfacheren Lesen der Tabelle
verhelfen.
Bsp.: im Zeitintervall 200-400 ms ist frontal im Frequenzintervall 25-50 Hz für
die Kontrollgruppe bei der Enkodierung des ersten Stimulus aus Load 1 („11“) ein
„Vortest*“ zu ﬁnden. Dies bedeutet, dass 10 % des Bereiches 200-400 ms und 25-50
Hz im Vortest signiﬁkant mehr Aktivität als im Nachtest aufweisen.
Frontal Wie aus Tabelle 9 entnommen werden kann, zeigt die Kontrollgruppe fron-
tal ausschließlich Aktivitätsänderungen in Form einer stärkeren Aktivierung vor dem
Training. Für die evozierte Aktivität ist bis auf eine auﬀälligﬂächige Signiﬁkanz einer
stärkeren Aktivierung im Vortest im Gamma-Bereich (Load 1) des zweiten Zeitin-
tervalls und im Alpha- bis Betaband (ebenfalls Load 1) des letzten Zeitfensters kein
Unterschied zwischen dem Vor- und Nachtest festzustellen. Für Load 3 zeigt die
evozierte Aktivität keinen Unterschied auf.
Auch in der induzierten Aktivität für Load 1 ist kein Unterschied zu erkennen.
Allerdings ist für Load 3 die induzierte Aktivität im Vortest über einen größeren
Zeit- und Frequenzbereich dominanter als im Nachtest. Besonders auﬀallend ist die
großﬂächige Signiﬁkanz für das Alpha- und Betaband im zweiten Zeitfenster und im
vierten Zeitfenster, die bis ins fünfte Zeitfenster reicht.
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Vor- und Nachtest. Jedoch ist anzumerken, dass, falls es Unterschiede gibt, sich diese
in einer signiﬁkant stärkeren Aktivität im Nachtest bemerkbar machen, bis auf die
evozierte Aktivität der Enkodierung in Load 3 im Zeit-Frequenz-Bereich von 10-25
Hz im zweiten Zeitfenster. Hier ist im Vortest eine stärkere Aktivierung zu sehen.
Im Gegensatz zur KG, die in Load 1 keine induzierte Aktivitätsänderung zeigt, ist
eine verstärkte Aktivierung der MCI-Gruppe, besonders im vierten Zeitfenster zu
sehen. Hier ist eine starkgroßﬂächige Signiﬁkanz im Alpha- bis Beta- und im hohen
Gammaband zu verzeichnen.
KG MCI
Zeitintervall [ms] Frequenzintervall [Hz] evoziert induziert evoziert induziert
11 33 11 33 11 33 11 33
10-25
0-200 25-50
50-70 Vortest* Nachtest*
10-25 Vortest** Nachtest* Vortest*
200-400 25-50 Vortest* Nachtest*
50-70
10-25
400-600 25-50
50-70 Nachtest*
10-25 Vortest** Nachtest**
600-800 25-50
50-70 Vortest* Nachtest**
10-25 Vortest* Vortest*
800-1000 25-50 Vortest*
50-70
Tabelle 9: Signiﬁkante Aktivitätsunterschiede zwischen dem EEG Vor- und Nachtest frontal
Zentral Auch im zentralen Bereich liegen alle Unterschiede der MCI-Gruppe in
Form einer stärkeren Aktivierung im Nachtest vor. Die Aktivitätsunterschiede (Tab.
10) der KG sind sowohl durch eine Mehraktivierung im Vortest als auch im Nachtest
ausgezeichnet.
Für die induzierte Aktivität im Load 1 zeigen KG und MCI-Gruppe ein ähn-
liches Verhalten. Beide Gruppen zeigen eine stärkere Aktivierung vom zweiten bis
vierten Zeitfenster im Nachtest. Davon sind einige Unterschiede auch großﬂächig si-
gniﬁkant. Ähnlich sieht es bei der evozierten Aktivität in Load 1 für die MCI-Gruppe
aus. Auch hier zeigt sich über einen größeren Zeitraum eine stärkere Aktivität im
Nachtest, im zweiten Zeitfenster sogar für das Alpha- bis Betaband als auch im ho-
hen Gammaband. Die KG hingegen zeigt im ersten und zweiten Zeitintervall eine
stärkere Aktivität im Vortest.4. Ergebnisse 81
KG MCI
Zeit- Frequenz- evoziert induziert evoziert induziert
intervall [ms] intervall [Hz] 11 33 11 33 11 33 11 33
10-25 Vortest* Nachtest*
0-200 25-50
50-70
10-25 Nachtest** Nachtest* Nachtest*
200-400 25-50 Vortest*
50-70 Nachtest* Nachtest*
10-25 Nachtest* Nachtest*
400-600 25-50 Vortest** Nachtest*
50-70 Nachtest*
10-25 Nachtest* Nachtest* Nachtest**
600-800 25-50 Nachtest*
50-70 Vortest* Nachtest* Vortest** Nachtest*
10-25
800-1000 25-50
50-70
Tabelle 10: Signiﬁkante Aktivitätsunterschiede zwischen dem EEG Vor- und Nachtest zentral
Okzipital Im okzipitalen Bereich sind bei der MCI-Gruppe insgesamt weniger Un-
terschiede zwischen den beiden EEG-Untersuchungen zu verzeichnen (Tab. 11) als
im zentralen und frontalen Bereich.
Für Load 1 sind jedoch in den letzten drei Zeitfenstern sowohl im hohen
Gamma- als auch im Alpha- bis Betaband auﬀälligﬂächige Signiﬁkanzen mit stärke-
rer evozierte Aktivierung im Nachtest zu ﬁnden. Die KG zeigt hingegen eine stärkere
evozierter Aktivierung im Vortest (wie auch schon im frontalen Bereich gesehen) für
Load 1 sowohl in den ersten beiden Zeitfenstern im hohen Gammabereich, als auch
im letzten Zeitbereich mit einer großﬂächigen Signiﬁkanz im Alpha- bis Gammabe-
reich.
KG MCI
Zeit- Frequenz- evoziert induziert evoziert induziert
intervall [ms] intervall [Hz] 11 33 11 33 11 33 11 33
10-25 Vortest***
0-200 25-50 Vortest*
50-70 Vortest*
10-25 Nachtest* Nachtest* Vortest**
200-400 25-50
50-70 Vortest*
10-25 Nachtest* Nachtest*
400-600 25-50 Nachtest* Vortest*
50-70 Nachtest*
10-25 Vortest*** Nachtest* Nachtest*
600-800 25-50
50-70
10-25 Vortest** Vortest** Vortest* Nachtest*
800-1000 25-50 Vortest*
50-70
Tabelle 11: Signiﬁkante Aktivitätsunterschiede zwischen dem EEG Vor- und Nachtest okzipital4. Ergebnisse 82
In der induzierten Aktivität zeigt die KG umgekehrtes Verhalten insofern, als
dass im zweiten und dritten Zeitfenster für Load 1 die Aktivität mit dem Training
zugenommen hat. Die großﬂächige Signiﬁkanz im letzten Zeitfenster für das Alpha-
und Betaband ist allerdings auch hier im Vortest dominanter. Mit dem Training geht
aber auch signiﬁkant die induzierte Aktivität für Load 3 sogar bis zu starkgroßﬂächig
bei der KG zurück.
Die graﬁsche Darstellung der signiﬁkanten Unterschiede zwischen Kontroll-
gruppe und MCI-Gruppe und zwischen Vortest und Nachtest werden dieser Arbeit
im Anhang beigefügt.5. Diskussion
Ziel der Studie vorliegender Arbeit war es, neurophysiologische Unterschiede zwi-
schen gesunden, alten Menschen und alten Menschen mit kognitiver Dysfunktion,
beim Bearbeiten einer Arbeitsgedächtnisaufgabe, zu bestimmen. Die ermittelten Un-
terschiede können einer frühen Diagnose von Demenzerkrankungen dienen, da eine
kognitive Dysfunktion im Alter oft mit einer späteren Demenz einhergeht (siehe Ab-
schnitt 1.2.2.). Eine frühe Diagnose der beginnenden Demenz ist wichtig, um mög-
lichst früh in die Krankheit eingreifen und dieser möglicherweise entgegenwirken zu
können, zum Beispiel mit Hilfe eines kognitiven Trainings.
Außerdem wurde untersucht, wie sich ein Training der gestellten DMTS-Auf-
gabe bei MCI-Patienten und einer altersähnlichen Kontrollgruppe auswirkt. Die Er-
gebnisse könnten Auskunft darüber geben, inwieweit alte Menschen, mit und ohne
kognitiven Einbußen, noch erfolgreich lernen können, um mögliche Therapieansätze
für zukünftige Behandlungsmöglichkeiten von MCI-Patienten liefern zu können. In
den nun folgenden Abschnitten werden zunächst die Ergebnisse der Verhaltensda-
ten diskutiert und im Anschluss daran die Ergebnisse aus der neurophysiologischen
Untersuchung.
5.1. Verhaltensdaten
5.1.1. Vortest 1 und Vortest 2 im Vergleich
Der Vergleich der beiden durchgeführten Vortests ergab in keiner Bedingung einen
Unterschied in der Reaktionszeit oder den Fehlerraten. Daraus ist zu schließen, dass
die im Folgenden diskutierten Unterschiede zwischen Vor- und Nachtest mit großer
Wahrscheinlichkeit nicht zufällig entstanden, sondern auf ein Training zwischen den
Tests zurückzuführen sind.
5.1.2. Trainings- und Loadeﬀekt für Fehlerraten und Reaktionszeiten
Alle Versuchspersonen Im Folgenden sollen die Ergebnisse der Verhaltensdaten
unabhängig von der Gruppenzugehörigkeit diskutiert werden.
Unabhängig von der Versuchspersonengruppe ist eine mindestens signiﬁkante5. Diskussion 84
Abnahme (p ≤ 0,05) der Fehlerraten zu erkennen. Dies gilt sowohl für die Bedin-
gung, bei der nur eine Figur (Load 1: p ≤ 0,05), als auch für die Bedingung, bei
der drei Figuren (Load 3: p ≤ 0,01) zu merken waren. Somit ist bezüglich der Feh-
lerrate ein eindeutiger Trainingseﬀekt des Arbeitsgedächtnisses für ältere Menschen,
gesund oder mit leichter Gedächtnisstörung, zu erkennen. Eine Verbesserung der
Genauigkeit beim Lösen von Gedächtnisaufgaben durch kognitives Training zeigte
sich bereits in anderen Studien z.B. von Hempel et al. (2004). Auch hier wurde eine
Arbeitsgedächtnisaufgabe über vier Wochen trainiert, allerdings handelte es sich bei
den Probanden um junge, gesunde Erwachsene. Das Training führte in diesem Fall
zu einer Reduktion der Fehlerrate um etwa 5 %. Die im Rahmen dieser Diplomarbeit
erhobenen Daten zeigen eine Reduktion der Fehlerrate von 4,5 % (Load 1) bis 7 %
(Load 3).
Für die Reaktionszeiten ist unabhängig von der Versuchspersonengruppe ein
Trainingseﬀekt nur hinsichtlich Load 1 festzustellen. Diese Abnahme, der für die
Lösung der Aufgabe benötigten Zeit, könnte darauf zurückzuführen sein, dass die
Probanden mit dieser ersten Bedingung auch einen Gewohnheitseﬀekt bezüglich der
gesamten Übungssituation zeigten. Beim Übergang zu den weiteren Bedingungen
(Load 2 und 3) waren die Probanden bereits an die Situation angepasst. An dieser
Stelle sollte noch einmal darauf hingewiesen werden, dass die VP nicht explizit
aufgefordert wurden, auf eine möglichst schnelle Antwort zu achten. Dies könnte
ebenfalls ein Grund dafür sein, dass bis auf Load 1 keine Veränderungen hinsichtlich
der Reaktionszeit festzustellen sind.
Ein positiver Loadeﬀekt bezüglich der Fehlerraten und der Reaktionszeiten
konnte, für beide Gruppen zusammen betrachtet, sowohl im Vortest als auch im
Nachtest festgestellt werden, die Zunahme der Reaktionszeit war sogar hochsigni-
ﬁkant. Dies ist ein bereits durch mehrere Studien beschriebenes Ergebnis (Pelosi,
1997; Linden et al., 2003; Hempel et al., 2004).
Kontrollgruppe Im Folgenden sollen die Ergebnisse der Verhaltensdaten speziell
für die Kontrollgruppe diskutiert werden.
Für die KG ist bezüglich der Reaktionszeiten kein signiﬁkanter Trainingsef-
fekt im Vergleich zwischen EEG Vor- und Nachtest zu beobachten. Bezüglich der5. Diskussion 85
Fehlerraten verhält es sich anders.
Zwar liegt bei den einfachen Stimuli auch hier ein insgesamt geringer Feh-
leranteil vor, so dass ein Trainingseﬀekt nicht sichtbar werden kann, jedoch ist der
Fehleranteil unter E 3 insgesamt höher. Hier ist dann auch ein Trainingseﬀekt des
Arbeitsgedächtnisses zu erkennen (E 3: für EEG-Vergleich: p=0,066, E 3: für Trai-
ning p= 0,019). Im Falle der E 1 und E 2 Bedingungen könnte die KG so unterfordert
gewesen sein, dass sie diese Aufgabe nicht so konzentriert bewältigte und daher im
Schnitt sogar etwas mehr Fehler machte als in E 3. Aber auch hier ist insgesamt eine
geringe Fehlerrate zu verzeichnen. Auf diese Weise könnte allerdings auch der höhere
Fehleranteil für E 1 im Training bei der KG gegenüber der MCI-Gruppe zu erklären
sein. Um gesicherte Aussagen über einen Trainingseﬀekt im Alter treﬀen zu kön-
nen, wäre es sinnvoll, zu den Loadbedingungen mit den einfachen Figuren weitere
mit zusätzlichen Stimuli (eventuell E 4 und E 5) zu trainieren und zu untersuchen.
Aufgrund des so entstehenden größeren Zeitaufwandes könnte man eine Erhöhung
von jeweils 2 Stimuli pro höheren Load erwägen (E 1, E 3, E 5) oder komplexere
Stimuli verwenden. Das wurde bereits im Vorfeld der Untersuchungen bedacht und
daher für die KG ein zusätzliches Training mit schwereren Figuren konzipiert und
durchgeführt.
In diesem Falle zeigte sich tatsächlich auch ein Trainingseﬀekt. Sowohl für S 1
und S 2 ist der Eﬀekt signiﬁkant, für S 3 ist ein Trend erkennbar. Dies zeigt, dass
beim Lösen einer an die kognitiven Ressourcen der Probanden angepassten Aufga-
benstellung ein Trainingseﬀekt erkennbar sein kann. Aufgaben, die den Probanden
unterfordern, können einen gegenteiligen Eﬀekt verursachen: er verliert das Interesse
und bewältigt die Aufgabe unaufmerksam und ein Trainingseﬀekt kann sich nicht
einstellen, da auch vor dem Training die Aufgabe mit gutem Erfolg bewältigt wurde.
Auch die Ergebnisse bezüglich des Loadeﬀekts lassen auf eine Unterforderung
des Probanden bei der Bewältigung der Aufgaben schließen. Die E 3 Bedingung
scheint ähnlich einfach zu sein wie die E 1 Bedingung. Dies lässt sich daraus schlie-
ßen, dass keine signiﬁkante Zunahme der Fehlerraten festzustellen war, wenn die
Anzahl der zu merkenden Objekte erhöht wurde. Dies gilt sowohl vor dem Training
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entscheidend sein, denn mit Zunahme der zu merkenden Objekte nimmt auch die
Reaktionszeit zu (Vortest und Nachtest). Würde diese allerdings gleich bleiben müs-
sen (z.B. falls der Proband wesentlich weniger Zeit zum Antworten hätte), könnte
die Genauigkeit der Antwort auch bei den einfachen Figuren in E 3 abnehmen. Um
dies zu prüfen, könnte eine verkürzte ITI verwendet werden, etwa auf eine Länge
von 1400 bis 1500 ms, da dies etwa die durchschnittliche Reaktionszeit für Load 3
darstellt (in beiden Gruppen).
Die Verbesserung der Fehlerraten in den S-Bedingungen bestätigt Ergebnisse
anderer Studien, wobei es sich in erster Linie um Verhaltensuntersuchungen ohne
Erheben neurophysiologischer Korrelate handelte. Zum Beispiel fanden Ball et al.
(2002) bei einem fünfwöchigen Training des verbal-episodischen Gedächtnisses bei
3000 Probanden, dass Verbesserungen der kognitiven Leistungsfähigkeit eintraten
und diese auch noch zwei Jahre nach dem Training stabil blieben.
MCI-Gruppe Auch die MCI-Gruppe zeigt eine Verbesserung der Fehlerraten durch
das Training, sowohl für die Bedingung E 1 als auch E 3. Es kann daraus gefolgert
werden, dass nicht nur gesunde, junge Erwachsene eine Verbesserung des AG durch
ein Training erfahren (Hempel et al., 2004), sondern auch Ältere (Baltes et al.,
1982; Willis et al., 1990) und sogar Ältere mit kognitiven Einbußen des Gedächtnis-
systems. Eine Studie von Bernhardt et al. (2002) zeigte ebenfalls ein erfolgreiches
Trainingsergebnis. In dieser Studie wurden Patienten mit AD (leichtes bis mittel-
schweres Stadium) einem mehrwöchigem Training unterzogen. Nach dem Training
zeigte sich eine signiﬁkante Verbesserung der Gedächtnisleistung. Werner (2000)
zeigte Ähnliches bei einem Training des auditiven und visuellen Gedächtnissystems
von MCI-Patienten, bei denen die erreichten Verbesserung noch nach einem Jahr
festzustellen waren.
Die MCI-Gruppe zeigt im Gegensatz zur KG vor dem Training einen signiﬁ-
kanten positiven Loadeﬀekt für Reaktionszeiten und Fehler und nach dem Training
noch immer für die Reaktionszeiten. Für die Fehler ist allerdings auch ein Trend zur
Reduktion erkennbar. Dies könnte so interpretiert werden, dass die MCI-Gruppe
nicht wie die KG mit der Aufgabe unterfordert war. Dies zeigt sich auch durch
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allerdings die E 3 Bedingung nicht mehr wesentlich schwerer für die MCI-Gruppe
zu bewältigen zu sein als E 1. Zu beachten ist dabei die benötigte signiﬁkant länge-
re Antwortzeit. Auch der bei diesen MCI-Patienten beobachtete Loadeﬀekt wurde
bereits von anderen Gruppen berichtet (Pelosi, 1997; Hempel et al., 2004).
5.1.3. Kontrollgruppe und MCI-Gruppe im Vergleich
Insgesamt zeigt die MCI-Gruppe in jedem Durchgang größere Fehlerraten als die
KG, wenn auch nicht in signiﬁkanter Weise. Dies zeigt, dass auch das Arbeitsge-
dächtnis bei der MCI-Gruppe im Vergleich zu gesunden, altersgleichen Probanden
beeinträchtigt zu sein scheint, auch wenn „nur“ verbalisierbare Figuren zu merken
sind. Es sollte einfacher sein, sich verbalisierbare Figuren, als abstrakte Figuren zu
merken, da in diesem Falle zur räumlich-visuellen Kodierung noch eine zusätzliche
Kodierung in verbaler Form kommen kann („Dreieck“, „Viereck“, etc.). Diese Strate-
gie wird Mnemotechnik genannt und wurde von allen Probanden durchgeführt, wie
sie bei einer Befragung bestätigt haben.
Interessant wäre hier die Frage, wie die MCI-Gruppe im Vergleich zu einer KG
reagiert, wenn sie sich abstrakte Figuren merken müssen, die nicht zu verbalisieren
sind. Da auch die MCI-Gruppe zwar nicht unterfordert aber dennoch nicht an ihre
Kapazitätsgrenze gelangt zu sein scheint (Fehlerraten < 16 %), wäre ein nächster
möglicher Schritt, diese Gruppe und die KG das Training ausschließlich mit schweren
Figuren durchführen zu lassen um einen stärkeren Trainingseﬀekt beobachten zu
können und vielleicht auch einen größeren Unterschied bezüglich der Fehlerrate und
der Trainierbarkeit zwischen den Gruppen feststellen zu können.
Während der Trainingsphase zeigt sich, dass die Kontrollgruppe mit fortschrei-
tender Trainingszeit und schwierigerer Aufgabe (E 2, E 3) stärkere Verbesserungen
in der Fehlerrate zeigt als die MCI-Gruppe. Dies könnte dahingehend gedeutet wer-
den, dass gesunde Ältere eine größere neuronale Plastizität (stärkere Veränderbar-
keit, Verbesserungen) aufweisen, als eine bereits kognitiv beeinträchtigte.
In der Reaktionszeit gibt es zwischen den Gruppen keine Unterschiede, auch ei-
ne Tendenz ist nicht festzustellen. Wieder muss bedacht werden, dass die Probanden
nicht explizit aufgefordert wurden, auf eine möglichst schnelle Antwort zu achten.5. Diskussion 88
Dieses Ergebnis zeigt, dass die MCI-Gruppe in der Verarbeitungszeit, sowohl in Be-
zug auf die motorische Handlung (Drücken der Taste), als auch hinsichtlich des men-
talen Vergleichs von Figuren, nicht beeinträchtigt zu sein scheint, zumindest nicht
von der Verarbeitungszeit der KG unterschieden werden kann. Interessant wäre zu
prüfen, ob es Unterschiede der Reaktionszeit bei komplexeren, nicht verbalisierba-
ren Figuren gibt. So könnte überprüft werden, ob der Zugriﬀ auf Objekte, die in
räumlich-visuell Arealen gespeicherten sind, langsamer ausfällt als auf Objekte, die
verbal kodiert werden können (wie bei den einfachen Stimuli).
5.2. EEG-Daten
5.2.1. Frontal
Auﬀallend ist die stärkere induzierte Aktivierung im frontalen Bereich der KG beim
Enkodieren in E 3. Allerdings gilt dies nur im Vortest. Im Nachtest hingegen do-
miniert sogar die MCI-Gruppe in einigen Zeit-Frequenz-Bereichen. Dies könnte da-
durch erklärt werden, dass die höhere Aktivität der KG gegenüber der MCI-Gruppe
für eine höhere Gedächtniskapazität steht, zumindest ohne kognitives Training. Dies
lässt sich auch durch die Verhaltensdaten bestätigen. fMRT-Untersuchungen fanden
ebenfalls eine positive Korrelation der Aktivierung von frontalen Arealen und der
Gedächtniskapazität. Eine Untersuchung von Linden et al. (2003) ergab zum Bei-
spiel, dass bei der Enkodierung einer größeren Anzahl von erfolgreich gemerkten Ob-
jekten eine stärkere Aktivierung im fronto-parietalen Arbeitsgedächtnis-Netzwerk
zu ﬁnden ist, als beim Memorieren von nur einer Figur. Allerdings muss hier be-
tont werden, dass bisher nicht klar ist, in welchem Zusammenhang die bei einer
fMRT-Untersuchung ermittelte BOLD-Antwort mit neuronalen Oszillationen steht.
Ebenfalls zeigte sich bei Probanden in einer intrakranialen EEG-Untersuchung eine
erhöhte induzierte Gamma-Aktivität mit steigendem Load beim Bewältigen einer
Arbeitsgedächtnisaufgabe. Diese Gamma-Aktivität war in der Enkodierungsphase
von Buchstaben besonders über frontotemporalen und okzipitalen Elektroden loka-
lisiert (Howard et al., 2003). Eine mögliche Erklärung sehen Howard et al. in der
gesteigerten Aufmerksamkeit mit steigendem Load. Diese Erklärung könnte eben-
falls für die steigende induzierte Aktivität der KG im Vortest und der MCI-Gruppe5. Diskussion 89
im Nachtest herangezogen werden. Im vorliegenden Fall könnten es sein, dass die
KG zwar bei den einfachen Stimuli aufmerksam sein muss, aber nicht so sehr, wie
vergleichsweise die MCI-Gruppe, welche auch nicht die gleiche Kapazität wie die KG
im Vortest erreicht (siehe Verhaltensdaten). Im Nachtest dominiert nicht mehr die
KG in ihrer Aktivität, sondern zum Teil sogar die MCI-Gruppe. Dies könnte sich da-
durch erklären lassen, dass die Kapazität der KG nicht mehr vergrößert wird (da die
einfachen Figuren bereits vor dem Training gut behalten wurden), es aber weniger
oszillierende Neurone benötigt, um das Netzwerk für eine erfolgreiche Objektreprä-
sentation zu aktivieren; oder aber Automatismen verringern nun den Arbeitsauf-
wand und die benötigten neuronalen Oszillationen. Dieser Eﬀekt wurde bereits in
einer weiteren fMRT-Studie beschrieben. Jansma et al. (2001) fanden, dass es bei
automatisierten Prozesse einer Arbeitsgedächtnisaufgabe oder bei der Verarbeitung
bekannter Stimuli zu einer Reduktion der Aktivität in den bei Gedächtnisprozessen
involvierten Arealen kommt.
Die MCI-Patienten können jedoch ihre Kapazität vergrößern, indem sie sich
die Figuren eﬀektiver und erfolgreicher merken, als vor dem Training. Die stärkere
Aktivierung im Nachtest, zumindest bei E 1, könnte genau für diesen Trainingseﬀekt
stehen. Ergebnisse der Verhaltensdaten bestätigen zusätzlich den Trainingseﬀekt. In
E 1 ist eine Reduktion der Fehlerrate von über 10 % auf etwa 4 % zu erkennen. Um
die Vermutung zu bestätigen, dass frontale Oszillationen mit der Anzahl erfolgreich
memorierender Objekte korrelieren, könnte man ein noch längeres Training durch-
führen. Bei MCI-Patienten wäre dann zu vermuten, dass auch sie bei einem längeren
Training durch eine reduzierte Anzahl von oszillierenden Neuronen erfolgreich die
Objekte memorieren können. Dies würde auch Ergebnisse von Hempel et al. (2004)
bestätigen. Hier zeigte eine fMRT Studie, dass ein zweiwöchiges Training eine Er-
höhung der BOLD-Antwort in prefrontalen und parietalen Arealen zur Folge hatte,
eine Verlängerung des Trainings um weitere zwei Woche dann allerdings zu einer Re-
duktion der Aktivität führte. Bezüglich der KG wäre es sinnvoll im nächsten Schritt
EEG-Daten zu erheben und zu untersuchen, bei denen komplexe Figuren oder eine
größere Anzahl von Stimuli zu merken sind. Hier könnte erwartet werden, dass sich
die Verteilung der Aktivität ähnlich verhält, wie die der MCI-Gruppe beim Enko-5. Diskussion 90
dieren der einfachen Stimuli: vor dem Training könnte erst eine geringer Aktivität
für eine noch geringere Kapazität stehen, die durch ein Training vergrößert wird
und dementsprechend mit einer größeren Aktivität einhergeht. Auch Bertrand et al.
(2000) vermutet, dass die frontale Aktivierung (besonders im Beta- und Gamma-
band) für das Memorieren der zu merkenden Stimuli (bei visuellen Stimuli in den
visuellen Arealen im Okzipitallappen) verantwortlich sei. Die zentrale Exekutive im
frontalen Bereich könnte in diesem Fall durch Oszillationen im Alpha- bis Gamma-
band verantwortlich für die Oszillationen im okzipitalen Bereich sein, in welchem
die zu merkenden visuellen Stimuli repräsentiert sind. Dies ließe sich auch mit den
vorliegenden Ergebnissen bestätigen (siehe Abschnitt 5.2.3.).
Hinsichtlich der evozierten Aktivität ist kaum ein Unterschied zwischen den
Gruppen zu sehen besonders für Load 1, was darauf hindeuten könnte, dass diese
Aktivität mit der Verarbeitung des Reizes zusammenhängt und nicht explizit mit
dem Gedächtnis. Interessant wäre in diesem Fall zu untersuchen, ob es zwischen
AD-Patienten, MCI-Patienten und gesunden Alten einen Unterschied gibt.
Die evozierte Aktivierung im Alpha- bis Betaband der KG im E 3 Nachtest
könnte ein Zeichen der Ermüdung oder starker Entspannung sein. E 3 setzt etwa in
der fünfzehnten Minute nach Untersuchungsbeginn ein und dauert dann noch 15 Mi-
nuten. Eventuell ist diese Gruppe am Ende schon etwas ermüdet gewesen, auch weil
diese Aufgabenstellung für sie keine große Aufmerksamkeit mehr erforderte. Eine
derartige Argumentation wurde bereits von Klimesch et al. (1999) beschrieben. Sie
stellten bei einer EEG-Untersuchung fest, dass bei sinkender Aufmerksamkeit die
Alphaaktivität steigt. Ein anderer Grund für das Erscheinen der Alphaaktivität im
Nachtest könnte allerdings auch das Fokussieren der Aufmerksamkeit sein. Jensen et
al. (2002) beobachteten bei einer EEG-Untersuchung einer Arbeitsgedächtnisaufga-
be, dass mit steigendem Load auch die Alphaaktivität steigt. Er begründet dies mit
einer notwendigen Unterdrückung von Ablenkungen, indem Neurone in bestimmten
Arealen im Alphaband aktiviert werden. In dem vorliegenden Fall könnte es sein,
dass es den VP durch das Training schwer fällt, sich ausschließlich auf diese Aufgabe
zu konzentrieren (da sie zum Teil sehr einfach ist) und die Aufmerksamkeit auf die
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5.2.2. Zentral
Die stärkere Aktivierung im zentralen Bereich der KG könnte unterschiedliche nicht-
kognitive Ursachen haben. Zum einen könnten unter den KP Versuchspersonen sein,
die unruhige Augenbewegungen nach Erscheinen der Stimuli ausführten. Im zentra-
len Bereich ist unter anderem das Areal für Augenbewegungen enthalten. Auch
könnte ein allgemein unruhigeres Verhalten, welches auch durch jegliche motorische
Aktivitäten ausgelöst werden kann, für Aktivitäten im zentralen Bereich verantwort-
lich sein. Diese Ursachen wären somit nicht speziﬁsch für die KG, sondern zufällig
für die jeweiligen Versuchspersonen.
Eine weitere Ursache könnte die Unterdrückung des Drückens der Antwort-Box
sein, gerade in der E 1 Bedingung, bei der sich die Probanden darauf konzentrieren
müssen, ob gerade die Figur erscheint, die zu merken ist oder eine Vergleichsﬁgur.
Es ist vorstellbar, dass gerade die KP sich speziell darauf konzentrieren müssen, da
die Aufgabe sie so unterfordern haben könnte, dass dies zu einem „Abschweifen“ der
Aufmerksamkeit führt und die Probanden sich bei dem Beginn jedes Trials überle-
gen müssten, ob es der Anfang oder das Ende eines Trials ist. Bei Befragung wurde
dieses Verhalten von einigen Probanden bestätigt. Die stärkere Aktivierung im Nach-
test könnte durch Unruhe und damit verbundenen Bewegungsdrang der Probanden
erklärt werden. Klarheit könnte eine wesentlich größere Stichprobe verschaﬀen. So-
mit sollten die Eigenschaften, die zufällig eine oder mehrere Versuchspersonen einer
Gruppe haben, nicht stärker hervortreten können, als die Eigenschaften, die alle aus
der Gruppe gemeinsam aufweisen.
Eine kognitive Ursache für die stärkere Aktivierung im Nachtest im zentra-
len Bereich könnte die Anwendung einer neuen Strategie sein, die zum Bewältigen
der Aufgabe sowohl von der KG als auch der MCI-Gruppe verwendet wurde. Beide
Gruppen gaben an, nach kurzer Zeit des Trainings für die einfachen Figuren Namen
entwickelt zu haben, wie „Dreieck“, „Viereck“, „Turm“, etc. Es könnte somit sein, dass
die stärkere Aktivität im Nachtest durch das Verwenden der Mnemotechnik verur-
sacht wurde. Dass die Aktivität aus dem Gamma- bis hohen Gammaband stammt
könnte für eine damit verbundene erhöhte kognitive Verarbeitung der Stimuli ste-
hen. Die stärkere Aktivierung der KG sowohl vor dem Training als auch danach,5. Diskussion 92
könnte für ein sichereres Beherrschen der Technik durch eine eﬀektive Namenswahl
der Stimuli erklärt werden. Die MCI-Patienten könnten hierin bereits Beeinträchti-
gungen zeigen. Um dies zu bestätigen wäre es sinnvoll, die Quelle dieser Aktivität
zu bestimmen.
Das Broca- (verantwortlich für Sprachproduktion) und Wernickeareal (ver-
antwortlich für Sprachverständnis) könnten in diesem Fall verantwortlich sein. Die
Quelle könnte mit Hilfe von Quellenmodellen, die die gemessenen Aktivitäten mög-
lichst genau beschreiben sollen, näherungsweise bestimmt werden. Allerdings könnte
auch durch eine andere Form der Studie, beispielsweise durch die Enkodierung der
schweren Figuren die Verwendung der Mnemotechnik erschwert werden. Auf diese
Weise könnte untersucht werden, ob die Veränderungen im zentralen Bereich durch
Anwendung der Mnemotechnik erklärt werden können oder andere Ursachen haben,
die hier noch unklar sind.
5.2.3. Okzipital
Im okzipitalen Bereich dominiert in der induzierten Aktivität im Vortest die KG, im
Nachtest hingegen ﬁndet ein Wechsel der Aktivitätsdominanz hin zur MCI-Gruppe
statt. Besonders in E 3 weist im gesamten Zeitbereich die KG mehr Alpha- bis Be-
taaktivität auf als die MCI-Gruppe, was durch das Training relativiert wird. Hierfür
können die gleichen Erklärungen wie für die induzierte Aktivitätsänderungen im
frontalen Bereich herangezogen werden. Des Weiteren zeigte eine Untersuchung von
Tallon-Baudry et al. (1997, 1998), dass bei gesunden Erwachsenen etwa 280 ms nach
der Präsentation eines zu merkenden Stimulus induzierte Gammaaktivität im okzi-
pitalen Bereich auftritt. Hier muss hinzugefügt werden, dass Tallon-Baudry et al.
Oszillationen der Frequenz 20 - 80 Hz Gamma-Oszillationen nennen. Es wird ver-
mutet, dass diese Oszillationen für die Repräsentation des zu merkenden Objektes
stehen. Die Daten der vorliegenden Arbeit zeigen im Zeitbereich von 200-800 ms
eine stärkere Alpha- bis Betaaktivität (10 - 25 Hz). Somit könnten diese Oszillatio-
nen ähnlich wie bei Tallon-Baudry verantwortlich für die erfolgreiche Kodierung der
zu merkenden Objekte stehen, bzw. der noch immer zu sehenden Objekte. Es muss
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Stimulus entspricht. Die stärkere Aktivierung bei E 3 der KG könnte somit auch
für ein besseres „Einprägen“ der Stimuli stehen (siehe Verhaltensdaten). Dass dieser
Unterschied zwischen den Gruppen in E 1 nicht auftritt, könnte dadurch begründet
werden, dass bei dieser einfachen Bedingung die MCI-Gruppe der KG im „Einprä-
gen“ nicht nachsteht. Im Nachtest dominiert hingegen die MCI-Gruppe (zumindest
in den ersten beiden Zeitfenstern, 0-400 ms nach Erscheinen des Stimulus). Dies
könnte bedeuten, dass die KG nun weniger Aktivität als vorher benötigt um die
gleiche Anzahl an Objekten kodieren zu können. Dass die KG durch das Training
stark Alpha- und Betaaktivität reduziert, ist aus den Daten auch ersichtlich. Die
stärkere induzierte Aktivität der KG für E 1 im Nachtest kann hiermit allerdings
nicht erklärt werden.
Die MCI-Gruppe verändert ihre induzierte Aktivität im okzipitalen Bereich
kaum mit der Durchführung des Trainings. Da sie allerdings die Objekte besser
„einprägen“ können, hätte hier eine stärkere Aktivierung im Nachtest die vorheri-
gen Annahmen, dass eine stärkerer Aktivität mit der Kapazitäterhöhung korreliert,
untermauern können.
Gruber et al. (2002) beobachteten, dass Probanden beim mehrmaligen Be-
trachten des gleichen Bildes weniger induzierte Gammaaktivität aufweisen, als beim
Betrachten von unterschiedlichen Bilder (repetition priming). Diese reduzierte Gam-
maaktivität verteilte sich besonders über die posterioren Elektroden. Aufgrund des-
sen könnte man vermuten, dass bei mehrmaligem Betrachten desselben Objektes
(wenn auch nicht direkt hintereinander, sondern durch ein Training über Wochen)
die induzierte Gammaaktivität beider VP-Gruppen reduziert werden könnte. Aller-
dings ist dies für die MCI-Gruppe nicht ersichtlich und für die KG triﬀt es nur in E
3 zu. Es ist also fraglich, ob repetition priming auch bei der Betrachtung von sich
wiederholenden Objekte durch ein Training greift. In dem vorliegenden Fall konnte
dies nicht gezeigt werden.
5.3. Zusammenfassung
Mehrere Untersuchungen zeigen, dass nicht nur das junge, sondern auch das adul-
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bleiben muss. Dies bedeutet, dass die synaptische Plastizität nicht durch das Älter-
werden verloren geht (Verhaeghen et al., 2000), was durch neurophysiologische und
bildgebende Untersuchungen untermauert werden konnte (siehe oben). Die Qualität
der plastischen Veränderbarkeit im Gehirn ist jedoch nicht in allen Arealen gleich,
sondern es stehen z.B. im Sprachzentrum weniger plastische Mechanismen zur Verfü-
gung, als die dem Lang- oder gar Kurzzeitgedächtnis zugrunde liegenden Substraten
(Hippocampusformation, etc.) (Arendt, 2004). Die Fähigzeit des Lernens ist bei AD-
Patienten weit eingeschränkt und verschlechtert sich mit fortschreitendem Stadium
der Krankheit (Stam et al., 2003).
Inwieweit MCI-Patienten in ihrer Lernfähigkeit eingeschränkt sind ist noch
unklar. Studien unterscheiden sich hier oftmals in ihren Ergebnissen. Calero et al.
(2004) fanden z.B. dass MCI-Patienten noch immer lernfähig sind.
Auch in der vorliegenden Arbeit scheinen MCI-Patienten lernfähig zu sein, so
sprechen die Verhaltensdaten für eine Erhöhung der Gedächtniskapazität. Es wird
vermutet, dass gerade die induzierte Aktivität mit höheren kognitiven Funktionen
zusammenhängt (Tallon-Baudry et al., 1998; Bertrand et al., 2000; Koenig et al.,
2005). Ein mögliches Korrelat der induzierten Aktivität könnte also in der Gedächt-
niskapazität zu sehen sein. Der Unterschied der induzierten Aktivität zwischen den
Gruppen ist vor dem Training noch relativ hoch (KG stärker aktiviert als MCI-
Gruppe). Vor dem Training ist die Kapazität der MCI-Patienten niedriger als die
der KP. Dieser Unterschied wird durch ein Training allerdings kompensiert (sie-
he Verhaltensdaten). Zumindest scheint dies mit der Veränderung der induzierten
Aktivität im frontalen und zum Teil auch okzipitalen Bereich erklärbar. Mit dem
Training nimmt die induzierte Aktivität der KG frontal bei E 3 stark ab. Wenn dies
insofern für einen positiven Trainingseﬀekt steht, dass die KG weniger Neuronen be-
nötigt um das Arbeitsgedächtnisnetzwerk zu aktivieren, dann kann gesagt werden,
dass dieser Eﬀekt nicht bei der MCI-Gruppe zu ﬁnden ist. Allerdings könnte (wie
oben bereits beschrieben) die MCI-Gruppe insofern trainiert worden sein, dass sie
nun mehr Neurone (siehe E 1) aktivieren kann, um so eine höher Kapazität oder
Sicherheit beim Memorieren der Figuren zu erreichen.
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neurophysiologische Daten ältere Menschen in gesunde oder MCI-Patienten einge-
teilt werden können.
Des Weiteren lässt sich ebenfalls nicht sagen, ob ein Training bei einer der
beiden Gruppen eﬀektiver wirkt und ob diese Unterschiede möglicherweise auch
langfristig anhalten können.
Die Unterschiede in der evozierten Aktivität können keiner bestimmten Funk-
tion zugeordnet werden, auch hierfür können erst weitere Untersuchungen neue Er-
klärungsversuche liefern.
5.4. Ausblick
Insgesamt sollte es als Ziel gesehen werden, eine größere Zahl an Versuchspersonen,
sowohl aus der MCI-Gruppe als auch aus der Kontrollgruppe für diese Studie zu
gewinnen. Nur auf diese Weise kann erreicht werden, dass die Unterschiede zwischen
den einzelnen VP nicht größer sind, als zwischen den Gruppen selber. Weiterhin
sollten genauere Kriterien zur Einteilung der Probanden in KG und MCI-Patienten
hinzugefügt werden, wie beispielsweise der CERAD (Consortium to Establish a Re-
gistry for Alzheimer’s Disease), von dem der MMST einen Untertest darstellt. Auch
in der aktuellen Literatur ﬁndet man keine einheitliche Deﬁnition (siehe Abschnitt
1.2.2.) des Krankheitsbildes MCI. Es gibt Deﬁnitionsansätze, welche den Begriﬀ
des Mild Cognitive Impairment je nach Ausprägung der beeinträchtigten kogniti-
ven Funktion(en) in Subtypen der Erkrankung einteilen (amnestischer MCI-Typ,
multiple-domain-MCI, etc.). Es wird ebenfalls diskutiert, ob nicht ein erhöhtes Ri-
siko für bestimmte MCI-Subtypen besteht, an einer entsprechenden Unterform der
Demenz (AD, vaskuläre Demenz, Lewy-Körperchen-Demenz, etc.) zu erkranken. Ef-
fektiv wäre es, eine spezielle Subgruppe auszuwählen, um diese auf Trainingseﬀekte
zu untersuchen. Oder aber unterschiedliche Subtypen auszuwählen und diese auf
unterschiedlichen Trainingserfolg hin zu untersuchen.
Eine Längsschnittstudie wäre sinnvoll, um zu sehen, ob Unterschiede lang an-
haltend oder nur kurzfristig vorhanden sind. Zudem wäre ein einheitliches Training
für beide Gruppen notwendig, um Trainingseﬀekte durch ein zusätzliches Training
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werden, ob unterschiedliche Trainingseﬀekte der Gruppen nicht eventuell auch auf
das zusätzliche Training der KG mit den schweren Figuren zurückzuführen sind.
Auf Grund der Verhaltensdaten ist ersichtlich, dass die MCI-Gruppe durch das
Memorieren der einfachen Stimuli noch nicht an die Grenzen ihrer Gedächtniskapa-
zität angelangt ist. Ein weiterer denkbarer Schritt wäre es daher, die MCI-Gruppe
und KG das Paradigma der vorliegenden Arbeit ausschließlich mit schweren Figuren
durchführen zu lassen.
Des Weiteren könnte das Betrachten von anderen Phasen der DMTS-Aufgabe
dazu verhelfen, neuronale Oszillationen besser kognitiven Prozessen zuzuordnen. Die
bei der Enkodierung entstehende Aktivität, welche auch noch in der Delayphase wei-
ter fortbesteht, könnte z.B. darüber Auskunft geben, in welchen Bereichen des Ge-
hirns die Figuren weiter im „Gedächtnis“ behalten werden. Vermutlich wäre dies bei
visuellen Stimuli im okzipitalen Bereich, oder zusätzlich auch im zentralen Bereich
durch die Anwendung von Mnemotechniken.
Wie in anderen Studien berichtet, scheint ein fronto-parietales Netzwerk für
die Oszillationen im okzipitalen Bereich verantwortlich zu sein. Um dies genauer zu
untersuchen, sollten die ROI um den parietalen Bereich ergänzt werden, falls die
entsprechenden Elektroden nicht zu sehr von starkem Rauschen überlagert sind.
Des Weiteren könnte eine Kontrollbedingung eingeführt werden, bei der die
Probanden Stimuli gezeigt bekommen, diese aber nicht im Gedächtnis behalten müs-
sen. Auf diese Weise kann überprüft werden, welche Aktivierung durch den kogniti-
ven Prozess des Gedächtnisses verknüpft sind und welche durch mit der sensorischen
Verarbeitung des Reizes.
Auch ein Vergleich des Ruhe-EEGs beider Gruppen könnte durchgeführt wer-
den, um zu sehen, ob die Gruppen sich bereits ohne kognitive Anstrengung im EEG
unterscheiden.
Veränderungen des Untersuchungsraums in dem die Versuche, der vorliegenden
Arbeit, stattfanden, könnten auf unterschiedliche Weise zu besseren Messergebnis-
sen führen. Zum einen könnte der Raum besser elektromagnetisch isoliert werden.
Durch Verwendung eines Faraday-Käﬁgs können störende elektrische Felder weit-
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aufgestellt werden, um weitere Störung im Inneren zu verhindern. Zu einer weite-
ren Verbesserung könnte das Entfernen jeglicher Leuchtstoﬀröhren aus dem Raum
führen. Ideal wäre eine Gleichstromversorgung aller notwenigen elektrischen Gerä-
te in Umgebung, möglichst auch in den Nachbarzimmern. Dies alles ist allerdings
relativ kostspielig und muss somit gründlich durchdacht werden. Eine günstige Mög-
lichkeit eines Faraday-Käﬁgs könnten aluminiumverkleidete Wände darstellen (siehe
Abschnitt 2.4.2.).
Die erhobenen Daten könnten mit einer zusätzlichen Zeit-Frequenz-Analyseme-
thode bearbeitet werden, was weitere Aussagen über die Methodensensitivität gene-
rieren würde. Eine mögliche Alternative wäre eine Wavelet-Analyse. Auch diese wird
heute von mehreren Laboratorien für Neurophysiologie für Zeit-Frequenz-Analysen
von EEG-Daten angewendet. Sie hat den Vorteil, dass die Länge der Fensterung
nicht gleich bleibt (wie bei der gefensterten FFT), sondern sich der transformierten
Funktion in Abhängigkeit der Frequenz anpasst. Auf diese Weise kann eine besse-
re Zeit-Frequenz-Auﬂösung erreicht werden. Der Unterschied zwischen Ergebnissen
verschiedener Zeit-Frequenz-Analysen sollte allerdings nicht sehr groß sein.
Auf Grund der begrenzten räumlichen Auﬂösung, die mit der Elektroenzepha-
lographie erreicht wird, gibt es Modellversuche die Quelle der Aktivität, die an der
Oberﬂäche des Schädels registriert wird, im Gehirn zu rekonstruieren. Man gibt da-
bei die Anzahl der zu erwarteten Dipole (Quellen) an. Algorithmen, die mittlerweile
auch in einigen (wenigen) Programmen wie „BESA - Brain Electrical Source Analy-
sis“ implementiert sind, berechnen die bestmöglichen Platzierungen dieser Quellen
so, dass der größte Teil der gemessenen Aktivität durch diese beschrieben werden
kann. Die Platzierungen der Quellen können anschließend mit Daten aus der funk-
tionellen Kernspintomographie (fMRT) verglichen werden. Wie in der Einleitung
erwähnt, hat die fMRT eine besonders hohe räumliche Auﬂösung. Hiermit ist somit
sehr gut zu erkennen, wo einzelne Quellen, die bei kognitiven Prozessen aktiv sind,
lokalisiert sind. Unklar jedoch ist, in welcher Form genau neuronale Oszillationen
mit dem beim fMRT gemessenen BOLD-Signal in Verbindung stehen.6. Danksagung
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δ(t): Dirac-Funktion
ωs: Abtastrate
AD: Alzheimer Demenz
AG: Arbeitsgedächtnis
BESA: Brain Electrical Source Analysis
BOLD-Signal: Blood-oxygen-level-dependent-Signal
CMMR: common-mode-rejection-ratio
DFT: diskrete Fourier-Transformation
DMTS: Delayed-matching-to-sample
DSM-IV: Diagnostic and Statistical Manual of Mental Disorders-IV
E 1, 2, 3: Load 1, 2, 3 mit den einfachen Stimuli
EEG: Elektroenzephalographie, Elektroenzephalogramm
EKG: Elektrokardiographie, Elektrokardiogramm
EMG: Elektromyographie, Elektromyogramm
EOG: Elektrookulographie, Elektrookulogramm
FFT: Fast-Fourier-Transformation
fMRT: funktionelle Magnetresonanztomographie, auch funktionelle Kernspintomo-
graphie genannt
FR: Fourier-Reihe
FT: Fourier-Transformation
ICA: Independent Component Analysis9. Abkürzungsverzeichnis 112
ICD-10: International Classiﬁcation of Diseases-10
ISI-Interstimulus-Intervall
ITI: Intertrial-Intervall
j: komplexe Einheit
KG: Kontrollgruppe
KP: Kontrollproband
KZG: Kurzzeitgedächtnis
LZG: Langzeitgedächntnis
MCI: Mild Cognitive Impairment
MMST: Mini-Mental-State-Test
NINCDS-ADRDA: National Institute of Neurological and Communicative Disor-
ders and Stroke
P: Patient
PCA: Principal Component Analysis
ROI: regions of interests
S 1, 2, 3: Load 1, 2, 3 mit den schweren Stimuli
SPR: skin potential reaction
Stabwn: Standardabweichung
VEOG: vertikales EOG
VP: VersuchspersonA. Anhang
A.1. Statistik der Verhaltensdaten
Reaktionszeit Fehlerrate Reaktionszeit Fehlerrate
alle VP E 1 E 1 E 3 E 3
Z -1,988 -2,533 -0,663 -2,687
p (AS (2-seitig)) 0,047 0,011 0,508 0,007
MCI-Gruppe
Z -0,944 -2,032 -0,135 -2,032
p (AS (2-seitig)) 0,345 0,042 0,893 0,042
KG
Z -1,753 -1,604 -0,944 -1,841
p (AS (2-seitig)) 0,080 0,109 0,345 0,066
Tabelle A. 1: Wilcoxon-Test EEG Vor- und Nachtest im Vergleich
Bedingung Alle VP KG MCI-Gruppe
E 1 Vortest Mittelwert 8,0 5,6 10,4
Stabw 6,9 5,6 7,3
E 3 Vortest Mittelwert 12,6 9,2 16,0
Stabw 6,5 3,7 6,8
E 1 Nachtest Mittelwert 2,6 0,8 4,4
Stabw 3,5 1,0 4,1
E 3 Nachtest Mittelwert 5,6 2,4 8,8
Stabw 6,3 2,3 7,3
Tabelle A. 2: Fehlerraten und Standardabweichungen in % im EEG Vor- und NachtestA. Anhang II
Bedingung Alle VP KG MCI-Gruppe
E 1 Vortest Mittelwert 1129,95 1147,80 1112,10
Stabw 296,97 324,39 265,54
E 3 Vortest Mittelwert 1393,60 1396,60 1390,60
Stabw 295,35 307,39 282,76
E 1 Nachtest Mittelwert 1003,70 947,20 1060,20
Stabw 242,80 224,73 247,02
E 3 Nachtest Mittelwert 1350,00 1318,30 1381,70
Stabw 349,45 273,30 409,29
Tabelle A. 3: Reaktionszeiten und Standardabweichungen in ms im EEG Vor- und
NachtestA. Anhang III
1. Woche 2. Woche 3. Woche 4. Woche
alle VP
E 1 Mittelwert 7,4 2,7 3,2 1,9
Stabwn 5,4 3,3 2,4 2,0
E 2 Mittelwert 5,2 3,4 2,4 1,7
Stabwn 5,3 2,0 2,5 2,1
E 3 Mittelwert 7,3 5,3 4,7 3,9
Stabwn 5,2 5,5 6,0 3,8
KG
E 1 Mittelwert 5,4 2,8 3,4 2,2
Stabwn 3,8 2,8 2,8 1,9
E 2 Mittelwert 3,2 3,2 1,0 0,4
Stabwn 3,1 2,5 1,3 0,8
E 3 Mittelwert 5,0 4,0 1,2 0,8
Stabwn 5,0 3,4 1,0 1,0
S 1 Mittelwert 12,0 10,6 12,6 5,6
Stabwn 4,4 5,2 7,4 4,6
S 2 Mittelwert 23,0 19,4 15,2 10,2
Stabwn 12,9 12,6 12,4 6,6
S 3 Mittelwert 27,2 19,8 14,0 15,0
Stabwn 10,8 10,1 7,3 9,7
MCI-Gruppe
E 1 Mittelwert 9,4 2,6 3,0 1,6
Stabwn 6,1 3,8 1,9 2,1
E 2 Mittelwert 7,2 3,6 3,8 3,0
Stabwn 6,3 1,2 2,6 2,3
E 3 Mittelwert 9,6 6,6 8,2 7,0
Stabwn 4,3 6,8 6,9 3,0
Tabelle A. 4: Fehlerraten und Standardabweichungen in % im TrainingA. Anhang IV
1. Woche 2. Woche 3. Woche 4. Woche
alle VP
E 1 Mittelwert 1382,12 1486,84 1493,24 1456,05
Stabwn 292,30 279,94 353,40 338,19
E 2 Mittelwert 1454,26 1596,26 1524,80 1580,20
Stabwn 325,95 387,25 314,42 298,09
E 3 Mittelwert 1651,78 1648,98 1640,67 1573,72
Stabwn 412,60 348,92 374,16 354,73
KG
E 1 Mittelwert 1407,24 1435,89 1492,28 1421,71
Stabwn 360,99 249,32 380,60 352,28
E 2 Mittelwert 1410,11 1590,32 1537,60 1612,20
Stabwn 272,04 390,14 287,35 222,62
E 3 Mittelwert 1626,37 1626,37 1645,74 1612,45
Stabwn 331,05 330,11 373,54 390,68
S 1 Mittelwert 1756,52 1694,34 1815,46 1831,24
Stabwn 489,12 201,65 199,06 251,49
S 2 Mittelwert 1968,58 1983,45 1911,64 1937,52
Stabwn 493,06 288,90 234,57 274,13
S 3 Mittelwert 2273,46 1981,43 2048,41 2049,33
Stabwn 783,09 229,04 291,08 299,22
MCI-Gruppe
E 1 Mittelwert 1357,00 1537,80 1494,20 1490,40
Stabwn 198,25 298,96 323,92 319,83
E 2 Mittelwert 1498,40 1602,20 1512,00 1548,20
Stabwn 366,86 384,25 338,86 355,12
E 3 Mittelwert 1677,20 1671,60 1635,60 1535,00
Stabwn 479,16 365,37 374,70 309,89
Tabelle A. 5: Reaktionszeiten und Standardabweichungen in ms im TrainingA. Anhang V
Vergleichsbedingung Z p (ES [2*(1-seitigige Signiﬁkanz)])
E 1 Vortest -1,167 0,310
E 3 Vortest -1,681 0,095
E 1 Nachtest -1,230 0,310
E 3 Nachtest -1,591 0,151
Tabelle A. 6: U-Test Fehlerraten im EEG Vor- und Nachtest der KG und MCI-Gruppe
im Vergleich, ES: Exakte Signiﬁkanz
Vergleichsbedingung Z p (ES [2*(1-seitigige Signiﬁkanz)])
E 1 Vortest -0,313 0,841
E 3 Vortest -0,104 1,000
E 1 Nachtest -0,940 0,421
E 3 Nachtest -0,104 1,000
Tabelle A. 7: U-Test Reaktionszeiten im EEG Vor- und Nachtest der KG und
MCI-Gruppe im Vergleich, ES: Exakte Signiﬁkanz
Woche Vergleichsbedingung Z p (ES [2*(1-seitigige Signiﬁkanz)])
1. Woche E 1 -0,838 0,421
E 2 -0,964 0,421
E 3 -1,490 0,151
2. Woche E 1 -0,216 0,841
E 2 -0,537 0,690
E 3 -0,532 0,690
3. Woche E 1 0,000 1,000
E 2 -1,747 0,095
E 3 -1,820 0,095
4. Woche E 1 -0,454 0,690
E 2 -2,019 0,056
E 3 -2,652 0,008
Tabelle A. 8: U-Test Fehlerraten der KG und MCI-Gruppe im Training im Vergleich,
ES: Exakte SigniﬁkanzA. Anhang VI
Woche Vergleichsbedingung Z p (ES [2*(1-seitigige Signiﬁkanz)])
1. Woche E 1 -0,522 0,690
E 2 -0,522 0,690
E 3 -0,104 1,000
2. Woche E 1 -0,731 0,548
E 2 -0,104 1,000
E 3 -0,104 1,000
3. Woche E 1 -0,313 0,841
E 2 -0,104 1,000
E 3 -0,313 0,841
4. Woche E 1 -0,104 1,000
E 2 -0,731 0,548
E 3 -0,522 0,690
Tabelle A. 9: U-Test Reaktionszeiten der KG und MCI-Gruppe im Training im
Vergleich, ES: Exakte Signiﬁkanz
E 1 E 2 E 3 S 1 S 2 S 3
alle VP
χ2 12,034 6,106 4,012
p (AS) 0,007 0,107 0,260
MCI-Gruppe
χ2 7,533 1,696 2,234
p (AS) 0,057 0,638 0,525
KG
χ2 4,909 6,231 9,923 8,250 8,878 7,250
p (AS) 0,179 0,101 0,019 0,041 0,031 0,064
Tabelle A. 10: Untersuchung eines Trainingseﬀektes der vier Wochen bzgl. der
Fehlerraten mit Friedmann-Test AS: Asymptotische SigniﬁkanzA. Anhang VII
E 1 E 2 E 3 S 1 S 2 S 3
alle VP
χ2 4,320 3,510 2,160
p (AS) 0,229 0,332 0,540
MCI-Gruppe
χ2 3,480 4,440 3,480
p (AS) 0,323 0,218 0,323
KG
χ2 3,480 5,400 0,600 3,480 1,080 1,560
p (AS) 0,323 0,145 0,896 0,323 0,782 0,668
Tabelle A. 11: Untersuchung eines Trainingseﬀektes der vier Wochen bzgl. der
Reaktionszeiten mit Friedmann-Test, AS: Asymptotische Signiﬁkanz
Bedingung Vortest 1 Vortest 2
E 1 Mittelwert 8,9 8,3
Stabwn 14,3 15,1
E 3 Mittelwert 6,8 7,8
Stabwn 9,3 9,8
Tabelle A. 12: Gegenüberstellung der Fehlerraten in % aus Vortest 1 und Vortest 2
Bedingungen Vortest 1 Vortest 2
E1 Mittelwert 663,24 1149
Stabwn 778,2 1398,57
E3 Mittelwert 283,48 278,44
Stabwn 290,41 458,06
Tabelle A. 13: Gegenüberstellung der Reaktionszeiten in ms aus Vortest 1 und Vortest 2A. Anhang VIII
E 1 Reaktions- E 1 Fehler- E 3 Reaktions- E 3 Fehler-
zeiten raten zeiten raten
Z -1,859 -0,365 -1,014 -0,314
p (AS (2-seitig)) 0,063 0,715 0,310 0,753
Tabelle A. 14: Vortest 1 und Vortest 2 verglichen durch Wilcoxon-Test, AS:
Asymptotische Signiﬁkanz
Reaktionszeiten Fehlerrate Reaktionszeiten Fehlerrate
Vortest Vortest Nachtest Nachtest
alle VP
Z -2,803 -2,048 -2,803 -2,154
p (AS (2-seitig)) 0,005 0,041 0,005 0,031
KG
Z -2,023 -1,084 -2,023 -1,134
p (AS (2-seitig)) 0,043 0,279 0,043 0,257
MCI-Gruppe
Z -2,023 -2,032 -2,023 -1,841
p (AS (2-seitig)) 0,043 0,042 0,043 0,066
Tabelle A. 15: Load-Eﬀekt im EEG Vor- und NachtestA. Anhang IX
A.2. Amplitudenwerte der FFT
Vortest NachtestA. Anhang X
Vortest NachtestA. Anhang XI
Vortest NachtestA. Anhang XII
Vortest NachtestA. Anhang XIII
Vortest NachtestA. Anhang XIV
Vortest NachtestA. Anhang XV
Vortest NachtestA. Anhang XVI
Vortest NachtestA. Anhang XVII
Vortest NachtestA. Anhang XVIII
A.3. Statistik der EEG-Daten
A.3.1. Vortest und Nachtest im Vergleich
KG MCI-Gruppe
rot: signiﬁkant höhere Aktivität im Vortest,
blau: signiﬁkant höhere Aktivität im Nachtest,
grün: kein signiﬁkanter Unterschied zwischen Vor- und NachtestA. Anhang XIX
KG MCI-Gruppe
rot: signiﬁkant höhere Aktivität im Vortest,
blau: signiﬁkant höhere Aktivität im Nachtest,
grün: kein signiﬁkanter Unterschied zwischen Vor- und NachtestA. Anhang XX
KG MCI-Gruppe
rot: signiﬁkant höhere Aktivität im Vortest,
blau: signiﬁkant höhere Aktivität im Nachtest,
grün: kein signiﬁkanter Unterschied zwischen Vor- und NachtestA. Anhang XXI
KG MCI-Gruppe
rot: signiﬁkant höhere Aktivität im Vortest,
blau: signiﬁkant höhere Aktivität im Nachtest,
grün: kein signiﬁkanter Unterschied zwischen Vor- und NachtestA. Anhang XXII
A.3.2. Kontrollgruppe und MCI-Gruppe im Vergleich
Vortest Nachtest
rot: signiﬁkant höhere Aktivität bei der KG,
blau: signiﬁkant höhere Aktivität bei der MCI-Gruppe,
grün: kein signiﬁkanter Unterschied zwischen KG und MCI-GruppeA. Anhang XXIII
Vortest Nachtest
rot: signiﬁkant höhere Aktivität bei der KG,
blau: signiﬁkant höhere Aktivität bei der MCI-Gruppe,
grün: kein signiﬁkanter Unterschied zwischen KG und MCI-GruppeA. Anhang XXIV
Vortest Nachtest
rot: signiﬁkant höhere Aktivität bei der KG,
blau: signiﬁkant höhere Aktivität bei der MCI-Gruppe,
grün: kein signiﬁkanter Unterschied zwischen KG und MCI-GruppeA. Anhang XXV
Vortest Nachtest
rot: signiﬁkant höhere Aktivität bei der KG,
blau: signiﬁkant höhere Aktivität bei der MCI-Gruppe,
grün: kein signiﬁkanter Unterschied zwischen KG und MCI-Gruppe