Graph Convolutional Networks (GCNs) are powerful models for learning representations of attributed graphs.To scale GCNs to large graphs, state-of-the-art methods use various layer sampling techniques to alleviate the "neighbor explosion" problem during minibatch training. Here we propose GraphSAINT, a graph sampling based inductive learning method that improves training efficiency in a fundamentally different way. By a change of perspective, GraphSAINT constructs minibatches by sampling the training graph, rather than the nodes or edges across GCN layers. Each iteration, a complete GCN is built from the properly sampled subgraph. Thus, we ensure fixed number of well-connected nodes in all layers. We further propose normalization technique to eliminate bias, and sampling algorithms for variance reduction. Importantly, we can decouple the sampling process from the forward and backward propagation of training, and extend GraphSAINT with other graph samplers and GCN variants. Comparing with strong baselines using layer sampling, GraphSAINT demonstrates superior performance in both accuracy and training time on four large graphs.
Introduction
Recently, representation learning on graphs has attracted much attention, since it greatly facilitates tasks such as classification and clustering [30, 4] . Current works on Graph Convolutional Networks (GCNs) [14, 6, 9, 18, 5] mostly focus on shallow models (2 layers) on relatively small graphs. Scaling GCNs to larger datasets and deeper layers still requires fast alternate training methods.
In a GCN, the data that need to be gathered for one output node comes from its neighbors in the previous layer. Each of these neighbors in turn, gathers its output from the previous layer, and so on. It is easy to see that the deeper we back track, the more multi-hop neighbors we need to support the computation of the root. The number of support nodes (and thus the training time) can grow exponentially with the GCN depth. To mitigate such "neighbor explosion", state-of-the-art methods [14, 6, 5, 33, 18] use various layer sampling techniques. The works in [14, 33, 5] ensure that only a small number of neighbors (typically from 2 to 50) are selected by one node in the next layer. The works in [6, 18] further propose samplers that ensure a fixed number of samples in all layers, which potentially restricts the neighbor expansion factor to 1. While these methods significantly speed up training, they still face various challenges in scalability, accuracy and training complexity.
Present work We present GraphSAINT (Graph SAmpling based INductive learning meThod), an approach for efficient training of deep GCNs. GraphSAINT is developed from a fundamentally different way of minibatch construction. Instead of building a GCN on the complete training graph and then sampling across the layers, we sample the training graph first and then build a full GCN on the subgraph. Our minibatches are thus graph sampling based. Naturally, GraphSAINT resolves the challenge of "neighbor explosion" in training, since every GCN we build from the minibatch is a small and complete one. To ensure high training accuracy, proper graph samplers need to be developed. Intuitively, nodes having strong influence on each other should be selected in the same subgraph. This way, when propagating through the GCN layers, the sampled nodes can "support" each other without gathering information from outside the batch. Through insights gathered from theoretical analysis, we propose several simple graph samplers that lead to fast and highly accurate training. Accompanied with the graph sampling idea, we also develop normalization and variance reduction techniques to further improve training quality. Experiments demonstrate that GraphSAINT achieves highest accuracy in shortest training time, compared with several strong baselines on four large graphs. On the Reddit dataset, we achieve 9× training time reduction with higher accuracy.
Related Work
A neural network model that extends convolution operation to graph domain is first proposed by the pioneer work in [3] . The works in [20, 8] further speed up graph convolution computation by fast localized filters based on Chebyshev expansion. They target relatively small datasets and thus the training proceeds in full batch. In order to scale GCNs to large graphs, layer sampling techniques [14, 6, 33, 5, 9, 18] have been proposed for efficient minibatch training. All of them follow the three meta steps: 1. Construct a complete GCN on the full training graph. 2. Sample nodes or edges of each layer to construct minibatches. 3. Propagate forward and backward among the sampled GCN. Steps (2) and (3) proceed iteratively to update the weights via stochastic gradient descent. The layer sampling algorithm proposed by GraphSAGE [14] performs uniform node sampling on the neighbors lying in the previous layer. It enforces a pre-defined budget on sampled neighbors, so as to bound the complexity of minibatch execution. The work in [33] enhances the layer sampler of [14] by introducing an importance score to each neighbor node. The algorithm presumably leads to less information loss due to its preference towards influential neighbors. To further restrict the neighborhood size of deep layers, [5] requires only two neighbors to support the computation of next layer activations. The idea is to use the historical activations in the previous layer to avoid redundant re-evaluation. FastGCN [6] performs sampling from another perspective. Instead of tracking down the inter-layer connections to construct minibatches, node sampling is performed independently for each layer. They apply importance sampling for explicit variance reduction, and remarkably, their method leads to constant number of samples in all layers. However, their minibatches potentially become too sparse to achieve high accuracy. The work in [18] improves [6] by adding an additional sampling neural network. It ensures high accuracy as well as constant neighborhood size, since sampling is conditioned on the selected nodes in the next layer. Significant overhead may be incurred due to the complicated sampling mechanism and the extra sampler parameters to be learned. In addition, the work in [35] proposes a subgraph based training algorithm that is scalable with respect to GCN depth, and also highly parallelizable on multi-core machines. More recent work [7] builds minibatches based on (topological) clusters of the training graph, and shows the effectiveness of their algorithm on deep models. While the subgraph based methods [35, 7] empirically demonstrate high node classification accuracy, their minibatches inherently result in biased estimation of the full batch loss. Thus, more analysis may be required to understand their convergence property.
Another line of research focuses on improving GCN model capacity. Applying the attention mechanism on graphs, GAT [29] better captures neighbor features by adjusting edge weights. [21] combines PageRank with GCNs to enable efficient information propagation from many hops away. To develop deeper GCN models, the "skip-connection" idea is borrowed from CNNs [15] into the GCN context [18, 9, 31] . In particular, JK-Net [31] demonstrates significant accuracy improvement on GCNs with more than two layers. It should be noted, however, that JK-Net [31] follows the same sampling strategy as GraphSAGE [14] . Thus, its training cost is still high due to neighbor explosion. In addition to the above works that provide inter-layer shortcut connection, high order graph convolutional layers [36, 22, 2] have also been used to help propagate long-distance features. With the numerous GCN variants developed, it still remains a question how to train these models efficiently via minibatches.
Proposed Method: GraphSAINT
Graph sampling based method is motivated by its resolution of "neighbor explosion" in minibatch training. We analyze in detail the bias (Section 3.2) and variance (Section 3.3) introduced by graph sampling, and thus, recommend feasible sampling algorithms (Section 3.4). We also demonstrate the general applicability of GraphSAINT to other models, and differentiate ourselves with existing layer sampling based methods in several ways (Section 4).
Below we define the problem of interest and the corresponding notations. A GCN learns representation of an un-directed, attributed graph G (V, E), where each node v ∈ V has a length-f attribute x v . Let A be the adjacency matrix and A be the normalized one (i.e., A = D −1 A, and D is the diagonal degree matrix). Let the dimension of layer-ℓ input activation be f (ℓ) . The activation
, and the weight matrix is
v . Propagation rule of a layer is defined as follows:
where A v,u is a scalar, taking an element of A, and σ (·) is the activation function (e.g., ReLU).
Note that in the following sections, we use subscript "s" to denote a parameter of the sampled graph.
GCNs can be applied under inductive as well as transductive settings. While GraphSAINT is applicable to both, in this paper, we focus on inductive learning. It has been shown that inductive learning is especially difficult [14] -during training, neither the attributes nor the connections of the test nodes are present. Thus, an inductive GCN model has to generalize to completely unseen graphs. GraphSAINT follows the design philosophy of directly sampling the training graph G, rather than the corresponding GCN. Intuitively, using proper graph sampling algorithms, we can extract small representative subgraphs from the large training graph, such that accurate node embedding can be obtained by propagating information within the subgraphs. Figure 1 and Algorithm 1 illustrate the overall training algorithm. Before training starts, we perform light weight pre-processing on G with the given sampler SAMPLE. The pre-processing estimates the probability of a node v ∈ V and an edge e ∈ E being sampled by SAMPLE. Such probability is later used to normalize the subgraph neighbor aggregation and the minibatch loss (Section 3. 
GCN construction on G s .
5:
Backward propagation from λ-normalized loss L (y v , y v ). Update weights. 7: end for embedding for every v ∈ V s . We calculate loss by regarding every v ∈ V s as the minibatch node. In Algorithm 1, node representation is learned by performing node classification in the supervised setting, and each training node v comes with a ground truth label y v .
One would naturally wonder how to design the function SAMPLE. Intuitively, there are two requirements: 1. Nodes that have high influence on each other should be sampled in the same subgraph. 2. Each edge should have non-negligible probability to be sampled. For requirement (1) , an ideal SAMPLE would consider the joint information from node connections as well as attributes. However, the resulting algorithm may have high complexity as it would need to infer the relationships between features. For simplicity, it is reasonable to define "influence" from the graph connectivity perspective and design topology based samplers. Requirement (2) leads to better generalization since the neural net can explore the whole feature and label space without high sample complexity.
Normalization
A sampler that preserves connectivity characteristic of G will almost inevitably introduce bias into minibatch estimation. Below we present normalization techniques to eliminate biases. Analysis of the whole multi-layer GCN is difficult due to non-linear activations. Thus, we analyze the embedding of each layer independently. Consider a layer-(ℓ + 1) node v and a layer-ℓ node u. If v is sampled (i.e., v ∈ V s ), we can compute the aggregated feature of v as:
u , and ½ u|v ∈ {0, 1} is the indicator function given that v is in the subgraph (i.e.,
that α u,v is a constant that we refer to as aggregator normalization.
Define p u,v = p v,u as the probability of an edge (u, v) ∈ E being sampled in a subgraph, and p v as the probability of a node v ∈ V being sampled in a subgraph. Then,
Further, let L v be the loss on v in the output layer. The minibatch loss is calculated as L batch = v∈Gs L v /λ v , where λ v is a constant that we term loss normalization. We set λ v = |V| · p v so that:
Feature propagation within subgraphs thus requires normalization factors α and λ, which are computed based on the edge and node probability p u,v , p v . In the case of random node or random edge samplers, p u,v and p v can be derived analytically. For other samplers in general, closed form expression is hard to obtain. Thus, we perform pre-processing for estimation. Before training starts, we run the sampler repeatedly to obtain a set of N subgraphs G. We setup a counter C v and C u,v for each v ∈ V and (u, v) ∈ E, to count the number of times the node or edge appears in the subgraphs of G. Then we set
Cv and λ v = Cv N . The subgraphs G s ∈ G can all be reused as minibatches during training. Thus, the overhead of pre-processing is small (see Section 5.2).
Variance
We derive samplers for variance reduction. Let e be the edge connecting u, v, and b
v is small. With this objective, we define:
where ½ e = 1 if e ∈ E s ; ½ e = 0 if e ∈ E s . And
in the first equality is present so that ζ is an unbiased estimator of the sum of all node aggregations at all layers:
e = ½ e , ∀ℓ, as once an edge is present in the sampled graph, it is present in all layers of our GCN.
Below we define the optimal edge sampler to minimize the variance of ζ. We restrict ourselves to independent edge sampling. For each e ∈ E, we make independent decision on whether it should be included in G s or not. The probability of including e is p e . We further constrain p e = m, so that the expected number of sampled edges equals to m. The budget m is a given sampling parameter. Theorem 3.2. Under independent edge sampling of budget m, the optimal edge probabilities for minimizing the variance of ζ is given by
To prove Theorem 3.2, we make use of the independence among graph edges, and the dependence among layer edges to obtain the covariance of ½ (ℓ)
e . Then using the fact that sum of p e is a constant, we use the Cauchy-Schwarz inequality to derive the optimal p e . Details are in Appendix A.
Note that calculating b , which increases the complexity of sampling. As a reasonable simplification, we ignorex (ℓ) v to make the edge probability dependent on the graph only. Therefore, we choose
The derived optimal edge sampler agrees with the intuition in Section 3.1. If two nodes u, v are connected and they have few neighbors, then u and v are likely to be influential to each other. In this case, the edge probability p u,v = p v,u should be high. The above analysis on edge samplers also inspires us to design other samplers, which are presented in Section 3.4.
Remark We can also apply the above edge sampler to perform layer sampling. Under the independent layer sampling assumption of [6] , one would sample a connection u (ℓ) , v (ℓ+1) with probability p
For simplicity, assume a uniform degree graph (of degree d). Then p e = p. For an already sampled u (ℓ) to connect to layer ℓ + 1, at least one of its edges has to be selected by the layer ℓ + 1 sampler. Clearly, the probability of an input layer node to "survive" the L number of independent sampling process is 1
. Such layer sampler potentially returns an overly sparse minibatch for L > 1. On the other hand, connectivity within a minibatch of GraphSAINT never drops with GCN depth. If an edge is present in layer ℓ, it is present in all layers.
Samplers
Below we describe several simple and efficient samplers that GraphSAINT has integrated.
Random node sampler Each time, we sample |V s | nodes from V randomly, according to a node
. This sampler is similar to the layer sampler in [6] .
Random edge sampler We perform edge sampling as described in Section 3.3.
Random walk based samplers
Another way to analyze graph sampling based multi-layer GCN is to ignore activations. In that case, L layers can be represented as a single layer with edge weights given by B = A L . Following a similar approach as Section 3.3, if it were possible to pick pairs of nodes independently with probability p
It can be observed that B u,v is the probability of a random walk to start at u and end at v in L hops, and B v,u vice-versa. Even though it is not possible to sample a subgraph where such pairs of nodes are independently selected, we still consider a random walk sampler with walk length L as a good candidate sampler for L-layer GCNs. There are many random walk based samplers in the literature [26, 23, 17, 24] . In the experiments, we implement a regular random walk sampler (with r root nodes selected uniformly at random and each walker goes h hops), and also a multi-dimensional random walk sampler [26] .
For all the above samplers, we return the subgraph induced from the sampled nodes. The induction step adds more edges into the subgraph, and empirically helps improve accuracy. Detailed sampling algorithms are listed in Appendix B.
Discussion
Extensions GraphSAINT can be extended in various ways. One natural extension is to integrate other samplers based on the graph characteristics. More importantly, the idea of training by graph sampling is applicable to many GCN variants. To support attention mechanism [29] , while explicit variance reduction is hard due to the dynamically updated attention values, it is still reasonable to apply attention within the subgraphs which are representatives of the full graph. The loss and aggregator normalizations are also applicable with attention. To support high order layers [36, 22, 2] , skip-connection [15, 18, 31] or even more complicated networks such as [34] , it is sufficient to replace the full adjacency matrix A with the one for the subgraph A s to perform layer propagation.
Comparison GraphSAINT differentiates itself from other layer sampling based methods. Graph sampling naturally leads to: 1. constant neighborhood size in all layers, 2. good inter-layer connectivity among minibatch nodes, and 3. small training overhead introduced by sampling. Point (1) improves training efficiency and scalability by resolving "neighbor explosion" in [14, 5, 33] . Point (2) improves accuracy and robustness on sparse graphs and deep nets by avoiding the overly sparse minibatches of [6] (see Section 3.3). Point (3) reduces training time by decreasing the number of sampler invocations (compared with [6, 18] ), and the cost of each invocation (compared with [18] ).
Experiments
Setup We conduct experiments under the inductive, supervised learning setting. As shown in Table 1 , we evaluate four large graph datasets. 1. Protein-Protein Interaction (PPI) graph [27] : The features correspond to positional gene sets, motif gene sets and immunological signatures [37] . The labels are gene ontology sets. 2. Flickr graph [28]: A node represents an image on Flickr, and an edge presents if the nodes share the same location, gallery, etc. Node features contain the bag of words representation of the image description. The labels categorize the type of the image (such as portrait or nature scene). 3. Reddit graph [27] : A node represents a post on Reddit, and an edge is formed if the nodes shared a common user in their comments. The node features are the concatenation of word vectors of their title and comments. The labels are the community (on Reddit) of the posts. 4. Yelp graph [32] : A node represents a user of Yelp. An edge represents friendship. The node features are word embeddings from the user reviews. The labels indicate the types of businesses that the user has reviewed. All four datasets follow "fixed-partition" splits. Appendix C.2 includes further details.
We implement graph samplers in Python and the training algorithm in Tensorflow [1] (opensourced * ). We run experiments on a NVIDIA Tesla P100 GPU (see Appendix C.1 for hardware specification). * https://github.com/GraphSAINT/GraphSAINT ). For GraphSAINT, we implement the graph samplers described in Section 3.4. In Table 2 , "Node" stands for random node sampler; "Edge" stands for random edge sampler; "RW" stands for random walk sampler; "MRW" stands for multi-dimensional random walk sampler. The corresponding edge or node probability is specified in Section 3.4.
All results in Table 2 are based on 2-layer GCN models (for [14] , we use GraphSAGE-mean). Given a dataset, we keep the hidden dimensions the same for all baselines and GraphSAINT. Testing and validation accuracy (F1-micro score) are all obtained by running the full GCN without any sampling. We use batch size of 512 for [20, 14, 18] , 1000 for [5] , and 400 for [6] . For GraphSAINT, batch size (i.e., subgraph size) depends on the specific sampler. See Appendix E for graph sampler parameters, and additional experiments on evaluating the baselines with larger batch size. The "Time" in Table  2 measures training time until termination (specifically, GPU execution time for [20, 14, 5, 18] and GraphSAINT; CPU execution time for [6] ). We exclude the time for data loading, pre-processing and Tensorflow model saving. See Section 3.4 for discussion on pre-processing cost. Accuracy and training time From Table 2 , clearly, with appropriate graph samplers, GraphSAINT quickly achieves the highest accuracy on all datasets. GraphSAINT achieves significantly better accuracy than FastGCN [6] due to better inter-layer connectivity among minibatch nodes. GraphSAINT achieves orders of magnitude reduction in training time than AS-GCN [18] due to the extremely light-weight sampling process. Note that for "GraphSAINT-Node", we use the same node probability as FastGCN. Thus, the accuracy improvement is mainly due to the switching from layer sampling to graph sampling. For the other two baselines [14, 5] , their sampled neighborhood sizes potentially grow exponentially with the GCN depth. Compared with GraphSAGE [14] , GraphSAINT using any of the four samplers achieves significantly higher accuracy. Compared with S-GCN [5] , GraphSAINT using edge or random walk sampler achieves significantly higher accuracy † The code [11] runs on CPU only, and does not support GPU execution. Figure 2 shows the convergence curves of all methods. The x-axis is training time, and the y-axis is validation set F1-micro score. The GraphSAINT curves of PPI, Flickr and Reddit correspond to the RW sampler, and the GraphSAINT curve of Yelp corresponds to the edge sampler. Again, we observe GraphSAINT achieves the best training quality.
Training efficiency We further evaluate the training efficiency for deeper GCNs. We only compare with S-GCN since other baseline implementations have not yet supported arbitrarily deep models. The batch size and hidden dimension are the same as Table 2 . On the two larger graphs (Reddit and Yelp), we increase the number of layers and measure the average time per minibatch execution. In Figure 3 , training cost of GraphSAINT is approximately linear with GCN depth. Training cost of S-GCN grows dramatically when increasing the depth. This reflects the "neighbor explosion" phenomenon. On Yelp, S-GCN gives "out-of-memory" error for models beyond 5 layers. Note that deeper GCNs may require additional training techniques and architectural designs such as skipconnection [15, 31] . Thus, detailed accuracy evaluation is out of scope. In Section 5.3, we also provide accuracy evaluation of an example deep GCN trained with minibatches of GraphSAINT.
Evaluation on Graph Samplers
From Table 2 , random edge and random walk based samplers achieve higher accuracy than the random node sampler. Figure 5 presents sensitivity analysis on parameters of "RW". We use the same hyperparameters (except the sampling parameters) and network architecture as those of the "RW" experiments in Table 2 . We fix the length of each walker to 2 (GCN depth), and vary the number of roots r (from 250 to 2250). For PPI, increasing r from 250 to 750 significantly improves accuracy. Overall, for all datasets, accuracy stabilizes beyond r = 750.
Graph sampling introduces little training overhead. Under the same sampling parameters as Table  2 , we observe from Figure 6 that, time to sample one subgraph is in most cases less than 10% of the time on one pass of forward plus backward propagation. As for the pre-processing step, we repeatedly run the sampler for N = 50 · |V| /|V s | times before training, to estimate the node and edge probability (where |V s | is the average subgraph size). These sampled subgraphs are reused as training minibatches. Thus, if training runs for more than N iterations, the pre-processing is nearly zero-cost. In our case, pre-processing on PPI and Yelp does not incur extra overhead. Pre-processing on Flickr and Reddit is less than 10% of their corresponding total training time.
GraphSAINT on GCN Architecture Variants
As discussed in Section 4, the minibatches constructed by graph sampling can be used to efficiently train deeper models, as well as other GCN architecture variants. We integrate the jumping knowledge network (JK-Net) [31] into the GraphSAINT framework, and evaluate the performance of a deep JK-Net trained by minibatches of subgraphs. Figure 4 shows the convergence curves of a 2-layer GCN (defined by Equation 1; hidden dimension 128) and a 4-layer JK-Net (defined in Appendix D; hidden dimension 128), both trained under the edge sampler. The 2-layer GCN achieves 0.966 F1-micro score, while the 4-layer JK-Net achieves over 0.970 F1-micro score. Notably, the training time of the 4-layer model is only around twice that of the 2-layer model. Under the setting of the original JK-Net paper [31] , the minibatch training uses the neighbor sampling of GraphSAGE [14] , and achieves 0.965 F1-micro for a 2-layer model (hidden dimension 128). However, such training of [31] can not scale to deeper networks. The above results demonstrate that training based on the sampling of GraphSAINT can be applied to other GCN architecture variants, to greatly improve their training efficiency without compromising accuracy.
Conclusion
We have presented GraphSAINT, a graph sampling based training method for deep GCNs on large graphs. We have analyzed bias and variance of the minibatches defined on subgraphs, and proposed normalization techniques and sampling algorithms to improve training quality. We have conducted extensive experiments to demonstrate the advantage of GraphSAINT in accuracy and training time.
An interesting future direction is to develop distributed training algorithms using graph sampling based minibatches. The graph sampling naturally partitions data, and training on the self-contained subgraphs can significantly reduce the communication cost. Especially, since the graph data may reside on geographically dispersed computation nodes, the property that graph sampling is decoupled from the training helps parallelization, and suits very well in distributed computing environments.
A Proofs
Proof of Proposition 3.1. Under the condition that v is sampled in a subgraph:
where the second equality is due to linearity of expectation, and the third equality (conditional edge probability) is due to the initial condition that v is sampled in a subgraph.
It directly follows that, when 
Algorithm 2 Graph sampling algorithms by GraphSAINT
Input: Training graph G (V, E); Sampling parameters: node budget n; edge budget m; number of roots r; random walk length h Output:
V s ← n nodes randomly sampled (with replacement) from V according to P
4:
G s ← Node induced subgraph of G from V s 5: end function 6: function EDGE(G,m)
⊲ Edge sampler (approximate version) 7 :
E s ← m edges randomly sampled (with replacement) from E according to P V root ← r nodes sampled uniformly at random (with replacement) from V 14:
for v ∈ V root do 16: u ← v 17:
u ← Node sampled uniformly at random from u's neighbor 19 : V FS ← r nodes sampled uniformly at random (with replacement) from V
26:
V s ← V FS
27:
for i = r + 1 to n do
28:
Select u ∈ V FS with probability deg(u)/ v∈VFS deg(v) 29: u ′ ← Node randomly sampled from u's neighbor 30 :
V s ← V s ∪ {u} 32: end for
33:
G s ← Node induced subgraph of G from V s 34: end function B Sampling Algorithm Algorithm 2 lists the four graph samplers we have integrated into GraphSAINT. The naming of the samplers follows that in Table 2 . Note that the sampling parameters n and m specify a budget rather than the actual number of nodes and edges in the subgraph G s . Since certain nodes or edges in the training graph G are more likely to be sampled, we often have |V s | < n for node and MRW samplers, |V s | < 2m for edge sampler, and |V s | < r · h for RW sampler.
Also note that the edge sampler presented in Algorithm 2 is an approximate version of the original algorithm in Section 3.4. The complexity (excluding the subgraph induction step) of the original version in Section 3.4 is O (|E|), while the complexity of the approximate one is O (m). As long as m ≪ |E|, the approximate version leads to the same accuracy as the original one, under a given m. training time diminishes for deeper GCN models. Thus, we choose not to integrate it in GraphSAINT, even though such idea is applicable to graph sampling based training. For S-GCN [5] and FastGCN [6] , the Table 2 results correspond to their default batch size of 1000 (for [5] ) and 400 (for [6] ). In addition, we are aware of the following: 1. Accuracy of FastGCN may improve under larger batch sizes, due to better connectivity among sampled nodes, and 2. Training time of S-GCN may decrease under larger batch sizes due to higher GPU utilization. Therefore, we conduct additional experiments on these two baselines with larger batch sizes. See Table 5 in the next section for details.
Configuration of GraphSAINT to reproduce Table 2 results is shown in Table 3 . In Section 3.4, analysis suggests that we set the random walk length to be GCN depth when using "RW" sampler. In practice, we observe that sometimes increasing the walk length may lead to slightly better accuracy.
Below we describe the configuration for Figure 4 . The major difference between a normal GCN and a JK-Net [31] is that JK-Net has an additional final layer that aggregates all the output hidden features of graph convolutional layers 1 to L. Mathematically, the additional aggregation layer outputs the final embedding x JK as follows (where based on [31] , is the vector aggregation operator: max-pooling, concatenation or LSTM [16] based aggregation): Table 4 shows the configuration of the two curves in Figure 4 . E Additional Experiments Table 5 shows additional experimental results on FastGCN [6] and S-GCN [5] . Except batch size, all other configurations are the same as those in Table 2 . For FastGCN, while increasing the batch size may lead to better connected minibatches, such hyper-parameter tuning does not significantly help with accuracy improvement. When increasing batch size from 400 to 2000, we observe accuracy improvement on PPI, Flickr and Reddit, and accuracy degradation on Yelp. When further increasing the batch from 2000 to 4000, the accuracy stabilizes. For S-GCN, as expected, increasing batch size from the default value of 1000 shortens the GPU training time for some datasets. However, larger batch sizes also result in significant accuracy degradation. Therefore, we conclude that the default batch size of S-GCN still leads to the best overall performance.
On the other hand, using proper graph sampling algorithm, accuracy of GraphSAINT is not sensitive to the subgraph size, as shown in Figure 5 .
