A wealth of information has accumulated about the physiology, genetics and molecular biology of the cell cycle in the fission yeast, Schizosaccharomyces pombe. From this information we have constructed a detailed molecular mechanism of M-phase control based on the modification of M-phase promoting factor (MPF) by a suite of protein kinases (e.g. Wee1 and Mik1 which inhibit MPF) and phosphatases (e.g. Cdc25 which activates MPF). In particular, we analyze the interphase checkpoint in S. pombe, where the wild-type cell confirms that S phase is complete and that the cell is large enough to finish the division cycle. In our model, incomplete DNA replication restrains the onset of M phase by inhibiting Cdc25 and activating Mik1, whereas increasing size biases the cell towards mitosis by down-regulating Wee1. By standard mathematical methods of chemical kinetics, we show that our model gives a quantitatively accurate account of the effects of hydroxyurea treatments, nutritional shifts and other perturbations of the division cycle of wild-type and mutant cells.
Introduction
Our present understanding of mitotic control in the eukaryotic cell cycle has been derived from physiological experiments (monitoring the responses of intact cells to external disturbances such as nutritional shifts or transient drug treatments), genetic studies (mutant isolation and characterization), and molecular analysis (gene cloning and expression, in vitro reconstitution). The last stage has been spectacularly successful in identifying the major molecular components of the mitotic control system and sketching out the ''wiring diagram'' of their interactions. From this information we should be able to explain the physiological behavior of intact cells; however, the molecular mechanism of M-phase control has become so elaborate and complicated that it is hard to understand the system in detail by biochemical intuition and casual verbal arguments. We have proposed that mathematical modeling can be useful as a bridge between molecular biology and cell physiology (Novak & Tyson, 1993a) , and we have illustrated this approach with a comprehensive model of M-phase control in Xenopus oocyte extracts (Novak & Tyson, 1993b) .
In this paper we extend our model to another organism that has played a prominent role in unraveling the details of cell cycle control, the fission yeast Schizosaccharomyces pombe (see Forsburg & Nurse, 1991 , for a review). Although the major components of mitotic control are identical (and even interchangeable) in the two organisms and the wiring diagrams appear to be similar, their respective cell cycles are quite different physiologically. Frog egg extracts and intact embryos execute spontaneous oscillations in M-phase controlling factors, to a large extent independent of DNA synthesis and nuclear responses, whereas the mitotic cycle of fission yeast is closely coupled to the DNA replication cycle and to overall mass increase of the cell (Murray & Kirschner, 1989; Nurse, 1990) . How can two so fundamentally different division cycles be generated by nearly the same underlying control system? F. 1. The cell cycle of S. pombe. Timing of events is taken from Mitchison (1989) , Table II . The relative timing of events is measured from one cell division to the next. S phase starts at phase=−0.05 (+0.95 in the previous cycle) and ends at +0.05. M phase commences about 3/4 of the way through the cycle and ends at 0.81. 1992). In Xenopus oocyte extracts, cyclin binding facilitates both these phosphorylation steps (Solomon et al., 1990 (Solomon et al., , 1992 , and we assume that the same is true in S. pombe. T167 is phosphorylated quickly after cyclin binds to Cdc2, and this phosphorylation reaction does not seem to be regulated during the cell cycle (Gould et al., 1991) . The major regulatory step is Y15 phosphorylation and dephosphorylation [ Fig. 2(a) ], carried out by Wee1 (Featherstone & Russell, 1991) and Cdc25 (Millar et al., 1991a,b) , respectively. There is a second tyrosine kinase, Mik1 (Lundgren et al., 1991) , that can phosphorylate Y15, and at least one backup phosphatase as well, Pyp3 (Millar et al., 1992a) . MPF accumulates in G2 as tyrosine-phosphorylated, inactive forms (primarily the doubly phosphorylated form) (Gould et al., 1991) , and it is activated just prior to mitosis by dephosphorylation of the tyrosine residue of the doublyphosphorylated form (Gould & Nurse, 1989; Moreno et al., 1989; Gould et al., 1990) .
In vitro experiments with Xenopus extracts indicate that the abrupt and autocatalytic activation of MPF is generated by two positive-feedback loops, whereby MPF activates Cdc25 and inhibits Wee1 (Murray, 1993) . We assume the same feedback loops are operative in fission yeast. In Fig. 2 (b) these loops are represented as direct phosphorylations of Cdc25 and Wee1 by MPF, but it is not particularly important to our model whether MPF acts directly on Cdc25 and Wee1 or through intermediary kinases.
- 
Unreplicated DNA and small cell size are thought to inhibit M phase by favoring the tyrosine-phosphorylated form of MPF. Enoch & Nurse (1990) concluded that S-M coupling works through Cdc25 rather than Wee1 because wee1 − cells have normal S-M coupling whereas cdc25
OP cells are defective in this regard. In addition, since wee1 − Dcdc25 has normal S-M coupling (Enoch et al., 1992) , we assume that Mik1 is a second target of unreplicated DNA. In our mechanism [Fig. 2(b) ], unreplicated DNA inactivates Cdc25 and activates Mik1. Because the mechanism of S-M coupling is still uncertain, we present this scheme only as a preliminary, simple, and reasonable possibility.
A collection of hus − mutants (hydroxyurea sensitive) in fission yeast suggests that, between unreplicated DNA and the tyrosine-modifying enzymes, there is a long signal transduction pathway (Enoch et al., 1992) , which we represent by a single switch-like variable W. The indicator for unreplicated DNA is species X, which accumulates after START and is degraded after completion of S phase. Species X has properties similar After reviewing some characteristic features of the S. pombe cell cycle, we elaborate the Xenopus model to fit the situation in fission yeast. We discuss in detail the behavior of the model in relation to wild-type yeast cell cycles, focusing on the fundamental physiological properties of S-M coupling and size control. Then we investigate the division cycles in various mutants, for which S-M coupling and/or size control is broken. We show that all major features of the fission yeast cell cycle can be derived from a model of mitotic control that is almost identical to the Xenopus situation.
A Molecular Model of M-Phase Control in Fission Yeast
The fission yeast cell cycle is diagrammed in Fig. 1 . In defined medium (EMM3) at 29°C, cell number doubles every 180 min, which we take as our standard cycle time. Most of the cell cycle is spent in G2; S phase lasts only 18 min and M phase is even shorter. Cell abscission is considerably delayed from the end of mitosis, so G1 and the onset of S actually occur before the mother cell divides. Wild-type cells divide at a length of about 14 mm. During G2, cells increase in length nearly exponentially (Mitchison & Nurse, 1985) . Between mitosis and cell division there is hardly any length extension, although there is still some increase in cell mass during this time (Mitchison, 1957) .
  -   ()
We now know that M phase in eukaryotic cells is triggered by activation of a protein kinase called MPF, a dimer of Cdc2 (the catalytic subunit, named after its gene cdc2 in fission yeast) and cyclin B (the regulatory or targeting subunit) (Nurse, 1990) . There are several B-type cyclins in fission yeast, coded by cdc13 (Hagan et al., 1988) , cig1 (Bueno et al., 1991) and cig2 (Bueno & Russell, 1993) . MPF activity is regulated by phosphorylation of Cdc2 at an inhibitory tyrosine site (Tyr-15) (Gould & Nurse, 1989) and an activatory threonine site (Thr-167) (Gould et al., 1991; Fleig et al., F.2. A molecular model of the mitotic control system in S. pombe. (a) Cyclin monomers (ovals) are synthesized (step 1) and degraded (step 2), and they combine with Cdc2 monomers (step 3). The Cdc2 subunit of cyclin/Cdc2 dimers is phosphorylated and dephosphorylated by a suite of kinases and phosphatases. Tyr-15 phosphorylation is inhibitory (Y site on left of icon) and Thr-167 phosphorylation is activatory (T site on right of icon). The active form of MPF [-q w -P] stimulates mitosis and cell division. (b) The kinases (Wee1 and Mik1) and phosphatase (Cdc25) that control Tyr-15 phosphorylation are regulatory enzymes. Wee1 is inhibited by active MPF and by cell size throughNim1andPK.(ThedoublyphosphorylatedformofWee1has been left off this diagram for the sake of simplicity.) Mik1 is activated by unreplicated DNA. Cdc25 is activated by MPF and inhibited by unreplicated DNA. DNA synthesis is inhibited by Ta-P, a molecular signal that M phase is in progress. (c) The ubiquitination pathway (UbE) by which cyclin is degraded is stimulated by MPF through an intermediaryenzyme(IE),butthestimulationwillbeblockedifcertain target proteins (Ta) are not successfully phosphorylated by MPF during mitosis. All four dimers are degraded by this pathway.
to the cdc18 gene product (Kelly et al., 1993) , which is homologous to budding yeast CDC6 (Bueno & Russell, 1992) .
 
Following a suggestion of Enoch & Nurse (1990) , we assume that cell size operates on Wee1 through Nim1, which phosphorylates Wee1 on sites distinct from MPF phosphorylation sites (Coleman et al., 1993; Parker et al., 1993; Wu & Russell, 1993) . Because nim1 is not an essential gene, we assume there is a second protein kinase, PK, which mediates the size effect on Wee1. † We distinguish four different forms of Wee1, depending on whether the enzyme is phosphorylated on its N-terminal domain (MPF sites) or its C-terminal domain (Nim1 and PK sites). All phosphorylated forms are assumed to be less active (about 25-fold) than the unphosphorylated form (Coleman et al., 1993; Parker et al., 1993; Tang et al., 1993; Wu & Russell, 1993) .
We shall not specify what the cell measures as its ''size'' (no one knows). We only presume that there is some size variable that increases exponentially ‡ throughout the cycle. We assign this variable the value 1 at the end of mitosis in wild type cells. This implies that wild-type cells divide at size=1.14 and are born at size=0.57. When comparing the model to experiments, we use protein content per cell, when available, or cell length at division.
 
We assume that the nutritional status of the cell impinges on the G2 sizer through Nim1: faster growth rates decrease the activity of Nim1, so the cell must grow to a larger size before it can enter mitosis (Fantes & Nurse, 1977) .
  
Cyclin (cdc13) is a periodic protein in S. pombe (Booher et al., 1989) , being degraded rapidly after M phase (Moreno et al., 1989) . As in the Xenopus model, we assume that cyclin degradation [Fig. 2(c) ] is stimulated by active MPF through an intermediary enzyme (IE). Unlike Xenopus oocyte extracts and early embryos, S. pombe has a ''checkpoint'' at metaphase which does not permit cyclin degradation and exit from M phase until all components of the mitotic machinery are in place (Moreno et al., 1989) . The mitotic machinery is represented by a generic ''Target'' protein † As nim1 is allelic with cdr1 (Feilotter et al., 1991) , perhaps PK is the product of cdr2 (Young & Fantes, 1987) .
‡ Exponential growth is a useful first approximation. More complicated growth laws could be implemented without changing the basic features of the model.
F.
3. An automaton model of START control in S. pombe. Between exit from mitosis and entry into S phase, a yeast cell must carry out a number of G1-specific processes. Because the molecular basis of these processes is not yet known, we model G1 by a set of logical instructions. This flow chart together with the molecular mechanism in Fig. 2 provides a mathematically complete model of the fission yeast cell cycle (see Appendix).
(Ta) that must be phosphorylated by MPF; only after Ta is phosphorylated can the cyclin degradation machinery be turned on and the cell leave M phase. (We define M phase as the period when more than 50% of Ta is phosphorylated.) Furthermore, we assume that the mitotic state is incompatible with DNA synthesis [Fig. 2(b) ]: if MPF is activated while S phase is still in progress, as in cases of mitotic catastrophe, then Ta-P slows the rate of DNA synthesis (see, for example, Walker et al., 1992) . Figure 2 represents a molecular mechanism that describes the S. pombe cell cycle from sometime after the onset of DNA synthesis to shortly after the exit from mitosis. To finish the model we need some description of how cells proceed through G1 and into S phase. Unfortunately, not much is known about the molecular mechanism of this part of the fission yeast cell cycle, so we cannot represent it by a set of biochemical reactions but must settle for a set of logical rules-an ''automaton'' (Fig. 3 )-based on physiological observations. When cells exit M phase, they start degrading Cdc25 at an elevated rate (Ducommun et al., 1990; Moreno et al., 1990; Millar et al., 1991a) for 20 min in the model, but they continue cyclin synthesis for 10 min. (When cells exit M phase, we reduce cell mass two-fold; i.e. our size variable refers to size per nucleus.) Ten minutes after mitosis, cells consult a size monitor (Nurse & Fantes, 1981) to determine if they are large enough to pass START (sizeq0.35, a value we calculate by comparing the protein content per cell in wild-type and wee1 − cells Nurse, 1975; Nurse & Thuriaux, 1977; Nasmyth et al., 1979) . If not, they discontinue cyclin synthesis † and grow until they satisfy the minimum size requirement for START. When cells pass START, they resume cyclin synthesis (which puts them on the road to M phase) and they become committed to DNA synthesis (which commences after a 15 min preparation period). The details of this ''automaton'' are not particularly important; it is intended only as a ''crutch'' for the M-phase control system until a satisfactory molecular mechanism of START control in fission yeast is available.
 
The model in Figs 2 and 3 can be translated into a set of differential equations for the concentrations of the various forms of MPF and its regulatory enzymes. † Our assumption that the rate of cyclin synthesis is reduced if G1 is long is based on observations in budding yeast (Nasmyth, 1993) Fig. 4(b) ], thus S phase inhibits progress into M phase by forcing Cdc2/cyclin dimers to accumulate in the inactive, doubly phosphorylated form [ Fig. 4(a) ]. When S phase is completed and W drops below 50% maximal activity, about 40 min after cell division, the brake that S phase was exerting on the pathway toward mitosis is released, and this shows up as a noticeable change in the rate of appearance of MPF activity. About 80 min after cell division, the size requirement for mitosis is lifted (Nim1 inactivates Wee1). MPF dimers are dephosphorylated in a self-accelerating fashion (because of the positive feedback loops whereby active MPF activates Cdc25 and inhibits Wee1), and the cell moves into mitosis at 135 min. This sort of pattern of MPF activation has been observed recently in careful measurements by Creanor & Mitchison (1993) , cf. the dashed curve in our 
 
To understand the fission yeast cycle ''from the inside'', we employ the same graphical ''portraiture'' that we introduced in the Xenopus model (Novak & Tyson, 1993b) . The state of the mitotic control system is envisioned as a point in the plane spanned by total cyclin concentration (free monomers+heterodimers) on the vertical axis and MPF activity on the horizontal axis. As cyclin is synthesized and degraded and as MPF changes its phosphorylation state, the point specifying the state of the control system moves around on the cyclin/MPF plane (Novak & Tyson, 1993a) . For instance, the oscillation in Fig. 4 (a) appears as a closed trajectory in the cyclin/MPF plane [ Fig. 5(a) ]. Stations along this cycle are identified by relative phase (cell division=0 or 1, S phase from 0.95 to 0.05, M phase from 0.73 to 0.81).
As we have explained in earlier papers (Novak & Tyson, 1993a, b) , the motion of the state-point is governed to a great extent by two curves: the cyclin balance curve (along which the rate of cyclin synthesis=the rate of cyclin degradation) and the dimer equilibrium curve (along which the four different phosphorylated forms of MPF are in equilibrium with each other). In Fig. 5 (b) we graph these curves on the cyclin/MPF plane at one point in the fission yeast cell cycle (phase=0.3). Cyclin and MPF concentrations are expressed relative to the total concentration of Cdc2 subunits, which remains constant throughout the cell cycle (Simanis & Nurse, 1986) . The cyclin balance curve is a horizontal line at [total cyclin]=1 because (we assume) the steady-state cyclin level in G2 phase is roughly equimolar to Cdc2. This is a significant These equations are collected in the Appendix, along with the numerical values we have selected for the various kinetic parameters. The simulations presented in this paper were carried out by numerical solution of these differential equations with the basal parameter values suitably modified to reflect the experimental situation. This model does not take into account compartmentalization of any of the reactions.
Analysis of the Model for the Wild-type Cell Cycle

 
In Fig. 4 we illustrate the behavior of the model under conditions that simulate the cell cycle in wild departure from the situation in frog eggs and embryos, where Cdc2 is always in great excess over cyclin, but representative of the situation in somatic cells (Minshull et al., 1989b) .
The state point at phase 0.3 (the black square) lies below the cyclin balance curve, so synthesis is greater than degradation and the state point is moving upward toward the cyclin balance curve. As cyclin slowly accumulates, it combines with free Cdc2 monomers, and the phosphorylation and dephosphorylation reactions at Y15 and T167 keep the state point close to the dimer equilibrium curve. . At this point in the cell cycle, the state point is moving upward toward the steady state at the intersection of the cyclin balance and dimer equilibrium curves. If these curves were to stay put, the state of the control system would come to rest at this intersection point.
However, as the cell proceeds through this portion of the cell cycle, the dimer equilibrium curve is slowly dropping because, as cell mass increases, Nim1 and PK total activities increase (total activity=specific activity×cell mass), and the distribution of Wee1 forms is shifted toward the inactive, C-terminal phosphorylated forms. This growth-induced shift in Wee1 favors the active form of MPF, which is manifested in the cyclin/MPF plane as a steady erosion of the hump in the dimer equilibrium curve, as we shall see.
 
In Fig. 6 we follow the evolution of the mitotic control system throughout the cell cycle of S. pombe. In S phase and early G2 [phase 0-0.2 in Fig. 6 (a)], the dimer equilibrium curve is a sharply increasing line because the Tyr-kinase to Tyr-phosphatase ratio is high (Wee1 is active, as the cell is small; Mik1 is active and Cdc25 is inactive due to the braking action of unreplicated DNA; and the total amount of Cdc25 is low because it was degraded after M-phase). Consequently, as total cyclin increases, dimers accumulate in inactive, tyrosine-phosphorylated forms. The control system is moving toward a steady state (at the intersection of the cyclin balance and the dimer equilibrium curves) with lots of cyclin and inactive dimers [Fig. 6(a) , phases 0-0.2]. We call this steady state, on the left branch of the dimer equilibrium curve, an interphase checkpoint.
In early G2 (phase 0.05-0.2) the state point moves slowly to the right as the S-phase brake on mitotic progression is gradually released (X and W activities decrease; Mik1-activating and Cdc25-inactivating phosphatases turn off), and hence more active MPF appears. In our model, even after the S-phase brake is completely disengaged (phase 0.3), Wee1 maintains a second brake on mitotic progression. As the cell grows in size, Wee1 activity decreases and the hump in the dimer equilibrium curve drops [ Fig. 6 (a), phase 0.3-0.5].
Midway through the cell cycle (phase=0.5) the interphase checkpoint disappears as the local F. 5. An alternative picture of the wild-type cell cycle. (a) The curves for total cyclin and active MPF in Fig. 4 (a) are used to plot a closed curve in the cyclin/MPF plane, with time as a parameter (time is expressed as a fraction of the division cycle period). (b) The cyclin balance curve and dimer equilibrium curve at phase 0.3. The state of the system at this phase in the cell cycle is located by the black square (Q), The lowest curve is the line [total cyclin]=[active MPF]; it is not straight because the coordinate system is semilogarithmic. The intersection of the cyclin balance and dimer equilibrium curves, marked by W, is a stable steady state corresponding to G2 arrest (cyclin level high, MPF activity low). maximum of the dimer equilibrium curve drops below the cyclin balance curve. There no longer exists a stable steady state with low MPF activity. The only steady state now lies on the right-hand branch of the dimer equilibrium curve-it is a state of high MPF activity (a mitotic state)-and the state point must now move in that direction. †
The movement of the dimer equilibrium curve during early G2 provides a conceptual bridge between the molecular mechanism of M-phase initiation and the physiological notions of checkpoints, S-M coupling, and size control. The interphase checkpoint is a stable steady state of high cyclin level but low MPF activity (because the cyclin/Cdc2 dimers are mostly sequestered as tyrosine-phosphorylated forms). In the cyclin/MPF plane, this steady state is located at the intersection of the cyclin balance curve and a steeply rising dimer equilibrium curve. The cell cannot pass the interphase checkpoint until DNA synthesis is complete and cell size is sufficient. Satisfaction of these requirements is reflected in a two-stage process by which the dimer equilibrium curve collapses and the interphase checkpoint disappears. As the S-phase brake disengages, the dimer equilibrium curve drops from ''steeply rising'' to ''N-shaped'', and then, as the cell grows, the local maximum of the N-shaped curve drops until it finally dips below the cyclin balance curve. This last event corresponds to ''pulling the trigger of the size control mechanism''. However, ''trigger'' is hardly a suitable metaphor. The cell size requirement is met half-way through the cycle, in the sense that, if we could halt cell growth without any other effects on the mitotic control system, the cell would eventually enter M phase; but there is a considerable time lag before MPF is activated and the cell enters M phase irrevocably. As we shall see [Fig. 9(b) ], cells which have satisfied the size requirement and are on their way toward mitosis can be recalled to the interphase checkpoint.
      
After the interphase checkpoint disappears, the control system proceeds toward the mitotic state by dephosphorylating the Tyr-15 residues of inactive MPF dimers [ Fig. 6(b) ]. There is a considerable lag (45 min) before the cell enters mitosis because, even after the interphase checkpoint is erased, progress toward mitosis is slow in the region where the two balance curves used to intersect (phase 0.5-0.6). As the state point moves out of this stagnant zone, it accelerates-as the positive feedback loops through Cdc25 and Wee1 engage-and approaches the mitotic checkpoint (phase 0.6-0.7).
If the cell enters mitosis successfully (Ta 4 Ta-P, in the model), then the cyclin degradation pathway is set in motion, the cyclin balance curve collapses, and cyclin level drops [Fig. 6(c) , phase 0.72-0.76].
If for one reason or another MPF does not successfully phosphorylate Ta, then the control system sticks at the mitotic checkpoint because the cyclin balance curve does not collapse. This resembles the situation in nda3 mutants (Hiraoka et al., 1984) , which are defective in b-tubulin and arrest in mid-mitosis with high H1 kinase activity (Moreno et al., 1989) . ln simulations of this situation (not shown), MPF activity increases and stays high together with cyclin, keeping Cdc25 in its active form and Wee1 inactive.
At phase 0.81, the target protein becomes less than 50% phosphorylated (which we take to be the end of M phase), and the cyclin balance curve starts moving back to its original position as cyclin degradation turns off [Fig. 5(d)] . At this time Cdc25 begins to be degraded rapidly. The remaining MPF dimers are phosphorylated on Tyr-15, and the resulting loss of MPF activity shifts Wee1 back to its active form and any remaining Cdc25 to its inactive form. The dimer equilibrium curve regains its characteristic N-shape [phase 0.82 in Fig. 6(d) ] and becomes even more steeply increasing as S-phase brakes are re-established [phase 0 in Fig. 6(a) ].
All other cell cycles which we shall discuss (those perturbed by nutritional shifts or drug treatment or those rearranged by mutation) can be understood in terms of modifications in the dynamical portraits (Fig. 6 ) that underlie the wild-type cycle.
Perturbations of the Wild-type Cycle
In the wild-type cell cycle of fission yeast, two essential requirements must be met before the cell can proceed into mitosis (Nurse, 1991) : DNA synthesis must be complete, and the cell must be large enough. Both signals operate through tyrosine phosphorylation of the Cdc2 subunit of MPF dimers. In our model of the fission yeast cell cycle, unreplicated DNA inactivates MPF by activating a tyrosine kinase (Mik1) and inactivating the primary tyrosine phosphatase (Cdc25). Size control operates on a second tyrosine kinase (Wee1). If one or the other kinase is operative, entry into M phase is blocked because MPF dimers are inactive. Once both requirements are met, the cell proceeds into mitosis in a self-accelerating fashion, because increasing MPF activity feeds back positively on Cdc25 and Wee1 activities. To look at these control signals in more detail we examine three classical physiological studies of wild-type S. pombe.
  
Wild-type fission yeast cells have an effective S-M coupling mechanism: if S phase is blocked by chemicals (e.g. hydroxyurea) or mutation, cells will not enter mitosis (Mitchison & Creanor, 1971; Nurse et al., 1976) . Miyata et al. (1978) further studied the effects of pulses of hydroxyurea on the subsequent cell cycle. If S phase was delayed less than 1/3 of a cycle (under their experimental conditions, cycle time (CT)=110 min, so we express their time measurements as fractions of CT), then entry into M phase was not delayed at all (i.e. G2 can be shortened up to 0.33 CT). But, if S phase was delayed more than 0.33 CT, then entry into M phase was delayed by an amount=S-phase delay−0.33 CT [see Fig. 7(b) , open squares].
We simulate these experiments in Fig. 7 . Notice [ Fig. 7(a) ] that in all cases MPF shows an initial rise in activity about 30 min after S phase ends (about 50 min after hydroxyurea is removed): this is the time it takes to remove the S-phase brake on MPF. If MPF activity starts to rise before 80 min post cell division, then its rise is immediately damped by the still-operative size control (cells grow normally in hydroxyurea, so the size requirement is not met until about 80 min after cell division). After the 80 min point there is no block due to insufficient size, and the cell proceeds along the dephosphorylation pathway [Fig. 6(b) ] as soon as the DNA replication brake is released. Figure 7 (b) summarizes the effects of S-phase delay on timing of mitosis. Note that wild-type cells have a compensation mechanism in G2: if S phase is delayed less than 0.33 CT, this delay can be accommodated by a shortened G2 so that M phase occurs on schedule. But longer S-phase delays cannot shorten G2 any further, so M phase is pushed back. However, wee1 − mutant cells do not have this compensation mechanism (Fantes & Nurse, 1978) , as we shall discuss later.
   
The mitotic size control in fission yeast ensures that cells large at birth will have a shorter than average cycle time, and vice versa for small cells. Fantes F. 8. Cycle time (min) and birth length (relative to wild type). (Q) Data from (Fantes, 1977) . (--) our simulations.
F. 7. Simulation of hydroxyurea pulse treatments. (a) Hydroxyurea (HU) was added to wild-type cells sometime in G1 (time Q−9 min; cell division occurs at time 0) and removed at the time indicated by the black arrow. This is the time at which DNA synthesis starts in each treated cell, and the number attached to each arrow gives the S-phase delay (as a fraction of the normal cycle time, 180 min) induced by each HU treatment. The curves track simulated changes in MPF activity after the block-and-release (the thicker curve is the untreated control). Cells released after a short time in HU go into mitosis nearly synchronously with the control, indicating a G2-shortening mechanism that can compensate for brief delays in the completion of S phase. Cells released later are delayed in entry in mitosis. (1977) demonstrated this negative correlation between cycle time and birth length in an elegant experiment (see Fig. 8 , closed squares). To extend the range of observable birth lengths, Fantes used a cdc2 ts mutant strain which he held for 3 hr at the restrictive temperature; during this time the cells could grow but not divide. On return to the permissive temperature, these cultures produced abnormally large newborn cells which then displayed very short interdivision times, down to a minimum cycle time of about 110 min. Our simulations of these experiments (Fig. 8) are in perfect agreement with Fantes' data. The minimum cycle time exhibited by very large cells can be broken down into these steps: G1= 25 min, S=18 min, remove DNA brake=33 min, remove size brake=0 min, proceed into M=20 min, M=14 min.
   
Another classical set of experiments on size control in S. pombe was the nutritional-shift experiments of Fantes & Nurse (1977) . In Fig. 9 we simulate a nutritional shift-up. At time 0 we abruptly increase m (the rate constant for mass increase) by 30%, which corresponds to a change from proline (medium 6) to glutamate (medium 3) in the Fantes & Nurse (1977) paper (see their Fig. 1 ). The observed increase in size at division suggests that the critical size for division is affected by nutritional conditions (Fantes & Nurse, 1977) . To account for this effect in our model, we assume that the 30% increase in m causes a 50% decrease in the specific activity of Nim1. The drop in Nim1 activity causes Wee1 activity to increase, which raises the local maximum of the dimer equilibrium curve [ Fig. 9(b) ]. This shift introduces a pronounced delay in the progress of G2 cells toward M F. 9. Simulation of a nutritional shift-up experiment. (a) At t=0 an asynchronous population of cells is shifted from poor growth medium to a richer medium. (The two lines show the increase in protein content of the shifted culture and the unshifted control.) Cell division persists for about 40 min at the small cell size characteristic of the poor growth medium, then there is a 1-hr hiatus in cell division (cell number plateaus) before cells start dividing again at the larger cell size characteristic of the richer medium. Compare this simulation to figure 2 of Fantes & Nurse (1977) . (b) Consider a pair of cells which are at phases 0.6 and 0.7 in the cell cycle when the cell population is shifted to the richer growth medium. The state points (Q) for these cells are plotted in the cyclin/MPF plane. Both cells under consideration are proceeding toward mitosis at the time of the shift. The dimer equilibrium curve at phase 0.65 is plotted both before and after the shift. After the shift the cell at phase 0.7 can still proceed toward mitosis, but the cell at phase 0.6 is called back toward a newly created interphase checkpoint; the open squares locate them 20 min after the shift. The earlier cell cannot enter mitosis until it grows to the larger size necessary to destabilize the interphase checkpoint at the higher growth rate.
there is a burst of new cell divisions at a much larger size, and then the cell number curve asymptotically approaches the curve characteristic of the new growth rate. Our Fig. 9 is in good agreement with Fig. 2 of Fantes & Nurse (1977) .
Inverse changes (acceleration into mitosis) happen during a nutritional shift-down experiment, and the model gives predictions consistent with Fantes & Nurse (1977) experiments (simulations not shown). During a shift down, Wee1 activity is down-regulated (because Nim1 gets more active), so the situation is analogous to a shift of a temperature-sensitive wee1 mutant from ''permissive'' to ''restrictive'' temperature (see next subsection).
The Cell Cycle in Various Mutant Strains of Fission Yeast
wee1
− A major breakthrough in genetic investigations of the eukaryotic cell cycle was Nurse's (1975) discovery of wee mutants of fission yeast. The first of these mutant cells (originally called cdc9.50, then renamed wee1.50) carries a temperature-sensitive allele: it grows and divides nearly normally at 25°C but divides at about half-normal size at 35°C. It is important to remember that these mutant cells are perfectly viable (unlike classical cdc mutations which are, by definition, temperature sensitive lethals), and that they grow and divide just as well as the wild type. The only difference is that the mitotic control system has been ''reprogrammed'' so that cells divide at a small size (Nurse, 1991) .
To simulate the effects of shifting wee1 ts mutant cells to the restrictive temperature, we assume that the shift causes the catalytic activity of the active form of Wee1 to drop 15-fold. Figure 10(a) shows the expected MPF activity of cells which are at different stages in the cycle when Wee1 is knocked out. Knocking out Wee1 completely eliminates the size requirement at the interphase checkpoint: notice in Fig. 10(b) (dashed curves) that there is no longer a hump in the dimer equilibrium curve after the S-phase brake comes off (phase 0.25). So when the temperature shift is done later than about 45 min (0.25 CT) into the cycle, cells immediately start to dephosphorylate inactive MPF; these wee1 − cells are advanced into mitosis and divide at an abnormally small size. (In our simulation of wee1.50 at the restrictive temperature, we have not bothered to change the growth rate to reflect the higher temperature.) Cells from phase 0.25 to 0.65 arrive at mitosis at the same time, about 10 min after the shift, and 45 min later they divide synchronously. Cells that phase, to the extent that some cells, which had fulfilled the old size requirement and were headed for the mitotic checkpoint, are forced to return to the interphase checkpoint [see Fig. 9(b) ] and grow to the larger size dictated by the higher growth rate. This effect shows up as a distinct plateau in cell number, as a function of time, and a hiatus in cell division [ Fig. 9(a) ]. After a delay of about one hour F. 10. Simulation of the effects of shifting a wee1 ts mutant cell to the restrictive temperature at different phases in the cell cycle. (a) The phase of the shift is indicated by the arow. At any phase, the shift accelerates cells into mitosis. (b) In the cyclin/MPF plane we plot the cyclin balance curve (thin solid line), the wild-type cell cycle (dark solid curve), which locates the cell's mitotic control system just before the shift, and the dimer equilibrium curves (dashed) just after the shift (from phase 0.05 to phase 0.3 in intervals of 0.05 CT). Cells shifted early in the cycle are held up by the S-phase brake, but when it is released they proceed quickly into mitosis because there is no operative size control in wee1 − cells. Cells shifted later in the cycle go immediately in mitosis because, after the shift, there is no functional tyrosine kinase to oppose Cdc25.
The simulation we have just described agrees quite well with the experiments of Thuriaux et al. (1978) except that cells carrying the temperaturesensitive wee1.50 allele do not have a wild-type size at the permissive temperature, rather they are semi-wee (Nurse, 1975; Thuriaux et al., 1978) with slightly delayed S phase (Nasmyth et al., 1979) . Our simulations of this case (not shown) are in perfect agreement with Fig. 2 of Thuriaux et al. (1978) .
If we allow wee1 − cells to achieve a state of balanced growth and division, they will express a cell cycle very different from wild type [ Fig. 11(a) ]. S phase in the wee cycle is shifted to a later position (phase of mid-S= 0.4), followed by a short G2. † G1 phase, on the other hand, is greatly extended in wee cells because they are born at a relatively small size (0.292, i.e. 51.2% of the size of wild-type cells at birth) and do not achieve the critical size for START (0.35) until phase 0.26 of their cycle. are earlier in the cycle (0-0.2) at the time of the temperature shift find their unreplicated-DNA brake still in operation, so they cannot divide along with the synchronous subpopulation. † The timing of events in our simulation of the wee1 − cell cycle does not agree precisely with observations. For instance, the phase of mid-S in our model (0.4) is 0.11 later than experimentally determined (0.29) for wee1.50 at 35°C (Nurse, 1975) . We attribute this discrepancy to the fact that the gap between M phase and cell division is longer in wee1 − cells than in wild-type cells (Creanor & Mitchison. 1993 ). This shortens the observed gap between cell division and mid-S, although the duration of G1 is the same in the model and in the mutant cell. Taking into account this discrepancy in the timing of cell division, our calculated time for execution of START (phase 0.26) fits nicely with experimental data (0.2-0.24) (Fantes & Nurse, 1978; Singer & Johnston, 1985) on the transition point of the cdc10.129 START mutation in wee1 − cells (cdc10 ts wee1 − double mutant).
F. 12. Simulations of cell size and tyrosine phosphorylation levels in mutants at the wee1 and cdc25 loci. ''Cell size'' (at cell division) and ''Y15P'' (the maximum concentration of doubly phosphorylated cyclin/Cdc2 dimers during a complete cycle) are expressed relative to wild-type values. We simulate both increased levels and decreased activities of both gene products (relative to wild type). The closed triangles represent experimental data points for size: 1 (Russell & Nurse, 1987a , 2 (Russell & Nurse, 1986 ), 3 (Ducommun et al., 1990 ), 4 (Nurse, 1975 .
When plotted on the cyclin/MPF plane, the wee cell cycle looks very different from the wild-type cell cycle [compare Figs. 11(b) and 5(a)]. In particular, there is a G1 checkpoint in the wee cycle (phase 0.87-0.26), when cyclin synthesis is turned off and the cell is growing to meet the size requirement for START. After START is executed (0.26), cyclin synthesis recommences, the cyclin balance curve shifts from the low to the high position, and MPF dimers accumulate in tyrosine-phosphorylated forms because the S-phase brake is engaged. In the cyclin/MPF plane, the brake shows up as a steeply increasing dimer equilibrium curve around the time of DNA synthesis (phase 0.35-0.45). About 25 min after S phase is completed, the brake disengages and the dimer equilibrium curve shifts abruptly to the right (phase 0.57-0.61). Inactive dimers are rapidly dephosphorylated (phase 0.6-0.7) and the cell enters mitosis. G2 phase is short because in wee1 − cells there is no size requirement to be met in late G2. After S phase is completed, Mik1 is down-regulated, and, there being no other active tyrosine kinase in the wee1 − mutant, Cdc25 drives the cell directly into mitosis. Deletion of cdc25 in a wee1 − cell is not lethal because there is a back-up tyrosine phosphatase, Pyp3 (Millar et al., 1992a) , which can drive cells lacking Wee1 into mitosis, even though Pyp3, compared to Cdc25, is not a very active phosphatase and possibly lacks positive feedback from MPF. If mitosis proceeds successfully, cyclin degradation is initiated, and the mutant cell exits mitosis exactly as wild-type cells do.
In the model one can decrease Wee1 activity in steps and see cell size drop abruptly to about half wild-type size (Fig. 12 , lower left) with little change in Y15P level of Cdc2 (Gould et al., 1990; Enoch et al., 1991; Fleig & Gould, 1991) . These changes are observed, perhaps, in certain wee1 − alleles which seem to reduce only partially the turnover number of Wee1: for example, the wee1.302 allele exhibits a partial-wee phenotype (division size=75% of wild type) (Fantes, 1981) , and the wee1.50 temperature-sensitive allele is a partial-wee at the permissive temperature (division size=81% of wild type) (Nasmyth et al., 1979) .
Because loss of Wee1 activity does not interfere with the signal from unreplicated DNA, wee1 − cells have perfect S-M coupling, as observed in experiments (Enoch & Nurse, 1990 ) and in our simulations. There is no compensation for S-phase delays in wee1 − cells [ Fig. 7(b) ] because the duration of G2 is constant (Fantes, 1984; Fantes & Nurse, 1978) : the time it takes to remove the brake exerted by S phase plus the time it takes to dephosphorylate inactive MPF and carry the cell into mitosis.
Singer & Johnston (1985) grew wee1 − cells in the continuous presence of low concentrations of hydroxyurea, which lengthened the duration of S phase without blocking DNA replication completely. They observed that longer S phase causes a shortening of G1, as evidenced by shifting START to an earlier point in the cycle. Our model behaves similarly (simulations not shown). Furthermore, the model predicts that, as the concentration of hydroxyurea increases, START-control goes cryptic, balanced growth is no longer maintained, and cells should get larger each cycle until they become inviable.
In our model, as in experiments (Fantes & Nurse, 1978) , wee1 − cells do not respond at mitosis to nutritional shifts, because mitotic nutritional control operates through Wee1.
OP If Wee1 is overproduced, either by increasing the gene dosage of wee1
+ or by putting the wee1 + gene on a plasmid behind a good promoter, cell size at division increases (see Fig. 12 , upper right quadrant), exactly as observed experimentally (Russell & Nurse, 1987a; Millar et al., 1992a, b) . Even though Wee1 protein is produced in excess, maximum level of tyrosine phosphorylation remains constant (Fig. 12, upper  right, open squares) . † This prediction of the model has yet to be verified experimentally. Massive overexpression of Wee1 leads to cell cycle arrest in the model and in experiment (Millar et al., 1992a,b) .
cdc25
OP Another way to produce the wee phenotype is to overexpress Cdc25 (Fig. 12, lower right) . Cell size drops quickly to about half wild-type size (Russell & Nurse, 1986) . (In the model the drop is more abrupt than experiments warrant.) In contrast to the case of Wee1 reduction, Cdc25 overexpression causes a dramatic drop in the level of tyrosine phosphorylation (Gould et al., 1990) . Because S-M coupling depends on the phosphorylation of cdc25 OP mutants are subject to abnormal dependency between S phase and M phase, as we shall see in the next section. Interestingly, in cdc25 OP cells, the pool of Cdc25 protein does not get heavily phosphorylated before M phase probably because the great excess of substrate saturates the protein kinase. The cell goes into and out of mitosis by activating only a small fraction of the Cdc25 pool (simulations not shown). On an SDS gel there would be no significant shift of the Cdc25 band to the lower mobility (heavily phosphorylated) form. Only if cells were blocked in mitosis (say, cdc25 OP nda3 ts ) would there be enough time for active MPF to phosphorylate most of the Cdc25 pool and cause a noticeable gel shift (P. Russell, personal communication).
− If Cdc25 activity is reduced (Fig. 12, upper left) , cell size increases and Y15P levels remain constant. Larger size depresses Wee1 activity so that the tyrosine phosphorylation level remains about the same in spite of reduced Cdc25 activity. Experimentally, Cdc25 activity can be reduced in steps by mutating subsets of its potentially regulatory phosphorylation sites or by truncating the N-terminus of the protein (P. Russell, private communication). If we reduce Cdc25 activity sufficiently, cells become blocked in G2, which is the characteristic phenotype of cdc25 − alleles.
hus − Next we turn from mutations that interfere with size control to mutations that disrupt S-M coupling. A number of non-allelic hydroxyurea-sensitive (hus) mutants have been isolated in fission yeast (Enoch & Nurse, 1990) . These cells are perfectly normal except that, in the presence of hydroxyurea, they enter M phase with unreplicated DNA, which is a lethal mistake. We model this mutation by eliminating component W from Fig. 2(b) . Although unreplicated DNA no longer exerts a brake on MPF, the size requirement is still operative, so G2 is not shortened (cells are not advanced into mitosis). Under normal conditions, DNA synthesis is completed long before cells grow large enough to pass the interphase checkpoint. But, in the presence of hydroxyurea, cell growth eliminates the interphase checkpoint (i.e. pulls the dimer equilibrium curve below the cyclin balance curve, see Fig. 13 ) on schedule with untreated cells, so the treated cells enter mitosis with catastrophic results. Enoch et al. (1992) call this the ''cut'' phenotype because, in the presence of hydroxyurea, cell plates form prematurely and cut the unreplicated, undivided nucleus with disastrous results. We call the phenotype ''conditional mitotic catastrophe'' (cond MC) because it arises only in the presence of hydroxyurea. † Tyr-15 phosphorylation level of MPF is independent of Wee1 level, either reduced or overproduced (Fig. 12) , because the control system automatically regulates Wee1 activity to maintain the correct MPF activity. If Wee1 level is reduced, cell size decreases so the total activity of Nim1 is smaller, and Wee1 is more active. On the other hand, if Wee1 is overproduced, cell size increases, Nim1 activity is larger, and Wee1 is down-regulated to a total activity comparable to wild-type cells.
F. 13. The cell cycle in hus − cells. As before, the dark solid curve is the cell cycle trajectory, the thin solid curve is the cyclin balance curve, and the dashed curves are dimer equilibrium curves from phase 0.10 (upper) to phase 0.70 (lower) at intervals of 0.15 CT. There is no S-phase brake on progress toward mitosis: compare the dimer equilibrium curve at phase 0.1 in this figure with that in Fig.  6(a) . As the cell grows, the dimer equilibrium curve is brought down until the G2 arrest point disappears and the cell proceeds toward mitosis. The same sequence of events happens in the presence of hydroxyurea, resulting in a cut phenotype (Enoch & Nurse, 1990) .
OP wee1 ts The phenotype of these cells depends on temperature and the extent of overproduction of Cdc25. Consider first the situation at the permissive temperature, i.e. cdc25
OP wee1 + . As we increase the extent of overproduction of Cdc25, cell size decreases by about 50%, Y15P levels drop (Fig. 12) , and G2 shortens to a plateau of about 40 min (Fig. 15) . For overexpression less than about ten-fold, the S-M coupling mechanism is intact, because the addition of hydroxyurea blocks cells from entering mitosis (Fig. 15) . Larger overexpression leads to conditional mitotic catastrophe: cells are viable in the absence of hydroxyurea, but they will divide catastrophically in its F. 14. Unconditional mitotic catastrophe in hus − wee1 ts cells. (a) Cells are shifted to the restrictive temperature at different phases in the cell cycle (time=0 at cell division). MPF activity rises abruptly as all available cyclin/Cdc2 dimers are rapidly dephosphorylated. (b) In the cyclin/MPF plane we plot the hus − cycle (from Fig. 13 ) to locate the control system at various stages in the cycle at the time of the temperature shift. The curve that runs close to the diagonal, [total cyclin]=[active MPF], is the dimer equilibrium curve after the shift. The length of each arrow represents the movement of the state point over 10 min after the shift. The cell shifted in G1 (phase 0.9) enters mitosis 10-20 min after the shift, long before it can complete DNA replication.
Unconditional Mitotic Catastrophe
If we burden fission yeast with mutations in both the S-M coupling pathway and the size control mechanism, the results are fatal (Enoch et al., 1992) .
ts On raising such cells to the restrictive temperature, they start immediately toward M phase, no matter their size or state of DNA replication [ Fig. 14(a) ]. For cells late in the cycle, this is no problem (at first), but cells which are in G1 when shifted will enter mitosis with unreplicated DNA, with catastrophic results. Of course, cells that complete the first mitosis normally will undergo this catastrophe in their second cycle. This is a lethal phenotype, called unconditional mitotic catastrophe. Clearly there are two and only two requirements to be met by fission yeast at the interphase checkpoint: completion of DNA synthesis and growth to a minimal size. Knocking out both controls is a lethal combination of mutations.
In Fig. 14(b) we show what is happening in the cyclin/MPF plane. On shifting to the restrictive temperature the dimer equilibrium curve collapses almost to the diagonal line [total cyclin]=[active MPF]. As cyclin is synthesized, it is converted directly into active MPF; there are no active tyrosine kinases to inactivate the dimers.
F. 15. Mitotic catastrophe in cdc25
OP strains. We plot the duration of G2 as a function of Cdc25 overproduction (wild-type level=1). By ''G2'' in the presence of hydroxyurea (+HU) we mean the period from the end of S phase in the control (−HU) to the start of mitosis in the treated (+HU) culture. G2Q0 in the absence of HU represents an unconditional MC, and G2Qa in the presence of HU represents a conditional MC. presence (Fig. 15) . Notice that, between 20-and 27-fold overexpression of Cdc25, cells enter mitosis at exactly the same time with or without hydroxyurea in the growth medium. † Finally, if Cdc25 is overexpressed sufficiently (q27-fold) in the model, the cells enter M phase before finishing S (G2 duration Q0), which is unconditional mitotic catastrophe. This latter effect has never been observed, perhaps because no known promoters can drive Cdc25 to such high levels or because Tyr-15 reactions are compartmentalized in the cell (see the discussion).
At the restrictive temperature, i.e. cdc25 OP wee1 − , we have a similar scenario (Fig. 15) , just moved to lower levels of Cdc25. In particular, for a 15-fold overexpression of Cdc25, cdc25
OP wee1 − is an unconditional MC (Russell & Nurse, 1986) . That is to say, the effects of wee1 mutation and cdc25 overexpression are additive: either change alone produces viable wee cells, but both changes in concert produce inviable MC cells (Russell & Nurse, 1986 , 1987a .
Other Mutations
In Table 1 we summarize the results of our simulations of many single-and multiple-locus † Enoch & Nurse (1990) and Enoch et al. (1992) have observed this behavior in the cdc2.3w mutant, which behaves similarly to cdc25 OP in many ways. Perhaps Cdc2.3w remains active even when phosphorylated on Tyr-15 (Enoch et al., 1991) . We do not try to model the dominant cdc2-wee mutations, cdc2.1w (Nurse & Thuriaux, 1980) and cdc2.3w (Fantes, 1981) , because there is no widely accepted explanation of the molecular basis of this phenotype. The differential equations in the Appendix are solved using the parameter values given there, except for the change(s) listed in the last column. The notion ''0.06×'' means 0.06 times the wild-type value for this parameter.
T 1 Properties of various mutant strains of fission yeast, as determined by the model
Y15P: the maximum in doubly phosporylated form. Size: cell mass or length relative to WT. G1, S, G2: phase duration as fraction of cycle time; M-phase duration is 0.08 in all cases except cdc13 OP , for which it is 0.14. † For more data see Figs 12 (Wu & Russell, 1993). mutations in elements of the cell cycle control system in S. pombe. The model is in complete agreement with experiments.
cdc13
OP
Cyclin overproduction has no effect on the timing of mitosis in fission yeast (Booher & Beach, 1988) , in contrast to the situation in oocytes where additional cyclin mRNA can induce premature activation of MPF (Minshull et al., 1989a; Novak & Tyson 1993b; Swenson et al., 1986) . Oocytes have a considerable excess of Cdc2 subunits over cyclin subunits, so additional cyclin can generate more MPF dimers. For fission yeast we presume that the two subunits are in nearly equimolar quantities in G2, so additional cyclin accumulates harmlessly as unbound subunits.
cdc2
OP Cdc2 overproduction has very little effect on size at division (Durkacz et al., 1986) . However, a cdc2 OP cell should behave like an oocyte in the sense that cyclin overproduction should advance cdc2 OP cells into mitosis (i.e. shorten G2) even to the extent of an unconditional MC.
cdc25
OP cdc13
OP
Overproduction of Cdc25 produces wee cells (Russell & Nurse, 1986) that are controlled by size control at START, followed by a ''cyclin timer''. As cells synthesize cyclin after START, they go into mitosis as soon as they accumulate enough T167-phosphorylated dimers. If completion of S phase is delayed by hydroxyurea, the cells exhibit conditional mitotic catastrophe (Enoch & Nurse, 1990) . If the rate of cyclin synthesis is increased by multiple copies of cdc13, these cells can be forced into MC in the absence of hydroxyurea. To our knowledge, this genotype has not been described in the literature.
cdc25
OP wee1
OP
Overexpression of both cdc25 + and wee1 + reestablishes normal cell size at division and normal S-M coupling.
Dmik1
Because Mik1 activity is down-regulated in late G2, Mik1 does not play any role in late G2 and Dmik1 mutants divide at roughly wild type size. In the model, Dmik1 cells should show delayed conditional mitotic catastrophe because in hydroxyurea they will eventually grow large enough to down-regulate Wee1 and enter mitosis. Although Dmik1 cells were originally reported not to show cut phenotype in hydroxyurea (Lundgren et al., 1991) , a later paper reports that Dmik1 cells move into septation and die ahead of wild-type cells (Rowley et al., 1992) . Similarly, just as reported (Lundgren et al., 1991) , Dmik1cdc25
OP is not catastrophic, although the model predicts that higher overexpression of Cdc25 should drive Dmik1 cells into mitotic catastrophe. In summary, deletion of mik1 has much different consequences than wee1 mutation, exactly as observed experimentally. 
Dnim1
Deletion of Nim1 increases size by 27%, as reported (Russell & Nurse, 1987b) , because cells must grow to a larger size to inactivate Wee1 sufficiently to enter M phase. The nim1 locus is identical to cdr1, and it is well known that when a cdr1 − culture is shifted to nitrogen-starvation medium, many cells block in G2 (Young & Fantes, 1987) instead of piling up at the G1 checkpoint, as normal cells do. This happens because the nutritional shift stops cell growth but does not down-regulate Wee1 (the signal is not relayed by defective Nim1), so all cells between the G1 and G2 checkpoints block in G2.
nim1
OP Nim1 overproduction has the same effect as knocking out Wee1 (Russell & Nurse, 1987b (Russell & Nurse, 1987b) .
From the model in Fig. 2 it is evident that many protein phosphatases play crucial roles in mitotic control in fission yeast (Yanagida et al., 1992) , especially the two that activate Wee1 and the one (or more) that inactivates Cdc25. These phosphatases are negative regulators of M phase: knocking them out advances cells into mitosis and overexpressing them delays mitosis (Kinoshita et al., 1990; Millar et al., 1992b; Ottilie et al., 1992; Kinoshita et al., 1993) . Our model is in general agreement with these results (simulations not shown), but not enough is known yet about these phosphatases to associate them with specific steps in the mechanism. † Lundgren et al. (1991) 
Discussion
The cell cycle of fission yeast is organized around three checkpoints: an interphase (G2) checkpoint where the cell makes sure that DNA synthesis is complete and that cell size is sufficient, an M-phase checkpoint where the cell makes sure that its chromosomes are successfully aligned on the metaphase plate, and START (a G1 checkpoint) where the cell verifies that it is large enough to begin another round of DNA replication. We model the interphase checkpoint with a molecular mechanism for MPF activation and inactivation with regulatory signals from unreplicated DNA and cell size (Fig. 2) . Most of our modeling and analysis concerns the interphase checkpoint because here we find enough molecular details to build a reasonable model and enough physiological and genetic information to test it thoroughly. The M-phase checkpoint is related to the initiation of cyclin degradation, but little else is known about it. We model it by a primitive requirement for phosphorylation of a ''target'' protein [ Fig. 2(c) ]. START is a second place in the yeast cycle where size control is exerted. Because molecular details about START are still meagre, we model G1 progression by a logical flow-chart (Fig. 3) .
We constructed the model based on facts and ideas distributed through many experimental papers on the fission yeast cell cycle, and it is a reasonably complete and accurate picture of the control of cell division in S. pombe, as best we know at the present time. Clearly the model, in its entirety, is too complicated to be studied reliably by the intuitive arguments that have been used in the literature to describe its individual pieces. Therefore, we converted the model in Figs 2 and 3 into a set of differential equations and studied these equations by computer simulation and by graphical analysis of dynamical portraits. The model is successful in quantitative detail in accounting for all the major physiological and genetic properties of the fission yeast cell cycle in terms of the underlying mechanism of molecular controls.
 
Our model of the fission yeast cell cycle is very similar to an earlier model proposed for Xenopus oocyte extracts and intact embryos (Novak & Tyson, 1993b) ; even the parameter values are similar. It is remarkable that essentially the same mechanism can account for two very different types of division cycles: frog eggs show rapid MPF oscillations without growth and largely independent of periodic DNA replication and nuclear division, whereas fission yeast cycles are much slower, with G1 and G2 phases, with strict dependencies between S and M phases, and with two checkpoints for cell size. Nonetheless, essentially the same mechanism for MPF activation and inactivation can describe numerous subtle details of the entry into mitosis in both cell types. Not only are the basic components of M-phase control the same in frog eggs and fission yeast, but also they appear to be wired together in the same way despite drastic differences in the physiology of the cell cycle in these two organisms.
We suggest that these differences can be ''dynamical'' in origin (Tyson, 1991; Novak & Tyson, 1993a) . That is, the behavior of the control system (e.g. autonomous oscillations or stable rest states) depends in subtle ways on the values of the parameters (rate constants, enzyme concentrations, etc) that specify the system. ''Bifurcation theory'', which describes the dependence of the behavior of a dynamical system on its parameters, is a natural mathematical tool to derive the diversity of cell cycle physiology from a fundamentally universal mechanism of cell cycle control. † Other authors in earlier work have pointed out that many features of cell cycle control are generic properties of dynamical systems (see Hyver & Le Guyader, 1990; Goldbeter, 1991 Goldbeter, , 1993 Norel & Agur, 1991; Thron, 1991; Tyson, 1991; Obeyeskere et al., 1992; Busenberg & Tang, 1994) . These authors model the cell cycle with small systems of nonlinear ordinary differential equations (two or three ODEs): capturing cell cycle control in broad strokes and achieving rough agreement with major qualitative features of the cell division cycle. We are pushing this approach to the next level: solving large systems of ODEs that describe the molecular control system in sufficient detail to achieve quantitative agreement with a broad range of experimental observations. To retain some of the spirit and intuitive appeal of the two-component models, we analyze our numerical results by projecting the multi-dimensional state space onto two principal coordinates, total cyclin and active MPF. By introducing dimer-equilibrium and cyclin-balance curves we can envision the forces that drive the cell cycle in wild-type and mutant fission yeast. † Biologists with a solid understanding of differential calculus can find intelligible descriptions of bifurcation theory in a review by Odell (1980) and a textbook by Edelstein-Keshet (1988) .
 ?
The model suggests that, in wild-type fission yeast, there is no event in G2 that can be called a mitotic ''trigger''. The final requirement for mitosis (namely cell size large enough) is met in mid-cycle, not in late G2. It initiates a Tyr-15 dephosphorylation reaction that is agonizingly slow at first, not a fast, explosive entry into mitosis. The commitment to Tyr-15 dephosphorylation is not irrevocable; for instance, a nutritional shift-up can recall ''committed'' cells to the interphase checkpoint they had left [ Fig. 9(b) ]. Only the last stage of entry into mitosis, when the MPF/Cdc25 positive feedback loop is fully engaged, looks anything like an irrevocable commitment. But the decision to set this process in motion was made long before the final explosive activation of MPF. The mitotic control system is not so much like squeezing the trigger of a pistol as it is like lighting the fuse on a stick of dynamite. There is a considerable time lag after the initial decision, during which you may change your mind, clip the fuse and abort the explosion.
 
Normal progress through the cell cycle can be disrupted by treatments with metabolic inhibitors or by mutation. For instance, mutation of wee1 removes the size requirement in late G2, so wee1 − cells enter mitosis soon after the S-phase brake is removed (Fig. 11 ). These cells divide at an abnormally small size, determined by the G1 size requirement (at START) followed by an {S+minimum G2} timer (Fantes & Nurse, 1978) enforced by the S-M coupling mechanism. Abnormally small cells can also be created by overexpressing Cdc25, but, unlike the wee1 − cycle, the cdc25 OP cell cycle is determined by size control at START followed by a cyclin timer (the time necessary to synthesize enough cyclin to drive MPF activity high enough to initiate mitosis). There is no interphase checkpoint at all in cdc25 OP cells: they lack both S-M coupling and G2 size control. This is apparent from the fact that cdc25 OP cells show a conditional mitotic catastrophe whereas wee1 − cells have perfect S-M coupling.
The double mutant cdc25 OP wee1 − exhibits unconditional mitotic catastrophe (going into M phase while the cell is still replicating DNA even in the absence of hydroxyurea). The fact that cdc25 OP and wee1 − are additive has been taken to indicate that Wee1 and Cdc25 catalyze sequential reactions rather than opposing reactions, but our model demonstrates that the widely accepted notion of Wee1 and Cdc25 as a kinase/phosphatase pair in opposition is consistent with the additive effects of mutations in these genes.
Unconditional mitotic catastrophes (MC) arise in our model only if several requirements are met. First, mutations must abolish both pathways for Tyr-15 phosphorylation (the unreplicated-DNA pathway through Mik1 and Cdc25 and the size-control pathway through Wee1) so there is no interphase checkpoint in the cycle. Second, the cell must synthesize cyclin, which means that it must execute START. Third, it must make cyclin fast, the cyclin must combine avidly with Cdc2 monomers, the cyclin/Cdc2 dimers must be good substrates for CAK, and the Thr-167 phosphorylated dimer must have nearly wild-type MPF activity. Even if the interphase checkpoint is knocked out, the second and third requirements may prevent mitoses from being unconditionally catastrophic. For instance, the engineered mutant of Cdc2, in which Tyr-15 is replaced by phenylalanine, certainly permits no G2-arrested state, and yet it is a viable mutation (Gould & Nurse, 1989) 
 
Many physiological and genetic experiments demonstrate the importance of cell size in determining the timing of M phase in the S. pombe cell cycle (Nurse, 1975; Fantes, 1977; Fantes & Nurse, 1977; Nurse & Fantes, 1981; Russell & Nurse, 1987a) . In this model we have attributed G2 size control to Nim1 and some other protein kinase (PK) that inactivate Wee1 by phosphorylating its C-terminus. We assume that the activities of these two protein kinases increase in proportion to cell size; for instance, they could be made in step with all the other proteins in the cell (increasing exponentially in total amount as the cell grows) and then collected in some constant-volume compartment of the cell where they phosphorylate Wee1. Another scenario might have size operating through the phosphatases that oppose Nim1 and PK in the inactivation of Wee1: if cell growth ''diluted out'' these phosphatases, it would shift the balance toward inactive forms of Wee1, and this alternative model would behave similarly to the one we have presented. A third possibility, which we described earlier (Novak & Tyson, 1993a) , is that size control operates through Cdc25 rather than Wee1. At present there is insufficient evidence to decide confidently for one of these possibilities or some other that may come to mind.
If increasing cell size down-regulates Wee1, then a very large wee1 + cell should be similar to a wee1 − cell. However, wee1 + cdc25 − cells, which grow quite large, are inviable whereas wee1
− cells are viable (Fantes, 1979) . On the other hand, if size control operates through Cdc25, then a wee1 − cdc25 + cell in hydroxyurea should eventually grow large enough to initiate mitosis, but conditional mitotic catastrophes are not observed in wee1 − strains (Enoch & Nurse, 1990 ). Although we can circumvent either of these problems by a suitable choice of parameters (so that real cells never grow large enough to generate the mitotic signal), we want to point out that similar objections can be raised to both scenarios.
If size control acts through Wee1, then wee1 − strains should have a G2 phase of fixed duration, independent of cell size. But if size acts through Cdc25, then the length of G2 phase in large wee1 − cells should be slightly shorter than that in smaller cells. Experiments by Fantes & Nurse (1978) suggest that G2 phase in wee1 − is of fixed duration, independent of size, so we prefer the Wee1 scenario, although the whole question, in our minds, is still open.

The model we have explored ignores compartmentalization of M-phase control for two reasons. First, there is no widely accepted view of where in the cell various reactions take place, so any model that relies heavily on transport processes between organelles and cytoplasm would be highly speculative. Second, there is no convincing evidence that compartmentalization plays an essential role in the mechanism, and we wanted to see to what extent a non-compartmental model could account for the observed properties of the fission yeast cell cycle. Frankly, we were surprised at how successful such a model is.
If compartmentalization of the mechanism turns out to be important, it can be introduced into the model in later versions. For instance, cyclin targets Cdc2 to the nucleus (Booher et al., 1989) , and there is some suspicion that Wee1 is located primarily in the nucleus and Cdc25 in the cytoplasm. To dephosphorylate preMPF in late G2, either Cdc25 must be transported into the nucleus or cyclin/Cdc2 dimers must be shuttled to the cytoplasm and back into the nucleus. If these transport processes are rate-limiting, compartmentalization would be important and would magnify the additive effects of cdc25 OP and wee1 − . But to pursue modeling in this direction seems premature at present.

The model makes a number of predictions about the fission yeast cell cycle that have not yet been established experimentally:
, Tyrosine phosphorylation in wee1 OP and cdc25-truncated mutants should remain very close to the wild-type level, even though size at division increases dramatically. , Sublethal doses of hydroxyurea to wee1 − cells (slowing down DNA synthesis without stopping it altogether) should lead to unbalanced growth, with cells getting larger each cycle until they die. , Although cyclin overproduction does not advance wild-type cells into mitosis, it should advance cdc2 OP mutants. This experiment would test our assumption that cyclin B and Cdc2 are present in roughly equimolar amounts in G2 phase of wild-type cells. , Cyclin overproduction should drive cdc25 OP mutants into unconditional mitotic catastrophe. In Fig. 2 we propose how the pieces of the M-phase-control puzzle need to be assembled in order to explain the observed physiology and genetics of the fission yeast cell cycle. Is there a crucial experiment that could establish or demolish the entire edifice? The most crucial and still controversial part of our model is the N-shape of the dimer equilibrium curve, which arises from the positive feedback loops that activate MPF. All of the subtle behavior of the model can be traced ultimately to deformations of this N-shaped curve, as we have tried to show with our dynamical portraits in the cyclin/MPF plane. And yet we have only indirect evidence for the N shape, for example the recall of ''committed'' cells by a nutritional shift-up [ Fig. 9(b) ]. In our earlier paper on the Xenopus cell cycle (Novak & Tyson, 1993b) , we proposed a simple and direct test of the N-shaped dimer equilibrium curve.
Our model is a collection of many assumptions about the molecular mechanism and logical organization of the eukaryotic cell cycle, and some of these assumptions may prove faulty. As our picture of cell cycle controls is refined and elaborated over time, the techniques of model-building and mathematical analysis illustrated in this paper will remain valid and useful tools for correlating the physiology, genetics and molecular biology of the cell cycle.
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