ABSTRACT
and Glynn & Iglehart (1989) . See also Bratley, et. al. (1987) for a succinct presentation of the key ideas. To see how importance sampling works, consider the following simple example.
Let X be a random variable with 'x=/'dp(')=/'*dp'(') ")
where we have simply multiplied by cWI(Z)/dPI(Z) = 1, with dP'I(z) being another probability measure. Defining l(~) := dP(z)/dPI(z), the resulting integral can be thought of as the expectation of a new ran- 
We want to emphasize two features of this optimal IS measure. First, it puts all of the probability measure on the set A. Second, on A the measure is precisely the conditional probability of X given A, so the relative likelihood of values of X in A is the same in both the original and IS measures. Put another way, dPI(z1)/dPI(x2) = dP(z1)/dP(x2) for all cl, X2. This fact can be used to guide the construction of IS measures. (1( )) lBY y = @(a) we mean y = Coa + o(a) for constant co independent of a.
for z c Al. Then Then for almost all x E Al,
and for x E Ak (with k > 1), Goyal, et.al. (1992) and Walrand (1988) Figure  2 and the embedded discrete time chain in shown in Figure  3 .
The basic idea of failure biasing is to increase the probability of failure transitions so as to make failure events more likely. There are two standard methods. Both involve increasing the total probability y of a component failure to 6 at each state. Goyal, et. al. (1992) .
