Abstract. In this article, we will characterize the multiplier ideal sheaves with weights of log canonical threshold one by restricting the weights to complex regular surface.
1. Introduction
Background.
Let Ω ⊂ C n be a domain and o ∈ Ω the origin. Let u be a plurisubhamonic function on Ω. The multiplier ideal sheaf I (u) is defined to be the sheaf of germs of holomorphic functions f such that |f | 2 e −2u is locally integrable (see [1] ). Here, u is regarded as the weight of I (u). The Lelong number of u at o is defined to be ν(u, o) := sup{γ ≥ 0|u(z) ≤ γ log |z| + O(1) near o}.
For Lelong number ν(u, o) < 1, Skoda presented I (u) o = O n (see [1] ). When ν(u, o) = 1, Favre and Jonsson [4] used the valuative tree to characterize the structure of I (u) o in dimension two. In [6] , Guan and Zhou obtained the result for any dimension n by their solution to Demailly's strong openness conjecture [5] . The log canonical threshold (or complex singularity exponent ) of u at o is defined to be c o (u) := sup{c ≥ 0| exp(−2cu) is integrable near o}. It is convenient to put c o (−∞) = 0 (see [3] ).
Note that c o (u) · ν(u, o) = 1 when n = 1. In other words, Theorem 1.1 is equivalent to that if there exists a complex line
Thus, it's natural to ask
For the case of m = 1, Question 1.1 is solved by Theorem 1.1. In the following subsection, we will answer the Question for the case of m = 2.
1.2. The answer to Question 1.1 for m = 2 case. Firstly, we present the following characterization of multiplier ideal sheaves with weights of log canonical threshold one in the two-dimensional case.
2 be the origin of C 2 and u a plurisubharmonic function on Ω with c o (u) = 1. Then I (u) o is one of the following cases: (
Remark 1.1. (1) All the cases in the above theorem will occur when we take u = log(
(2) By an algebraic discussion, we obtain that o is a rational singularity of the complex model space V (w
Proof of main results

2.1.
Proof of Theorem 1.2. For the proof of main results, we need the following results.
is the ideal sheaf of the analytic set N (I (u)).
Theorem 2.2. (see [1], Theorem 2.18). Let T be a closed positive current of bidimension (p, p). Then T can be written as a convergent series of closed positive currents
where [A k ] is a current of integration over an irreducible analytic set of dimension p, and R is a residual current with the property that dim E c (R) < p for every c > 0. This decomposition is locally and globally unique: the sets A k are precisely the p-dimensional components occurring in the upperlevel sets E c (T ), and λ k = min x∈A k ν(T, x) is the generic Lelong number of T along A k .
We are now in a position to prove Theorem 1.2.
Proof of Theorem 1.2. By Theorem 1.1, it is sufficient to assume ν(u, x 0 ) > 1.
When dim o N (I (u)) = 0, by Lemma 2.1, we have
be a locally irreducible decomposition of {z|ν(u, z) ≥ 1} at o and all A k are irreducible in some neighborhood U 0 of o. Note that 1 < ν(u, o) ≤ 2, by Theorem 2.2, we obtain that (a) m = 1, (A 1 , o) is regular or singular with multiplicities 2; or (b)
Hence, in some local coordinates, it follows that
is singular with multiplicities 2. Let f (z 1 , z 2 ) ∈ O 2 be the minimal defining function of the germ of analytic set ({z|ν(u, z) ≥ 1}, o). As ({z|ν(u, z) ≥ 1}, o) is singular at o with multiplicities 2, by Weierstrass Preparation Theorem, in some local coordinates we can assume
Note that
2 ) 2 . We can compute the log canonical threshold c o (f ) as follows:
For ord o a(z 2 ) = ∞, i.e., a(z 2 ) ≡ 0, we have
It is easy to see that c o (f ) = 1 if and only if f (z 1 , z 2 ) = z 1 z 2 in some local coordinates, i.e., o is a simple normal crossing singularity of f (z 1 , z 2 ). As
In fact, here only the normal crossing case occurs by Theorem 1.1).
Remark 2.1. Note that 1 ≤ ν(u, o) ≤ 2. It is easy to see that the multiplier ideal sheaves cannot be uniquely determined by Lelong number and log canonical threshold.
For ν(u, o) = 2, I (u) o can be any one of the three case, e.g. we can take u = 2 log(|z 1 | + |z 2 |) or log |z 1 | + log(|z 1 | + |z 2 |) or log |z 1 z 2 |, respectively. For 1 < ν(u, o) < 2, I (u) o can be any one of the first two cases, e.g., we can take u = log(|z 1 
Remark 2.2. For the two dimensional case, we can say nothing about the multiplier ideal sheaves with weights of log canonical threshold less than one. As all integrally closed ideals are multiplier ideal sheaves in two dimensional regular local rings [4] , then by Zariski's decomposition theorem every multiplier ideal I in O 2 can be written as and l 1 , ..., l m , k 1 , . .., k n are positive integers. However, it is still difficult to characterize the simple m 2 -primary integrally closed ideals.
In addition, we have the following result for the jumping number one case in arbitrary dimension. 
In addition, by a discussion on Hironaka's log resolution [2] , there is an increasing discrete sequence (ξ k ) k∈N which goes to infinity with ξ 0 = 0 such that
for every c ∈ [ξ k , ξ k+1 ) and every k.
As the increasing sequence (ξ k ) goes to infinity, there exists k 0 ≥ 1 such that 1 ∈ [ξ k0 , ξ k0+1 ). Take u = ξ k0 ϕ A and I = I (ξ k0−1 ϕ A ) o . Then, we have 
where dλ H is the Lebesgue measure, and C D is a constant which only depends on the diameter of D and m.
Proof of Theorem 1.3. By the restriction formula about log canonical threshold, we have
By the definition of log canonical threshold, it follows that
Case (ii). 
In particular, (A, o) ⊂ (N (F (z) ), o).
Claim. (A, o) is of pure dimension n − 1 and
By Corollary 3.5 in [7] , for almost every point x 0 ∈A∩H near o, c x0 (u| H ) = c x0 (u) = 1. By Theorem 2.2, [7] , we have dim x0 A = n − 2 + dim x0 A∩H = n − 1 for any point x 0 near o with c x0 (u| H ) = c x0 (u) = 1. Then, it follows that for almost every point x 0 ∈A∩H near o, x o ∈ A ≤n−2 , which implies A ≤n−2 ∩ H = o and
Otherwise, there exists holomorphic function g near o such that g 2 |F , which contra-
By Weierstrass Preparation Theorem, we can assume that F (w 1 , w 2 , z 3 , ..., z n ) = w 2 1 + a 1 (w 2 , z 3 , ..., z n )w 1 + a 2 (w 2 , z 3 , ...z n ) and F (w 1 , w 2 , z 3 , ..., z n )| H = w . Apply Weierstrass Preparation Theorem to a 3 , we assume a 3 (w 2 , z 3 , ..., z n ) = e(w 2 , z 3 , ..., z n ) w 2 2 + b 1 (z 3 , ..., z n )w 2 + b 2 (z 3 , ..., z n ) , where e(w 2 , z 3 , ..., z n ) ∈ O n is a unit and b 1 (0) = b 2 (0) = 0.
Let
2 . Then we obtain that F (w 1 , w 2 , z 3 , ..., z n ) = e(w 2 , z 3 , ..., z n ) e(w 2 , z 3 , ..., z n ) −1 w Change the variables at o again, it follows that F (w 1 , w 2 , z 3 , ..., z n ) = e(w 2 , ..., z n ) w 
