ABSTRACT A majority of luminance measurement systems are currently focused on measuring the total luminance of light-emitting diodes (LEDs). It has largely limit its application on micro-LEDs, which require capturing the microscopic surface luminance. In order to study the microscopic characteristics of micro-LED displays, in this paper we propose a practical method that can accurately measure the luminance of a whole micro-LED array and even the surface luminance distribution of any single micro-led chip on the array. The essentials of this method are a high-precision complementary metal oxide semiconductor camera and a self-made data processing algorithm. Results show that the maximum error of the luminance measurement is less than 8%, which can prove the accuracy of the method. The metrical wavelength range and the accuracy of system can be dynamically set according to the camera and microscope. Endowed with ultrahigh dynamic ranges, this system proves its competency for evaluating the spatially resolved distribution of luminance for high brightness micro-LEDs.
I. INTRODUCTION
A great deal of research has been focused on the topic of healthy lighting since recent years, because of the high flexibility of spectrum of light-emitting diodes (LEDs) [1] - [3] . If the angular power distribution of a LED chip is not strictly controlled, a blinding glare appears when the chip is viewed from certain angles, and LEDs emit a larger portion of blue lights, compared with conventional light sources [4] , it is extremely necessary to quantifiably detect luminance of LEDs, for preventing the dazzling glare as well as reducing the blue-light hazards [5] - [8] . Furthermore, since Jiang et al. at Texas Tech University first developed the micro-LED array with chip size of 12 µm and resolution of 10 × 10 in 2000 [9] . The performance of micro-LED has been improved over the past decade. The resolution of micro-LED display increases from 360 PPI to 1700 PPI [10] - [12] , and the design of control system has also been significantly optimized [13] . The team of Kuo in Taiwan successfully applied the Pulsed Spray Coating technology to the UV Micro-LED display screen to achieve the colorization of 35 µm-size microchips, and they optimized the coating process to suppress interpixel crosstalk [14] - [17] . However, there is little research on the luminance measurement of micro-LED array, especially on identify the luminance of an individual chip when a micro-LED array is working.
The core of a digital camera is the image sensor, which converts the optical signal to the electrical signal. The analog signal, after undergoing a series of processions, including digitalization by an analog-to-digital converter, is finally stored in the form of image files. These digital signals undergo further processing via a microprocessor and then are stored in the form of image files. Over the past few years, lots of studies have been done on the use of cameras to obtain luminance [18] - [20] . Hitherto, methods of LED luminance measurement can be roughly divided into the following three categories [21] - [23] . a) Direct measurement by adopting a conventional luminance meter; b) deviating from direct measurements of illuminance, source area, and distance; c) measurement based on a digital imaging photometer.The goal of these traditional method is to identify the average luminance of a large area. This may be suffice for largesize luminance, but when it comes to the micro-LED which requires evaluation of luminance of individual chips, these methods always fail give accurate luminance values from a micron-scale area. However, these shortcomings can be remedied by conducting quantitative spatially-resolved luminance measurements, which provide the luminance-distribution of LED chip or micro-LED array. Therefore, it is urgent to propose a feasible way to quantitatively measure the microscopic surface luminance in real times.
In this study, we propose a method for measuring the spatially-resolved surface luminance of conventional broadarea LED and micro-LED. Acquiring both digital images and camera exposure times, we can accurately and effectively achieve the luminance distribution of each micro-LED chip in the array. 
II. THEORY AND PRINCIPLE
According to photographic and photometric theories, a camera can take images of an object on the photographic material through lens. The values of each pixels on the image bears a certain relationship with the exposure of the corresponding point of the object. According to the photometrical response function shown in Fig. 1 , AB and CD segments on the curve exhibit nonlinearity under insufficient or excessive camera exposures, leading to the blurry of images. To achieve the clarity, we must control the amount of exposure in BC segment. Normally, the brightness degree of the image is measured by using the gray value. The gray value (ranging from 0 to 255) of each pixel position on the image, can be calculated by the following formula [24] ,
where D denotes the gray value of the digital image, while R, G and B denote red, green and blue colors of these three channels, respectively. Under the condition of proper exposure, the gray value of the digital image depends linearly on the logarithm of the exposure, as denoted in (2),
where H denotes the amount of exposure; v denotes the contrast coefficient (the slope of BC segment); and u denotes a constant coefficient. In (2) , H can be defined from the product of illuminance and exposure time,
where E denotes the illuminance of the imaging plane and t denotes the exposure time of camera. According to the photometric and geometric optics, we can obtain the following equation,
where τ denotes the optical transmission coefficient of lens, F denotes the aperture of camera, and L denotes the actual luminance of planar light source. With (2-4), we obtain the following equation for the actual luminance as,
To facilitate the calculation, we use a series of polynomials to approximate the Eq. (5). According to Taylors Series Expansion,
to the following equation:
where a 0 , a 1 , a 2 , ..., a n denote constant coefficients. After omitting the terms beyond the third order, we can obtain the following equation with the aid of (5, 6),
In the case of the specified camera, τ and F are constants if we keep the aperture unchanged. Under this situation, the actual luminance only depends on the exposure time and the gray value of digital image. Consequently, (6) can be converted into,
where l, m, n, and a 0 denote constant coefficients, and t denotes the exposure time.
The actual luminance of LED and the gray value of digital image both vanish when no electrical current flows through the LED chip, yielding the zero value of a 0 D 0 . Hence, we can obtain the final luminance equation,
Firstly, a proper exposure time is required for capturing a clear digital image. Secondly, we use (1) to calculate the gray value of each pixel position on the image. Finally, we calculate the actual luminance via (9) . The advantage of this equation lies in the fact that we can obtain the actual luminance of the LED immediately from the gray value of the digital image and the exposure time.
III. SYSTEM AND VERIFICATION

A. SYSTEM
The system of luminance measurement for micro-LED array includes a computer, electrical current source, digital camera, current supply probe, and microscope, as shown in Fig. 2 . A supporting software based on Delphi is developed to control the system and analyze the photomicrograph. And the software includes five function modules such as file handle, camera control, image calibration, measuring tool, and data display. 
B. ACQUIREMENT OF LUMINANCE CALIBRATION FILE
The system in Fig. 3(a) aims to obtain the actual luminance by using conventional luminance meter to make a comparison with the measured luminance. The experiment measurement system consists the integrating sphere (500 mm), the LED sources, the electrical current resource (Keithley 2400, Keithley Inc.), the temperature control equipment (Keithley 2510, Keithley Inc.), the optical spectrometer (Spectro 320, Instrument Systems Inc.), the telescopic optical probe (Top 100, Instrument Systems Inc.), the microscope (LED 650C, Everfine Inc.) with the digital camera (MD 50-T, Mshot Inc.), and the computer. The light outlet of integrating sphere has a uniform light distribution. As show in Fig. 3(b) , we replace the telescopic optical probe and the spectrometer, with the digital camera and microscope. The camera is controlled to focus on the outlet of the integrating sphere and to capture a clear image at an appropriate exposure time. The detailed parameters of the complementary metal oxide semiconductor (CMOS) camera are shown in the Table 1 . The relations between gray value and brightness varies from wavelength of light. Therefore, we adopt a number of commercial blue and green broad-area LEDs in common use. We place the Top 100 in front of the outlet of integrating sphere at a distance of 500 mm, adjust the height of the tripod, and control the Top 100 focus on the outlet. By changing the LED-drive current from 20 mA to 350 mA at 25 • C, we measure corresponding actual luminance of the outlet.
Then, as shown in Fig. 3(b) , we replace the Top 100 with a Mshot digital camera and a LED microscope. Adjusting the camera and LED microscope to focus on the outlet of the integrating sphere, we capture images of outlet at different exposure times and electrical currents (20 mA-350 mA). The images and spectrum of the outlet of the integrating sphere as shown in Fig. 4 . The light distribution of the outlet is uniform, so the luminance captured by every pixel can be considered identical. To solve the inhomogeneity of the CMOS pixels in the digital camera to improve the measurement accuracy, it is necessary to conduct the flat field correction of the CMOS in the digital camera. Collected by the digital camera, the image information of the target (G I (x, y) ) includes the following three parts. The image information in the exposure time of 0 (G O (x, y) ), the image information obtained by changing the exposure time of the digital camera in a dark environment (G D (x, y) ), the actual image information of target (G A (x, y) ). So the G I (x, y) can be denoted as,
For an image of uniform luminance distribution, actual gray values of each pixels should be identical. To prevent the error caused by lens distortion and image black-edge phenomenon, we take the average gray value of 1% of the pixels in the center of the image as the standard gray value (G S ). So the correction coefficient (Cal(x, y)) of each pixel in the image captured by the system can be defined as,
So we can obtain a series of two-dimensional matrixes of correction coefficients at different exposure time. To make the calculation more accurate, we must prevent intensities of three channels being saturated, and remove overexposed images at first. We calibrate the gray value of each pixel position on the image according to the correction matrixes, and get the measured gray value D of the image at different exposure time. According to (9) , for the image of the LED driven with the same current, the corresponding luminance should be the product of the actual luminance and the exposure time. Therefore, we make a least-square fitting of the gray values of the images of different currents taken at different exposure times and their corresponding luminance values. The result shown in (12, 13) , indicating the goodness of our fitting, values of coefficient of determination R 2 exceed 0.999 in this experiment. Equation (14, 15) present the actual luminance of blue and green broad-area LED. 
C. VERIFICATION
The operation process of the method of luminance measurement for micro-LED array is shown in Fig. 5 . First, turn on and initialize the camera, set parameters of the camera and calibrate. Then, take the photomicrograph or import the image for measure. Finally, use the measuring tool to analyze the image. At exposure time of 1 ms, the original image of the broadarea bare LED captured by our system is shown in the left of Fig. 6, Fig. 6(a) is the image of blue LED driven with 6 mA, and Fig. 6(c) is the image of green LED driven with 7 mA. After the processing of the software, we can plot pseudo color maps presenting the luminance distribution of bare chip in Fig. 6(b) and Fig. 6(d) . In those pseudo color maps, green lines are electrodes, blue dots and lines are solder joints and gold wires, respectively. Uneven on surfaces of LED chips, luminance of middle portions of chips are high while edge portions are low, according to pseudo color maps.
To evaluate the accuracy of the measurement scheme, a comparison between the results captured by this system is required. Due to the fact that Top 100 can only capture an average luminance of an area, we capture the data from a same region by Top 100 and our system respectively, and average the data from the former and compare it with the latter. We select eight sets of data for error analysis as shown in Table 2 . In order to describe the homogeneity of the luminance of the chip surface, we introduce the uniformity factor U , which is defined as the proportion of pixels of which the luminance are within ± 10% of the average luminance. The luminance measured by Top 100 brightness is denoted as L T , and the luminance measured by the system is denoted as L S . In addition, the U and the Error in Table 2 is defined as,
where P C denotes the the number of the pixels whose luminance are within ± 10% of the average luminance, and P T denotes the number of the total pixels in the image. Results show that the maximum error is less than 8%, which can prove the accuracy of our proposed system.
IV. EXPERIMENT AND DISCUSSION
A. EXPERIMENT
We use the system of luminance measurement for micro-LED array to measure the overall light emission of the micro-LED array and the luminance distribution of a single chip. The resolution of micro-LED array used in this experiment is 32 × 64, and the chip size is 50 µm × 50 µm, as shown in Fig. 7 . In this passive-matrix micro-LED array, when a certain positive and negative electrode are connected to a source, the micro-LED chip at the intersection of the two electrodes will be turned on. At the beginning, the temperature of the heat sink is controlled at 25 • C. We measure the spatially resolved luminance VOLUME 6, 2018 of an individual chip at a series of current, while other chips are all turned off according to the flow chart shown in Fig. 5 , and the results are listed in Table 3 . The results show that the uniformity of the luminance distribution on the surface of the micro-LED chip increases from 19.7% to 45.4% as the current density increases from 0.4 to 40 A/cm 2 . Compared with the broad-area LED chip, the uniformity of micro-LED is much lower because the radiation area primarily located at the edge instead of the middle of the active region [25] . In Fig. 8 , we illustrate the pseudo color map and 3D distribution of the luminance of the single micro-LED chip under six different currents. In the 3D chart, we can clearly see that much more points are located near the average luminance with the 1000 uA drive current, which means that large currents can increase the uniformity of the micro-LED chip's surface luminance.
Then we utilize a voltage source to drive all micro-LED chips to measure the average luminance of each single chip because each chip on the passive matrix micro-LED array is connected in parallel. The average luminance of certain chips on micro-LED array at different voltages is shown in Fig. 9 . Because the luminance of the No. 8 chip is only about onethird of the remaining chips under the same voltage, we can determine that the No. 8 chip is not working properly. Therefore, our luminance measuring system can quantitatively detect the working status of the micro-LED array, and can also be regarded as a useful tool for practitioners who desire to improve the quality of micro-LED arrays. 
B. DISCUSSION
Compared to the previous luminance measurements [20] , [23] , the method using the camera and microscope for microscopic luminance measurement provides microluminance distribution of broad-area LED chip, as well as the actual luminance of each micro-LED chip. This is favorable in at least two cases. The first identifies the crystalline issues including distributions of carrier, dislocation and defect. It reinforces the microscopic-defect detection of semiconductor optoelectronic bulk materials and devices. The second examines the micro-LED display, which is composed of billions of independent, self-emitting microscale chip, arranged in matrices. In this case, the system can check the color uniformity and mark bad micro-LED chips prior to being sold.
V. CONCLUSION
The method measuring the luminance of the micro-LED array based on microscopic imaging system using camera is proposed in this study. The method described above presents following advantages. a) The luminance distribution of each micro-LED chip on the array can be quantitatively measured. b) With the image of a micro-LED array and the exposure time of the camera, we can obtain the actual luminance of a single chip when the whole micro-LED array is working. c) In comparison to conventional luminance measurements, the proposed method yields higher measurement efficiencies.
