We consider a chaotic many-body system that is split into two subsystems, with an interaction along their mutual boundary, and study the entanglement properties of an energy eigenstate with nonzero energy density. When the two subsystems have nearly equal volumes, we find a universal correction to the entanglement entropy that is proportional to the square root of the system's heat capacity (or a sum of capacities, if there are conserved quantities in addition to energy). This phenomenon was first noted by Vidmar and Rigol in a specific system; our analysis shows that it is generic, and expresses it in terms of thermodynamic properties of the system. Our conclusions are based on a refined version of a model of a chaotic eigenstate originally due to Deutsch, and analyzed more recently by Lu and Grover.
I. INTRODUCTION
Consider a macroscopic system of volume V partitioned into two spatial subsystems 1 and 2 with volumes V 1 and V 2 = V − V 1 . We assume, without loss of generality, that V 1 ≤ V 2 . We also assume that the hamiltonian of the system is a sum of local terms, and so can be partitioned as
where H a acts nontrivially only in region a (a = 1, 2) and all terms coupling the two subsystems are contained in H 12 . We further assume that the system obeys the eigenstate thermalization hypothesis (ETH) [1] [2] [3] for matrix elements of local observables between energy eigenstates corresponding to nonzero energy densities. Let |E denote an eigenstate of H with energy E, with nonzero energy density E/V . For notational convenience, and again without loss of generality, we shift H 12 by a constant (if necessary) so that
We can write |E in a basis of tensor products of the eigenstates of H 1 and H 2 ,
Deutsch [4] conjectured that the coefficient matrix M iJ can be treated as a random matrix with a narrow bandwidth that keeps the sum of the subsystem energies E 1i + E 2J close to the total system energy E, and using this conjecture showed that the entanglement entropy of the smaller subsystem equals its thermodynamic entropy. More recently, Lu and Grover [5] used this ansatz to calculate the Rényi entropies of the subsystem. Other related work on entanglement entropy at nonzero energy * cm@physics.ucsb.edu † mark@physics.ucsb.edu density in chaotic systems includes [6] [7] [8] [9] [10] ; for a review of basic concepts, see [11] .
In this work, we refine the original conjecture by characterizing the coefficient matrix more completely. We further show that at or very near V 1 = V 2 , there is an extra contribution to the entanglement entropy that scales like √ V . Specifically, for V 1 = V 2 exactly, and setting Boltzmann's constant k B = 1, we find that the entanglement entropy is given by
where S is the thermodynamic entropy of the system at energy E, C is its heat capacity, and A is the area of the boundary between the two subsystems. Note that both S and C scale like the volume V of the system. In two or more dimensions, the O(A) term-whose coefficient we do not compute, since it depends on details of the hamiltonian-can be larger than the √ C term, but is distinguished by its dependence on a property of the boundary between the two subsystems, rather than a property of the system as a whole.
A contribution to S ent scaling like √ V was found previously by Vidmar and Rigol [12] in a study of a onedimensional system with one conserved quantum number. Our explanation for the appearance of such a term is essentially the same as theirs, but our formula applies more generally to any system that obeys ETH, and relates the correction to thermodynamic properties of the system. Furthermore, we generalize our result to systems with any finite number of conserved quantities in addition to energy. In such cases, C in Eq. (4) becomes the sum of all entries in a matrix of capacities; see Section IV.
The rest of this paper is organized as follows. In the rest of the introduction, we summarize all of our key results in more precise language, for the simplest case in which only energy is conserved. Sections II, III and IV elaborate on the derivation of the summarized results. The generalization to systems with additional conserved quantities is discussed in the second half of Section IV, and full details are provided in Appendix A. Section V has our concluding discussion.
To simplify notation, we take all energies to be in units of a fundamental energy scale (e.g., the coefficient of an exchange term in a spin chain), and all lengths, areas, and volumes to be in units of a fundamental length (e.g., the lattice spacing). We also set k B = 1 throughout.
• Structure of the coefficient matrix. Assuming, in line with [4, 5] , that M iJ has the general structure of a random matrix that is sharply banded in total energy, and neglecting any dependence of M iJ on the energy difference E 1i − E 2J , we show that it takes the form
where S(E) is the thermodynamic entropy of the full system at energy E (equal to the logarithm of the density of states, and assumed to be a monotonically increasing function of energy, so that temperature is nonnegative), F (ε) is a window function centered on ε = 0 with a width ∆ equal to the quantum uncertainty in the interaction hamiltonian,
and C iJ is a matrix of coefficients which, when averaged over narrow bands of energies of each subsystem near E 1 and E 2 (but with each band still containing many subsystem energy eigenstates), obeys
where the overbar denotes the dual narrow-band energyaveraging. Furthermore, for a system in two or more spatial dimensions, the window function is a gaussian,
In two or more spatial dimensions, where H 12 is a sum of local terms along the boundary between the two subsystems, we show that ∆ ∼ √ A, where A is the area of the boundary. For a one-dimensional system, ∆ is an order-one quantity (in terms of its scaling with system size).
• Structure of the reduced density matrix. The reduced density matrix ρ 1 := Tr 2 |E E| of subsystem 1 takes the form
where E 1 := (E 1i + E 1j )/2 and ω :
is the thermodynamic entropy of subsystem a at energy E a (a = 1, 2), and the R ij are O(1) numbers that vary erratically. We have dropped terms of order ∆ 2 ∼ A and smaller in the exponents.
The diagonal term is in agreement with Lu and Grover [5] , and matches the "subsystem ETH" ansatz of Dymarsky et al. [13] . The off-diagonal term, though exponentially smaller than the diagonal term, is relevant for
, where E * 1 is the solution to
For E 1 > E * 1 , the density of states of subsystem 2 is smaller than the density of states of subsystem 1. However, the nonzero eigenvalues of ρ 1 are the same as those of ρ 2 := Tr 1 |E E|. This effect occurs locally in energy. Hence, in the energy interval [
S2(E−E1) dE 1 nonzero eigenvalues, each one approximately equal to e −S(E) e S1(E1) .
• Correction to the entanglement entropy. From the discussion above, it follows that
where
The denominator in Eq. (11) is the numerator with n = 1, and itself equals one up to small corrections; see Sec. II. The entanglement entropy is the n → 1 limit of the nth Rényi entropy,
From Eqs. (11) (12) (13) (14) , we get
(15) After performing the integrals over E 1 by Laplace's method, we find
are the subsystem entropies at the stationary pointĒ 1 , given by
is the harmonic mean of the subsystem heat capacities C a := −β 2 /S a at constant volume and inverse temperature β := S 1 (Ē 1 ), and we have de- where erf x is the error function; see Figure 1 . Since Φ(x) decays to zero exponentially from Φ(0) = 1, this correction is negligible for
is the heat capacity of the full system. The heat capacity C scales like the volume of the system, so
2 exactly, we recover Eq. (4).
• Correction to the Rényi entropy for n < 1. Evaluating Eq. (11) by Laplace's method, and then evaluating the leading terms in Eq. (14), we find
E * 1 is the solution to Eq. (10), andĒ 1 is the solution to
ForĒ 1 < E * 1 , Eq. (19) coincides with the result of Ref. [5] . For n > 1, the convexity of the entropy function (equivalently, positivity of the temperature and the heat capacity) guarantees thatĒ 1 < E * 1 . However, for n < 1, it is possible to have E * 1 <Ē 1 , and then Eq. (19) differs from the result of Ref. [5] . In particular, for a uniform system split exactly in half, E * 1 <Ē 1 for all n < 1, and then S Ren,n<1 (E) = S(E)/2, up to subleading corrections.
II. ENVELOPE FUNCTION OF THE COEFFICIENT MATRIX
We first establish a useful identity. In the limit of ∆ → 0, we can ignore the energy of the interaction. Then we can compute the density of states e S(E) of the total system at energy E by dividing the energy between the two subsystems, and taking the product of the number of states of each subsystem. This yields
Note that Eq. (22) shows that the denominator in Eq. (11) equals one in the ∆ → 0 limit. Next we warm up by computing E|E = 1. From Eqs. (3) and (5), we have
The sums over i and J implement the narrow-band averaging of Eq. (7), and can then be replaced by integrals over E 1 and E 2 with factors of the densities of states, yielding
In the limit ∆ → 0, F (ε) → δ(ε), the Dirac delta function. In this limit we have
where the final result follows from Eq. (22). For finite ∆, we take F (ε) to have the gaussian form of Eq. (8), although we only need that F (ε) be sharply peaked at ε = 0 with width ∆. We then evaluate the integrals in Eq. (24) by Laplace's method. The conditions for a stationary point of the exponent are
For small ∆, the solution is E 1 =Ē 1 , E 2 =Ē 2 , wherē
where β is again the inverse temperature of the system as a whole and of each subsystem. Next we Taylor expand the entropies about the stationary point,
To leading order in the system volume, Eq. (22) implies
Thus the constant and linear terms all cancel in the combination 
We emphasize that the derivation of Eq. (32) from Eqs. (5) and (7) does not rely on the precise form of F (ε); it relies only on F (ε) being sharply peaked at ε = 0 with width ∆ that satisfies β 2 ∆ 2 C 1 , C 2 . For n = 1, 2 in Eq. (32), we can replace H 1 + H 2 − E with H 1 + H 2 − H, since H will always appear next to either the ket or bra form of its eigenstate. Then using H 1 + H 2 − H = −H 12 , we find for n = 1 that
where the second equality follows from our shift of H 12 .
For n = 2, we get
The left-hand side equals ∆ 2 by definition, and so Eq. (34) verifies Eq. (6).
In two or more spatial dimensions, our assumption on the locality of H implies that H 12 is a sum of local terms on the boundary B between regions 1 and 2,
We then have
Assuming that ETH holds for the bilocal operator h x h y , the eigenstate expectation value can be replaced by a thermal expectation value at inverse temperature β. We further assume that this thermal correlation function decays rapidly for |x − y| ξ to the disconnected form h x h y , where ξ is an appropriate correlation length [14] . Summing the disconnected form over x and/or y yields zero, by Eq. (2). Hence the double sum in Eq. (36) effectively becomes a single sum over the boundary, yielding
where h x is any one term in H 12 , and the angle brackets denote either the eigenstate or thermal average, which are equal by ETH. Eq. (37) shows that ∆ 2 ∼ A, the boundary area.
We can now generalize this argument to higher powers of H 12 , again assuming rapid decay of h x h y . . . whenever an index or group of indices is separated by more that ξ from the others. The multiple sum over x, y, . . . will be then yield approximately zero for odd powers, and be dominated by the factorization into correlated pairs for even powers. This then yields, in accord with the usual combinatorics of Wick's theorem,
characteristic of a gaussian distribution. Returning to Eq. (32), and using
we have
The first term is given by Eq. (38), and we would like to show that the remaining terms can be neglected. From Eqs. (37) and (38), we see that we effectively have H 12 ∼ √ A, so the terms in Eq. (40) with factors of H −E will be suppressed unless H − E ∼ √ A as well. In each of these terms, H acts on a state of the form H k 12 |E . We have H 12 = x h x , and each h x is an O(1) operator that can change the energy only by an O(1) amount. Hence, acting with k such operators can change the energy by at most an O(k) amount, which is O(1) in terms of its scaling with A. Summing over x can increase the coefficient of the normalized state, but does not increase the maximum change in energy. Hence H −E ∼ O(1), and so the terms with one or more factors of H − E in Eq. (40) can be neglected. We conclude that, up to corrections suppressed by powers of 1/A or A/V ,
and therefore that F (ε) is a gaussian with width ∆, Eq. (8).
In one spatial dimension, Eq. (35) does not hold, and our argument that F (ε) is gaussian does not apply. However, Eqs. (33) and (34) are still valid in this case.
III. REDUCED DENSITY MATRIX
From Eq. (3), the reduced density matrix of subsystem 1 is
Using Eqs. (5), (8), (28), assuming ∆ 2 C/β 2 , and neglecting prefactors, we have
where E 1 := (E 1i +E 1j )/2 and ω := E 1i −E 1j . Taking the statistical average and using Eq. (7), only the diagonal term survives, hence ω = 0, and we get
We again replace the sum over K with an integral over E 2 weighted by the density of states of subsystem 2, which yields
The last exponential factor, arising from the window function F (ε), forces E 2 to be close to E−E 1 . Expanding S 2 (E 2 ) about this point, we have
where β 21 := S 2 (E − E 1 ) is the inverse temperature of subsystem 2 when its energy is E − E 1 . Performing the integral over E 2 in Eq. (45) then yields
Since ∆ 2 ∼ A, the last term in the exponent is smaller than the first two, which scale like volume. Additionally, we expect other terms of O(A) to arise from finer structure in the C iJ coefficients that we have neglected. These are necessary to produce the usual "area law" for the entanglement entropy of the ground state (for a review, see [15] ), and we expect such correlations to persist at nonzero energy density.
To estimate the size of the fluctuating off-diagonal elements of ρ 1 , we compute the statistical average of the absolute square of (ρ 1 ) ij , i = j. We neglect any statistical correlations in the C iK coefficients, and assume that
Then we have
Following the same steps that led to Eq. (47), we get
As in the case of the diagonal components, we expect additional terms of O(A) to arise from neglected correlations in the C iK coefficients.
In the limit that we neglect O(A) corrections, Eqs. (47) and (50) together yield Eq. (9).
IV. CORRECTIONS TO THE ENTANGLEMENT AND RÉNYI ENTROPIES
In the limit that we neglect all subleading corrections, we evaluate the numerator of Eq. (11) by Laplace's method, which simply yields the maximum value of the integrand. This gives Eq. (19) for the nth Rényi entropy.
We consider subleading corrections only in the case of the entanglement entropy, n = 1. In this case we must evaluate Eq. (15). We have
Using Eqs (27a,29,30,31), and changing the integration variable from E 1 to
we get
in the integrand is peaked well away from the lower limit of integration, which can therefore be extended to −∞. When performing the gaussian integral, values of u 2 larger than K are exponentially suppressed; thus the O(u 2 /K) term in Eq. (54) gives only an O(1) contribution, and can be neglected. Putting all of this together, Eq. (15) becomes
Making a final rescaling of u → √ 2Ky, we get Eq. (16) . Note that, if we are interested in infinite temperature (β = 0), then we should also take C j → 0 so that β 2 /C j remains finite and nonzero. In this limit, C → 0, and so the correction in Eq. (4) vanishes.
We also note that the precise distribution of eigenvalues of ρ 1 near E 1 makes at most an O(1) correction to the entanglement entropy. For example, the Marčenko-Pastur law [16] gives the Page correction −e Smin /2e
Smax to the entanglement entropy of a random state [17, 18] . This can be neglected. We can also generalize to the case of a system with another conserved quantity, such as particle number. In the most general case, there are m conserved quantities Q a (a = 1, . . . , m), including energy, which we take to be Q 1 . A quantum state is then labeled by the values of all m quantities. We can then repeat our entire analysis (see Appendix A for details). The thermodynamic entropy of the full system as a function of the Q a 's (near the values that label the state) takes the form
with λ 1 ≡ β. This generalizes Eq. (28); similar generalizations apply to the subsystem entropies. We then ultimately arrive at Eq. (55) with u := λ a δQ a and
where C 1 and C 2 are the capacity matrices for the two subsystems, and the second equality holds for a uniform system with capacity matrix C and with f = V 1 /V . Eq. (16) then holds with K given by Eq. (57), and Eq. (4) holds with
We can now reproduce the results of Ref. [12] for a system with a conserved particle number. There the system was studied near infinite temperature, so that the thermodynamic entropy was taken to be effectively independent of system energy. Hence the problem reduces to the case of a single conserved quantity, the filling fraction n. Then the thermodynamic entropy of the system takes the form
where L is the linear volume of the one-dimensional system; this is Eq. (13) in Ref. [12] . In the notation of our Eq. (56), with a single Q that we identify as n, we have
which yields
When used in Eq. (4), this reproduces Eq. (17) of Ref. [12] (with L A = L/2).
V. CONCLUSIONS
We have reconsidered the ansatz of [4, 5] for an energy eigenstate of a chaotic many-body system that, by assumption, obeys the eigenstate thermalization hypothesis for local observables. This ansatz expresses the energy eigenstate of the full system in the basis of energy eigenstates of two subsystems, each contiguous in space, that interact along their mutual boundary, and is specified by Eqs. (3,5,7) .
One of the results of this paper is that the width ∆ of the energy window function F (ε) is given by Eq. (6) in terms of the subsystem interaction hamiltonian, and that (in two or more spatial dimensions) F (ε) has the gaussian form of Eq. (8) .
We further showed that the ansatz for the energy eigenstate leads to a reduced density matrix that takes the form of Eq. (9). The off-diagonal elements, though exponentially small, are relevant to the calculation of Rényi entropies when the fraction of the energy in the smaller subsystem is large enough to give it a larger entropy than the larger subsystem; this modifies the results of [5] for n < 1.
In the case of equal or nearly equal volume for the two subsystems, there is a correction to the entanglement entropy (corresponding to Rényi index n = 1) that scales like the square-root of the system volume. In the case of equal subsystem volumes, this correction, displayed in Eq. (4), is ∆S ent = − C/2π, where C is the heat capacity of the whole system. Such a correction was previously found in a specific system by Vidmar and Rigol [12] ; our analysis is more general and shows that the effect is generic.
We also extended our results to the case of multiple conserved quantities. The correction to the entanglement entropy at equal subsystem volumes is the same, but with C now given by a sum of the elements of a matrix of capacities.
We believe that our work further illuminates the role of the entanglement and Rényi entropies of a subsystem as quantities worthy of study that encode key features of the physical properties of the system as a whole. so D ab is symmetric, as it needs to be for the equality in Eq. (A7) to make sense. The C iJ coefficients obey Eq. (7), with the averaging now over narrow bands of all components of q 1 and q 2 . For a system in two or more spatial dimensions, the window function is a multivariate gaussian, We adopt the notation
if S 1 (q 1 ) < S 2 (q − q 1 ), (A11a) q 1 q * 1 if S 1 (q 1 ) > S 2 (q − q 1 ), (A11b) q 1 ∼ q
