We give a description of the class of continuous functions that are comparison meaningful in the sense of measurement theory. When idempotency is assumed, this class reduces to the Boolean max-min functions (lattice polynomials). In that case, continuity can be replaced by increasing monotonicity, provided that the domain of definition is open.
Introduction
Consider a set of real numbers defining an ordinal scale, i.e., a scale where only order matters, and not numbers. For example, a scale of evaluation of a scientific paper by a referee such as 1=Poor, 2=Below Average, 3=Average, 4=Very Good, 5=Excellent is a (finite) ordinal scale, despite the coding by numbers 1 to 5. These numbers are actually meaningless since any other numbers that preserve the order could have been used. For instance, -6.5=Poor, -1.2=Below Average, 8.7=Average, 205.6=Very Good, 750=Excellent.
Thus, the numbers that are assigned to that scale are defined up to a (continuous) increasing bijection φ : IR → IR. For a general discussion of ordinal scales and for definitions of other scale types; see for instance Roberts [17] and Luce et al. [7] . Now, let x 1 , . . . , x n be real numbers given according to an ordinal scale. It is clear that any aggregation of these numbers cannot be made by means of usual arithmetic operations, unless these operations involve only order. For example, computing the arithmetic mean is forbidden, but the median or any order statistic is permitted. More precisely, the aggregated value can be calculated only by a synthesizing function M : IR n → IR satisfying the following condition:
for any x, x ∈ IR n and any continuous increasing bijection φ : IR → IR. Such an order invariant function is said to be comparison meaningful (from an ordinal scale); see Orlov [12] .
A typical example of comparison meaningful function is given by the Boolean max-min functions [8, 9, 10] , also called lattice polynomials [3, 14, 15] . These functions are of the form
where T is a non-empty family of non-empty subsets of {1, . . . , n}. Moreover, symbols ∨ and ∧ denote maximum and minimum, respectively.
In this paper we described the family of continuous and comparison meaningful functions M : E n → IR, where E is any real interval, possibly unbounded. When idempotency is assumed (that is, M (x, . . . , x) = x), these functions are exactly the Boolean max-min functions. In this case, increasing monotonicity can be substituted to continuity without change.
Note that similar studies have been done for ratio scales and interval scales by Aczél and Roberts [1] and Aczél, Roberts, and Rosenbaum [2] .
Boolean max-min functions
In this section we investigate the Boolean max-min functions, which play a central role in this paper. The word 'Boolean' refers to the fact that these functions are generated by {0, 1}-valued set functions. They are also order invariant extensions on IR n of nonconstant and increasing (monotone) Boolean functions.
To simplify the notation, we set N := {1, . . . , n}. 
Actually, we can point out a stronger property. Let Π denote the set of all permutations on N , and let us introduce the following sets which cover IR n :
Clearly, any Boolean max-min function M = B ∨∧ c fulfills the following property:
More precisely, we have the following result:
The set function c that defines B ∨∧ c is not unique. For example, we have
It can be shown [9] , however, that there is a unique increasing (monotone) set function c that defines B ∨∧ c , which is given by
where, for any T ⊆ N , e T is the characteristic vector of T in {0, 1} n .
Using classical distributivity of ∨ and ∧, we can see that any Boolean max-min function can also be put in the form:
with an appropriate set function d : 2 N → {0, 1}, see [9] .
Let f : {0, 1} n → {0, 1} be a non-constant and increasing Boolean function. Then the function B ∨∧ c , defined with c( 
By Proposition 2.1, we immediately see that any symmetric Boolean max-min function is an order statistic. Conversely, any order statistic is a symmetric Boolean max-min function.
Note that when n is odd, n = 2k − 1, the particular order statistic x (k) is the well-known median function:
Another particular case of Boolean max-min functions is given by the projection functions.
Definition 2.3
For any k ∈ N , the projection function P k : IR n → IR associated to the kth argument is defined by
The projection function P k consists in projecting x ∈ IR n onto the kth axis. As a particular synthesizing function, it corresponds to a dictatorial aggregation.
Aggregation properties
Let E be any real interval, bounded or not. Its interior is denoted E • . The automorphism group of E, that is the group of all increasing bijections φ : E → E is denoted by Φ(E). For the sake of simplicity, we also denote the vector (φ(x 1 ), . . . , φ(x n )) by φ(x).
In this section we present some aggregation properties that we will use to characterize the set of Boolean max-min functions. The main one is the comparison meaningfulness property, introduced by Orlov [12] . Let us recall its definition.
A stronger requirement is the Φ-ordinal stability,
proposed by Marichal and Roubens [11] .
The following proposition was proved by Ovchinnikov [13, Theorem 4.1] in the particular case of means; see also [5, 11, 14] .
Furthermore, if E is open then
In the second part of Proposition 3.1, the assumption that E is open is necessary. Indeed, if a := inf E ∈ E for example, then any φ ∈ Φ(E) is such that φ(a) = a and thus the constant function M = a fulfills Φ-OS.
The most often encountered synthesizing functions in the literature on aggregation are means or averaging functions, such as the weighted arithmetic means. Cauchy [4] considered in 1821 the mean of n independent variables x 1 , . . . , x n as a function M (x 1 , . . . , x n ) which should be internal to the set of x i values.
Such means satisfy trivially the property of idempotency, i.e., if all x i are identical, M (x) restitutes the common value.
The characterizations we will present in the next section are mainly devoted to idempotent functions. We shall also use two other aggregation properties: continuity (Co) and increasing monotonicity in each argument (In).
The Id property seems natural enough, even when values to be aggregated are defined on an ordinal scale. Besides, one can readily see that, for functions fulfilling In, it is equivalent to Cauchy's internality Int, and both are accepted by all statisticians as requisites for means and typical values.
The following result, adapted from Lemma 2.2 in [13] , shows that ordinal stability and comparison meaningfulness are closely related properties. 
Proposition 3.2 Consider a function
M : E n → E. i) If M fulfills Id and Φ-CM then it fulfills Φ-OS. ii) If M fulfills Φ-OS then it fulfills Φ-CM. iii) If E is
Main results
In the present section we give the axiomatic characterizations stated in the introduction. 
The following two characterizations follow immediately from Theorem 4.1; see also [10] . there is an automorphism φ : X → X such that φ(x 1 ) = y 1 and φ(x 2 ) = y 2 ).
We have already observed in the remark regarding Proposition 3.1 that, when E is not open, there exist functions M : E n → E fulfilling Co and Φ-OS other than B ∨∧ c . The complete description of that family is given in the following result.
Corollary 4.3 The function M : E n → E fulfills Co and Φ-OS if and only if
•
It follows from Corollary 4.3 that the functions M : E n → E that fulfill Co, Id, and Φ-OS are exactly the Boolean max-min functions. The extension of this latter result to the case of functional operators can be found in Ovchinnikov and Dukhovny [16] .
Now, let us turn to the case of increasing functions. We have the following result; see also [10] . If E is not open, the set of Boolean max-min functions on E n cannot be characterized by the properties In, Id, and Φ-CM. For example, the function 
Order statistics and projection functions
We now intend to characterize the order statistics and the projection functions, which are particular Boolean max-min functions.
Since the order statistics are exactly the symmetric Boolean max-min functions, we immediately have the following three characterizations. The notation Sy stands for the symmetry property. 
We then have the following results. Now, let us turn to the case of projection functions. As we can easily see, the projection functions fulfill the following property [1, 6] . (φ 1 (x 1 ), . . . , φ n (x n ) ).
It can be shown that the projection functions are exactly those Boolean max-min functions which fulfill Φ-CMI. We then have the following results. 
