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In this paper, we study the following problem{−u + u = k(x) f (u) + h(x), x ∈ RN ,
u ∈ H1(RN), u > 0 in RN , N  3, (0.1)
where f (t) is either asymptotically linear or superlinear with respect to t at inﬁnity. The
Ambrosetti–Rabinowitz type condition, that is so-called (AR) condition:
(AR) 0 < F (t)
t∫
0
f (s)ds θt f (t), for t > 0 and some θ ∈
(
0,
1
2
)
,
as well as the monotonicity of f (t)/t are not assumed. Under appropriate assumptions on
k,h and f , we prove that problem (0.1) has at least two positive solutions.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
In this paper, we are concerned with the existence of positive solutions to the following nonhomogeneous elliptic equa-
tion
{−u + u = k(x) f (u) + h(x), x ∈ RN ,
u ∈ H1(RN), u > 0 in RN , N  3, (1.1)
where k is a positive bounded function, h ∈ L2(RN ), h (≡)0, and the function f satisﬁes the following conditions:
(F1) f (t) ∈ C(R,R+), f (0) = 0 and f (t) ≡ 0 if t < 0.
(F2) limt→0 f (t)t = 0.
(F3) There exists p ∈ (1, N+2N−2 ) such that limt→+∞ f (t)tp = 0.
(F4) limt→+∞ f (t)t = l+∞.
If h(x) ≡ 0, to the author’s knowledge, problem (1.1) with k(x) ≡ 1 and f (u) = up (1 < p < N+2N−2 ) was ﬁrst studied by
Zhu [18] and he proved that problem (1.1) has at least two positive solutions if h(x) is small in some sense. After the
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example, [3,4,6,12,19], but the results in these papers are based on assuming that f (t) satisﬁes the following Ambrosetti–
Rabinowitz superlinear condition [1], which is usually called (AR) condition
(AR) 0 < F (t)
t∫
0
f (s)ds θt f (t), for t > 0 and some θ ∈
(
0,
1
2
)
.
It is clear that this condition implies that f (t)/t1+τ goes to inﬁnity as t → +∞, for some τ > 0. So the above condition (AR)
cannot be always true under the assumption (F4). However, under the conditions (F1)–(F4) problem (1.1) with h(x) ≡ 0, that
is the homogeneous case, has been studied extensively in the last decade, see [5,9,11,13,17] and the references therein. In
the mentioned papers, one assumes usually that f (t)/t is nondecreasing in t  0 for the purpose of showing that a (PS)
sequence is bounded. But the methods used in these papers are diﬃcult to apply to the nonhomogeneous case, that is
h(x) ≡ 0. It seems that there are few results for nonhomogeneous problem (1.1) without condition (AR).
In this paper, we study the existence of two positive solutions of problem (1.1) under the conditions (F1)–(F4) and some
further assumptions on h(x). We consider the following energy functional I : H1(RN ) → R deﬁned by
I(u) = 1
2
∫
RN
(|∇u|2 + u2)dx−
∫
RN
k(x)F (u)dx−
∫
RN
h(x)u dx, (1.2)
where F (u) = ∫ u0 f (s)ds. It is known that a critical point of I is a weak solution of problem (1.1). By (F1) and the strong
maximum principle we see that a nontrivial weak solution of problem (1.1) is indeed a positive solution.
Similar to [19], by the Ekeland’s variational principle [7] it is not diﬃcult to get a weak solution u0 for ‖h‖L2 suitably
small. Moreover, u0 is the local minimizer of I and I(u0) < 0. However, under our assumptions it seems diﬃcult to get
a second solution (different from u0) of (1.1) by applying the Mountain Pass Theorem as the mentioned references, since
h(x) ≡ 0 and the lack of condition (AR), we have to ﬁnd new ways to show that a (PS) sequence is bounded in H1(RN ). On
the other hand, once a (PS) sequence is bounded in H1(RN ), the usual strategy is try to show this sequence converges to a
different solution from u0, but this seems not so easy when we lose the (AR) condition. Motivated by papers [14–16], here
we study the problem (1.1) by the following two cases:
(A) l < +∞ and (B) l = +∞.
Note that in both cases we do not require that f (t)/t is nondecreasing in t  0. In case (A), by using the fact l < +∞
we can prove that the (PS) sequence obtained by Mountain Pass Theorem converges strongly in H1(RN ) to a solution u1
of (1.1) with I(u1) > 0, then it is clear that u1 ≡ u0. In case (B), the method for case (A) does not work any more. For
proving a (PS) sequence converges to a different solution from u0, we simply suppose that k(x) ≡ 1 and seek the solution
in H1r (R
N ), otherwise, we have to use the concentration-compactness principle to show that the related (PS) sequence
converges strongly in H1(RN ), which is complicated and some more assumptions on k(x) and f (t) are required.
Notation. Throughout this paper, we denote by ‖ · ‖ and | · |p , respectively, the standard norm of H1(RN ) and Lp(RN ) with
1 p +∞.
Here are the main results of this paper.
Theorem 1.1. Suppose that h(x) ∈ L2(RN ), h(x) 0, h(x) ≡ 0, and k ∈ L∞(RN ,R+) satisﬁes
(K) there exists R0 > 0 such that
sup
{
f (s)
s
: s > 0
}
< inf
{
1
k(x)
: |x| R0
}
. (1.3)
Let (F1)–(F4) hold and μ∗ ∈ (l,+∞) with
μ∗ = inf
{∫
RN
(|∇u|2 + u2)dx: u ∈ H1(RN),
∫
RN
k(x)u2 dx = 1
}
. (1.4)
Then there exists m > 0 such that problem (1.1) has at least two positive solutions u0,u1 ∈ H1(RN ) satisfying I(u0) < 0 and I(u1) > 0
if |h|2 <m.
Theorem 1.2. Suppose that k(x) ≡ 1, h(x) ≡ h(|x|) ∈ C1(RN ) ∩ L2(RN ), h(x) (≡)0, and satisﬁes
(H) there exists ξ(x) ∈ L2(RN ) ∩ W 1,∞(RN ) such that
∣∣∇h(x)∣∣|x| ξ2(x), for all x ∈ RN . (1.5)
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with I(u˜0) < 0 and I(u˜1) > 0 for |h|2 <m1 .
Remark. The condition (1.3) was used in [10] and condition (1.5) was motivated by [15].
2. The asymptotically linear case: l<+∞
In this section, we consider the following nonhomogeneous elliptic problem{−u + u = k(x) f (u) + h(x), x ∈ RN ,
u ∈ H1(RN), u > 0 in RN , N  3, (2.1)
where k(x) is a bounded positive function, h ∈ L2(RN ), h (≡)0, and f satisﬁes (F1)–(F4) with l < +∞. Motivated by [16],
we have the following compactness result for problem (2.1).
Lemma 2.1. Assume that (F1)–(F4)with l < +∞ hold. Let h ∈ L2(RN ), k satisfy (1.3), and {un} ⊂ H1(RN ) be a bounded (PS) sequence
of I . Then {un} has a strongly convergent subsequence in H1(RN ).
Proof. It is suﬃcient to prove that for any  > 0, there exist R() > R0 (R0 is given by (K)) and n() > 0 such that∫
|x|R
[|∇un|2 + u2n]dx , for all R  R() and n n(). (2.2)
Let ξR : RN → [0,1] be a smooth function such that
ξR(x) =
{
0, 0 |x| R,
1, |x| 2R. (2.3)
Moreover, there exists a constant C0 independent of R such that
∣∣∇ξR(x)∣∣ C0
R
for all x ∈ RN . (2.4)
Then for any u ∈ H1(RN ) and all R  1, there exists a constant C1 > 0 such that ‖ξRu‖  C1‖u‖. Since I ′(un) n−→ 0 in
H−1(RN ) and {un} is bounded in H1(RN ), we know that, for any  > 0, there exists n() > 0 such that
〈
I ′(un), ξRun
〉
 C1
∥∥I ′(un)∥∥H−1(R3)‖un‖ 4 , for n n(),
that is, if n n(), then∫
RN
[(|∇un|2 + u2n)ξR + un∇un∇ξR]dx
∫
RN
(
k(x) f (un) + h(x)
)
unξR dx+ 
4
. (2.5)
It follows from (F1) and (1.3) that there exists 0< θ < 1 such that
k(x) f (un)un  θu2n for |x| R0.
Since h ∈ L2(RN ) and ‖un‖ C for some constant C > 0, it follows from (2.3) there exists R() > R0 such that∫
RN
h(x)unξR dx
∣∣h(x)ξR ∣∣2|un|2  4 , for R  R().
Then for R  R() and n n(), combining (2.3), (2.4) and (2.5) we deduce that∫
RN
(|∇un|2 + (1− θ)u2n)ξR dx C0R ‖un‖2 +

2
 C2
R
+ 
2
. (2.6)
Noting that the constant C2 is independent of R , we can choose R > 0 large enough such that (2.2) holds. 
Now we give a property of the variational functional I deﬁned by (1.2), which is required by using Ekeland’s variational
principle.
Lemma 2.2. If (F1)–(F3) hold, h(x) ∈ L2(RN ) and k(x) ∈ L∞(RN ). Then there exist ρ,α,m > 0 such that I(u)|‖u‖=ρ  α > 0 for
|h|2 <m.
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F (s) 1
2
s2 + Asp+1. (2.7)
By the Sobolev embedding, we have
I(u) 1
2
‖u‖2 − C1‖u‖2 − C2()‖u‖p+1 − |h|2‖u‖ = ‖u‖
[(
1
2
− C1
)
‖u‖ − C2()‖u‖p − |h|2
]
. (2.8)
Taking  = 14C1 and setting g(t) = 14 t − C2t p for t  0, we see that there exists ρ > 0 such that maxt0 g(t) = g(ρ) m.
Then it follows from (2.8) that there exists α > 0 such that I(u)|‖u‖=ρ  α for |h|2 <m. 
For ρ given by Lemma 2.2, we denote Bρ = {u ∈ H1(RN ): ‖u‖ < ρ}. Then by Ekeland’s variational principle and
Lemma 2.1 we have the following theorem, which shows that I has a local minimum if |h|2 is small.
Theorem 2.1. Assume that (F1)–(F4) with l < +∞ hold, h ∈ L2(RN ), h(x)  (≡)0, and k satisﬁes (1.3). If |h|2 < m, m is given by
Lemma 2.2, then there exists u0 ∈ H1(RN ) such that
I(u0) = inf
{
I(u): u ∈ B¯ρ
}
< 0,
and u0 is a positive solution of problem (2.1).
Proof. Since h(x) ∈ L2(RN ), h(x) 0 and h(x) ≡ 0, we can choose a function ϕ ∈ H1(RN ) such that∫
RN
h(x)ϕ(x)dx > 0. (2.9)
For t > 0, we have
I(tϕ) = t
2
2
∫
RN
(|∇ϕ|2 + ϕ2)dx−
∫
RN
k(x)F (tϕ)dx− t
∫
RN
h(x)ϕ(x)dx
 t
2
2
‖ϕ‖2 − t
∫
RN
h(x)ϕ(x)dx < 0 for t > 0 small enough.
Hence c0 := inf{I(u): u ∈ B¯ρ} < 0. By the Ekeland’s variational principle, there exists {un} ⊂ B¯ρ such that
(i) c0  I(un) < c0 + 1
n
, and (ii) I(w) I(un) − 1
n
‖w − un‖ for all w ∈ B¯ρ.
Then by a standard procedure, see for example [8], we can show that {un} is a bounded (PS) sequence of I . Hence Lemma 2.1
implies that there exists u0 ∈ H1(RN ) such that I ′(u0) = 0 and I(u0) = c0 < 0. 
Next we prove that problem (2.1) has a mountain pass type solution. For this purpose, we use a variant version of
Mountain Pass Theorem [7, Chapter IV], which allows us to ﬁnd a so-called Cerami type (PS) sequence (Cerami sequence, in
short). The properties of this kind of (PS) sequence are very helpful in showing its boundedness in the asymptotically linear
case.
The following lemma shows that I deﬁned in (1.2) has the so-called mountain pass geometry.
Lemma 2.3. Suppose that (F1)–(F4) hold and μ∗ ∈ (l,+∞) with μ∗ given by (1.4). Then there exists v ∈ H1(RN ) with ‖v‖ > ρ , ρ is
given by Lemma 2.2, such that I(v) < 0.
Proof. Since l > μ∗ , we can choose a nonnegative function φ ∈ H1(RN ) with∫
RN
k(x)φ2 dx = 1 such that
∫
RN
(|∇φ|2 + φ2)dx < l.
Therefore, by (F4) and Fatou’s lemma we deduce that
lim
t→∞
I(tφ)
t2
= 1
2
‖φ‖2 − lim
t→∞
∫
RN
k(x)
F (tφ)
t2
dx− lim
t→∞
1
t
∫
RN
h(x)φ dx 1
2
(‖φ‖2 − l)< 0
and the lemma is proved by taking v = t0φ with t0 > 0 large enough. 
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I(un)
n−→ c > 0 and ∥∥I ′(un)∥∥H−1(1+ ‖un‖) n−→ 0, (2.10)
where H−1 denotes the dual space of H1(RN ). For this sequence {un}, let
wn = un‖un‖−1.
Clearly, {wn} is bounded in H1(RN ) and there is a w ∈ H1(RN ) such that, up to a subsequence,
wn
n
⇀ w weakly in H1
(
R
N), wn n−→ w a.e. in RN , wn n−→ w strongly in L2loc(RN). (2.11)
For the above w we have the following lemma.
Lemma 2.4. Assume that (F1)–(F4) and (K) hold. Let h(x) ∈ L2(RN ) and μ∗ ∈ (l,+∞) for μ∗ given by (1.4). If ‖un‖ n−→ +∞, then w
given by (2.11) is a nontrivial nonnegative solution of
−u(x) + u(x) = lk(x)u, u ∈ H1(RN). (2.12)
Proof. The proof of this lemma is similar to that of [10, Lemma 2.4]. For the sake of completeness, we give a simple proof
here. Firstly, we claim that w is nontrivial, that is, w ≡ 0. Otherwise, if w ≡ 0, the Sobolev embedding implies that wn n−→ 0
strongly in L2(BR0 ), R0 is given by (K) and then, by (F1), (F4) and l < +∞, there exists C > 0 such that
f (t)/t  C, for all t ∈ R. (2.13)
Hence,
∫
|x|<R0
k(x)
f (un)
un
w2n dx C |k|∞
∫
|x|<R0
w2n dx
n−→ 0. (2.14)
On the other hand, by (K), there exists η ∈ (0,1) such that
sup
{
f (s)
s
: s > 0
}
< η inf
{
1
k(x)
: |x| R0
}
, (2.15)
and, for all n ∈ N,
∫
|x|R0
k(x)
f (un)
un
|wn|2 dx η
∫
|x|R0
|wn|2 dx η < 1. (2.16)
Therefore, (2.14) and (2.16) give that
limsup
n→∞
∫
RN
k(x)
f (un)
un
w2n dx < 1. (2.17)
However, since ‖un‖ n−→ ∞, it follows from (2.10) that
〈I ′(un),un〉
‖un‖2 = o(1),
that is,
o(1) = ‖wn‖2 −
∫
RN
k(x)
f (un)
un
w2n dx = 1−
∫
RN
k(x)
f (un)
un
w2n dx,
where and in what follows, o(1) denotes a quantity which goes to zero as n → +∞. Clearly, this contradicts (2.17). So,
w ≡ 0.
Next, we show that w is nonnegative, that is, w  0. Let w−n (x) = max{−wn(x),0}, and {w−n } is also bounded in H1(RN ).
If ‖un‖ n−→ ∞, then
〈I ′(un),w−n 〉
‖un‖ = o(1),
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−∥∥w−n ∥∥2 =
∫
RN
k(x)
f (un)
‖un‖ w
−
n dx+ o(1). (2.18)
By (F1), f (t) ≡ 0 for all t  0, then (2.18) yields limn→∞ ‖w−n ‖ = 0. Thus w− = 0 a.e. x ∈ RN and w  0.
Finally, we turn to proving that w solves (2.12). By (2.10) and ‖un‖ n−→ ∞, we have
〈I ′(un),φ〉
‖un‖ = o(1), for any φ ∈ C
∞
0
(
R
N),
that is,∫
RN
[∇wn∇φ + wnφ]dx =
∫
RN
k(x)
f (un)
un
wnφ dx+ o(1). (2.19)
This implies that∫
RN
(∇w∇φ + wφ)dx =
∫
RN
k(x)
f (un)
un
wnφ dx+ o(1), (2.20)
since wn
n
⇀ w weakly in H1(RN ). Hence, to show w solves (2.12) we only need to have that∫
RN
k(x)
f (un)
un
wn(x)φ(x)dx
n−→
∫
RN
lk(x)w(x)φ(x)dx. (2.21)
Let
Ω+ =
{
x ∈ RN : w(x) > 0} and Ω0 = {x ∈ RN : w(x) = 0},
then, we see that un(x)
n−→ +∞ a.e. in x ∈ Ω+ by (2.11). Hence (F4) implies that
f (un)
un
wn(x)
n−→ lw(x) a.e. in x ∈ Ω+.
Since wn(x)
n−→ 0 a.e. in x ∈ Ω0, it follows from (2.13) that
f (un)
un
wn(x)
n−→ 0 ≡ lw(x) a.e. x ∈ Ω0.
Hence, by (2.13) and ‖wn‖ = 1, we have
f (un)
un
wn(x)
n
⇀ lw(x) weakly in L2
(
R
N). (2.22)
By φ ∈ C∞0 (RN ) and k ∈ L∞(RN ), k(x)φ ∈ L2(RN ), and then (2.22) implies (2.21). So, the proof is complete. 
Lemma 2.5. If k ∈ L∞(RN ,R+) and let μ∗ be deﬁned by (1.4) with l ∈ (μ∗,+∞). Then (2.12) has no any nontrivial nonnegative
solution.
Proof. The main idea of the proof is similar to [14]. In particular, this lemma can be considered as a consequence of [10,
Lemma 2.5] with V (x) ≡ 1 there. 
Proof of Theorem 1.1. Clearly, if ‖un‖ n−→ +∞, from Lemmas 2.4 and 2.5 we get a contradiction. Hence, {un} is bounded in
H1(RN ). Then by Lemma 2.1 we see that problem (2.1) has a positive solution u1 ∈ H1(RN ) with I(u1) > 0. So, the proof is
complete by Theorem 2.1. 
3. The superlinear case: l = +∞
In this section, we consider problem (1.1) with k(x) ≡ 1, that is,{−u + u = f (u) + h(x), x ∈ RN ,
u ∈ H1(RN), u > 0 in RN , N  3, (3.1)
where h(x) ≡ h(|x|) ∈ C1(RN ) ∩ L2(RN ), h(x)  0, h(x) ≡ 0 and f satisﬁes (F1)–(F4) with l = +∞. Since we assume that
k(x) ≡ 1 and h(x) is radial, it is known that the energy functional I in (1.2) can be deﬁned on H1r (RN ), the subspace of
radial functions of H1(RN ). Moreover, a non-zero critical point of I is a solution of problem (3.1).
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H1r (R
N ) such that I ′(u˜0) = 0 and I(u˜0) < 0 if |h|2 <m1 .
Proof. Similar to the proof of Theorem 2.1, by the Ekeland’s variational principle, we can ﬁnd a bounded (PS) sequence
{u˜n} ⊂ H1r (RN ) such that
I(u˜n)
n−→ c˜0 := inf
{
I(u): u ∈ H1r
(
R
N) and ‖u‖ = ρ}< 0,
where ρ is given by Lemma 2.2. Then from (F1)–(F3) and the compactness of the embedding H1r (R
N ) ↪→ Lp(RN ) (2 < p <
2N
N−2 ), there exists u˜0 ∈ H1r (RN ) such that u˜n n−→ u˜0 strongly in H1r (RN ). Hence we have I(u˜0) = c˜0 < 0 and I ′(u˜0) = 0. 
Next, we prove that problem (3.1) has a mountain pass type solution. For this purpose, we use the following theorem
which is given in [13].
Theorem 3.2. (See [13, Theorem 1.1].) Let X be a Banach space equipped with a norm ‖‖X and let J ⊂ R+ be an interval. Consider a
family (Iλ)λ∈ J of C1 functional on X of the form
Iλ(u) = A(u) − λB(u), for λ ∈ J
such that A(u) → +∞ as ‖u‖X → +∞. Suppose that there are two points v1, v2 in X such that
cλ = inf
γ∈Γ maxt∈[0,1] Iλ
(
γ (t)
)
>max
{
Iλ(v1), Iλ(v2)
}
for λ ∈ J ,
where Γ = {γ ∈ C([0,1], X), γ (0) = v1, γ (1) = v2}. Then, for almost every λ ∈ J , there is a sequence {vn} ⊂ X such that
(i) {vn} is bounded in X, (ii) Iλ(vn) n−→ cλ and (iii) I ′λ(vn) n−→ 0 in X−1.
Moreover, the map λ → cλ is continuous from the left.
For λ ∈ [ 12 ,1], we deﬁne the family of functionals Iλ : H1r (RN) → R by
Iλ(u) = 1
2
∫
RN
(|∇u|2 + u2)dx− λ
∫
RN
(
F (u) + h(x)u)dx.
Lemma 3.1. Assume that (F1)–(F4) with l = +∞ hold. Then,
(i) There exists v¯ ∈ H1r (RN)\{0} such that Iλ(v¯) < 0 for all λ ∈ [ 12 ,1].
(ii) For m1 > 0 given in Theorem 3.1, if |h|2 <m1 , then
cλ = inf
γ∈Γ maxt∈[0,1] Iλ
(
γ (t)
)
> max
{
Iλ(0), Iλ(v¯)
}
for all λ ∈
[
1
2
,1
]
,
where Γ = {γ ∈ C([0,1], H1r (RN)): γ (0) = 0, γ (1) = v¯}.
Proof. (i) For δ > 0, there exists v ∈ H1r (RN)\{0} and v  0 such that∫
RN
|∇v|2 dx < δ
∫
RN
v2 dx,
since inf{∫
RN
|∇u|2 dx: u ∈ H1r (RN ) and |u|2 = 1} = 0. By (F4) with l = +∞ and Fatou’s lemma we have
lim
t→+∞
∫
RN
F (tv)
t2
dx (1+ δ)
∫
RN
v2 dx,
and then, for any λ ∈ [ 12 ,1],
lim
t→+∞
Iλ(tv)
t2
 lim
t→+∞
I 1
2
(tv)
t2
 1
2
(∫
RN
|∇v|2 dx− δ
∫
RN
|v|2 dx
)
< 0.
So, we can choose t1 > 0 large enough such that I 1
2
(t1v) < 0. Then taking v¯ = t1v we see that Iλ(v¯)  I 1
2
(v¯) < 0 and
(i) holds.
Z.P. Wang, H.-S. Zhou / J. Math. Anal. Appl. 353 (2009) 470–479 477(ii) For any λ ∈ [ 12 ,1] and u ∈ H1r (RN), we have
Iλ(u)
1
2
∫
RN
(|∇u|2 + u2)dx−
∫
RN
F (u)dx− |h|2|u|2  J (u).
Similar to the proof of Lemma 2.2, if |h|2 <m1 with m1 given by Theorem 3.1, we deduce that infγ∈Γ maxt∈[0,1] J (γ (t)) > 0.
Then
cλ = inf
γ∈Γ maxt∈[0,1] Iλ
(
γ (t)
)
 inf
γ∈Γ maxt∈[0,1] J
(
γ (t)
)
> max
{
Iλ(0), Iλ(v¯)
}
for all λ ∈
[
1
2
,1
]
and we complete the proof of the lemma. 
By Lemma 3.1 and Theorem 3.2, there exists {λ j} ⊂ [ 12 ,1] such that
(i) λ j → 1 as j → +∞, and
(ii) Iλ j has a bounded (PS) sequence {u jn} at the level cλ j .
Since the embedding H1r (R
N ) ↪→ Lp(RN ) (2 < p < 2NN−2 ) is compact, we deduce that for each j ∈ N, there exists u j ∈ H1r (RN)
such that u jn
n−→ u j strongly in H1r (RN) and u j is a positive solution of
−u + u = λ j
(
f (u) + h(x)) in RN .
Following the arguments in [2] we can show that u j satisﬁes the Pohozaev type identity:
N − 2
2
∫
RN
|∇u j |2 + N2
∫
RN
u2j = Nλ j
∫
RN
(
F (u j) + hu j
)+ λ j
∫
RN
∇h(x) · xu j . (3.2)
In order to prove that {u j} is a bounded (PS) sequence of I , motivated by [15], we need the technique condition (H),
see (1.5).
Lemma 3.2. Assume that (F1)–(F4) with l = +∞ hold, h satisﬁes (1.5) and |h|2 < m1 for m1 given in Theorem 3.1. Then {u j} ⊂
H1r (R
N) is bounded.
Proof. Since the map λ → cλ is continuous from the left by Theorem 3.2, then by Lemma 3.1(ii) we have Iλ j (u j) = cλ j j−→
c1 > 0 as λ j
j−→ 1. Thus there exists K > 0 such that Iλ j (u j) K for all j ∈ N. From this and (3.2) we deduce that∫
RN
|∇u j |2 dx KN +
∫
RN
∣∣∇h(x)∣∣|x||u j|dx.
Then by (H) we have∫
RN
|∇u j |2 dx KN +
∫
RN
ξ2(x)|u j |dx KN + |ξ |22 + |ξu j |22. (3.3)
Since ξ(x) ∈ L2(RN ) ∩ W 1,∞(RN ) we know that ξ2u j ∈ H1(RN ). It follows from 〈I ′λ j (u j), ξ2u j〉 = 0 that∫
RN
∇u j∇
(
ξ2u j
)+ ξ2u2j = λ j
∫
RN
(
f (u j) + h(x)
)
ξ2u j . (3.4)
By (F4) with l = +∞, for any L > 0 there exists C(L) > 0 such that
f (s)s Ls2 − C(L) for all s > 0. (3.5)
It follows from (3.3) that∣∣∣∣
∫
RN
∇u j∇
(
ξ2u j
)
dx
∣∣∣∣
∫
RN
|∇u j |2ξ2 dx+ 2
∫
RN
|∇u j ||u j||ξ ||∇ξ |dx

∫
RN
|∇u j |2ξ2 dx+
∫
RN
|∇u j |2|∇ξ |2 dx+
∫
RN
u2j ξ
2 dx

(|ξ |2∞ + |∇ξ |2∞)
∫
N
|∇u j |2 dx+
∫
N
u2j ξ
2 dx C
∫
N
u2j ξ
2 dx+ C . (3.6)R R R
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1
2
L
∫
RN
u2j ξ
2 dx C
∫
RN
u2j ξ
2 dx+ C, (3.7)
since
∫
RN
h(x)ξ2u j  0. Taking L > 0 large enough we get that {|ξu j |2} is bounded. Hence by (3.3) we see that {|∇u j |2} is
bounded.
It follows from Iλ j (u j) K for all j ∈ N that
1
2
∫
RN
(|∇u j |2 + u2j )dx− λ j
∫
RN
(
F (u j) + h(x)u j
)
dx K . (3.8)
By (F2), (F3) there exists a constant C > 0 such that
F (u j)
1
4
u2j + Cu2
∗
j ,
where 2∗ = 2NN−2 . Then substituting this inequality into (3.8) and by the Sobolev inequality we deduce that
1
4
∫
RN
u2j dx C + |h|2|u j |2.
Thus {|u j |2} is bounded and we complete the proof of this lemma. 
Lemma 3.3. Under the assumptions of Lemma 3.2, the above sequence {u j} is also a (PS) sequence for I .
Proof. From the deﬁnition of I and Iλ j we have
I(u j) = Iλ j (u j) + (λ j − 1)
∫
RN
(
F (u j) + h(x)u j
)
dx. (3.9)
By Theorem 3.2 we know that Iλ j (u j) = cλ j j−→ c1 > 0 as λ j j−→ 1. Then from Lemma 3.2 and (3.9) we get I(u j) j−→ c1 > 0.
Since I ′λ j (u j) = 0, we have, for any ϕ ∈ H1r (RN),
〈
I ′(u j),ϕ
〉= 〈I ′λ j (u j),ϕ
〉+ (λ j − 1)
∫
RN
(
f (u j) + h(x)
)
ϕ dx
j−→ 0.
Thus I ′(u j)
j−→ 0 in the dual space of H1r (RN). 
Proof of Theorem 1.2. By Theorem 3.1, problem (3.1) has a positive solution u˜0 ∈ H1r (RN ) with I(u˜0) < 0. On the other
hand, from Lemma 3.3 and the compactness of the embedding H1r (R
N ) ↪→ Lp(RN ) (2 < p < 2∗) we know that problem (3.1)
possesses a second positive solution u˜1 ∈ H1r (RN ) with I(u˜1) = c1 > 0. Hence u˜0 ≡ u˜1 and we complete the proof of Theo-
rem 1.2. 
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