Abstract. The tree-width of a graph is of great importance in applied problems in graphical models. The complexity of inference problems on Markov random fields is exponential in the treewidth of the graph. However, computing tree-width is NP-hard in general. Easily computable upper bounds exist, but there are few lower bounds. We give a novel technique to compute a lower bound for the tree-width of a graph using maximum cardinality search. This bound is efficiently computable and is guaranteed to do at least as well as finding the largest clique in the graph.
The somewhat surprising result is that during this process the "number of previously numbered neighbors" of an unnumbered node gives a lower bound to the tree-width of the entire graph.
2. Tree width. Throughout this paper, all graphs will be undirected and contain no self-loops or multiple edges. We denote the neighbors of a vertex v in graph G by Γ G (v) By an ordering of the vertices of G, we mean a bijection π : V G −→ {1, 2, . . . , n}, where n = |V G |. We sometimes represent the ordering π by the ordered sequence (v 1 , v 2 , . . . , v n ), which means π −1 (i) = v i . We say v < π w to denote that π(v) < π(w). We begin by defining k-trees and the tree-width of a graph and summarizing some of their known properties. Definition 2.1. A k-tree can be best defined recursively in the following way. First of all, the complete graph on k + 1 vertices 1 is a k-tree. Second, given a k-tree on n vertices (for n ≥ k + 1), we can form a k-tree on n + 1 vertices by connecting our new vertex to k existing vertices which form a complete subgraph in our n-vertex subgraph [11] .
We also have this alternate definition of a k-tree. Theorem 2.2 (see [11] ). The following are necessary and sufficient conditions for a graph G to be a k-tree:
1. G is connected.
2. G contains a k + 1-clique 1 but no k + 2 clique.
Every minimal x-y separator of G is a k-clique.
Note that an x-y separator refers to a set of vertices S (x, y / ∈ S) such that any path from vertex x to vertex y must pass through a vertex in S. It is defined only when x and y are nonadjacent. Definition 2.3. Let G be a k-tree on n vertices, and let α be an ordering of the vertices of G.
It can be easily verified from the definitions that G is a k-tree if and only if there exists some ordering α such that α is a construction order of G. Definition 2.4. A partial k-tree is a graph which is a subgraph of some k-tree. Lemma 2.5 (see [11] ). Let H be a k-tree, and let
In other words, any clique can be the starting clique for the recursive process of building a k-tree given in the definition. Definition 2.6. The tree width of a graph G, denoted T W (G), is defined as the smallest positive integer k for which G is a partial k-tree.
The algorithm called maximum cardinality search is best known as a method to test whether a graph is triangulated [12] . To repeat, maximum cardinality search (MCS) works as follows. We form a numbering by first assigning the number 1 to an arbitrary vertex. Then given that we have numbered i vertices already, we give the number i + 1 to the unnumbered vertex with the most neighbors in the set of already numbered vertices, breaking ties arbitrarily. Now define an ordering π which maps each vertex to its number. We say that π is an ordering generated by MCS, or more concisely, an MCS ordering. We will now give a more formal definition. MCS can be used to test whether a graph is triangulated in the following manner. Let G be a graph, and let π 1 be an MCS ordering on G. Now let π 2 be the reverse of π 1 . That is, let π 2 (v) = n + 1 − π 1 (v). Then G is triangulated if and only if π 2 is a perfect elimination ordering on G [12] .
As we mentioned earlier, upper bounds to tree-width are relatively easy to find. Any ordering π of the vertices of a graph G determines an upper bound to T W (G). This is done by computing the so-called fill-in F π to form the elimination graph G π . (See [2] or [12] for details.) One less than the size of the largest clique in G π is an upper bound to T W (G). In fact, an equivalent definition for T W (G) is to take the minimum of that quantity over all orderings π [2] .
However, since computing tree-width is NP-hard, there is no way to determine the optimal ordering π of the vertices, so in practice various heuristics are used. MCS has been proposed as one such heuristic (using the reverse of MCS orderings as they are defined in this paper) [10] .
Main result.
The main result in this paper is that MCS also gives a lower bound on the tree-width of a graph in the following manner.
This is our main theorem, and the proof will follow shortly. First we show that the following corollary is an immediate consequence of Theorem 3.1.
Corollary 3.2. Let G be a graph, and let
Let H be the subgraph of G generated by the set of vertices T j . The ordering v 1 , v 2 , . . . , v j is an MCS ordering for H, and in the graph H the vertex v i has degree k. So by Theorem 3.1,
Before proceeding to the proof of Theorem 3.1 we prove a necessary lemma.
Lemma 3.3. Let G = (V, E) be a graph with |V | = n. Suppose we have a partition of the set V into three disjoint sets, X ∪ Y ∪ S = V, such that for any x ∈ X and y ∈ Y , S is an x, y-separator. Let π be an ordering of the vertices generated by MCS, and let w
Proof. We will prove the lemma by induction on i. Consider first the base case i = 1. In order for the right-hand side of our inequality to be 1, w 1 must be adjacent to both a vertex in X and a vertex in Y . Clearly, such a vertex must be in S, which means the left-hand side is also 1. Otherwise, the right-hand side is 0 and the inequality holds trivially.
We will now assume that the inequality holds for i and prove that it must be true for i + 1. So assume that (3.1) holds for i and recall that T i+1 = T i ∪ {w i+1 }. We will examine how the two sides of the inequality change as we go from i to i + 1 under two cases. Case 1. w i+1 ∈ S. Then the left-hand side increases by 1, and the right-hand side increases by at most 1. So the inequality still holds.
Case 2. w i+1 / ∈ S. So w i+1 cannot border both a vertex in X and a vertex in Y . Without loss of generality, assume that w i+1 ∈ X. This means that
Since w i+1 ∈ X , we know that
Since the right-hand side of (3.1) is the min of two items, the smaller of which is not increasing, we can conclude that the right-hand side does not increase as we go from i to i + 1.
We are now ready to prove our main result. Proof of Theorem 3.1. Let k = deg(v n ). This will be a proof by contradiction. We assume that T W (G) ≤ k − 1 and go on to show that this is inconsistent with an ordering π that ends in v n . Specifically, we will work for a long time to isolate a particular vertex v * and a set of vertices D which separates v * from the previously numbered vertex in our MCS. We use Lemma 3.3 to indicate that certain vertices in D must have already been numbered. We then derive a contradiction by showing that when another vertex, z, is numbered according to the ordering π, it in fact has fewer numbered neighbors than v n , contradicting our assumption that π is an MCS ordering.
Let w 1 , w 2 , . . . , w k be the k neighbors of v n labeled such that i < j
Let i be the lowest index such that {w i+1 , w i+2 , . . . , w k , v n } form a clique in H. A (k − 1)-tree cannot contain a (k + 1)-clique, so that we know that i ≥ 1 and {w k , v n } form a clique of size 2 so we know that i ≤ k − 1. Therefore i exists and 1 ≤ i ≤ k − 1. By the definition of i we know that w i is not adjacent to all of {w i+1 , w i+2 , . . . , w k } (it is adjacent to v n , of course). So let j be the smallest index in i + 1, . . . , k such that (w i , w j ) / ∈ E H . We will now define the following sets:
Note the following straightforward properties of these sets:
Fig. 1. Lines demonstrate edges that must exist in H.
Since (w i , w j ) / ∈ E H , by the separation property, we know that there exists a set of vertices S which form a (k − 1)-clique in H such that any path from w i to w j in H must pass through a vertex in S. Choose such a set S. It is easy to see that {v n } ∪ C 1 ∪ C 3 ⊆ S since all of those vertices are adjacent to both w i and w j in H. Figure 1) . Now let α be a construction order on H which starts with the clique S as its basis. By Lemma 2.5, such an ordering exists. Let v * be the last element of C 2 with respect to the ordering α. In other words, for all v ∈ C 2 , v = v * , we have that v < α v * . Since w j ∈ C 2 and w j is not in the basis for the construction order α, we know that v * is not in the basis of α. So let D = the (k − 1)-clique that v * is adjoined to when H is constructed using the construction order α. Let Figure 2 ). Let T 1 be the set of vertices numbered before w i . Since {w 1 , . . . ,
Since w i is numbered next, it must have at least as many "numbered neighbors" as v n . Therefore d T1 (w i ) ≥ i − 1. If the set D were removed from H, the resulting graph would be disconnected. Let Z be the connected component containing v * in this disconnected graph. Let Z 1 = Z −T 1 so that Z 1 is the set of vertices in Z numbered after w i . We know v * , w j ∈ Z 1 since they are both in C 2 and are therefore numbered after w i (note that it is possible that v * = w j ). Clearly, for any vertex 
This corresponds to the set of numbered vertices immediately after w i is numbered. For all v ∈ Z 1 we know that (v,
Now let z be the first vertex in Z 1 − T 2 to be numbered. So for all v ∈ Z 1 , v = z, we have z < π v. Let T 3 be the set of vertices numbered before z, i.e., T 3 = {v ∈ V : v < π z}. By the assumption of the theorem, v n comes last in the ordering, so we know that v n / ∈ T 3 . Since z ∈ Z 1 , by (3.4) we know that
We have nearly obtained our contradiction. We know that
So we must have
, and we know that d T2 (z) ≤ m. So we know that
We will obtain a contradiction of (3.9) by showing that
Since we chose z to be the first element of Z 1 to be numbered after w i , it is clear that (T 3 − T 2 ) ∩ Z 1 = ∅. Also we know that any vertex which borders z is either in Z or D. Therefore,
We know that |D 2 | = i − 1 and |T 2 ∩ D 2 | = m. So we can assert that
, which contradicts (3.9) and proves the theorem.
The MCS lower bound.
To summarize, Corollary 3.2 states that in the process of the MCS, if an unnumbered vertex is numbered with m numbered neighbors, then the tree-width of G must be at least m. If we go through one iteration of MCS and keep track of the best bound acquired through that process, we get the MCS lower bound for that ordering. 
4. Conclusions. This bound is of both practical and theoretical interest. On the practical side, it will provide a lower bound which may be of use to those interested in calculating or approximating the tree-width of particular graphs. As an example of this, consider the graph G in Figure 3 . Suppose we were interested in finding a lower bound for the tree-width of G. First we look for cliques and find many 3-cliques but no 4-cliques. This yields a lower bound of 2. Next we apply the bound given in [9] . Since nodes q and d are nonadjacent vertices of degree 2, that method also yields a lower bound of 2. So we try to use the MCS lower bound. We find an MCS ordering such as π 1 = (a, b, c, d, f, e, g, i, j, h, k, l, m, n, p, q) .
In this case MCSLB π1 (G) = 4, since node p has four neighbors which come before it in the ordering. It turns out that in this case, the bound is tight and T W (G) = 4.
Notice that the MCS bound can be different for different MCS orderings. For example, if we had arbitrarily chosen the MCS ordering
we would get MCSLB π2 (G) = 3, since no unnumbered vertex ever has more than three numbered neighbors, while several (e.g., node h) have exactly three. Since the number of MCS orderings can be large, it is in general not feasible to examine all of the MCS orderings to see which gives the best lower bound. However, it is simple enough to find a few different MCS orderings and examine the bounds that arise.
It also may be possible to assign simple heuristics to the arbitrary choices which increase the probability of choosing the MCS orderings which yield the best bounds. One such heuristic would be to always choose a vertex of lowest degree, so as to increase the probability that the higher degree vertices accumulate more numbered neighbors before they are numbered themselves.
One nice property of using MCS as a bounding technique is that if G contains a k-clique, then any MCS ordering will give a lower bound of at least k − 1. In other words, regardless of the "arbitrary" choices made during the MCS, the bound given will be at least as good as finding the largest clique in the graph. This is easy to see when you consider that the last vertex in a clique of size k to be numbered will have at least k − 1 numbered neighbors before it gets numbered. Furthermore, as demonstrated previously, our bound can do better than just finding the largest clique in the graph.
It is not difficult to find examples where the MCS lower bound is actually quite weak, regardless of which MCS ordering(s) are examined. Foremost, the lower bound that could be yielded by this method is bounded above by the vertex of highest degree. So while an n × n lattice has tree-width n, the MCS lower bound could never be greater than 4 (and in fact it will be 2). So this bound can be arbitrarily weak.
On a theoretical level, this result shows an unexpected link between the MCS algorithm and the tree-width of a graph. It provides a convenient method of identifying or creating graphs of high tree-width. Furthermore, it immediately yields an entire class of forbidden minors for graphs of low tree-width. It also opens new questions for further research. For example, what are the class of graphs for which the (best) MCS lower bound is tight? Which obstructions to low tree-width can this procedure detect? Could the bound be improved by adaptive strategies which selectively contract edges? It would also be interesting to see how this method performs on graphs used in practice (arising from expert systems, for example). Such computational experiments for upper bounds can be found in [6] and [1] .
