Figure 1: First 3 columns: Results for cheering, walk cycle, and swimming motion. In each column, the top image shows the 4 inputs (overlapped, each with different color) and the bottom image shows the 15 outputs (overlapped, each with different color). These are frames from the animations. Please see the animations in the video. Last column: Results for 2D handwritten characters "a" and "2". Each image shows both the 4 inputs (blue) and 15 outputs (green).
Introduction
Variation in human motion exists because people do not perform actions in precisely the same manner every time. Even if a person intends to perform the same action more than once, each motion will still be slightly different. However, current animation systems lack the ability to realistically produce these subtle variations. For example, typical crowd animation systems [McDonnell et al. 2006 ] utilize a few walking motion clips for every walk cycle and every character of the simulation. This can lead to synthesized motion that look unrealistic due to the exact repetition of the original walk cycles. Hence a variation model that can generate even slight differences of the original walk cycles has the potential to greatly improve the naturalness of the output motion. Crowds in games and films [Thalmann et al. 2005 ] also do not produce human-like variations. Animators for films and games often use cycle animation, where a fixed number of motion cycles are used to create the motions for multiple characters. Inevitably, there will be cycles that are exactly repeated both spatially (in multiple characters) and temporally (at different times for the same character). As soon as an example repetition is identified, the whole animation can immediately deemed to be unnatural. The methods in this paper can be applied to such animation scenarios to make them more compelling.
Previous methods [Perlin 1995; Bodenheimer et al. 1999 ] consider variation to be an additive noise component. However, these methods are not robust for automatically generating animations because there is no guarantee that the added noise will match well with the existing motion. In addition, recent biomechanical research [Harris and Wolpert 1998 ] has argued that variation is not just noise or error, but is a functional component of motion. From this point of view, adding random noise to existing motion is not a principled approach.
We take a data-driven approach to the problem of modeling and synthesizing variation. Given a small number of examples of a particular type of motion (ie. cheering, walk cycle, swimming breast stroke) as input, we learn a model from the input data, and use this model to synthesize spatial and temporal variants of that motion. We demonstrate that the Dynamic Bayesian Network (DBN) [Friedman et al. 1998; Ghahramani 1998 ] model solves this problem well as it provides a formal and robust approach to model the distribution of the data. A DBN represents a multivariate probability distribution of the degrees-of-freedom of motion, and it is from this distribution that we sample to synthesize our new variants. An important feature of our approach is that it can work with a small number of input examples. This is useful as it is difficult to acquire a large number of examples of a particular motion. Another advantage is that no post-process smoothing operation is needed, which is beneficial as such an operation may smooth out details of motion that our method generates. There are three major steps for learning a model and synthesizing new variants. First, we learn the structure of the DBN with the input examples. We use a greedy algorithm based on a variant of the Bayesian Information Criterion score to learn a good structure. Second, we use the learned structure and the original data to synthesize new variants. Third and optionally, we can use an inverse kinematics method developed in conjunction with our DBN framework to satisfy any foot and hand constraints.
The key result of our method is that we can take a few examples of a particular type of motion as input, and produce an unlimited number of spatial and temporal variants as output. A new variant is spatially different as all new poses are distinct from those of the input examples, and temporally different as the timing of the whole motion is distinct from the input examples. The new variants are statistically and visually similar to the inputs, but are not exact copies. We demonstrate our approach with a variety of full-body human motion data, and 2D handwritten characters. The memory requirement of our model consists of the space required to store the few input examples and the learned DBN structure. Most of the processing time is in the learning phase; the runtime for synthesizing new variants is efficient and can be done as a continuous stream one frame at a time.
To evaluate our approach, we perform a user study to show that: (i) our new variants are just as natural as motion capture data, and (ii) our new variants are less repetitive than "Cycle Animation". In addition, we demonstrate that "just adding noise" to existing motion can create poses and timings that look obviously awkward. We show this with two methods to add noise to motion: (i) a naive/strawman method, and (ii) the Perlin noise function. Finally, since our input examples have to be similar (so that we can model their variation), it is useful to know what we mean by "similar" and how we get them to begin with. Hence we provide a DBN-based and data-driven method to select "similar" examples that can be used well with our approach.
Background
One previous approach for generating variation in motion is to add noise. Perlin [1995] adds noise functions to procedural motion to create more realistic animations of running, standing, and dancing. Bodenheimer and his colleagues [1999] adds noise to cyclic running motion. The noise is added only to the upper body, and is synchronized with the arm swings in the running cycle. Adding noise, however, provides no guarantee that the noise will match well with the existing motion. Adding arbitrary noise can lead to artifacts in the motion, while adding noise with tuned distributions requires a trial and error process of manual parameter tuning. In our approach, the variations that we generate come from the data and not from a separate additive component. Pullen and Bregler's work [2000; for generating motion variations is most closely related to our work. They model the correlations between the DOFs in the data with a distribution, and synthesize new motion by sampling from this distribution and smoothing the motion. However, important aspects of the correlations are manually defined. For example, they specify manually that the hip angle affects the knee, and the knee angle affects the ankle. The structure learning in our DBN framework learns these joint relationships automatically from data. In addition, they use their method to animate a 2-dimensional 5-DOF wallaby figure, and a more complex 3D character. We demonstrate results of different kinds of motion for a full-body human figure, and for 2D handwritten characters. Furthermore, our approach requires no smoothing, which is a significant advantage as sampling-and-smoothing methods will smooth out certain details of the motion. In comparison to Pullen and Bregler's work, our approach is more automatic, general, and robust. Li and his colleagues [2002] also generate new motion that is statistically similar to the original data. They use 20 minutes of dancing motion as training data. If a large amount of data is available, it is possible to use random resequencing of motion clips without being able to detect repetition in the motion. One of the strengths of our work is that our approach can handle a small amount of original data. Chenney and Forsyth [2000] also generates a space of plausible solutions and sample from it to generate different motion, although their focus is not on human motion.
There has been work on learning the style of motion from training data [Brand and Hertzmann 2000] and transferring the style between motions [Hsu et al. 2005] . Style and variation differ in the following way: a happy walk and a sad walk are different styles of walking, while two "similar" happy walks are different variations of "happy walks". Interpolation methods [Rose et al. 1998; Wiley and Hahn 1997] have been developed to generate a spectrum of new motions that are interpolated from the original data. Interpolation and variation are also different approaches: we interpolate a fivefoot jump and a ten-foot jump to get an eight-foot jump, while we take two "similar" five-foot jumps to generate variations of "fivefoot jumps".
Bayesian Networks (BNs) have been used in the animation community for solving different problems, in contrast to the variation problem that our paper solves. BNs were used to model the motion of virtual humans [Yu and Terzopoulos 2007] , where the variables in their network correspond to high-level behaviors. Kwon and his colleagues [2008] use DBNs for the problem of animating the interactions between two human-like characters. Ikemoto and her colleagues [2009] use similar types of probabilistic methods for the problem of motion editing.
There are existing motion models that are related to our DBN model; in general, our work focuses on the variation problem. Chai and his colleagues [2007] focus on generating motion with a low-dimensional control input. They use an -order linear timeinvariant system. In our work, a fully connected DBN of Markov order with appropriate conditional probability settings is a linear time-invariant dynamic system. Indeed, we used such settings in our initial attempts to construct a DBN. As this method did not work well, we eventually decided to use a non-parametric approach. The ST-Isomap model [Jenkins and Matarić 2004] focuses on reducing the dimensionality of the data and finding manifolds of the data. While these manifolds represent spatial and temporal relationships, it is not clear whether or not they can be used to generate natural variants. This is an issue that we focused on as we designed our method. Wang and his colleagues [2008] models manifolds of motion from data and sample from them to generate new motion. In our initial attempts, we also tried a similar approach of modeling the data with a linear combination of functions (radial basis functions in our case), but this did not work well. We therefore use and advocate a non-parametric approach, as we found that it is more robust than parametric approaches.
There is much interest in the problem of adding variety to virtual crowds. Maim 
Overview
We start with a description of a DBN model (Section 4). Given a small number of input motion clips that represent variations of a type of motion, we learn the structure of a DBN model automatically (Section 5). We use a nonparametric regression approach to compute the probability distributions, and we justify this approach in Section 5.2. This is a notable difference between our application of DBN and the common use of DBNs in the literature. The learned model and data can then be used to generate any number of spatial and temporal variants of that motion (Section 6). We develop an inverse kinematics framework that is compatible with our DBN model to satisfy foot and hand constraints (Section 7). For evaluation (Section 8), we describe: (i) results for a variety of full-body human motion and 2D handwritten characters; (ii) a user study to show that our new variants are natural compared to motion capture data, and that our new variants are less repetitive than "Cycle Animation"; and (iii) two methods (strawman and Perlin) for adding noise to existing motion that can lead to unnatural animation. Section 9 describes the limitations of our approach, and introduces a DBN-based method to characterize how "similar" the inputs have to be in order to work well with our approach.
Dynamic Bayesian Network
We first describe the basic formulation and notations for a Bayesian Network (BN) model, and then extend this description to a Dynamic Bayesian Network (DBN) model [Friedman et al. 1998; Ghahramani 1998 ].
A BN is a directed acyclic graph that represents a joint probability distribution over a set of random variables X = { 1, ..., }. Each node of the graph represents a random variable. The edges represent the dependency relationship between the variables. A node is independent of its non-descendants given its parent nodes Pa( ) in the graph. This conditional independency is significant because we only use the values of parent nodes of to predict the value of each . This graph defines a joint probability distribution over X as follows:
Most BNs and DBNs that treat as a continuous variable use a linear regression model [Neapolitan 2003 ]. However, we found that linear or non-linear parametric models did not work well for our problem domain. We speculate this may be because the amount of data is not large enough. Hence we compute ( | Pa( )) using a non-parametric regression approach, which we found to work well for our motion data.
A DBN models the process of how a set of random variables change over time. It represents a joint probability distribution over all possible trajectories of the random variables. Figure 2 shows an example. In our case of human motion, is the trajectory of values of the ℎ -DOF of motion, and X[ ] is the set of values of all the DOFs at time .
[ ] is the value of the ℎ -DOF at time . The prior
Figure 2: A DBN for the variables 1, ..., . Each node represents one DOF in the motion data. We use the prior network to model the first 2 frames. The transition network models subsequent frames given the previous 2 frames. We assume a 2nd-order Markov property because it is the simplest model that works well. 
Note that the transition network predicts the values at time + 2 given those at and + 1. Hence there are no incoming edges into the nodes at time and + 1. We assume that the trajectories satisfy the second order Markov property: the values at time and + 1 can be used to predict those at + 2. We found that assuming a first order Markov property does not work well for our motion data, and we justify our second order assumption in Section 8. We also assume that the transition probabilities are stationary: the probabilities in are independent of . The DBN defines a joint probability distribution over
Similarly, we apply a non-parametric approach to predict X[ + 2] given X[ ] and X[ + 1]. Hence we do not have parameters and we only learn the dependency structure from the data. The data itself implicitly defines the function in a non-parametric approach. Note that our non-parametric regression method for the transition network slightly differs from that of the prior network. This improves the robustness of our approach: no post-process smoothing operation is needed.
Structure Learning
We take as input a small number of motion clips (usually four) of a particular type of motion. The motion need not be cyclic. These motion clips must be "similar" to each other, as we are trying to model the variation between them. Hence their lengths can be slightly different. be the total number of such instances or pairs of frames. For the transition network, we use the previous two frames to predict each frame.
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Hence there are a total of
instances of training data for the transition network. The structure for the prior and transition networks are learned separately given this data.
Given the input data, we wish to learn the best structure (or set of edges in the DBN) that matches the data. The set of nodes are already defined as in Figure 2 . We would therefore like to find the best that matches the data : ( | ) ∝ ( | ) ⋅ ( ). This formulation leads to a scoring function that allows us to compute a score for any graph. We then use a greedy search approach to find a graph with a high score. The DBN literature provides many approaches to compute this score. One possibility is the Bayesian Information Criterion (BIC) score: there is one term in this score corresponding to ( | ) and one penalty term corresponding to ( ). We use a similar score except we do not have a penalty term. Instead we perform cross validation across the data by splitting the data into training and test sets, a common strategy in existing DBN approaches [Ernst et al. 2007] . Doing cross validation allows us to measure how well a given graph matches the data without overtraining the graph on the data and without using a penalty term. Section 5.1 describes the greedy search for a graph, and the scoring functions for the prior and transition networks in more detail. To compute our score, we have to compute the conditional probability distribution for each node: ( | Pa( )). We use a nonparametric regression approach to compute this probability. Section 5.2 provides justification and more details about this approach.
Structure Search
We learn the structure by defining a scoring function for any graph, and then searching for a graph with a high score. This is done separately for the prior and transition networks of the DBN. The use of search is shared with existing DBN techniques. However, the scoring function is different because of the non-parametric regression. It is intractable to find the graph with the highest score due to the large number of nodes in the graph. We therefore use a greedy search approach.
Prior Network. The prior network is a BN. To learn the structure, we start with any initial set of edges. We then apply an edge update that gives the best improvement towards the overall score. There are three possible edge updates: (i) an edge addition adds a directed edge between two nodes that were not originally connected, (ii) an edge deletion deletes an existing edge, and (iii) an edge reversal reverses the direction of an existing edge. Note that these are all subject to the BN constraint, and so we cannot apply an edge update that creates cycles in the graph. We continue to apply the best edge update until there is no improvement in the overall score. As this greedy method depends on the initial set of edges, we can repeat the algorithm multiple times by initializing with a different set of edges every time. We then take the set of edges with the highest score among the multiple runs.
We derive the scoring function by using a maximum likelihood approach: our goal is to find the graph that maximizes ( | ). Recall, however, that we do not use a ( ) term as we use cross validation and split the data into training and test sets. The score for the prior network is
where ( ) represents the ℎ instance of the prior network training data, and ( ) is the value of node of the ℎ instance of data. We sum over each instance of data for doing leave-one-out cross validation: each ℎ instance is one example of testing data and the corresponding training data (used in the non-parametric regression) does not include that instance. The training data for the ℎ instance is the set of all instances of the prior network training data except the ℎ instance. Note that we do not model the time component in the prior network even though they represent the first and second frames of the motion. Hence there are 2 total nodes. The last equality is due to the conditional independence of the nodes given their parent nodes. Since the total score can be separated into sums of terms for each node , we keep track of each node's contribution to the total score. Each edge update in the greedy search can affect only one or two nodes, so we do not need to recompute the total score every time we update an edge.
Transition Network.
We use a similar algorithm to learn the structure of the transition network. The difference here is that we do not allow any incoming edges to the nodes at time and + 1. The nodes at time and + 1 are assumed to be observed and are used to predict those at time + 2. We initialize the graph with the edges from [ ] to [ + 2] (∀ ), and the edges from [ + 1] to [ + 2] (∀ ). From our experience with the data, the search almost always selects these edges and therefore we always keep these edges throughout the search to make the process more efficient. The scoring function is similar to the one for the prior network. The score for the transition network is also derived from the ( | ) term:
where [ ] ( ) is the value at node [ ] of the ℎ motion sequence of the transition network training data. This score is different from the BN score in that we start with the first two frames in each sequence, and compute the subsequent frames in the sequence by propagating the computed frames. So the second frame and the newly synthesized third frame are used to compute the fourth frame, the newly synthesized third and fourth frames are used to computed the fifth frame, and so on. ThePa notation represents this propagation of frames. The justification for this propagation instead of treating each instance separately is that the learned structure would otherwise not give a good result: the predicted trajectories deviated from the actual ones when we attempted to treat each instance separately. Intuitively, since we propagate the values when we synthesize a new motion given the first two frames, we should do this propagation when we learn the structure. We are effectively trying to compute how good a given structure is by trying to re-synthesize each input motion sequence given the first two frames, and comparing the synthesized sequence with the original data. Hence we sum over each motion sequence for doing cross validation: each ℎ sequence is one example of testing data and the corresponding
training data (used in the non-parametric regression) does not include that sequence. Thus the training data for the ℎ sequence is the set of all instances of the transition network training data except those in the ℎ sequence. Note that we sum over the nodes in time + 2 as these are the ones we are trying to compute in the transition network. Note also that the non-parametric regression for computing the probability in the transition network slightly differs from that of the prior network.
Non-Parametric Regression for Computing Conditional Distribution
The scoring functions for the prior and transition networks require the computation of the conditional probability ( |Pa( )). We briefly describe the parametric approaches that we attempted to use. As these approaches did not work well, we instead rely on a nonparametric regression method.
We attempted to model the relationship between and its parent nodes as a linear relationship, but we found that it is not appropriate for our motion data. We then attempted to model this relationship by nonlinear regression. We tried to find the parameters of a nonlinear function that takes the parents of as input and as output, where the nonlinear function is a sum of multivariate radial basis functions. While this worked well for the prior network of the DBN, it performed poorly for the transition network. We speculate this may be because there is not enough data to accurately estimate the parameters of a nonlinear function. Instead, we employ a nonparametric locally-weighted regression technique, which we found worked well for our data.
Prior Network. We assume that ( |Pa( )) follows a Gaussian distribution, and use kernel regression to find the mean and standard deviation of this distribution. Recall that we are given the graph and training data. The graph allows us to find the parent nodes of . The training data allows us to find instances of (px , ) corresponding to (Pa( ), ). Note that we also have the actual value of Pa( ), which we call pa( ). Since a large number of the instances px are far away from pa( ), we pick the -nearest instances. The notation with the subscript represents these nearest instances. We measure the distance with a Euclideandistance metric: (px , pa( )). We then compute a weight for each instance:
where is the kernel width. Next, we compute a weighted mean and variance based on these weights:
where is the number of non-zero weights , and the standard deviation ( ) is the square root of the above variance. For the prior network, we have cases where has no parents. To compute ( ), we find instances of corresponding to . The mean and standard deviation of is then the mean and standard deviation of the instances .
Transition Network. We compute one distribution for each node at time + 2 ( [ + 2]). The regression for the transition network is essentially the same as above with two important modifications. The first modification is that we also have a weighted velocity term when computing the distance function (px , pa ( [ +2]) ). This velocity term is
Figure 3: We "unroll" the DBN from Figure 2 to synthesize new variants. We show here the unrolled network for 5 time frames. The first two frames come from the prior network of the DBN and cannot contain cycles. Since the DBN represents a joint probability distribution over the possible trajectories of each DOF, we sample from this distribution to generate new variants. have a much wider range, sampling from this range will require post-process smoothing. The "delta" values have a small range, and sampling from it is more robust and no post-process smoothing is needed.
Synthesis of New Variants
We can use the learned structure and the input data to synthesize an unlimited number of new spatial and temporal variants. Since the DBN represents a joint probability distribution, we sample from this distribution to synthesize new variants. We represent the 's and 's that are computed for each node as a set (⃗ , ⃗ ). If we pick ⃗ = ⃗ 0, this gives the mean motion of the inputs. The set (⃗ , ⃗ ) represents variations of motions away from this mean motion. Note that the 's are not fixed, since the 's and 's from previous time frames can affect the 's in later time frames.
Prior Network. We synthesize the first 2 frames of a new motion with the prior network. We first find the partial ordering of the 2 nodes in the prior network. Such an ordering always exists since this network is acylic. We generate values for each of these nodes according to this ordering. The nodes at the beginning will be the ones without parents. We sample a value from each of the Gaussian distribution of these nodes. The rest of the nodes will depend on values already generated. We use the procedure in Section 5.2 to find the mean and standard deviation for each node, except that we use the learned structure and all the instances every time. We then sample a value from the distribution of each node.
Transition Network.
Given the first 2 frames, we synthesize subsequent frames by "unrolling" the DBN (Figure 3) . We perform one locally-weighted regression for each node at each time frame. We use the learned structure and all the instances every time. We use the procedure in Section 5.2 to compute actual values of 
Constraints
The synthesized poses from the previous section might need to be cleaned up for handling foot and hand constraints. This fixes footskate problems and also deals with cases where the foot/hand has to be at a specific position. We develop an inverse kinematics framework that fits with our DBN approach. Intuitively we need to satisfy three constraints: (i) the foot/hand needs to be at specific positions at certain times, (ii) the solution should be close to the mean values (at each node and time) predicted by the DBN, and (iii) the solution should maintain smoothness with respect to the previous frames. The first constraint is a hard inverse kinematics constraint while the last two are soft constraints. This naturally leads to an optimization solution:
where q is the set of DOFs for one foot or hand at time . There are 6 joint angles for each foot, and 7 for each hand. q is the set of mean values (of the corresponding nodes and time) predicted by the DBN, q −1 and q −2 are the DOFs from the previous two frames, f() is the forward kinematics function that gives the end-effector 3D position corresponding to q , and "pos" is the 3D position that we want the foot/hand to be at. We run an optimization for each foot/hand and time frame separately, in the usual forward time order. If there is a large amount of motion, these 3D positions and frames can be found with automated methods [Kovar et al. 2002] . However, we find that it is not difficult to identify these manually for our motions. We initialize the optimization with the solution we sample from the DBN. Since the solution we get from Section 6 is already close to what we want, the optimization only makes minor adjustments and is therefore efficient. The optimization uses a sequential quadratic programming method. We set 1 to 1 and 2 to 5.
Evaluation
A main result of our work is that we can synthesize spatial and temporal variants of the input examples. Spatial variation means that no new pose is exactly the same as any of the input poses or previously synthesized poses. Spatial differences can usually be better seen in images of poses. Temporal variation means that a new variant motion has a different timing than any of the input motions or previously synthesized variant motions. It is important to recognize that a new variant does not have a one-to-one correspondence from any of the input motions. This means that the new variant is not simply a copy of one of the input motions plus some slight differences as is the case in previous work, but the timing of the whole motion itself is different. Temporal differences are better visualized in animations.
In general, we expect our approach to work on time-series data with DOFs that are correlated. This means that some DOFs are correlated with others, but it is not necessary that all DOFs are related to each other. The DBN model, by design, works on these types of data. Experimentally, we show that our approach works for two different sets of data: human full-body motion and 2D handwritten Figure 4 : Given the learned structure and just one jumping motion as inputs, we synthesize four new variant motions. We overlap poses from these four new motions at similar time phases of the jump (lowest point of the character before jump, highest point of jump, and lowest point after jump). We can see the variations in the poses at these time phases. The poses for the head vary the least because the head poses also vary the least in the input data.
characters. The success of our approach on these two rather different data sets show that our approach is more generally applicable to similar kinds of temporal sequences.
We assume that our data satisfies a second-order Markov property in our DBN model. We made this assumption after first attempting to model the data with a first-order Markov model. While we can learn a structure and generate the first frame of motion from the prior network, the subsequent frames that are generated by the transition network produce highly unnatural motions. After a few frames, the new poses will diverge away from the poses in the input motions. Intuitively, the algorithm is unable to find nearest instances that are truly "near" the existing previous frame, and hence it cannot generate the corresponding next frame accurately. However, we found that using two previous frames works well in finding the nearest instances, and this is the reason that a 2nd-order model works well. We did not try 3rd or higher order models, since we already have a simpler (2nd-order) model that works well. We believe that higher order models will produce similar results while having a longer run-time. By assuming a 2nd-order model, we have only 2 frames of data; but for our human motion with 62 DOFs, there are actually 124 pieces of information. We found that this information is enough for the algorithm to find the nearest "patches" (or nearest instances) of input data, in order to perform the non-parametric regression to generate a subsequent frame.
Results for Full-body Human Animation. We show results for five types of human motion data: cheering, walk cycle, swimming breast stroke, football throws, and jumping. We use, respectively, 433, 322, 384, 666, and 309 frames of data (at 60 frames per second) as input. These are the total number of frames for each motion type. We have four input motion clips in each case.
We find that four input motions is the smallest number that learns a DBN structure that gives good results. A larger number of inputs also works well, but we show the robustness of our method by showing that it works with only a few inputs. The values of that we use to find the nearest instances are between 15 and 60. In the learned DBN structure, each node has between 2 and 15 parent nodes (except for the nodes in the prior network that have no parents). After learning a structure, we can synthesize variants of the 171:6 • M. Lau et al. We show plots of selected DOFs vs. time of the swimming breast stroke motion. We see that each new cycle in the output retains the general shape of the input data, but none of them is an exact copy of the inputs.
four inputs. The results for cheering, walk cycle, and swimming breast stroke motions (Figure 1 ) show variants generated with the four inputs in each case. Given the learned structure and just one input motion clip, we can also use the same approach to synthesize variants of that single input. The results for football throws (please see video) and jumping motions (Figure 4 ) show variants generated with just one input in each case. It is possible to generate interesting variations from a single input. With just one input, the variation at each newly generated frame depends on the data from the nearest neighbors of the one input motion. This can result in combining the DOFs from different frames to each frame of the newly synthesized motion. In addition, if the motion is cyclic, we can synthesize a continuous stream of new cycles. We show examples of these for walk cycles (please see video) and swimming motion ( Figure 5 ). Figure 6 show graphs of the input and output cheering motions.
While these graphs are for cheering motion, they are typical of similar graphs of other motion types. Note that the new output variants follow the general trajectories of the inputs, but are not exactly the same. In the middle column of the figure, we can see some of the joint correlations. For example, knowing the value of the right shoulder can help us predict the value of the left shoulder. These joint relationships are learned automatically. Indeed, the discovered edges or dependencies in the DBN represent these kinds of joint relationships that exist in the data. For the right column of the figure, we performed PCA of the input and output data, and plotted the results from the first few PCA dimensions. The PCA reduces the 62-DOF data to 11 dimensions, keeping more than 99% of the energy.
Results for 2D Handwritten Characters. The original input data for the 2D characters were manually drawn by the authors directly on the 2D screen. We recorded the and positions of the mouse on the screen, and each character was drawn with one continuous stroke. We have one set of data for the character "a" and another set for the digit "2". The average number of ( , ) points we have for each "a" is 103, and for each "2" is 66. We have four input characters in each case. We learn a DBN structure and synthesize new characters/digits using the same procedure, except that we now have 2 DOFs representing the and positions. The last column of Figure 1 shows both the four inputs and fifteen new outputs in each case. We can see the spatial variation in these images. The timing of each new stroke is also different, and this can be seen in the video.
To evaluate our method further, we have another example of 2D strokes where we can compare against the ground truth. We define a simple set of equations to generate the ground truth 2D circular strokes (Figure 7(left) ). Note that there is some randomization in the equations to vary the ground truth strokes. We then select four strokes from the set of fifteen ground truth ones and use them as input. We learn a DBN and synthesize new output strokes with the same procedure. Figure 7 (left) shows the four inputs and fifteen outputs. As expected, the fifteen outputs generated from our DBN approach are visually similar to the ground truth strokes. Figure  7 (right) shows the DBN that was learned from the four inputs.
Memory and Performance Time. We require memory to store the learned DBN structure and the four input motions. The DBN structure consists of a set of sparse directed edges in and , and the means and standard deviations of the nodes in that have no parents. The memory for the DBN structure is small, and hence the total memory is essentially the four input motions. It takes between half an hour and two hours to learn the DBN structure for each type of human motion we described above. This learning process can be done offline. The runtime process of synthesizing new human motion can be done efficiently: in our examples, it takes about 0.1 second to generate 1 second of motion.
User Study.
We performed two experiments in the user study. For Experiment A, we compare "Our Variants" with "Motion Capture" data. "Our Variants" are motion clips generated by our approach. The purpose is to decide which is more natural. We ran this experiment for cheering motion and walk cycles separately. Each user watches a random mixture of 15 of these motion clips. After watching each motion, we ask the user to provide a score from 1 to 9 (inclusive) of how natural or human-like that motion is. A higher score corresponds to more naturalness. We tested 15 users, and we have a total of 225 scores. We performed ANOVA on these scores (Figure 8 ). For cheering motion, is 0.9298 and this suggests that the means from the two samples (of "Our Variants" and "Motion Capture") are not significantly different. For walk cycles, is 0.5779 and this again suggests that the means from the two samples are not significantly different. Therefore, for both cheering motion and walk cycles, motion synthesized by our approach is just as natural as motion capture data.
For Experiment B, we compare "Our Variants" with "Cycle Animation". "Our Variants" are long sequences where each sequence consists of at least 15 concatenated motion clips generated by our approach. These motion clips are all slightly different. A "Cycle Animation" is a long sequence consisting of at least 15 concatenated motion clips: each of these is randomly selected from the 4 input motions. The purpose is to decide which is more repetitive. A long sequence is repetitive if many of the motion clips are exactly repeated. We ran this experiment for cheering motion and walk cycles separately. Each user watches a random mixture of 15 of these long sequences. After watching each sequence, we ask the user to provide a score from 1 to 9 (inclusive) of how repetitive that sequence is. A higher score corresponds to more repetition. We tested 15 users, and we have a total of 225 scores. We performed ANOVA on these scores (Figure 8 ). For cheering motion, is 1.0243e-8 and this suggests that the means from the two samples (of "Our Variants" and "Cycle Animation") are significantly different. For walk cycles, is 4.4868e-8 and this again suggests that the means from the two samples are significantly different. Therefore, for both cheering motion and walk cycles, "Our Variants" are less repetitive than "Cycle Animation". In Experiment B, note that each long sequence has at least 15 motion clips. It takes some time to recognize whether or not there are clips that are exactly repeated. Hence Experiment B does not apply to relatively short animations, since "motion clones" are difficult to detect in short animations (as shown in [McDonnell et al. 2008] ).
Experiments with Adding Noise. A simple possible approach to generate variation is to add noise to existing motion. We experimented with two such methods on the walk cycle data. The first is a naive or strawman method. We time-warp the four input walk cycles, compute simple statistics of the time-warped data for each DOF separately, and use this information to add smoothed noise to one of the four input cycles. We check that the noise-added motion is changed by a similar amount compared to the variants that our DBN approach generates. We do so by taking pairs from our fifteen variants and the four inputs (each pair has one variant and one input), computing the normalized sum of squared differences of joints between each pair, and modeling these sums as a normal distribution. We also compute the normalized sum of squared differences of joints between the noise-added motion and its corresponding input, and check that this sum is within one standard deviation of the mean of the normal distribution above. Our video shows examples where we add noise only to the left shoulder and elbow. The animation shows that the left shoulder/arm motion is unnatural, and does not fit with the rest of the walking motion. In contrast, our DBN approach will learn that the left shoulder is correlated with other joints, and handle these issues autonomously. In another example, we add noise to all joints. While the overall walk motion still exists, it is visibly evident that the poses and timing of the motion are awkward. Furthermore, adding noise requires a smoothing process that can affect details of the original motion.
The second method is to add band-limited noise to one of the four input cycles with the Perlin noise function [1995] . We also perform the same noise-addition check as in the first method. Our video shows examples where we add noise to several joints. We find that a trial-and-error process of manual parameter tuning is needed. Most importantly, a human understanding of the motion (ie. if the left arm swings higher, the right arm is more likely to swing higher) is required to add noise in a principled way. Otherwise, the motion can become spatially or temporally awkward.
Limitations
The main limitation of our approach is that the input motion examples have to be "similar but slightly different". They have to be "similar" because we are learning a model for that particular type of motion. They have to be "slightly different" because the small differences among the inputs are where we get the variation from. In the results section, we have shown examples that work with our approach and are "similar". Here, we describe examples of inputs that do not work with our approach and are not "similar". For our walk cycle data, we have four input motions where the character walks two steps forward. If there is a walk cycle where the character swings the arms much higher (please see video for the animation), it will not fit with the original four motions and will not work as another input motion. We are still able to use the five motions together to learn a DBN structure, but the synthesis step may not produce a reasonable output motion. However, if we have four or more of such higher-arm-swinging walk cycles, they can be used together in our approach effectively. Another example is a walk cycle where the character turns slightly to one side while walking forward. This will also not fit with the original four inputs. We also show examples of the handwritten digit "2" (please see video) that do not work with our original four inputs.
It is difficult to precisely define what is meant by "similar" motions. Instead of making such a definition, we introduce a method to characterize the types of inputs that work well with our approach. We start with a given set of training data that we know works well. This data can either be selected manually (ie. we tested them on our approach) or can come from the results of this method. As an example, we started with eight walk cycles that we have already selected. We split these eight into groups of six and two. We learn a DBN with the group of six and compute likelihoods with the learned DBN for each of the other two. We use the likelihoods that are described in Section 5. We repeat this process for different combinations of six and two. The idea is to get a number of likelihoods that we can use to characterize the training data. With this set of likelihoods, we can set a threshold for deciding the likelihoods that we should accept in a new set of testing data. We set the threshold to be the tenth percentile of all the likelihoods. We can now take a new testing set of motion clips. We used a new test set of eight walk cycles in our example. We again separate this set into different groups of six and two, so that we can compute a likelihood for each motion clip. We then eliminate the motion clip with the lowest likelihood if it is lower than the threshold. We now have seven motion clips and we repeat the process to compute likelihoods for each of the seven clips. We stop this process until the lowest likelihood is above the threshold. In our example, this process stops with five walk cycles.
Discussion
We have presented a method for modeling and synthesizing variation in motion data. We use a Dynamic Bayesian Network to model the input data. This allows us to build a multivariate probability distribution of the data, which we sample from to generate new motion. Given input data of a type of motion, our model can be used to generate new spatial and temporal variants of that motion. We show that our approach works with five types of full-body human motion, and two types of 2D handwritten characters. We perform a user study to evaluate our approach. For applications such as crowd animation, our method has the advantage of being able to take small, pre-defined example cycles of motion, and generate many variations of these cycles. We believe that adding noise to existing motion requires a manual trial-and-error process; the significance of this paper is to provide a formal way to autonomously model and synthesize variation with a small amount of data.
It is informative to highlight the differences between our method and interpolation methods [Rose et al. 1998; Wiley and Hahn 1997] .
Interpolation methods generate new motions that are "in between" the original examples. Our method models a probability distribution of the original examples. Our method produces motions that have different poses and timings than the input motions. This is difficult to generate with interpolation methods. Finally, interpolation methods require at least two example motions. Given a learned structure, our model can synthesize new variants from just one example motion.
There exist alternative approaches for adding noise to motion data to create variation. We experimented with an approach that represents motions with their time-warped representations and then performs PCA on them. We found that adding noise to the PCAreduced motion does not necessarily produce natural motion. While the overall motion may be partially synchronized (ie. the left and right arm swings in a walk cycle) due to the PCA reduction, we still require much manual tuning to successfully add noise. Another approach is to take a convex combination of a small number of motions and add noise to it. However, this is similar to the idea of interpolation described above, which we view to be different from our approach. In addition, we believe that adding noise requires a manual trial-and-error process, whereas our approach can autonomously generate a large number of outputs.
The learning and synthesis processes can, in theory, go into regions where there is no data to support the regression. In practice, we have not found this to be an issue. This might be due to the nonparametric regression which is quite robust. On the other hand, this was an issue when we initially attempted to use parametric regression methods. The learning and synthesis processes also need to find the approximate phase of the overall motion in order to perform the regression. It is possible for some of the nearest neighbors to not be within the correct phase of the overall motion. However, this effect is minimized due to the other nearest neighbors and the non-parametric method as a whole.
One interesting area for future work is to provide a method for the user to control the variation that is generated. One possible challenge is to develop an intuitive way to control the "amount" of variation. It is difficult to define what is "more" variation as this depends on the input data. If the motion is jumping and we have input data that has large variations in the swinging of the arms, then the synthesized motions will also have large variations in the Modeling Spatial and Temporal Variation in Motion Data • 171:9 arm swing. If the input data has more variation in the head movement, the synthesized motions will have more variation in the head. Hence one way to "control" the output motion is simply by taking different input data to begin with. Another challenge is to enable the user to generate "more" variation in a motion while automatically constraining the output to lie within the "natural" range of movement.
Another possibility for future work is to further explore the difference between "Cycle Animation" and "Our Variants" (from Experiment B of the user study). The cycle animations are usually relatively easy to identify. However, our variants are more difficult to identify, and can often be mistaken as cycle animations. Even though our variants can be very different numerically, they may only be slightly different visually. Thus, there is still room for improvement.
Another direction of future work is to use the idea of variation to compress motion data. If we can say that a set of motion clips are variations of each other, it may be possible to discard some of these motions. This is beause we can potentially re-synthesize a discarded motion from the remaining motions, since the discarded one is a variation of the remaining ones.
