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Abstract
In this paper, the noncentral matrix quadratic forms of the skew elliptical variables are studied. A family of
the matrix variate noncentral generalized Dirichlet distributions is introduced as the extension of the noncen-
tral Wishart distributions, the Dirichlet distributions and the noncentral generalized Dirichlet distributions.
Main distributional properties are investigated. These include probability density and closure property under
linear transformation and marginalization, the joint distribution of the sub-matrices of the matrix quadratic
forms in the skew elliptical variables and the moment generating functions and Bartlett’s decomposition of
the matrix quadratic forms in the skew normal variables. Two versions of the noncentral Cochran’s Theorem
for the matrix variate skew normal distributions are obtained, providing sufficient and necessary conditions
for the quadratic forms in the skew normal variables to have the matrix variate noncentral generalized Dirich-
let distributions. Applications include the properties of the least squares estimation in multivariate linear
model and the robustness property of the Wilk’s likelihood ratio statistic in the family of the matrix variate
skew elliptical distributions.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Quadratic forms in random variables are the essential components of most statistics in mul-
tivariate analysis. For example, the sample covariance is a matrix quadratic form of the sample
matrix and used to form many statistics.
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It is important to study the properties of the quadratic forms in some families of distributions
wider than the family of the normal distributions for the investigation of the robustness property
of the procedures developed in the normal theory. In recent years, some families of the skew
elliptical distributions and more general skew distributions are proposed to provide more flexible
way to model the data from nonnormal populations with emphasis on the skewness. Examples
include the skew normal distributions in Azzalini and Dalla Valle [9], Azzalini and Capitanio [7],
Arnold and Beaver [6], the skew t distribution in Azzalini and Capitanio [8], the skew Cauchy
distribution in Arnold and Beaver [5], the skew elliptical distributions in Branco and Dey [10],
Fang [14], the closed skew normal distributions in González-Farías et al., [19], the generalized
skew elliptical distributions in Genton and Loperfido [18], the fundamental skew distributions in
Arellano-Valle and Genton [4], see also Genton [17]. These distributions have densities of a form
as an elliptical density or a more general symmetric density multiplied by a skewing function.
The density of a k-dimensional fundamental skew distribution is
f (z) = K−1m fk(z)Qm(z), (1)
where fk is a symmetric density on Rk , Qm(z) = P(x > 0|z) and Km = E[Qm(z)] = P(x > 0)
with x an m-dimensional random vector. This distribution is denoted by FUSSk,m(fk,Qm,Km)
and has a stochastic representation as (z|x > 0), where z is a k×1 random vector with symmetric
density fk and x is an m × 1 random vector with distribution satisfying the restriction imposed
by Qm(z) and Km.
The family of the FUSS distributions is closed under marginalization, conditioning and taking
joint distribution of independent FUSS random vectors. The FUSS family contains the stan-
dardized (with zero location and identity scale matrix) closed skew normal distributions CSN,
generalized skew elliptical distributions GSE and skew elliptical distributions. Specifically, the
distribution of CSNk,m(,,D, ,) with  = 0 and  = Ik in González-Farías et al., [19]
is identical to FUSSk,m(k,Qm,Km) in (1) with fk(z) = k(z; 0, I ), Qm(z) = m(Dz; ,)
and Km = m(0, ,+ DD′), where m(y; ,) and m(y; ,) are the density and distribu-
tion function of Nm(,) at y, respectively; the distribution GSEk(,, gk(·),Q(·)) with  = 0
and  = Ik in Genton and Loperfido [18] is identical to FUSSk,m(gk,Qm,Km) with m = 1,
Qm = Q and Km = 12 ; the distribution of Sk(,, , ; fk+1) with  = 0,  = Ik in Fang [14]
is identical to FUSSk,m(f˜k,Qm,Km) with m = 1, f˜k(z) = fk(z′z), Qm(z) = Fq(z)(+ ′z) and
Km = F1(/c0), where the notation fk , Fa , F1 and c0 (with fk+1 = f ) will be explained below.
Though some families of the skewed version of a symmetric distribution achieved a generality
compared to other families of the skew distributions, specification of some restrictions is important
for more theoretical properties and useful application in practice. In this paper, we are confined
to the family of the skew elliptical distributions introduced in Fang [14]. A definition of such
distributions is given as follows.
Definition 1. Let f be the density generator of a (k + 1)-dimensional spherical distribution,
satisfying
∫
Rk+1 f (v
′v) dv = 1, F1 its one-dimensional marginal distribution function,  ∈ R,
 ∈ Rk , and  ∈ Rk be constant and  a k × k constant positive definite matrix. Let z ∈ Rk be a
random vector with probability density function
∫ +′(z−)
−∞
f (y20 + (z − )′−1(z − )) dy0||−1/2/F1(/c0), z ∈ Rk, (2)
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where c0 = (1 + ′)1/2. Then z is called to have the skew elliptical distribution and denoted
by z ∼ Sk(,, , ; f ).
Rewrite p.d.f. (2) as
fk(q(z))||−1/2 Fq(z)(+ 
′(z − ))
F1(/c0)
, (3)
where fk(v′v) is the k-dimensional marginal p.d.f. of f (v20 + v′v), Fa is the distribution function
of v0 given v′v = a, q(z) = (z − )′−1(z − ). It can be seen that fk(q(z)) is the symmetric
part of the distribution, Fq(z)(+ ′z) is the skewing function, and 1/F1(/c0) is the normalized
constant if  = 0 and  = I .
The family of the skew elliptical distributions in Definition 1 contains the usual normal distri-
butions and the elliptical distributions with density generator as the marginal density generator
of that of one dimension higher. It also contains some important skew distributions such as the
skew normal distributions and skew elliptical distributions with scale-mixtured normal density
generator, including the t density generator. It was shown that this family of the skew elliptical
distributions is closed under linear transformation, marginalization and conditioning, see Fang
[14].
The properties of the quadratic forms in the skew elliptical vectors were investigated by many
authors. The distributions of the quadratic forms of the skew normal vectors in the central case
(with location zero) were studied, for example, in Azzalini and Dalla valle [9], Azzalini and
Capitanio [7], Loperfido [25]. Analogues of Cochran’s Theorem for the skew normal vectors in
the central case were obtained in Azzalini and Capitanio [7]. Analogues of Cochran’s Theorem
for the skew elliptical vectors in the central case were obtained in Fang [14] and in the noncentral
case in Fang [15]. To extend these results further, we shall investigate properties of the matrix
quadratic forms of the matrix variate skew elliptical distributions.
Let Y be an n × m random matrix and O(n) the group of orthogonal matrices of order n × n.
Two families of the spherical matrices are the family of the left-spherical matrices defined as
{Y :Y d=Y for any  ∈ O(n)}, (4)
and its sub-family defined as
{Y : vec(Y ′) d= vec(Y ′) for any  ∈ O(nm)}, (5)
where “ d=” means the matrices on its both sides have identical distributions, see Dawid [11],
Kariya [22]. The matrix variate elliptical distributions are their parametric forms with location
and scale parameters. These families can be used to model the dada which depart from the normal
by having correlated or nonnormal observations. In this paper, we consider a skewed version of
the matrix variate spherical distributions in the form of (5), a family of the matrix variate skew
elliptical distributions defined as
{Y : vec(Y ′) has the skew elliptical distribution with p.d.f. of form (2)}. (6)
In Section 2, the basic properties of the matrix quadratic forms of the matrix variate skew
elliptical distributions are obtained. These include the density and closure properties under linear
transformation and marginalization, the conditional distribution, the joint distribution of the sub-
matrices of the matrix quadratic forms in the skew elliptical variables and the moment generating
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function and Bartlett’s decomposition of the matrix quadratic forms in the skew normal variables.
In Section 3, two versions of Cochran’s Theorem for the matrix variate skew normal distributions
are obtained. In Section 4, some applications are given. In the first example, the effect of the
skewness parameters on the least squares estimation is investigated. The second example develops
robustness properties of the distribution of the likelihood ratio statistic for testing the independence
of two normal populations in the larger family of matrix variate skew elliptical distributions. An
invariance property of the statistic in the family of the matrix variate skew elliptical distributions
is also obtained.
Denote byn(x) the normal density generator, i.e.n(x) = exp(−x/2)(2)−n/2. This notation
is convenient for classifying the skew elliptical distributions. It should not be confused with
n(y; 0, I ) = exp(−y′y/2)(2)−n/2 used in the CSN density mentioned above.
2. Basic properties
In this section we investigate the basic properties of the noncentral matrix quadratic forms of
the skew elliptical variables. Some of them are obtained for the skew normal variables. Suppose
the random matrix Z is n × m with probability density given by
vec(Z′) ∼ Snm(vec(M ′),, , vec(U ′); fnm+1), (7)
where  = In ⊗ ,  > 0 is m × m, M and U are n × m matrices. Then by Definition 1, the
probability density function of Z is∫ b
−∞
fnm+1(y20 + [vec(Z′) − vec(M ′)]′−1[vec(Z′) − vec(M ′)]) dy0
×||−1/2/F1(/c0)
=
∫ b
−∞
fnm+1(y20 + tr[−1(Z − M)′(Z − M)]) dy0||−n/2/F1(/c0), (8)
where b =  + [vec(U ′)]′[vec(Z′) − vec(M ′)] =  + tr[U ′(Z − M)], c0 = {1 + [vec(U ′)]′
vec(U ′)}1/2 = [1 + tr(U ′U)]1/2. Partitions Z, M, and U as
Z =
⎛
⎜⎝
Z1
...
Zh
⎞
⎟⎠ , M =
⎛
⎝M1· · ·
Mh
⎞
⎠ , U =
⎛
⎜⎝
U1
...
Uh
⎞
⎟⎠ , (9)
where ni , i = 1, . . . , h, are positive integers,∑hi=1 ni = n. Let
Qi = Z′iZi and Q = (Q1, . . . ,Qh). (10)
We shall show that the distribution of Q depends on the parameter M, U,  and  only through
i,11 = M ′iMi , i,12 = M ′iUi , i,22 = U ′iUi , i = 1, . . . , h,  and . Without loss of generality
we suppose h = 1. Let A = (M,U)′ with the singular decomposition A = P ′D′, where P ∈
O(2m),  ∈ O(n), d2ii are the latent root of AA′, d11 · · · drr > dr+1,r+1 = · · · = dk = 0,
dij = 0, i = j , r is the rank of A, k = min(2m, n), see Horn and Johnson [20, p. 414]. Let D1 be
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the sub-matrix of the first r columns of D. Partition P = (P1, P2), where Pi is 2m×m, i = 1, 2.
Then M ′ = P ′1D′ = (P ′1D1, 0)′, U ′ = P ′2D′ = (P ′2D1, 0)′, where 0 is a zero matrix of
order m × (n − r). Let Y = ′Z. By Fang [14, Proposition 1],
vec(Y ′)= (′ ⊗ Im)vec(Z′)
∼ Snm
((
vec(P ′1D1)
0
)
,, ,
(
vec(P ′2D1)
0
)
; fnm+1
)
. (11)
Note P and D only depend on AA′ and hence M ′M , M ′U , U ′U . This shows the distribution
of Q = Z′Z = Y ′Y depends the parameters only though M ′M , M ′U , U ′U , , and . The
distribution of Y is a kind of canonical form by which the quadratic form Y ′Y has identical
distribution with the original quadratic form Z′Z. Some other factorizations of A lead to different
forms of the distributions of Y. For example, if n2m, then A can be written as A′ = 1B, where
1 is n × 2m and ′11 = I2m, B(2m × 2m) is positive semidefinite or upper-triangular such
that B ′B = AA′, see Horn and Johnson [20, p. 412, 112]. Let  ∈ O(n) with 1 as its first 2m
columns and partition B = (B1, B2) where Bi is 2m × m. Let Y = ′Z, then
vec(Y ′) ∼ Snm
((
vec(B ′1)
0
)
,, ,
(
vec(B ′2)
0
)
; fnm+1
)
,
and Q d=Y ′Y .
We hence denote the distribution of Q by
MNGm,h(n1/2, . . . , nh/2;, ,; fnm+1), (12)
where  = (1, . . . ,h), i = (i,11,i,12,i,22), i,11 = M ′iMi , i,12 = M ′iUi , i,22 =
U ′iUi , i = 1, . . . , h. Here MNG stands for the matrix variate noncentral generalized Dirichlet
distribution.
If m = 1 and  = 1, then Qi are the noncentral quadratic forms from the skew elliptical
vectors and the distribution in (12) reduces to the noncentral generalized Dirichlet distribution
NGh(n1/2, . . . , nh/2; , ; fn+1) with  =  in notation of Fang [15]. If, in addition,  = 0 and
M = 0, then the distribution of Q does not depend on U and can be obtained by letting U = 0,
see Fang [14]. Hence Q has a stochastic representation as R2x, where R is the norm of a spherical
vector with density generatorfn+1, x has Dirichlet distributionD(n1/2, . . . , nh/2; 12 ) and they are
independent. The distribution in this central case is denoted by Gh+1(n1/2, . . . , nh/2; 12 ; fn+1)
and studied in Fang [14]. For general m, if M = 0, U = 0, then Qi are the central quadratic forms
from the elliptical distributed matrices and the distribution of Q is MGh(n1/2, . . . , nh/2;	),
where 	 is the characteristic function corresponding to the spherical density generator f(x) =∫ 
−∞ fnm+1(y
2
0 + x)dy0/F1(), in notation of Anderson and Fang [2]. If U = 0 and fnm+1 =
nm+1, then the density function of Z in (8) is the density function of N(M, In ⊗ ) and hence
Qi ∼ Wm(ni,,−1M ′iMi), the noncentral Wishart distribution and they are independent.
It is clear from the stochastic representation that a reproductivity property holds for the MNG
distribution. For example, with Q having distribution (12) we have (Q1, . . . ,Qh−1 + Qh) ∼
MNGm,h−1(n1/2, . . . , nh−1/2 + nh/2; ˜, ,; fnm+1), where ˜i,jk = i,jk , i = 1, . . . , h − 2,
j, k = 1, 2; ˜h−1,jk = h−1,jk + h,jk , j, k = 1, 2. The following proposition
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establishes the property of closure under linear transformation, i.e. the MNG distribution under
linear transformation is of the same type.
Proposition 1. Suppose the distribution of Q is given by (12) and L is m× r matrix with rank r.
Then
L′QL ∼ MNGr,h(n1/2, . . . , nh/2;, c1, L′L; fnr+1), (13)
where c1 = {1 + tr{∑hi=1 i,22[ − L(L′L)−1L′]}}−1/2. i,11 = L′i,11L, i,12 =
c1L′i,12L(L′L)−1, i,22 = c21(L′L)−1L′i,22L(L′L)−1, i = 1, . . . , h, and fnr+1
is the (nr + 1)-dimensional marginal density generator of fnm+1.
Proof. Let Q be represented by Z in (7). Let Y = ZL and partition Y in the same fashion as Z.
Then L′QL = (L′Z′1Z1L, . . . , L′Z′hZhL) = (Y ′1Y1, . . . , Y ′hYh). The distribution of vec(Y ′) =
(In ⊗ L′) vec(Z′) can be obtained by Proposition 4 in Fang [14] as
vec(Y ′) ∼ Snr(vec[(ML)′], In ⊗ L′L, c1, c1vec{[UL(L′L)−1]′}; fnr+1).
The parameters of the distribution of Y are calculated as follows:
(In ⊗ L′)vec(M ′) = vec[(ML)′] (location),
(In ⊗ L′)(In ⊗ )(In ⊗ L) = In ⊗ L′L (scale),
c1 = {1 + [vec(U ′)]′[− (In ⊗ L)(In ⊗ L′L)−1(In ⊗ L′)] vec(U ′)}−1/2
= {1 + [vec(U ′)]′[In ⊗ (− L(L′L)−1L′)] vec(U ′)}−1/2
= {1 + tr{U [− L(L′L)−1L′]U ′}}−1/2,
c1(In ⊗ L′L)−1(In ⊗ L′)(In ⊗ )vec(U ′)
= c1[In ⊗ (L′L)−1L′] vec(U ′)
= c1vec{[UL(L′L)−1]′} (one skewness vector).
From the partitions of M and U, ML and UL(L′L)−1 have partitions⎛
⎜⎝
M1L
...
MhL
⎞
⎟⎠ , UL(L′L)−1 =
⎛
⎜⎝
U1L(L′L)−1
...
UhL(L′L)−1
⎞
⎟⎠ .
Hence the distribution of L′QL is given by (13) with
i,11 = (MiL)′(MiL) = L′i,11L,
i,12 = c1(MiL)′UiL(L′L)−1 = c1L′i,12L(L′L)−1,
i,22 = c21[UiL(L′L)−1]′UiL(L′L)−1 = c21(L′L)−1L′i,22L(L′L)−1,
i = 1, . . . , h.
This completes the proof of Proposition 1. 
The following proposition establishes a property of closure under marginalization, i.e. the
subsets of Q ∼ MNG is of the same type. We present one case and the distributions in other
cases can be obtained similarly.
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Proposition 2. If Q = (Q1, . . . ,Qh) has distribution given by (12), then
(Q1, . . . ,Qh−1) ∼ MNGm,h−1(n1/2, . . . , nh−1/2;, c1,; fn∗m+1), (14)
where i,11 = i,11, i,12 = c1i,12, i,22 = c21i,22 i = 1, . . . , h − 1, n∗ =
∑h−1
i=1 ni ,
c1 = [1+ tr(h,22)]−1/2, and fn∗m+1 is the (n∗m+1)-dimensional marginal density generator
of fnm+1.
Proof. Let Q be represented by Z in (7), then by Fang [14, Proposition 2],
⎛
⎜⎝
vec(Z′1)
...
vec(Z′h−1)
⎞
⎟⎠ ∼ Sn∗m(vec(M∗), In∗ ⊗ , c1, c1vec(U∗); fn∗m+1),
where
vec(M∗) =
⎛
⎜⎝
vec(M ′1)
...
vec(M ′h−1)
⎞
⎟⎠ ,
c1 = {1 + [vec(U ′h)]′(Inh ⊗ ) vec(U ′h)}−1/2 = [1 + tr(U ′hUh)]−1/2,
vec(U∗) =
⎛
⎜⎝
vec(U ′1)
...
vec(U ′h−1)
⎞
⎟⎠ .
With these parameters we calculate the parameters of (Q1, . . . ,Qh−1) = (Z′1Z1, . . . , Z′h−1Zh−1)
as given by the proposition. This completes the proof of Proposition 2. 
Note /c0 does not change under linear transformation in Proposition 1 and marginalization in
Proposition 2, see Fang [16, p. 286] for the proof. Note also if L in Proposition 1 is m × m, then
c1 = 1, i,11 = L′i,11L, i,12 = L′i,12(L′)−1, i,22 = L−1i,22(L′)−1, i = 1, . . . , h. These
observations will speed up the calculation of new parameters when transformation is made.
The moment generating function for the MNG distribution with normal density generator is
presented in the following proposition.
Proposition 3. Suppose Q = (Q1, . . . ,Qh) has distribution given by (12) where fnm+1 =
nm+1. Let i = (
i,jk) be an m × m symmetric matrix and i = i + diag(
i,11, . . . , 
i,mm),
i = 1, . . . h. Denote (1, . . . ,h) by. Then the moment generating function of Q as a function
of 
i,jk , i = 1, . . . , h, jk is
() = (J1) exp(J2)J3/(/c0), (15)
where
J1 = + tr[
∑h
i=1 i,12(Im − i)−1i]
{1 + tr[∑hi=1 i,22(Im − i)−1]}1/2 ,
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J2 = 12 tr
[
h∑
i=1
i,11(Im − i)−1i
]
,
J3 =
h∏
i=1
|Im − i|−ni/2,
for −1 − i > 0, i = 1, . . . , h.
Proof. With the representation of Q in (10), we have
()=E
⎡
⎣exp
⎛
⎝ h∑
i=1
m∑
k j

i,kj qi,kj
⎞
⎠
⎤
⎦ = E
[
etr
(
h∑
i=1
Qii/2
)]
=E
[
etr
(
h∑
i=1
Z′iZii/2
)]
=E{[vec(Z′)]′Avec(Z′)}, (16)
where A = diag(In1 ⊗ 1/2, . . . , Inh ⊗ h/2), qi,kj is the kjth element of Qi . Note vec(Z′) has
distribution given by (7). By the formula of the moment generating function of the noncentral
quadratic form of the skew normal variables in Fang [15, Proposition 3], letting h = 1, ti = 1 and
replacing A,  and  with 1/2A1/2, −1/2vec(M ′) and 1/2vec(U ′), respectively, (16) with
normal density generator is equal to (15), where Ji are calculated as follows:
J1 = + 2[vec(U
′)]′(−1 − 2A)−1Avec(M ′)
{1 + [vec(U ′)]′(−1 − 2A)−1vec(U ′)}1/2
= +
∑h
i=1[vec(U ′i )]′[Ini ⊗ (−1 − i )−1i] vec(M ′i )
{1 +∑hi=1[vec(U ′i )]′[Ini ⊗ (−1 − i )−1] vec(U ′i )}1/2
= + tr[
∑h
i=1 Ui(−1 − i )−1iM ′i ]
{1 + tr[∑hi=1 Ui(−1 − i )−1U ′i ]}1/2
= + tr[
∑h
i=1 M ′iUi(Im − i)−1i]
{1 + tr[∑hi=1 U ′iUi(Im − i)−1]}1/2 ,
J2 = [vec(M ′)]′A(Inm − 2A)−1 vec(M ′)
= 1
2
h∑
i=1
[vec(M ′i )]′[Ini ⊗ i (Im − i )−1] vec(M ′i )
= 1
2
tr
[
h∑
i=1
M ′iMi(Im − i)−1i
]
,
J3 = |Inm − 2A|−1/2 =
h∏
i=1
|Ini ⊗ (Im − i )|−1/2 =
h∏
i=1
|Im − i|−ni/2,
which leads to the expressions of Ji in the proposition. 
In the following part of this section, we shall concentrate on the property of one quadratic form.
If h = 1 in (10), then we shall omit i in the subscripts of i in notation (12). The moment of
B.Q. Fang / Journal of Multivariate Analysis 99 (2008) 1105–1127 1113
Q can be conveniently obtained from its stochastic representation and the moment of the skew
elliptical variables.
Proposition 4. Suppose Q has distribution given by (12) with h = 1. If fnm+1 = nm+1, then
E(Q) = n− 
c30
1(/c0)22+ 1
c0
1(/c0)(12+ ′12) + 11, (17)
E[tr(Q)] = ntr() − 
c30
1(/c0) tr(22) + 2
c0
1(/c0)tr(12) + tr(11). (18)
If fnm+1 is arbitrary with∫ ∞
0
xmn+2fnm+1(x2) dx < ∞, (19)
and  = 0, then
E(Q) = na2+ a1(′12 + 12) + 11, (20)
and
E[tr(Q)] = na2 tr() + 2a1tr(12) + tr(11), (21)
where
a1 = 2
nm/2
c0(nm/2 + 1)
∫ ∞
0
xnm+1fnm+1(x2) dx,
a2 = 2
(nm+1)/2
(nm + 1)((nm + 1)/2)
∫ ∞
0
xnm+2fnm+1(x2) dx.
Proof. Denote the ith row of a matrix X by x′(i). Let Q be represented by (10). If the density
generator is the normal, then by Arnold and Beaver [6],
E{vec(Z′)[vec(Z′)]′} =− 
c30
1(/c0) vec(U
′)[vec(U ′)]′
+ 1
c0
1(/c0){vec(M ′)[vec(U ′)]′+  vec(U ′)[vec(M ′)]′}
+vec(M ′)[vec(M ′)]′, (22)
where 1(x) = (x)/(x), (·) and (·) are the density function and distribution function of
N(0, 1), respectively. Hence
E(z(i)z
′
(i))=−

c30
1(/c0)u(i)u
′
(i)
+ 1
c0
1(/c0)(m(i)u
′
(i)+ u(i)m′(i)) + m(i)m′(i). (23)
Summing up E(z(i)z′(i)) from i = 1 to n, we obtain
E(Q) = n− 
c30
1(/c0)U
′U+ 1
c0
1(/c0)(M
′U+ U ′M) + M ′M,
which leads to (17). It follows that (18) holds.
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Suppose now  = 0 but the density generator fnm+1 is arbitrary with restriction (19). Then by
Fang [14, Proposition 3],
E{vec(Z′)[vec(Z′)]′} = a2+ a1{vec(U ′)[vec(M ′)]′ + vec(M ′)[vec(U ′)]′}
+vec(M ′)[vec(M ′)]′. (24)
Extracting E(z(i)z′(i)) from (24) and then summing up from i = 1 to n, we obtain (20) and (21).

The probability density function of the MNG distribution is given in the following proposition.
Proposition 5. LetQ ∼ MNGm,1(n/2;, ,; fnm+1)with representation (10) andnm. Then
the probability density function of Q is
mn/2|Q|(n−m−1)/2
m(n/2)||n/2F1(/c0)
∫
O(n)
[∫ b
−∞
fnm+1(y20 + q) dy0
]
(dH), (25)
where c0 = [1 + tr(22)]1/2, b =  − tr(12) + tr(U ′H1Q1/2), q = tr(−1Q + −111 −
2−1M ′H1Q1/2), H1 is formed by the first m columns of H, Q1/2 is the symmetric square root of
Q or the upper-triangular matrix with positive diagonal elements such that [Q1/2]′Q1/2 = Q.
Proof. The condition nm ensures the quadratic form Z′Z is positive definite of rank m with
probability one, see Okamoto [27]. Let Z = H1T , where H1 ∈ Vm,n, T is m×m upper-triangular
matrix with positive diagonal elements and the Stiefel manifoldVm,n = {H1(n×m):H ′1H1 = Im}.
Then Q = Z′Z = T ′T and (dZ) = 2−m|Q|(n−m−1)/2(dQ)(H ′1 dH1), where (H ′1dH1) is the
differential form on Vm,n, see [26, p. 66, 67]. Transforming the density of Z in (8) to obtain joint
density of Q and H1 and then integrating out H1, we obtain the density of Q as
|Q|(n−m−1)/2
2m||n/2F1(/c0)
∫
Vm,n
[∫ −tr(12)+tr(U ′H1T )
−∞
fnm+1(y20
+tr[−1Q + −111 − 2−1M ′H1T ]) dy0
]
(H ′1 dH1). (26)
Denote the inner integral in Eq. (26) by g(H1T ), then by Lemma 9.5.3 and Theorem 2.1.15 [26,
p. 397, 70], the whole integral in (26) is equal to
1
V (O(n − m))
∫
H1∈Vm,n
∫
K∈O(n−m)
g(H1T )(H
′
1 dH1)(K
′ dK)
= 1
V (O(n − m))
∫
O(n)
g(H1T )(H
′ dH)
= V (O(n))
V (O(n − m))
∫
O(n)
g(H1T )(dH)
= 2
mmn/2
m(n/2)
∫
O(n)
g(H1T )(dH). (27)
Substituting (27) into (26) we obtain
mn/2|Q|(n−m−1)/2
m(n/2)||n/2F1(/c0)
∫
O(n)
g(H1T )(dH). (28)
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This yields (25 ) with Q1/2 = T . We shall prove that T in the integral of (28) can be replaced by
the symmetric root of Q. Suppose T is m × r with rm for generality. Then by Theorem A9.6
in [26, p. 591], there is a P1 ∈ Vr,m such that T = P1(T ′T )1/2, where (T ′T )1/2 is the symmetric
square root of T ′T . Let P ∈ O(m) with P1 as its first r columns. Then∫
Vm,n
g(H1T )(H
′
1 dH1)=
∫
Vm,n
g(H1P((T
′T )1/2, 0)′)(H ′1 dH1)
=
∫
Vm,n
g(H1((T
′T )1/2, 0)′)(H ′1 dH1), (29)
by the invariance property of the measure defined by (H ′1dH1) on Vm,n [26, p. 69]. Hence in (28),∫
O(n)
g(H1T )(dH) =
∫
O(n)
g(H1(T
′T )1/2)(dH).
With this expression for (28) we obtain (25) whereQ1/2 is the symmetric root of Q. This completes
the proof of Proposition 5. 
Using Y with the canonical distribution in (11) to form Q = Y ′Y , we can replace M ′ and
U ′ by (P ′1D1, 0) and (P ′2D1, 0), respectively, and obtain the second set of b and q. This yields
an alternative expression of the p.d.f. (25) with b =  − tr(12) + tr[(P ′2D1, 0)H1Q1/2], q =
tr[−1Q + −111 − 2−1(P ′1D1, 0)H1Q1/2], where 0 is a zero matrix of order m × (n − r)
for n > r and vanishes if n = r , P = (P1, P2) ∈ O(n) and D1 are defined for the canonical
distribution of Y in (11) such that P ′1D1D′1P1 = M ′M , P ′2D1D′1P2 = U ′U . This expression
has less parameters in the integral. We shall use representation of (10) in later part of the paper.
Alternative representations for the results are valid by using the canonical distribution of Y. The
factorization of A′ = (M,U) = 1B with B upper-triangular for Y was used in Fang [15] to
obtain the distribution of the quadratic forms of the skew elliptical vectors (m = 1).
Consider some special cases in Proposition 5. If fnm+1 = nm+1, then the probability density
of Q is
|Q|(n−m−1)/2
2mn/2m(n/2)||n/2(/c0)etr
(
−1
2
−1Q
)
etr
(
−1
2
−111
)
×
∫
O(n)
(− tr(12) + tr(U ′H1Q1/2))
×etr(−1M ′H1Q1/2)(dH). (30)
If U = 0, (30) reduces to the density of noncentral Wishart distribution given in Muirhead [26,
Theorem 10.3.2, p. 442]. If m = 1, denote  by 2. From the stochastic representation of Q =
Z′Z, where Z ∼ Sn(M, In2, , U ;n+1), it can be seen that Q ∼ 2NG1(n/2, , ;n+1),
where 11 = 11−2, 12 = 12, 22 = 222. The probability density function of NG1 for the
normal density generator with somewhat more computable form than (30) is given in Fang [15].
Though the probability density (25) has an unappealing form, it can be used to derive some
properties of Q, for example, the Bartlett’s decomposition, the distributions of the sub-matrices
and the conditional distribution of one matrix given the other in the MNG distribution for h2
in the following propositions.
Proposition 6. LetQ ∼ MNGm,1(n/2;, ,; fnm+1)with representation (10) and nm. Sup-
pose fnm+1 = nm+1,  = Im and M and U have only one possibly nonzero column in the same
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position, say M = (m1, 0), U = (u1, 0). Let Q = T ′T , where T is an upper-triangular ma-
trix with positive diagonal elements. Then the elements tij , 1 ijm, of T are independent,
t211 ∼ NG1(n/2; {tr(11), tr(12), tr(22)}, ;n+1), t2ii ∼ 2n−i+1, i = 2, . . . , m, tij ∼ N(0, 1)for i = j .
Proof. Making transformation Q → T in (26) with fn+1 = nm+1 and using (dQ) = 2m∏m
i=1 t
m+1−i
ii (dT ) [26, Theorem 2.1.9], we obtain the density of T as
1
2mn/2m(n/2)
etr
(
−1
2
T ′T
)
etr
(
−1
2
11
)
|T ′T |(n−m−1)/2
×
∫
O(n)
(− tr(12) + u′1h1t11)etr(m′1h1t11)(dH)2m
m∏
i=1
tm+1−iii
/
(/c0)(dT )
=
∏
i<j
[(2)−1/2 exp(−t2ij /2)dtij ]
m∏
i=2
[
exp(−t2ii/2)(t2ii )(n−i−1)/2
2(n−i+1)/2((n − i + 1)/2)dt
2
ii
]
×etr(−11/2) exp(−t
2
11/2)(t
2
11)
n/2−1
2n/2(n/2)(/c0)
×
∫
O(n)
(− tr(12) + u′1h1t11) exp(m′1h1t11)(dH)dt211. (31)
This leads to the distributions of tij and their independence. Note the distribution of t211 is
obtained by Proposition 5 as tr(11) = m′1m1, tr(12) = m′1u1 and tr(22) = u′1u1, c0 =
[1 + tr(22)]1/2 = (1 + u′1u1)1/2. This completes the proof of Proposition 6. 
Proposition 7. Let Q ∼ MNGm,1(n/2;, ,; fnm+1) with representation (10) and nm. Par-
tition Z = (Z1, Z2), where Zi is n×ri , i = 1, 2 and r1 +r2 = m. Partition U in the same manner.
Let
Q = Z′Z =
(
Q11 Q12
Q21 Q22
)
,
whereQ11 is r1×r1,Q12 is r1×r2. Partitionsandij in the same manner. Denote the klth block of
ij by ij,kl , Q11 −Q12Q−122 Q21 by Q11.2 and adopt similar notation for . Let n1 = r1(n− r2),
n2 = r1r2, n3 = nr2, q1 = tr(−111.2Q11.2), q2 = tr[−111.2(Q12 − 12−122 Q22)Q−122 (Q12 −
12
−1
22 Q22)
′]. Suppose (a) M = 0 and U1 = 0 or (b) M1 = 0, U1 = 0, and 12 = 0.
Then in the first case the distribution of Q11.2 given Q12 and Q22 is the generalized Wishart
distribution [30] with n − r2 degrees of freedom, scale matrix 11.2 and density generator
f ∗n1(x) =
∫
O(n)
∫ b
−∞ fnm+1(y
2
0 + x + q2 + q3) dy0(dH)∫
O(n)
∫ b
−∞ fn2+n3+1(y
2
0 + q2 + q3) dy0(dH)
, (32)
where fn2+n3+1 is the (n2 + n3 + 1)-dimensional marginal density generator of fnm+1. The
distribution of Q12 given Q22 is the matrix variate elliptical distribution or vec(Q′12) given Q22
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is the elliptical distribution with location vec(Q22−122 21), scale 11.2 ⊗ Q22, and density gen-
erator
f ∗∗n2 (x) =
∫
O(n)
∫ b
−∞ fn2+n3+1(y
2
0 + x + q3) dy0(dH)∫
O(n)
∫ b
−∞ fn3+1(y
2
0 + q3) dy0(dH)
, (33)
where b =  + tr(U ′2H11Q1/222 ), q3 = tr(−122 Q22), fn3+1 is the (n3 + 1)-dimensional marginal
density generator of fnm+1; and Q22 ∼ MNGr2,1(n/2; {0, 0,22,22}, ,22; fn3+1).
In the second case, the distribution of Q11.2 given Q12 and Q22 is the generalized Wishart
distribution [30] with n− r2 degrees of freedom, scale matrix 11 and density generator f ∗n1(x);
the distribution of Q12 given Q22 is the matrix variate elliptical distribution with location 0, scale
11 ⊗ Q22, and density generator f ∗∗n2 (x), where b =  − tr(12,22) + tr(U ′2H11Q1/222 ), q3 =
tr[−122 (Q22 + 11,22 − 2M ′2H11Q1/222 )]; and Q22 ∼ MNGr2,1(n/2; {11,22,12,22,22,22}, ,
22; fn3+1). In both cases, H11 is the first r2 columns of H.
In particular, if fnm+1 = nm+1, then in the first case,
Q11.2 ∼ Wr1(n − r2,11.2),
(Q12|Q22) ∼ N(12−122 Q22,11.2 ⊗ Q22),
Q22 ∼ MNGr2,1(n/2; {0, 0,22,22}, ,22;nr2+1). (34)
In the second case,
Q11.2 ∼ Wr1(n − r2,11),
(Q12|Q22) ∼ N(0,11 ⊗ Q22),
Q22 ∼ MNGr2,1(n/2; {11,22,12,22,22,22}, ,22;nr2+1). (35)
In both cases, Q11.2 and {Q12,Q22} are independent.
Proof. We have m(n/2) = r1r2/2r1((n − r2)/2)r2(n/2), || = |11.2||22|, |Q| = |Q11.2||Q22|, nm = n1 + n2 + n3 and
tr(−1Q)= tr(−111.2Q11.2) + tr[−111.2(Q12 − 12−122 Q22)Q−122 (Q12 − 12−122 Q22)′]
+tr(−122 Q22)
= q1 + q2 + tr(−122 Q22).
Making transformation in the probability density function from Q given in (26) of Proposition 5
to that of the new variables Q11.2, Q12, and Q22 and noting (dQ) = (dQ11.2)∧(dQ12)∧(dQ22),
where for notation simplicity we retain the notation Q12 and Q22 in the transformed variables, in
the first case, tr[−1Q + −111 − 2−1M ′H1T ] = tr(−1Q) = q1 + q2 + q3,  − tr(12) +
tr(U ′H1T ) =  + tr(U ′2H1T2); in the second case tr[−1Q + −111 − 2−1M ′H1T ] =
tr(−1Q) + tr(−122 M ′2M2 − 2−122 M ′2H1T2),  − tr(12) + tr(U ′H1T ) =  − tr(12,22) +
tr(U ′2H1T2). Hence we have the joint density factorized as
n1/2|Q11.2|(n−r2−r1−1)/2
r1((n − r2)/2)|11.2|(n−r2)/2
f ∗n1(q1)
×|11.2|−r2/2|Q22|−r1/2f ∗∗n2 (q2)
× 
nr2/2|Q22|(n−r2−1)/2
r2(n/2)|22|n/2F1(/c0)
∫
O(n)
[∫ b
−∞
fn3+1(y20 + q3) dy0
]
(dH).
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Note in the first case,  + tr(U ′2H1T2) can be replaced by  + tr[U ′2H11(T ′2T2)1/2] =  +
tr(U ′2H11Q
1/2
22 ) = b by (29), since T ′2T2 = Q22; in the second case, tr(−1Q)+ tr[−122 (M ′2M2 −
2M ′2H1T2)] and  − tr(12,22) + tr(U ′2H1T2) can be replaced by tr(−1Q) + tr[−122 (M ′2M2 −
2M ′2H11Q
1/2
22 )] = q1 +q2 +q3 and − tr(12,22)+ tr(U ′2H11Q1/222 ) = b, respectively. Moreover,
c0 = [1 + tr(U ′U)]1/2 = [1 + tr(2222,22)]1/2, q2 = {vec[(Q12 − 12−122 Q22)′]}′(11.2 ⊗
Q22)−1vec[(Q12 − 12−122 Q22)′]. Hence Q11.2, Q12, and Q22 have the distributions stated in
the proposition.
The results in the skew normal case are obtained for simplifying the density generators. In this
case, f ∗n1 = fn1 = n1 , f ∗∗n2 = fn2 = n2 , fn3+1 = n3+1. Hence (Q11.2|Q12,Q22) has the
generalized Wishart distribution with normal density generator or simply the Wishart distribu-
tion. The distribution does not depend on the conditional variables and hence is an unconditional
distribution. Independence of Q11.2 and {Q12,Q22} follows. The distribution of (Q12|Q22) re-
duces to the matrix variate normal distribution with location vector and scale matrix stated in the
proposition. 
The distribution of Q22 as the sub-matrix of Q in a more general case without the restriction
in Proposition 7 is given in the following proposition.
Proposition 8. Let Q ∼ MNGm,1(n/2;, ,; fnm+1) with partition given in Proposition 7.
Then
Q22 ∼ MNGr2,1(n/2; {11,22, c2(12,2112−122 + 12,22),
c22(
−1
22 2122,1112
−1
22 + 22,22 + −122 2122,12 + 22,2112−122 )},
c2,22; fnr2+1), (36)
where c2 = [1 + tr(22,1111.2)]−1/2 and fnr2+1 is the (nr2 + 1)-dimensional density generator
of fnm+1 .
Proof. Express Q22 = L′QL, where L′ = (0, Ir2) is r2 × m. Then the distribution of Q22 is
obtained by Proposition 1. The parameters are calculated as follows:
L′M ′ML = M ′2M2 = 11,22,
c2L
′M ′UL(L′L)−1 = c2M ′2(U112−122 + U2) = c2(12,2112−122 + 12,22),
c22(L
′L)−1L′U ′UL(L′L)−1
= c22−122 (21U ′1 + 22U ′2)(U112 + U222)−122
= c22(U112−122 + U2)′(U112−122 + U2)
= c22(−122 2122,1112−122 + 22,22 + −122 2122,12 + 22,2112−122 ),
c2 = {1 + tr[U(− L(L′L)−1L′)U ′]}−1/2
=
{
1 + tr
[
U
(
−
(
12
−1
22 21 12
21 22
))
U ′
]}−1/2
= [1 + tr(U111.2U ′1)]−1/2 = [1 + tr(22,1111.2)]−1/2. 
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For the conditional distribution of the MNG distribution to belong to the the same family, some
conditions are needed. without loss of generality we present the case h = 2 in the following
proposition.
Proposition 9. Suppose Q has distribution (12) with representation (10), h = 2, nim, i = 1, 2,
and 2,22 = 0, then
(Q1|Q2) ∼ MNGm,1(n1/2;1, ,; f ∗n1m+1,Q2),
where
f ∗n1m+1,Q2(y
2
0 + x) =
∫
O(n2)
fnm+1(y20 + x + q2)(dH2)/C,
C =
∫
O(n2)
fn2m(q2)(dH2), (37)
q2 = tr(−1Q2 +−12,11 −2−1M ′2H21Q1/22 ),H21 is formed by the first m columns ofH2, and
Q
1/2
2 is the symmetric square root of Q2 or the upper-triangular matrix with positive diagonal
elements such that [Q1/22 ]′Q1/22 = Q2.
Proof. By the same argument as that in the proof of Proposition 5, the joint p.d.f. of Q1 and Q2
is
mn/2
∏2
i=1 |Qi |(ni−m−1)/2
||n/2F1(/c0)∏2i=1 m(ni/2)
∫
Hi∈O(ni)
[∫ b
−∞
fnm+1(y20 + q)dy0
]
∧2i=1 (dHi), (38)
where b =  + b1 + b2, q = q1 + q2, bi = −tr(i,12) + tr(U ′iHi1Q1/2i ), qi = tr(−1Qi +
−1i,11 − 2−1M ′iHi1Q1/2i ), c0 = [1 + tr(
∑2
i=1 i,22)]1/2, Hi1 is formed by the first m
columns of Hi , Q1/2i is the symmetric square root of Qi or the upper-triangular matrix with
positive diagonal elements such that [Q1/2i ]′Q1/2i = Qi . Hence combined with Propositions 2
and 5, the p.d.f. of (Q1|Q2) is
mn1/2|Q1|(n1−m−1)/2
||n1/2m(n1/2)
×
∫
O(n1)
{∫
O(n2)
[∫ b
−∞ fnm+1(y
2
0 + q1 + q2) dy0
]
(dH2)
}
(dH1)∫
O(n2)
[∫ c2+c2b2
−∞ fn2m+1(y
2
0 + q2) dy0
]
(dH2)
, (39)
where c2 = [1 + tr(1,22)]−1/2. If 2,22 = 0, then 2,12 = 0, b2 = 0, c2 = c−10 . Hence
b = + b1 and c2(+ b2) = /c0. Normalizing
∫
O(n2)
fnm+1(y20 + x + q2)(dH2) by a constant
C to obtain a density generator on Rn1m,
C =
∫
O(n2)
{∫
Rn1m
[∫
R
fnm+1(y20 + y′1y1 + q2) dy0
]
dy1
}
(dH2),
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which reduces to that given in the proposition. The one-dimensional marginal distribution function
of f ∗n1m+1,Q2(y
2
0 + y′1y1) at /c0, where y0 ∈ R, y1 ∈ Rn1m, is
F ∗n1m+1,Q2(/c0)=
∫ /c0
−∞
{∫
Rn1m
[∫
O(n2)
fnm+1(y20 + y′1y1 + q2)(dH2) dy1
]}
dy0
/
C
=
∫
O(n2)
[∫ c2+c2b2
−∞
fn2m+1(y20 + q2) dy0
]
(dH2)
/
C.
The p.d.f. of (Q1|Q2) in (39) is then expressed as
mn1/2|Q1|(n1−m−1)/2
||n1/2m(n1/2)F ∗n1m+1,Q2(/c0)
∫
O(n1)
[∫ +b1
−∞
f ∗n1m+1,Q2(y
2
0 + q1) dy0
]
(dH1). (40)
Hence by Proposition 5, (Q1|Q2) has the distribution specified in the proposition. 
The results in this section extend the corresponding results for the Wishart distribution and the
noncentral quadratic forms for the elliptical vectors in Fang [14]. For the normal theory see [26,
Section 2 in Chapter 3, Section 3 in Chapter 10]. For the results extending noncentral quadratic
forms for the skew elliptical vectors in Propositions 3, 5 and (17), see Fang [15, Propositions 3,
1, and 4].
3. Cochran’s theorem
Cochran’s theorem provides a sufficient and necessary condition for independence between
two quadratic forms in the normal vectors. The sufficiency is easy to prove and useful for the
theory and application of the linear models. The necessity is important in theory and difficult to
prove, see Driscoll and Gundberg [12] for the history of its proof. A multivariate analogue to
central Cochran’s theorem, see Anderson [1, Theorem 7.4.1, p. 263], provides a necessary and
sufficient condition for a set of matrix quadratic forms of normal variables to have independent
Wishart distributions. To extend these results further, a version of noncentral Cochran’s Theorem
for both the vector and matrix forms of the elliptical distributions was given in Fan [13]. Fang
[15] obtained two versions of the noncentral Cochran’s Theorem for the skew elliptical vectors.
The proof of the necessity part is even more difficult than the nonskew case as the result of the
presence of skewness parameters. Laha’s argument [23], see also Driscoll and Gundberg [12],
and some other techniques were used to overcome the difficulty. In this section, we extend these
results to the more general case of the matrix forms of the skew elliptical matrices and obtain two
versions of the noncentral Cochran’s theorem.
Theorem 1. Under the assumption of (7) with fnm+1 = nm+1, let Qi = Z′AiZ and Q =
(Q1, . . . ,Qh), where Ai is n × n constant symmetric matrix, i = 1, . . . , h. Let ni be integers
such that
∑h
i=1 ni = n. Then Q ∼ MNGm,h(n1/2, . . . , nh/2; ˜, ˜, ˜;nm+1) for some ˜, ˜ and
˜ if and only if there is a positive constant c such that  = c˜, rank(Ai) = ni , cA2i = Ai , i =
1, . . . , h,AiAj = 0, i = j , i, j = 1, . . . , h. In this case, if  andM ′AiU , i = 1, . . . , h, are not all
zeros and U ′AiU , i = 1, . . . , h, are not all zeros, then  = ˜, M ′AiM = ˜i,11, cM ′AiU = ˜i,12,
c2U ′AiU = ˜i,22, i = 1, . . . , h. Otherwise Qi ∼ Wm(ni, c−1, c−1M ′AiM), the noncentral
Wishart distribution [26, p. 442], being independent (i = 1, . . . , h).
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Proof. Sufficiency: By assumption, there exists an orthogonal matrix P such that P ′cAiP is
diagonal with the first to the n1th and (
∑i−1
j=1 nj + 1)th to (
∑i
j=i−1 nj )th diagonal elements (i =
2, . . . , h) being 1, others 0. Let Y = P ′Z. Then c−1/2vec(Y ′) ∼ Snm(c−1/2vec((P ′M)′), In ⊗
(c−1), , c1/2vec((P ′U)′);nm+1). Partition P = (P1, . . . , Ph), where Pi is n × ni . Partition
Y ′ = (Y ′1, . . . , Y ′h)′, whereYi isni×n. ThenQi = c−1Y ′P ′cAiPY = c−1Y ′i Yi , i = 1, . . . , h, and
by (12), Q ∼ MNGm,h(n1/2, . . . , nh/2;, , c−1;nm+1), where i,11 = c−1(P ′i M)′P ′i M =
M ′AiM , i,12 = (P ′i M)′P ′i U = cM ′AiU , i,22 = c(P ′i U)′PiU = c2U ′AiU , i = 1, . . . , h.
Necessity: Leti,11 = M ′AiM ,i,12 = cM ′AiU ,i,22 = c2U ′AiU . By Proposition 1, for any
nonzero m-dimensional vector l, l′Ql/l′˜l ∼ MNG1,h(n1/2, . . . , nh/2; ˜, c˜l ˜, 1;n+1) which is
NGh(n1/2, . . . , nh/2; ˜, c˜l ˜;n+1) as investigated in Fang [15], where ˜i,11 = l′˜i,11l/ l′˜l,
˜i,12 = c˜l l′˜i,12˜l/ l′˜l, ˜i,22 = c˜2l l′˜˜i,22˜l/ l′˜l, c˜l = {1 + tr[
∑h
i=1 ˜i,22(˜ − ˜ll′˜/
l′˜l)]}−1/2.
Represent l′Qil/ l′˜l = (Zl/(l′˜l)1/2)′AiZl/(l′˜l)1/2, withZl/(l′˜l)1/2 ∼ Sn(Ml/(l′˜l)1/2,
Inc, cl, clc−1Ul/(l˜l)1/2;n+1), where c = l′l/ l′˜l, cl = {1 + tr[U ′U( − ll′/
l′l)]}−1/2. By Theorem 1 in Fang [15], rank(Ai) = ni , cA2i = Ai , i = 1, . . . , h, cAiAj =
0, i = j , i, j = 1, . . . , h, l′i,11l/ l′˜l = l′M ′AiMl/l′˜l = ˜i,11 = l′˜i,11l/ l′˜l. For the last
identity without the condition that cl and cll′M ′AiUl/ l′˜l, i = 1, . . . , h, are not all zeros and
c2l l
′U ′AiUl/ l′˜l, i = 1, . . . , h, are not all zeros, see the proof of Lemma 1 in Fang [15] for
necessity from beginning to the second line on page 427. The condition cA2i = Ai implies that c
is a constant not depending on l. By the arbitrariness of l,  = c˜, i,11 = ˜i,11. By the proof of
sufficiency above, Q ∼ MNGm,h(n1/2, . . . , nh/2;, , c−1;nm+1).
If  and M ′AiU , i = 1, . . . , h, are all zeros, then J1 = 0 in the moment generating functions
of Q as given in Proposition 3. If U ′AiU , i = 1, . . . , h, are all zeros, so are M ′AiU and J1 = ,
c0 = 1. In these two cases, (J1)/(/c0) = 1 and the moment generating functions of Q is
the product of those of the Wishart distribution Wm(ni, c−1, c−1i,11). This shows that Qi ,
i = 1, . . . , h, have independent Wishart distributions with specified parameters.
Suppose now  and M ′AiU , i = 1, . . . , h, are not all zeros and U ′AiU , i = 1, . . . , h, are not
all zeros. We shall prove that  = ˜, i,12 = ˜i,12, i,22 = ˜i,22, i = 1, . . . , h. Without loss
of generality we suppose c−1 = Im, h = 1 and omit i in the subscripts of  and ˜. From the
equality of the moment generating functions for Q expressed in two sets of the parameters with
the parameters identified, we obtain
(J1)/(/c0) = (J˜1)/(˜/c˜0), (41)
where J1 = { + tr[12(I − )−1]}/{1 + tr[22(I − )−1]}1/2, c0 = [1 + tr(22)]1/2, J˜1 =
{˜+ tr[˜12(I −)−1]}/{1+ tr[˜22(I −)−1]}1/2, c˜0 = [1+ tr(˜22)]1/2. Let Y = (I −)−1,
then (I − )−1 = I + Y . Denote the klth element of a matrix Y by ykl and that of ij by ij,kl .
We have
J1 =
+∑mj=1 12,jj yjj + 2∑j<k 12,jkyjk
(1 +∑mj=1 22,jj +∑mj=1 22,jj yjj + 2∑j<k 22,jkyjk)1/2 ,
c0 =
⎛
⎝1 + m∑
j=1
22,jj
⎞
⎠
1/2
, (42)
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and similarly for J˜1 and c˜0. Under the assumption given,  and 12,jk , j, k = 1, . . . , m, are
not all zeros and 22,jj , j = 1, . . . , m, are not all zeros. With (41) and (42) we obtain  = ˜,
12,jk = ˜12,jk , 22,jk = ˜22,jk , j, k = 1, . . . , m, by Theorem 1 in Fang [15], see also the proof
of Lemma 1 in Fang [15] from the third line on page 427 to the end. This completes the proof of
Theorem 1. 
In the proof of necessity in Theorem 1, we use a nonzero vector l to reduce the dimension of
Qi so that the result in Fang [15] can be applied to l′Ql/l′˜l. However, this can only lead to the
condition for the matrixAi and the identification of ˜, ˜i,11 as they do not require the condition that
cl and cll′M ′AiUl/ l′˜l, i = 1, . . . , h, are not all zeros and c2l l′U ′AiUl/ l′˜l, i = 1, . . . , h,
are not all zeros. The latter condition is the condition for identifying the rest of the parameters
in l′Ql/l′˜l and must hold for any l in order to identify ˜i,12, ˜i,22. However, this condition is
not implied by the assumption that  and M ′AiU , i = 1, . . . , h, are not all zeros and U ′AiU ,
i = 1, . . . , h, are not all zeros. We obtain the identity (41) of the moment generating functions
of Q expressed in two sets of the parameters simplified by the parameters already identified in
preceding steps and express it in the elements of the matrices. Then the essence of Theorem 1 in
Fang [15] can be used to identify the rest of the parameters.
Theorem 2. Under the assumption of (7) with  = Inm and fnm+1 = nm+1, let Qi = Z′AiZ
and Q = (Q1, . . . ,Qh), where Ai is n×n constant symmetric matrix, i = 1, . . . , h,∑hi=1 Ai =
In. Then Q ∼ MNGm,h(n1/2, . . . , nh/2; ˜, ˜, Im;nm+1) for some ˜ and ˜ if and only if
rank(Ai) = ni ,A2i = Ai , i = 1, . . . , h, if and only if rank(Ai) = ni ,
∑h
i=1 ni = n. In this case, if
andM ′AiU , i = 1, . . . , h, are not all zeros andU ′AiU , i = 1, · · · , h, are not all zeros, then ˜ = ,
˜i,11 = M ′AiM , ˜i,12 = M ′AiU , ˜i,22 = U ′AiU , i = 1, . . . , h. If, in addition, AiU = 0 for at
most one i (say i = 1), then Q1 ∼ MNGm,1(n1/2; {M ′A1M,M ′A1U,U ′A1U}, , Im;mn1+1),
and Qi ∼ Wm(ni, Im,M ′AiM), i = 2, . . . , h, all independent. If  = 0 and M ′AiU = 0,
i = 1, . . . , h, or U ′AiU = 0, i = 1, . . . , h, then Qi ∼ Wm(ni, Im,M ′AiM) being independent
(i = 1, . . . , h).
Proof. Note under the assumption that
∑h
i=1 Ai = In, rank(Ai) = ni , the three conditions that
A2i = Ai ( i = 1, . . . , h),
∑h
i=1 ni = n, and AiAj = 0 (i = j , i = 1, . . . , h) are equivalent,
see Anderson and Styan [3]. Hence Theorem 1 with c = 1 leads to the sufficient and necessary
conditions of Theorem 2. By Proposition 3, the moment generating function of Q is
(1, . . . ,h)=
(
+ tr[∑hi=1 M ′AiU(Im − i )−1i]
(1 + tr[∑hi=1 U ′AiU(Im − i )−1])1/2
)
×exp
(
1
2
tr
[
h∑
i=1
M ′AiM(Im − i )−1i
])
×
h∏
i=1
|Im − i |−ni/2
/
(/c0). (43)
If AiU = 0 for at most one i (say i = 1), then the first factor (·) in 	(·) does not depend on
2, . . . ,h, and (·) is a product of the moment generating functions of Qi with the specified
distribution. If  = 0 and M ′AiU = 0, i = 1, . . . , h, or U ′AiU = 0, i = 1, . . . , h, then the first
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factor (·) cancels with (/c0), and 	(·) is a product of the moment generating functions of
Qi with the specified Wishart distribution. This completes the proof of Theorem 2. 
Note the sufficiency of Theorem 1 holds for Z with general density generator fnm+1 and the
conditions on Ai in the first part of Theorem 2 is sufficient for Q to have the MNG distribution. In
the second part of Theorem 2, three sufficient conditions are given for the independence among
the Qi , i = 1, . . . , h. The third condition is narrower than the first condition with the effect that
the distributions of all the Qi are identical to those of the quadratic forms of the nonskew normal
variables. Conversely, if Qi , i = 1, . . . , h, are independent, then the argument of  in (43) must
involve one i at most since the function  does not factorize. Then we must have AiU = 0 for
at most one i, or  = 0 and M ′AiU = 0, i = 1, . . . , h.
Corollary 1. Under the assumption of (7), if P is an n × n project matrix with rank r, where
rn, then
Z′PZ ∼ MNGm,1(r/2;, c1,; frm+1), (44)
where11 = M ′PM,12 = c1M ′PU,22 = c21U ′PU , c1 = [1+tr(U ′U)−tr(U ′PU)]−1/2,
frm+1 is the (rm + 1)-dimensional marginal density generator of fnm+1.
Proof. Suppose r < n. Let h = 2, A1 = P , A2 = In − P , n1 = r , n2 = n − r , c = 1
in Theorem 1. Then (Z′PZ,Z′(I − P)Z) ∼ MNGm,2(r/2, (n − r)/2;, ,; fnm+1), where
i,11 = M ′AiM , i,12 = M ′AiU , i,22 = U ′AiU , i = 1, 2. By Proposition 2, Z′PZ ∼
MNGm,1(r/2;, c1,; frm+1), where 11 = 1,11, 12 = c11,12, 22 = c211,22, c1 =
[1 + tr(2,22)]−1/2 = {1 + tr[U ′(I − P)U]}−1/2. This completes the proof of the corollary.

4. Applications
In the first example we shall investigate the least squares estimator when the error differs from
the normal by having a skew normal distribution. The univariate case was discussed in Fang [14].
We here extend it to a multivariate model where the sample z(1), . . . , z(k) are jointly skew normal
Z = M + E, (45)
where Z and E are n × m, Z′ = (z(1), . . . , z(k)), vec(E′) ∼ Snm(0, In ⊗ , , vec(U ′);nm+1),
M = XB, X is n × p with rank p, B is p × m, nm + p.
If U = 0, then we recover Z as normal with location parameter M and covariance In ⊗ . The
least squares estimator of B is Bˆ = (X′X)−1X′Z, and the matrix of sum of residual squares is
Q2 = (Z − XBˆ)′(Z − XBˆ) = Z′(In − P)Z, where P = X(X′X)−1X′ is the projector matrix
on the range of X,L(X). The estimator Bˆ is unbiased for B and ˆ = Q2/(n− p) is an unbiased
estimator of , Bˆ and ˆ are independent.
In the general case that U is arbitrary. Let A1 = P , A2 = In − P and Q1 = Z′A1Z, then
Bˆ ′X′XBˆ = Q1, Z′A2Z = Q2. By Theorem 1, (Q1,Q2) ∼ MNGm,2(p/2, (n − p)/2;, ,;
nm+1), where 1,11 = M ′PM = M ′M , 1,12 = M ′PU = M ′U , 1,22 = U ′PU , 2,11 =
M ′(In − P)M = 0, 2,12 = M ′(In − P)U = 0, 2,22 = U ′(In − P)U . Marginally, Q1 ∼
MNGm,1(p/2; {1,11, c11,12, c211,22}, c1,;pm+1), Q2 ∼ MNGm,1((n − p)/2; {0, 0, c22
2,22}, c2,;(n−p)m+1), where c1 = {1+tr[U ′(In−P)U]}−1/2, c2 = {1+tr[U ′PU]}−1/2.
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With (45) we have vec(Bˆ ′) = [(X′X)−1X′ ⊗ Im]vec(Z′) ∼ Spm(vec(B ′), (X′X)−1 ⊗ ,
c1, c1vec[(X′U)′];pm+1) by Azzzalini and Capitanio [7]. By Arnold and Beaver [6], we cal-
culate E[vec(Bˆ ′)] and then obtain
E(Bˆ) = B + 1(/c0)(X′X)−1X′U/c0. (46)
By (17),
E(Q2) = (n − p)− 1(/c0)U ′(In − P)U/c30, (47)
where 1 is defined in Section 2, c0 = [1 + tr(U ′U)]1/2.
Consider conditions for the independence ofQ1 andQ2 given by Theorem 2. Sinceh = 2 in this
example, the condition that AiU = 0 for at most one i is equivalent to A1U = 0 (U ∈L(X)⊥)
or A2U = 0 (U ∈L(X)). The condition  = 0 and M ′AiU = 0, i = 1, 2, is equivalent to  = 0
and M ′A1U = 0 (so that A1U = 0) since M ′A2U = 0. Combining these conditions, we see that
U ∈L(X)⊥ or U ∈L(X) is sufficient and necessary for the independence of Q1 and Q2.
If U ∈L(X), then 2,22 = 0, Q1 and Q2 are independent, E(Q2) = (n− p). An unbiased
estimator for  is the usual estimator Q2/(n−p). If U ∈L(X)⊥, then X′U = 0 and 1,22 = 0,
Q1 and Q2 are independent and an unbiased estimator for B is the usual estimator Bˆ. In these
two cases the independence of Bˆ and Q2 can be obtained from a canonical representation of
Bˆ = (X′X)−1X′1Y1, Q2 = Y ′2Y2, where Y is the transformed data Y = ′Z with distribution
vec(Y ′) ∼ Snm(vec[(′XB)′], In ⊗ , , vec[(′U)′];nm+1),  is an orthogonal matrix to
diagonalize P such that ′P = diag(Ip, 0), and 1 is the first p columns of , Y is partitioned
as Y = (Y ′1, Y ′2)′, Y1 is p×m. Then in the first case ′2U = 0 and in the second case ′1U = 0 so
the condition for independence between Y1 and Y2 is satisfied, see Azzalini and Capitanio [7].
In the second example we examine the robustness property of the likelihood ratio statistic for
testing the independence between the two sub-vectors of a normal vector in a larger family of
distributions, the skew elliptical distributions. We first give a theorem as follows.
Theorem 3. Suppose Q ∼ MNGm,1(n/2;, ,; fnm+1) with representation Q = Z′Z, where
Z has distribution (7), nm. Partition Z = (Z1, Z2), where Zi is n × ri , i = 1, 2, r1 + r2 = m,
and M, U in the same manner, partition Q and  accordingly. Suppose M1 = 0 and U1 = 0. Let
W = |Q||Q11||Q22| . (48)
If 12 = 0, then the distribution of W does not depend on the skewness parameters , U2, the
location parameterM2 and the particular density generator fnm+1, and can be obtained by letting
M2 = 0,  = 0, U2 = 0 and fnm+1 = nm+1, or equivalently, Z ∼ N(0, In ⊗ ).
Proof. From Fang [14, Proposition 2], (vec(Z′1)|Z2) ∼ Snr1(vec{[M1+(Z2−M2)−122 21]′}, In⊗
11.2, 1, vec(U ′1); fnr1+1,q(Z2)), where 1 =  + tr[(U ′2 + −122 21U ′1)(Z2 − M2)], q(Z2) =
tr[(Z2 −M2)′−122 (Z2 −M2)], fnr1+1,a is the conditional density generator of the first (nr1 + 1)-
dimensional sub-vector given the square of the norm of the second sub-vector at a in the density
generator fnm+1. By assumption, the location of this distribution is zero and the second skewness
parameter U1 = 0. Hence it reduces to the elliptical distribution with location zero, scale matrix
In ⊗ 11.2 and density generator f 1nr1,q(Z2)(x) =
∫ 1
−∞ fnr1+1,q(Z2)(x + y20 ) dy0/F1,q(Z2)(1),
where F1,q(Z2)(·) is the one-dimensional distribution function of fnr1+1,q(Z2)(y20 + y′1y1), where
y0 ∈ R, y1 ∈ Rnr1 . As a function of Z1, W(Z1) = (|Q11.2||Q22|)/(|Q11||Q22|) = |Q11.2|/
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|Q11| = |Q11.2|/|Q11.2 + Q12Q−122 Q21| does not change by multiplying a positive constant to
Z1. Hence by Dawid [11], see also Kariya [22], the distribution of W given Z2 does not depend
on the particular density generator in the family of matrix variate elliptical distributions with
location zero, the family of (5) with scale matrix added, and we can take f 1nr1,q(Z2) = nr1 .
Thus, (Z1|Z2) ∼ N(0, In ⊗ 11.2). As the quadratic forms of Z1, (Q11.2,Q12Q−122 Q21) =
(Z′1A1Z1, Z′1A2Z1), where P = Z2(Z′2Z2)−1Z′2 is the projection matrix on L(Z2) with rank
r2, A1 = In−P , A2 = P . Hence by Theorem 2 in this paper or simply the normal theory in [1, p.
263], (Q11.2|Z2) ∼ W(n − r2,11.2), (Q12Q−122 Q21|Z2) ∼ W(r2,11.2) and they are indepen-
dent. The distribution of (W |Z2) does not depend on Z2 and is also the unconditional distribution
of W. This distribution can be obtained by letting M2 = 0,  = 0, U2 = 0 and fnm+1 = nm+1.

The distribution of W in Theorem 3 is denoted by Ur1,r2,n−r2 or Ur2,r1,n−r1 in Anderson [1,
p. 309]. Alternative proof using the MNG expression in Theorem 2 is given as follows. We
have (Q11.2,Q12Q−122 Q21) = (Z′1A1Z1, Z′1A2Z1) ∼ MNGr1,2((n − r2)/2, r2/2;, 1,11.2;
fnr1+1,q(Z2)) given Z2, where i,11 = [M1 + (Z2 −M2)−122 21]′Ai[M1 + (Z2 −M2)−122 21],
i,12 = [M1 + (Z2 −M2)−122 21]′AiU1, i,22 = U ′1AiU1, Ai is given in the proof of Theorem
3, i = 1, 2. Under the assumption, all the i,jk are equal to zero. Hence the distribution of
(Q11.2,Q12Q
−1
22 Q21) given Z2 is identical to that of the nonskew quadratic forms, (Y
′
1Y1, Y
′
2Y2),
where Y1 is (n − r2) × r1, Y2 is r2 × r1 and Y = (Y ′1, Y ′2)′ has matrix elliptical distribution with
location zero, scale In⊗11 and density generator f 1nr1,q(Z2) given in the proof of Theorem 3. The
distribution of W given Z2 is identical to the distribution of |Y ′1Y1|/|Y ′Y |, which is invariant in the
family of the matrix variate elliptical distributions with location zero, the family of (5) with scale
matrix added. The rest of the proof is similar to that in Theorem 3. A third proof can be constructed
by using Proposition 7. Under the condition given, the distribution of (Q11.2,Q12Q−122 Q21) given
Q22 is identical to that of (Y ′1Y1, Y ′2Y2), where Y1 is (n− r2)× r1, Y2 is r2 × r1, and Y = (Y ′1, Y ′2)′
has matrix variate elliptical distribution with location zero, scale In ⊗ 11 and density generator
fnr1,Q22(x) =
∫
O(n)
∫ b
−∞ fnm+1(y
2
0 + x + q3) dy0(dH)∫
O(n)
∫ b
−∞ fn3+1(y
2
0 + q3) dy0(dH)
, (49)
where b and q3 are given in the second case of Proposition 7. The rest proof is similar to that in
the second proof above.
As an application of Theorem 3, consider the test: 12 = 0 vs. 12 = 0. If the data are
n independent m-dimensional normal vectors with common covariance , n > m. Then Z ∼
N(M, In ⊗ ), where M is formed by the mean vectors in the normal samples. It is well known
that likelihood ratio statistic is the Wilk’s statistic W in (48), where Q = Z′(In −1n1′n/n)Z is the
sample covariance matrix see [26, p. 531]. Suppose the data deviate from normality and actually
come from the skew elliptical distribution as (7) with the same location M, sale matrix In ⊗ .
Then by Corollary 1, Q ∼ MNGm,1((n − 1)/2;, c1,; f(n−1)m+1), where 11 = M ′PM ,
12 = c1M ′PU , 22 = c21U ′PU , P = In − 1n1′n/n, c1 = {1 + tr[U ′(In − P)U]}−1/2. If
the first n × r1 sub-matrices of M and U have equal rows, then the conditions of Theorem 3
are satisfied, and the null distribution of W is the same as that under normality. To see this, let
P = 1′1, where 1 ∈ V(n−1),n and Y = ′1Z. Then Q = Y ′Y , ′11n = 0 and
vec(Y ′) = (′1 ⊗ Im)vec(Z′) ∼ S(n−1)m(vec(M˜ ′), ˜, c, c vec(U˜ ′); f(n−1)m+1)
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for some constant c, where M˜ = (0,′1M2), ˜ = In−1⊗, U˜ = (0,′1U2), 0 is a zero matrix with
order (n− 1)× r1 by [14, Proposition 4]. The parameters are calculated as (′1 ⊗ Im) vec(M ′) =
vec[(′1M)′] = vec[(0,′1M2)′] = vec[M˜ ′] (location), (′1 ⊗ Im)(1 ⊗ Im) = In−1 ⊗  = ˜
(scale), c ˜−1(′1 ⊗ Im) vec(U ′) = c (′1 ⊗ Im)vec(U ′) = c vec[(0,′1U2)′] = c vec[U˜ ′] (one
skewness vector). In the above calculation we use the identities that ′1M1 = 0 and ′1U1 = 0.
Clearly, Q in representation asY ′Y satisfies the conditions of Theorem 3. Note in the skew elliptical
case the null hypothesis does not necessarily mean that the two sub-vectors in the rows of Z are
independent. Denote by y′(i,j) the induced partition of row y
′
(i) from a matrix Y. Then by Fang
[14, Proposition 2], z(i) ∼ Sm(m(i),, ci, ciu(i); fm+1), where ci = (1+∑j =i u′(j)u(j))−1/2.
Let A1 = (Ir1 , 0)′, A2 = (0, Ir2)′. Then by assumption, A′1A2 = 12 = 0, A′1u(i) =
11u(i,1) + 12u(i,2) = 0. Hence, cov(z(i,1), z(i,2)) = 0 by Fang [15, Proposition 5]. Only if the
density generator is normal, then z(i,1) and z(i,2) are independent.
Alternative condition for the invariance of the null distribution of the statistic W is that M = 0
and  = 0. In this case, the distributions of W under both hypothesis and alternative hypothesis
are invariant. This is a consequence of the following more general proposition. We first recall that
a function with vector domain is called even function if its value does not change as the sign of
any component of its argument changes.
Proposition 10. Let Z have distribution (7) with M = 0 and  = 0. If a statistic t (Z) is an even
function of vec(Z′) and t (Z) = t (aZ) for any constant a > 0, then the distribution of t (Z) does
not depend on the skewness parameter U and the particular density generator fnm+1, and can be
obtained by letting Z ∼ N(0, In ⊗ ).
Proof. By an invariance property of the skew elliptical distributions with  = 0, which holds
for the more general GSE distributions, see Genton and Loperfido [18], under the condition that
M = 0 and t (Z) is an even function of vec(Z′), the statistic t (Z) has distribution not depending
on the skewness parameter U for fnm+1 given so that the distribution of t (Z) can be obtained
by letting U = 0. Then vec(Z′) has elliptical distribution with location 0, scale  and density
generator f(x) =
∫ 
−∞ fnm+1(y
2
0 + x) dy0/F1() which in this case with  = 0 is equal to
fnm(x). Under the condition that t (Z) = t (aZ) we conclude the distribution of t (Z) does not
depend on the particular density generator fnm (and hence fnm+1) and is the same as that under
normality as the consequence of an invariance property of the matrix variate elliptical distributions,
see Kariya [22]. Hence we can further let fnm+1 = nm+1 to obtain the distribution of t (Z). 
Proposition 10 is proved in the same line as that in the Theorem 1(b) in Fang [16] by which the
statistics for testing the linear restriction on the location parameters in the family of the matrix
variate skew elliptical distributions are shown to have invariant null distributions. These statistics
include the likelihood ratio statistic W = |B|/|A + B|, T 20 = tr(AB−1) in Hotelling [21] and
Lawley [24], V = tr[A(A+B)−1] in Pillai [28], and the largest latent root of AB−1 in Roy [29],
where A and B are matrices due to hypothesis and due to errors, respectively, see Muirhead [26,
p. 441].
Acknowledgment
The author is thankful to the reviewers for their valuable comments and suggestions.
B.Q. Fang / Journal of Multivariate Analysis 99 (2008) 1105–1127 1127
References
[1] T.W. Anderson, An Introduction to Multivariate Statistical Analysis, third ed., Wiley, New York, 2003.
[2] T.W. Anderson, K.T. Fang, Cochran’s Theorem for elliptically contoured distributions, Sankhya¯ A 49 (1987)
305–315.
[3] T.W. Anderson, G.P.H. Styan, Cochran’s Theorem, rank additivity and tripotent matrices, in: G. Kallianpur, P.R.
Krishnaiah, J.K. Ghosh (Eds.), Statistics and Probability: Essays in Honor of C.R. Rao, North-Holland Publishing
Company, 1982, pp. 1–23.
[4] R.B. Arellano-Valle, M.G. Genton, On fundamental skew distributions, J. Multivariate Anal. 96 (2005) 93–116.
[5] B.C. Arnold, R.J. Beaver, The skew-Cauchy distribution, Statist. Probab. Lett. 49 (2000) 285–290.
[6] B.C. Arnold, R.J. Beaver, Hidden truncation models, Sankhya¯ A 62 (2000) 23–35.
[7] A. Azzalini, A, Capitanio, Statistical applications of the multivariate skew normal distribution, J. Roy. Statist. Soc.
B 61 (1999) 579–602.
[8] A. Azzalini, A. Capitanio, Distributions generated by perturbation of symmetry with emphasis on a multivariate
skew t distribution, J. Roy. Statist. Soc. B 65 (2003) 367–385.
[9] A. Azzalini, A. Dalla Valle, The multivariate skew-normal distribution, Biometrika 83 (1996) 715–726.
[10] M.D. Branco, D.K. Dey, A general class of multivariate skew-elliptical distributions, J. Multivariate Anal. 79 (2001)
99–113.
[11] A.P. Dawid, Spherical matrix distributions and a multivariate model, J. Roy. Statist. Soc. B 39 (1977) 254–261.
[12] M.F. Driscoll, W.R. Gundberg, A history of the Development of Craig’s Theorem, Amer. Statist. 40 (1986) 65–70.
[13] J. Fan, Distributions of quadratic forms and non-central Cochran’s Theorem, Acta Math. Sinica 2 (1986) 185–198.
[14] B.Q. Fang, The skew elliptical distributions and their quadratic forms, J. Multivariate Anal. 87 (2003) 298–314.
[15] B.Q. Fang, Noncentral quadratic forms of the skew elliptical variables, J. Multivariate Anal. 95 (2005) 410–430.
[16] B.Q. Fang, Invariant distributions of the multivariate tests in the skew elliptical model, Statist. Methodol. 2 (2005)
285–296.
[17] M.G. Genton, Skew–Elliptical Distributions and Their Applications: a Journey beyond Normality, Chapman & Hall,
CRC, Boca Raton, FL, 2004 (Edited volume).
[18] M.G. Genton, N. Loperfido, Generalized skew-elliptical distributions and their quadratic forms, Ann. Inst. Statist.
Math. 57 (2005) 389–401.
[19] G. González-Farías, A. Domínguez-Molina, A.K. Gupta, Additive properties of skew normal random vectors, J.
Statist. Plann. Inference 126 (2004) 521–534.
[20] R.A. Horn, C.R. Johnson, Matrix Analysis, Cambridge University Press, Cambridge, 1985.
[21] H. Hotelling, Multivariate quality control, illustrated by the air testing of sample bombsights. Techniques of Statistical
Analysis, McGraw-Hill, New York, 1947 pp. 111–184.
[22] T. Kariya, Robustness of multivariate tests, Ann. Statist. 9 (1981) 1267–1275.
[23] R.G. Laha, On the stochastic independence of two second-degree polynomial statistics in normally distributed
variates, Ann. Math. Statist. 27 (1956) 790–796.
[24] D.N. Lawley, A generalization of Fisher’s z test, Biometrika 30 (1938) 180–187.
[25] N. Loperfido, Quadratic forms of skew-normal random vectors, Statist. Probab. Lett. 54 (2001) 381–387.
[26] R.J. Muirhead, Aspects of Multivariate Statistical Theory, John Wiley & Sons, Inc., New York, 1982.
[27] M. Okamoto, Distinctness of eigenvalues of a quadratic form in a multivariate sample, Ann. Statist. 1 (1973)
763–765.
[28] K.C.S. Pillai, Some new test criteria in multivariate analysis, Ann. Math. Statist. 26 (1955) 117–121.
[29] S.N. Roy, On a heuristic method of test construction and its use in multivariate analysis, Ann. Math. Statist. 24 (1953)
220–228.
[30] B.C. Sutradhar, M.M. Ali, A generalization of the Wishart distribution for the elliptical model and its moments for
the multivariate t model, J. Multivariate Anal. 29 (1989) 155–162.
