This paper presents a new practical tuning method for fractional order proportional and integral controller (FO-PI). The plant to be controlled is mainly FOPDT (first order plus delay time). The tuning is optimum in the sense that the load disturbance rejection is optimized yet with a constraint on the maximum or peak sensitivity. We generalized MIGO (M s constrained integral gain optimization) based controller tuning method to handle the FO-PI case, called F-MIGO, given the fractional order α. The F-MIGO method is then used to develop tuning rules for the FOPDT class of dynamic systems. The final developed tuning rules only applies the relative dead time, τ of the FOPDT model to determine the best fractional order α and at the same time to determine the best FO-PI gains. Extensive simulation results are included to illustrate the simple yet practical nature of the developed new tuning rules. In Part (II) of this companion paper, interesting experimental results in two experimental platforms are reported using the tuning rule of this paper. The tuning rule development procedure for FO-PI is not only valid for FOPDT but also applicable for other general class of plants as illustrated. 
INTRODUCTION
The PI/D (proportional integral derivative) controllers are the most popular controllers used in industry because of their simplicity, performance robustness and availability of many effective yet simple tuning methods based on minimum plant model knowledge [1] . A survey has shown that 90% of control loops are of PI or PID structure [2, 3] . In control engineering, a dynamic field of research and practice, better and better performance is constantly demanded. Therefore, developing better and better simpler control algorithms is constantly pushed to the boundary.
The past decade has seen an increase in research efforts related to fractional calculus [4, 5] and its applications to control theory [6] [7] [8] [9] . Clearly, for closed-loop control systems, there are four situations: 1) IO (integer order) plant with IO controller; 2) IO plant with FO (fractional order) controller; 3) FO plant with IO controller and 4) FO plant with FO controller. In control practice, the fractional-order controller is more common, because the plant model may have already been obtained as an integer order model in the classical sense. From an engineering point of view, improving or optimizing performance is the major concern [9] . Hence, our objective is to apply the fractional-order control (FOC) to enhance the (integer order) dynamic system control performance [6, 9] . Pioneering works in applying fractional calculus in dynamic systems and controls and the recent developments can be found in [6, [10] [11] [12] [13] [14] [15] .
A lot of research has gone into developing tuning methods for PI α /PI α D γ controllers [8, [16] [17] [18] . The method we applied in this paper was motivated from the MIGO (M s constrained Integral Optimization) design method developed in [19, 20] in which the motivation was to improve upon the Zeigler-Nichols tuning rules to overcome two major drawbacks 1) Very little process information was taken into account as the rules were based on the two parameter characterization of the system dynamics based on step response data, 2) The quarter amplitude damping design GRAL GAIN OPTIMIZATION METHOD
Introduction
The most eminent and historically important work in the history of PID controller tuning is by Ziegler and Nichols [1, 21] . The rules given by Ziegler and Nichols were simple, did not require the process transfer function and were based only on the S-shaped step response data. The rules were effective and gave the designer a good start. A lot of research henceforth has gone into obtaining tuning rules for PID controllers based on different criterion like robust loop shaping, robustness to load disturbances, robustness to parameter variations [21, 22] . Among these, one of the tuning rules worth mentioning is the MIGO design method developed by K.J.Åström and H. Panagopoulos and T. Hägglund in [19, 20] . Their work was based on improving the Zeigler-Nichols tuning method. The main idea was to come up with simple rules like the Zeigler-Nichols method satisfying a very important industry design requirement which is robustness to load disturbance. These rules are of the optimization type and attempt to find the controller parameters with the objective of optimizing the load disturbance with a constraint on the maximum load disturbance-to-output sensitivity M s [19, 20] .
The Process
The most important assumption of this method is that the transfer function of the system has already been given. The system should be linear, and the system transfer function must be analytical with finite poles and exhibit an essential singularity at infinity [19] .
The Controller
The PI α controller can be described in time domain as:
where u(t) is the control signal, sp(t) the set point signal and y(t) the process output. The controller parameters are the proportional gain k, the integral gain k i and non-integer order of the integrator α. The D α t x is the fractional operator as defined in [23] . The frequency domain description of the PI α is given by:
The Design Goal
The primary design aim of this method is load disturbance rejection. Load disturbances are typically low frequency signals and their attenuation is a very important characteristic of a controller.
In [21] , it is shown that by maximizing the integral gain k i the effect of load disturbance at output will be minimum. Load disturbance is defined by integrated absolute error (IAE) due to a unit step load disturbance at the output. A mathematically easier definition given in (4)
It has been proved in [21] 
. Thus under special circumstances when the system is well damped and the error is positive then IE = IAE, hence maximizing k i will minimize the load disturbance. A system can be well damped by constraints imposed on the sensitivity functions.
The Sensitivity Functions
The loop transfer function is given by L(s) = C(s)G(s), where C(s) is the controller transfer function and G(s) is the plant transfer function. We then define, S(s) is called the sensitivity function and it determines the suppression of load disturbances and good set point tracking. T (s) is called the complimentary sensitivity function and it determines the robustness to measurement noise and unmodeled system dynamics. It can be easily observed that S(s) + T (s) = 1, hence their sum is always one and both cannot be made zero at the same time. It has been observed in the real world that load disturbance signals and the reference signal are generally in the low frequency range and the measurement noise generally occupy the higher frequency band. So, to ensure good reference tracking and rejection of load disturbance at lower frequencies S(s) ≈ 0, which implies T (s) ≈ 1. At higher frequencies we need to ensure that the noise due to measurement methods used is rejected, hence T (s) ≈ 0, which implies S(s) ≈ 1. Clearly, there is a design trade off between the S(s) and T (s) in their frequency-domain behaviors. The typical Bode plots of the sensitivity and complimentary sensitivity functions are shown in Fig. 1 . The maximum value of the sensitivity functions is denoted by M s and M p , respectively, which is given by,
The quantity M s is also the inverse of the shortest distance of the Nyquist curve of the loop transfer function, on M p , we must ensure that the Nyquist curve of the loop transfer function, L(s), lies outside the M p circle. Figure 2 explains the concept of M s and M p circles.
The Design Parameters
It has been shown in [19, 20 ] that choosing M s as the design parameter is useful as decreasing or increasing its value causes significant changes in the step response of the system. However, it is also important that M p should not be very large. Hence this problem is overcome by choosing the design parameter to be a circle such that it encloses both the M s and M p circles. This circle has its center at C and radius R given by
The Optimization Problem
The optimization problem can be stated as follows: "Maximize k i to obtain the controller parameters such that the closed-loop system is stable and the Nyquist curve of the loop transfer function lies outside the circle with center at s = −C and radius R" [19] .
Let us now define a function f (k, k i , ω) as:
Then, the sensitivity constraint can be expressed mathematically as:
3 Copyright c 2007 by ASME Therefore, the optimization problem is the maximization of k i subjected to the sensitivity constraint ( 12) . Some important substitutions have to be made in (12), before we go any further with the analysis of the optimization problem.
The PI α controller transfer function is defined as:
where,
The system transfer function can be expressed as a complex number in the frequency domain:
where
We now substitute (13), (14) , (15) in the sensitivity constraint (12) to obtain a simplified optimization problem.
Geometric Interpretation of the Optimization Problem
Observing (17), we can see that it represents the general equation of an ellipse. Hence, at a given value of ω the sensitivity constraint represents the exterior of an ellipse. In [19] , it has been assumed that positive values of k i will ensure a stable closed loop system. However the difference here is that we have to plot the ellipses at varying values of α also. In Fig. 3 , we observe how the axis of the ellipse rotates with different values of α. In [19] , it has been mentioned that the ellipses generate an envelope. Within the solution range, the envelope spans the positive and negative k axis and the positive k i axis. The envelopes have two branches and only the lower branch corresponds to the stable solution [19] . Hence the maximum value of k i occurring at the lower branch of the envelope will be the point of optimization. This is indicated by the graphs which have an arrow marking the position of the maximum value of k i in Fig. 3 . Another observation we can make from Fig. 3 is that a solution cannot be found at all fractional orders. We observe that in the other graphs it is not easy to find such a region and hence we can conclude that a solution satisfying the optimization constraint may not exist at these fractional order controllers for this particular system. The geometric illustration of the optimization problem is easy to understand, however it is time consuming to find the envelopes at each order as different systems may show different characteristics. Therefore, a reliable numerical approach is needed which will be discussed in the next section. Figure 3 represents the solution field, and the optimization condition implies that we find the maximum k i on the envelope, however it is not easy to generate the envelopes for each system hence efficient numerical methods have to be derived to give us a more effective solution. The envelopes tend to show the following characteristics:
Numerical Solution of the Optimization Problem
1. Some envelopes will have a continuous derivative at the maximum as seen in Fig. 3 . 2. Some maxima can occur at the corners.
The systems we will consider are of the first type and develop the numerical method based on that assumption. It is important to observe here that we will consider the fractional order to be a constant in the subsequent derivations as we are trying to generalize the MIGO method. Copyright c 2007 by ASME The envelope can be described mathematically by the following equations
The optimization condition as explained before implies finding the maximum k i on the envelope defined by (18) . Considering the case where the maximum occurs at the point where the envelope has a continuous derivative, we can observe that,
Again, it is important to emphasize the fact that the fractional order α is treated as a constant in the algorithm. In (19), we also observe the following:
1. From Eqn. (18) we have
For the local maximum condition dk i = 0, 3. We impose, that for random variations of dk,
Hence with the above mentioned conditions, the mathematical definition of the optimization problem for the simplest scenario of maximum k i occurring at the point of continuous derivative is given by:
So, now we have reduced the optimization problem to solving a set of algebraic equations. Some simplification methods will now be applied to the above set of equations to obtain a simple algebraic equation which can be solved using the NewtonRaphson technique [19] . The scenario for corner case has not been investigated in this paper as the first scenario is the most commonly encountered, but it is assumed that it will follow the same methodology adopted in [19, 20] .
Simplification of the Optimization problem
As observed in the previous section, the optimization problem was shown to be the solution of a set of algebraic equations in (20) . However this is a non-linear equation of three variables with the assumption that α is a constant. Some simple substitutions will give rise to a simple and efficient algorithm as will be shown in this section.
We insert (17) into (19) and solve it to get the following set of equations,
In the above equations the prime means differentiation with respect to ω. Solving (23) and (21), we can derive an expression for k and k i .
Equations (24) and (25) represent the solution for finding the gains of the controller. However, they are dependent on the value of ω. Hence, we need to find a solution for ω. Now substitute the expressions for k and k i into (22) for the final simplification of the optimization problem.
This can be further simplified as in [19] to get a simple algebraic equation as shown below,
At this point, the optimization problem reduces to (26) . Solving this equation will give the frequency ω o at which k i is maximized and we can compute k and k i given by (25) and (24) . However, another condition has to be validated to ensure that the solution 5 Copyright c 2007 by ASME is indeed the maximum. That is,
Newton-Raphson technique is used to solve Eqn. (26) , to ensure that the method converges quickly the initial conditions must be chosen suitably. This algorithm has been designed to eliminate that problem. Unlike applying the principle used in [19] for finding the initial solution, this algorithm allows the user to choose a range of initial solutions and Eqn. (26) is then computed at each of these starting solutions and the final result is stored in excel sheet from which the user can choose the appropriate solution.
The idea here is that since the FOPDT system chosen for developing the tuning rules have one local maxima, starting from any initial solution within the of the system bandwidth will ensure that optimal ω is reached.
The F-MIGO Algorithm
This section summarizes the F-MIGO algorithm. The previous section gives details regarding the initial solution to be chosen. Step 9 is true then the solution is good and the excel sheet will be created else go to Step 4. 11. If all the steps are true then the solution is good. 12. Repeat for the next fractional order.
DEVELOPMENT OF THE TUNING RULES 3.1 Introduction
The motivation for the preparation of the tuning rules has been from the method developed in [24, 25] . Tuning rules for PI α must be able to provide the end user with the value of fractional order and gains of the controller. The F-MIGO design algorithm gives us the flexibility of finding the controller gains at arbitrary α. Hence the development of tuning rules follows a simple algorithm 
Test Batch
The first obvious choice for the test batch was the set of systems chosen in [24] . However, each of these systems can be approximated with a FOPDT(First Order Plus Delay Time) model. The structure of the FOPDT model is given by:
Here, K p is the process gain which is assumed to be unity as the all the systems are normalized. L is the delay in the system and T is the time constant of the system. The FOPDT models are characterized by a very important parameter called the relative dead time of the system defined as:
τ ranges between 0 and 1 and systems in which L >> T are called delay dominated and systems in which T >> L are called lag dominated.
The test batch is a set of FOPDT systems whose τ and L are values taken from the sets Tau = (.99, .9, .8, .7, .6, .5, .4, .3, .2, .1, .05, .01, .009) and Lset = (20, 10, 1). The value of the time constant T of the system can be derived from the relationship( 29). We will use a terminology of Type(x) system where x can take the values (1, 2, 3) . If x = 1, implies all the systems have delay L = 20. Systems which belong to Type1 will be denoted by the terminology Sys(1y), where y can take the values (1...13). Thus Sys15 refers to the system with L = 20 and τ = .6. Figure 5 explains the steps followed in choosing the best fractional order (α * ) controller for the Type1 systems. The first step is to find controller gains at all fractional orders in the range [.1:.1:1.9]. The orders which give a feasible 1 solution are stored in excel sheet. The first table in fig. 5 shows the solutions obtained for each Type1 system. The second table is the table of Type1 systems versus the fractional orders which give a good solution. Note the blank areas imply a solution could not be found. The closed loop step response 2 gives us the value of ISE for each controller. This is summarized in the second table in Fig. 5 . The minimum value of ISE has been marked in yellow and this corresponds to the best fractional order controller for that particular system. The last table in Fig. 5 summarizes the list of best fractional order and gain values for the Type1 systems. This procedure is repeated for Type2 and Type3 systems to find the best PI α Copyright c 2007 by ASME Figure 5 .
F-MIGO applied to the test batch

FLOW OF THE SELECTION OF BEST FRACTIONAL CONTROLLER FOR A GIVEN SYSTEM
for the test batch. Figure 4 illustrates the relationships between the best PI α controller parameters and process parameters. Figure 4(a) gives the relationship between the best fractional order and τ. As shown in [24] , the controller parameters are first normalized, the proportional gains K * are multiplied by their respective process gain K p which in this case are all unity and the integral gains T * i = K * /K * i are divided by their respective process time constant T , and plotted versus τ as seen in Fig. 4(b) and Fig. 4(c) . Figure 4 (a) reveals some interesting observations. The fractional order depends on the value of τ and is almost invariant to the value of L. The ambiguous region between [.4< τ >.6] implies that the best fractional order is close to unity indicating that a fractional controller may be unnecessary for these systems. This region has been approximated by a straight line. Delay dominated systems need a little more than an integer order and lag dominated systems can be controlled efficiently with a lower order controller. This relationship can be approximated in (30). Further analysis will be given in the Re-sults section. The border cases can be approximated to the lower fractional order. 
Tuning Tables
α * versus τ
Normalized controller gains versus τ The
Curve Fitting Toolbox of Matlab has been used to find the tuning rules in Fig. 4(b) and Fig. 4(c) . It was observed that the process of data fitting may not reproduce the exact results of the analytical tuning and hence a region of ±15% around the tuning rules should be considered. The interesting observations from the graph again reveal the dependency on the value of τ. For lag dominated systems the proportional gains are needed while the value drops considerably for delay dominated systems. A similar but opposite trend is observed for the integral gain. These rules are summarized up in (31) and (32). 
Summary of tuning rules
The tuning rules reveal a very good dependency of the controller parameters with the relative dead time of the system. Thus, given a system transfer function or the step response the tuning rules can be summarized as follows: 
RESULTS
The results for this paper have been presented in three separate sub-sections as shown below.
Validity of the F-MIGO method.
The proof of generalization can be given by considering the systems chosen in [19] and obtaining the parameters of the PI controller i.e. when α = 1. Table. 1 summarizes the same results as shown in Table. 1 in [19] . Observe that for α = 1, the results obtained match with that of the MIGO method. Hence this method can be used to design a M s constrained PI α controller at any given value of α.
FOPDT systems
This section explores the advantages of applying the the tuning rules shown in (30), (31) and (32). The tuned PI α is then compared with the Zeigler-Nichols(ZN), Modified ZN (MZN) and AMIGO [24] design methods. In this section, six processes have been considered for comparison. The process are listed below and Table 2 lists the parameters obtained after approximating them with the FOPDT model using the code in the Appendix.
G3(s) = 1 (s + 1) 4 , G4(s) = 9 (s + 1)(s 2 + 2s + 9)
These six systems have been considered such that we have two delay dominated systems (L >> T ), two balanced lag and delay systems (L ≈ T ) and two lag dominated systems (L << T ). Table 3 summarizes the results obtained for lag dominated systems for the different tuning strategies. Figures 7(a) and 7(b) show the step response and load disturbance response for the two lag dominated systems. It is observed here that the F-MIGO controlled systems show a fairly better response compared to the sluggish integer order counterparts, implying that systems with large dead time need a little more than just an integrator to improve their closedloop control performance. Table 1 . VALIDATION OF THE F-MIGO METHOD FOR THE SYSTEMS G 1 -G 6 as in [19] . Table. 3 summarizes the results obtained for the balanced systems for the different tuning strategies. Figure 7 (c) and Fig 7(d) show the step response and load disturbance response for the two lag dominated systems. Systems whose relative dead time falls in the range .3 < τ < .6 can be considered as balanced systems. It has been observed that for these systems the fractional order tends to be close to 1 and also from the responses it can be observed that the best controller cannot be decided for these systems. This leads us to believe that a fractional order may be unnecessary for these systems. Table. 3 summarizes the results obtained for lag dominated systems for the different tuning strategies. Figure 7 (e) and Fig 7(f) show the step response and load disturbance response for the two lag dominated systems. From the responses it is very clear that the F-MIGO controlled system's closed loop performance is very good compared Table 3 . CONTROLLER PARAMETERS FOR SYSTEMS G1(s) -G6(s). to the integer order counterparts which show overshoot and oscillatory response. Even though the AMIGO method is comparable it shows a slightly larger overshoot compared to the F-MIGO controller. This leads us to believe that systems with very small dead time may not need a full integrator to give a good closed loop response.
Delay dominated systems
Process α M s k k i M p ω o G 1 (s) 1.
Balanced lag and delay systems
Lag dominated systems
G1(s) G2(s) Method α K K i M s ISE K K i M s ISE
Special Systems
This section deals with those systems which show complex dynamics [19] . These systems cannot be typically approximated with a simple FOPDT model and hence the F-MIGO algorithm has been applied to these systems and scanned for the fractional order in the range .1 ≤ .1 ≤ 1.9. The best controller is then picked based on the ISE criterion.
Pure time delay system is given by the transfer function shown in Eqn. 34. This can be considered an extreme case of the systems with large values of relative dead time i.e. τ = 1. Table 4 shows the values obtained via the F-MIGO method for the range of α considered. Systems with τ close to 1, seem to have a good solution only in the range, .8 < α < 1.4 as shown in Table 4 . Choosing the lowest value of ISE corresponds to the fractional order of 1.1 which again reinforces what has already been discussed for delay dominated systems. Fig. 6 shows the response for the obtained solutions.
Pure integrator with time delays is given by (35). These systems can be considered as limits of a FOPDT model with L = 1 and T = 1. These systems can be considered as the extreme case of systems with very small values of relative dead time i.e. τ = 0 which implies that T ≈ ∞. Following a similar approach, we scan the system at different values of α and pick the best fractional PI controller based on the least ISE value. Figures 5 and 5 give the summary of the run. It has been observed for lag dominating systems that solutions can be obtained in the range .4 < α < 1.5. However the best fractional order in this case is .7 which has been shown already in lag dominating systems. 
COMMENTS AND CONCLUSION
The results of this paper can be divided into two main parts. In the first part, a generalized MIGO design method for obtaining the parameters of the PI α controller has been derived based on the principles presented in [19] and it has been validated for the integer case α = 1. Hence, for any given system, at any given α in the FO-PI controller, a solution can be given if it satisfies the design constraints. The second part of the paper uses this generalized method to scan a set of FOPDT systems for the best fractional order based on the ISE constraint. From the best fractional controller obtained a relationship was established between the controller parameters and the relative dead time τ of the FOPDT systems. This relationship was found to be highly dependent on the value of τ. Tuning rules were then obtained from these relationships for the FOPDT systems. Hence, given the step response of a system if the FOPDT model can be found then a fractional controller can be suggested for better control. A comparison was then made with the existing popular tuning methods
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Copyright c 2007 by ASME for integer order PI controllers. From these comparisons the following conclusions can be drawn. Given the FOPDT model of a system, if the relative dead time is very small then it has been observed that a fractional PI controller of order, α ≈ .7 is found to outperform the integer order counterparts. For systems with a balanced lag and delay values, an advantage of using a fractional controller cannot be established. For systems with relative dead time close to unity it has been observed that the fractional order α = 1.1 speeds up the response compared to the sluggish integer order counterparts, however with the disadvantage of having slightly higher overshoot. If setpoint weighting along with a fractional controller is used then the problem of overshoot can be reduced. Hence in conclusion, this paper establishes a relationship between the need for a fractional controller with the relative dead time of the system. The need for the a little more than a integrator in some cases and the lack of a complete integer order controller for some cases has been established.
