Disassembly issues have been widely attracted in today's sustainable development context. One of them is the selection of disassembly tools and their efficiency comparison. To deal with such issue, taking the bolt as a removal object, this work designs their removal experiments for different removal tools considering some factors influencing its removal process. Moreover, based on the obtained experimental data, the removal efficiency for different removal tools is optimized by a hybrid algorithm integrating neural networks (NN) and genetic algorithm (GA). Their efficiency comparison is discussed. Some numerical examples are given to illustrate the proposed idea and the effectiveness of the proposed methods.
Introduction
Rapidly growing mechanical and electrical waste has long been known to cause severe environmental problems. A major contributing factor of this is the rapid technological development of new products and an increasing demand for the latest technology by the consumers. The desire to obtain the latest technology often leads to premature purging of still functioning products. This, in turn, has led to a diminishing number of landfills and rapid depletion of virgin resources [1] . In order to the recycle them, it is necessary that the disassembly of end-of-life products should be implemented.
Disassembly is defined by Brennan et al. [2] as "the process of systematic removal of desirable constituent parts from an assembly while ensuring that there is no impairment of the parts due to the process. " Disassembly is conductive and instructive to recycling of products. Only in this way can we achieve high purity of material recycling and realize good reuse of components [3] . For disassembly, one of the hot issues is the disassemblability evaluation and design.
Gungor and Gupta present an evaluation and planning methodology to choose the best disassembly process among several alternative processes based on the total time for disassembly [4] . Kroll et al. develop a method for quantifying the ease of disassembly. Its purpose is to advise designers to consider disassemblability for recycling from the beginning of design [5, 6] . Suga et al. propose a new method for the evaluation of disassemblability by introducing two parameters describing product disassemblability, namely, disassembly energy and entropy for disassembly [7] . Mok et al. present a disassemblability analysis method on the recycling of mechanical parts in automobiles. The disassemblability analysis method includes some important influence factors on product disassembly, for example, ease of fixing ease of finding joining points, disassembly forces, and disassembly directions [8] . Desai and Mital present a methodology to enhance the disassemblability of products. They define disassemblability in terms of several influence factors on disassembly, that is, exertion of manual force for disassembly, degree of precision required for effective removal tool placement, weight, size, material and shape of components being disassembled, and the use of hand tools. Time-based numeric indices are assigned to each design factor. A higher score indicates anomalies in product design from the disassembly perspective [9, 10] . They develop a methodology to design products for disassembly incorporating ergonomic factors [11] . Das et al. estimate disassembly cost and effort by calculating a disassembly effort index comprising seven factors: time, tools, fixture, access, instruct, hazard, and force requirements [12] . In addition, considering the impact of uncertainty factors dealing with the product disassembly, some disassemblability analysis methods on uncertainty management problem are presented. For example, Ilgin and Gupta present a sensor-embedded product approach to detect missing components in disassembly uncertainty [13, 14] . Tian et al. define some disassembility evaluation parameters from the perspective of probability theory and establish some probability evaluation models on the disassembly process [15, 16] . Tang and Zhou consider the uncertainty feature of disassembly time and quality of disassembled subassemblies in a disassembly process, and analyze the expected disassembly cost and the expected net profit of product disassembly based on the generic model for a human-in-the-loop disassembly system [17, 18] . They present disassemblability analysis method considering human factors. Gao et al. realize the intelligent decision making of a disassembly process based on fuzzy reasoning Petri nets [19] . Tang et al. discuss the uncertainty management issue based on the learning approach [20, 21] .
Based on the above overview, the current research mainly focuses on the integrated disassemblability evaluation and design method incorporating one or multiple disassembly influence factors. In fact, to some extent, a factor has a significant impact on the disassembly decision making and design guideline of DFD (design for disassembly). Motivated by these, factor analysis issues on disassembly are discussed. For example, Tang and Zhou discuss the influence of operation fluency of human operators on disassembly using fuzzy logic [18] . Shu and Flowers investigate the selection issue of product life cycle fastening and joining methods from the perspective of design [22] . Güngör probes the evaluation issue of connection types in design for disassembly using analytic network process (ANP) method [23] . Youssif et al. analyze ergonomic factors in disassembly planning. The aim of this study is to investigate the level of involvement of ergonomic aspects in the disassembly workplace with the effect of their absence on the human performance which, in turn, may reflect on the losses in the disassembly outcomes and modeling an optimum disassembly plan incorporating the ergonomic factors within the model [24] . Tseng et al. present the influence of modular design on disassembly economy [25] .
Although some researchers have addressed some influence factors on disassembly, that is, the fluency of human operators, connection type, and ergonomic factor, they pay little attention to the tool type, which is one of the key factors of product disassembly. This work addresses disassembly efficiency optimization and their comparison for different disassembly tools using experiment and simulation methods.
The rest of this paper is organized as follows. Section 2 designs the removal experiments for different removal tools. Section 3 introduces the optimization algorithm for removal efficiency. Section 4 presents the optimization and comparison of removal efficiency on different removal tools. Finally, Section 5 concludes this paper and describes future research issues.
Removal Experiment
By taking the specified bolt of a transmission as an objective, this work obtains its removal times of different removal tools as presented hereinafter.
Experimental Objective and Tools
2.1.1. Experimental Objective. In this work, the M17 bolt of a transmission is taken as an objective to be removed. Its basic parameters are presented as follows: the bolt type is hexagonal, the maximum nominal diameter is 12 mm, the number of pitches is 12, and the thread pitch is 1.82 mm.
Experimental Equipment for Removal.
There are four types of equipment used in this experiment, that is, wrench for tightening, dynamometer for removing, stopwatch, and removal tools. Wrench for tightening is used to fasten the bolt and demarcate the tightening torque of the bolt. Dynamometer for removing is applied to measure the maximum tension of operators. Stopwatch is used to measure the removal operation time of the bolt. Removal tools are composed of two types of tools, which are used to remove the bolt. One is a ratchet wrench, as shown in Figure 1 
Experiment Design and Data Acquisition

Experiment Design.
In the removal experiment, we consider only two factors, that is, the removal condition of the bolt and the quality of removal operators.
In terms of the removal condition of the bolt, it is simulated by the tightening torque of the bolt. It is demarcated by three levels, that is, 25 Nm, 50 Nm, and 75 Nm. Note that Nm is the unit of torque, that is, Newton metre.
In terms of the quality of operators, during the removal experiment, since 5 skilled ones are selected, their operation fluency is considered as being high. Based on this premise, the quality of operators is determined by their maximum tension used. Usually, the larger of the maximum tension an operator, the better their ability of disassembly, and the smaller the needed disassembly time of disassembling a product. In this experiment, it is demarcated by five levels, respectively, that is, 28 kgf, 24 kgf, 20 kgf, 15 kgf, and 12 kgf. Note that the kgf (kilogram force) is the unit of tension (1 kgf = 9.8 N).
Data Acquisition.
In this experiment, based on different tightening torque levels of the bolt and quality levels of removal operators, the corresponding 15 data points of removal standard time for two types of tools are obtained, as shown in Table 1 . Note that, at a specified corresponding level, the same 6 bolts are removed each time and they are removed four times; that is, 24 data points of removal time of the bolt are obtained. Note that the standard time is mean value of 24 removal time data. 
Optimization Algorithm
Although we obtain the experimental data, the smallest one is not optimal in certain conditions. To obtain the optimal one, thus it is essential to optimize them based on experimental data. NN-GA is a hybrid intelligent optimization algorithm integrating neural networks (NN) and genetic algorithm (GA). Since it makes full use of the nonlinear fitting ability of NN and the nonlinear fitting ability optimization ability of GA, it is proved to be effective and feasible to deal with nonlinear and discrete optimization issues, that is, nonlinear structural and creep feed grinding optimization problems [26] [27] [28] . It has not yet been used in the efficiency issue of the disassembly tool. Due to the fact that the efficiency of the disassembly tool is a discrete optimization one, this work proposes a hybrid algorithm integrating NN and GA to optimize the efficiency (time) of a disassembly process. The details of the hybrid algorithm integrating NN and GA are presented as follows.
Neural Networks (NN).
A neural network is treated as a nonlinear mapping system consisting of neurons (processing units), which are linked by weighted connections. It usually consists of three layers: input, hidden, and output layers [26, 29] . There is an activation function in the hidden layer. It is defined as a sigmoid function in this work. Firstly, the method to determine the number of neurons of the input, hidden, and output layers is presented as follows.
The number of input neurons of the NN structure is the number of input variables, namely, two influence factors; thus the number of input neurons is 2.
The number of output neurons is one representing one removal time function.
In terms of the NN structure, the main problem is to determine the best number of hidden neurons. The number of hidden neurons can be infinite in theory but finite in practice due to two reasons. Too many hidden neurons increase the training time and response time of the trained NN. On the other hand, too few hidden neurons make the NN lack generalization ability [27, 28, 30, 31] . Therefore, it can usually be determined by the following formula, that is, = √ + V+ , where and V are the number of input neurons and output neurons, respectively, and is a constant from 1 to 10 [28] . Based on it, the number of input neurons is set to be 2 since we need to consider two factors, V = 1; thus is a constant from 3 to 12, which is defined as 10 in this paper.
Secondly, backpropagation is the most commonly used method to calculate values for the weight and bias terms of the neural network model. In the backpropagation method, all weights are adjusted according to the calculated error term using a gradient method. Learning in an NN, that is, the calculation of the weights of the connections, is achieved by minimizing the error between its output and the actual output over a number of available training data points. In this work, the error term is controlled by the following MATLAB function, namely, net.trainParam.goal. It denotes the mean squared error between the output of NN and the actual output over a number of available training data points.
The NN algorithm is presented as follows.
Step 1. Initialize the number of neurons of input, hidden, and output layers and initialize the weight vector .
Step 2. Calculate the output of the hidden layer and the output of the output layer and adjust the corresponding weights .
Step 3. Calculate the error term, namely, training performance goal. If it is larger than the given error term value, go to Step 2; otherwise, end.
Genetic Algorithm (GA).
Genetic algorithms (GA) form a class of adaptive heuristics based on principles derived from the dynamics of natural population genetics [28] . GA starts with a randomized population of parent chromosomes (numeric vectors) representing various possible solutions to a problem. The individual components (numeric values) within a chromosome are referred to as genes. New child chromosomes are generated by selection, crossover, and mutation operations. All chromosomes are then evaluated according to a fitness (or objective) function, with the fittest surviving into the next generation. Generally, when the given maximum generation is reached, the algorithm ends. The best chromosome is assigned to the optimal solution of the problem [30] . In this work, the main operation processes of GA are presented as follows.
Initialization Process.
Produce randomly pop size initial population = { 1 , 2 , . . . , pop size }, give a specified value range, and produce an individual randomly, namely, a chromosome. Note that is an influence factor of component removal in this work.
Determining the Fitness or Evaluation Function.
Based on a chromosome obtained by the initialization process, weights and thresholds of the NN are assigned. If specified training data are input, forecast output of the trained NN can be obtained. The inversed function of the sum of absolute differences between forecast outputs of the trained NN and actual outputs is considered as the fitness value of a chromosome, namely [32] 
where is the number of training data points, is the actual output of the th data point, is the forecast output of the th data point via the NN, and is a coefficient, set to be 10.
Selection Process.
A selection operation is implemented by pinning the roulette wheel method; that is, a selection strategy is executed according to the fitness value. Thus, the selection probability of a chromosome is formulated as
Crossover Process.
A crossover operation is implemented by a real number crossover method. The crossover operation in position of the ℎth chromosome ℎ and the th chromosome is expressed as
where is a random number and ∈ (0, 1).
Mutation Process.
A mutation operation is implemented. The detailed mutation operation of the th gene for ℎth chromosome is given as follows:
where max is the upper bound of ℎ , min is the lower bound of ℎ , ( ) = 2 (1 − / max ), 2 is a random number, denotes the current number of generations, max is the maximum number of generations and ensures that (1 − / max ) is positive, and ∈ (0, 1) is a random number. The GA algorithm usually has the following steps.
Step 1. Initialize pop size chromosomes, probability of mutation pr , probability of crossover pr , and maximum generation max .
Step 2. Calculate the objective value and fitness of all chromosomes.
Step 3. Select the chromosomes by spinning the roulette wheel.
Step 4. Update the chromosomes by crossover and mutation operations.
Step 5. Repeat Steps 2-4 for a given number of cycles.
Step 6. Report the best chromosome as the optimal solution.
Optimization Algorithm (NN-GA)
. NN-GA is a hybrid intelligent optimization algorithm integrating neural networks (NN) and genetic algorithm (GA). Its basic idea is described as follows. Firstly, based on the feature of actual problem and related knowledge of NN, an appropriate NN model is established and its prediction result is output. Additionally, the prediction output is considered as the fitness value of a chromosome of GA, and then its selection, crossover and mutation operations are executed accordingly. When the given maximum generation is reached, the algorithm ends. The best chromosome is assigned to the optimal solution of the corresponding problem. Its basic steps are presented hereinafter [33, 34] . Step 1. Initialize the parameters of NN and GA structures.
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Step 2. Determine or generate training input-output data of NN based on actual problem.
Step 3. Train a neural network to approximate the fitness function of the actual problem.
Step 4. Initialize pop size chromosomes of GA.
Step 5. Calculate the fitness values for all chromosomes by the trained neural network.
Step 6. Select the chromosomes by spinning the roulette wheel.
Step 7. Update the chromosomes by crossover and mutation operations.
Step 8. Repeat steps 5-7 for a given number of cycles.
Step 9. Report the best chromosome as the optimal solution of the according problem.
In addition, its flow chart is presented, as shown in Figure 2 .
The above algorithms have been implemented in the MATLAB (R2009b) programming language.
Optimization and Comparison of Removal Efficiency on Different Removal Tools
Based on the obtained experimental data with different removal tools, combined with the above-mentioned NN-GA algorithm, removal efficiency (time) optimization and their comparison for two types of removal tools are presented hereinafter. The parameter of NN-GA algorithm is set as follows: the population size pop size is 30, the probability of crossover pr is 0.4, the probability of mutation pr is 0.2, the maximum number of generations max is 100, and the parameters of the NN structure are given in Section 3.1.
Optimization of Removal Efficiency for Tool I
NN modeling and result of removal efficiency of tool I.
First, the NN is trained using 11 groups of data randomly selected from Table 1 , and then the remaining 4 groups of data are viewed as test samples. When they are output, their predicted results are obtained and listed in Table 2 . In addition, the error and relative error between experimental data and test results are obtained, as shown in Table 2 . Note that the error is defined as follows: error = | − | and relative error = | − |/ × 100%, where is the test result and is the experimental data.
Based on the results of Table 2 , it can be seen that the maximum absolute error between test result and experimental data are less than 9%. It reveals that the NN is accurate and effective when it is used to predict the removal time; That is, the predicted output can be approximately considered as the actual output. Initialize 30 chromosomes of GA and their fitness values are calculated by the trained NN, the fitness curve of the best individual can be obtained after the GA algorithm is executed, which is shown in Figure 3 . Note that, in the initialization process, the length of a chromosome is 2; namely a chromosome { 1 , 2 } denotes the influence factors of removal time. In this paper, 1 and 2 denote tightening torque and maximum tension of the operator, respectively. They can be randomly obtained from their feasible interval when they are initialized; that is, 1 ∈ [25, 75] and 2 ∈ [12, 28] .
After the algorithm is run, the optimal solution, that is, 16.99, and the optimal individual, that is, {36.96, 18.56}, can be obtained. The results denote that the highest disassembly efficiency is 16.99 seconds when disassembly tool I is used to the remove the bolt. Compared with the best experimental result; that is, 18.06 seconds, the disassembly efficiency is improved by 5.92%, that is, (18.06 − 16.99)/18.06 × 100% = 5.92%. The obtained result can be conducted to the accrual disassembly process of the bolt. In a word, the disassembly efficiency of tool I is effectively improved by the optimization of integrated NN-GA algorithm, and the feasibility of the proposed algorithm is verified.
Optimization of Removal Efficiency for Tool II.
Similarly, after the NN is trained, the test results of 4 test data of tool II are shown in Table 3 .
Based on the results of Table 3 , it can be seen that the maximum absolute error between the test result and experimental data is less than 6%. It reveals that the NN is According to the trained NN, after the algorithm is run, the optimal solution, namely, 27.15, and the optimal individual, namely, {40.37, 25.79}, can be obtained, as shown in Figure 4 . The results denote that the highest disassembly efficiency is 27.15 seconds when disassembly tool II is used to remove the bolt. Compared with the best experiment result, that is, 29.18 seconds, the disassembly efficiency is improved by 6.96%; namely, (29.18 − 27.15)/29.18 × 100% = 6.96%. The results denote that the disassembly efficiency of tool II is effectively improved by the optimization of integrated NN-GA algorithm. In short, the proposed algorithm is feasible and effective when it is used to optimize disassembly efficiency for disassembly tool II.
Comparison Analysis of Removal Efficiency for Two Types of Removal Tools.
In order to measure the removal efficiency of different removal tools, the removal efficiency ratio of one tool to another tool is defined in this paper.
Definition 1.
Removal efficiency ratio of one tool to another tool is defined as the increased or decreased ratio of removal efficiency of one tool to another tool. Mathematically,
where 1 denotes the removal efficiency of one tool and 2 denotes the removal efficiency of another tool.
Based on the defined removal efficiency ratio, combined with the optimal results of the removal efficiency of two different tools, the comparison of their removal efficiency is presented.
According to the obtained optimal results of removal efficiency of two different tools in Section-A and Section-B, their removal efficiency ratio is obtained, namely |16.99 − 27.15|/27.15 × 100% = 37.42%. For removal efficiency, the small of the value, the better of it. Thus, the results denote that the removal efficiency of tool I to tool II is improved by 43.82% when they are used to remove the same bolt; that is, Mathematical Problems in Engineering 7 compared to removal tool II, removal I can faster complete the removal task and save time by 37.42%.
Conclusion
Disassembly tools selection and their disassembly efficiency analysis play an important role in the product disassembly decision making. In order to guide decision makers in making better disassembly decisions, this work presents the optimization and comparison of removal efficiency for different removal tools for the first time. Firstly, taking the bolt as an object to be removed, this work designs removal experiments by considering some factors influencing the removal process for two types of removal tools. Secondly, based on the obtained experimental data, a NN-GA algorithm integrating neural networks (NN) and genetic algorithm (GA) is proposed to optimize the removal efficiency of two different removal tools. From the results, we can see that the efficiency of tools I and II is improved by 6.96% and 5.92%, respectively. It denotes that the disassembly efficiency of disassembly tool is effectively improved by the optimization of integrated NN-GA algorithm.
The future work is to find and use actual industrial disassembly data to validate this method to provide the best decision support for disassembly practice. In addition, in the future we should study the control issue of disassembly process based on related theories [35, 36] .
