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A crucial milestone in the field of quantum simulation and computation is to demonstrate that a
quantum device can perform certain tasks that are impossible to reproduce by a classical computer
with any reasonable resources. Such a demonstration is referred to as quantum supremacy. One
of the most important questions is to identify setups that exhibit quantum supremacy and can be
implemented with current quantum technology. The two standard candidates are boson sampling
and random quantum circuits. Here, we show that quantum supremacy can be obtained in generic
periodically-driven quantum many-body systems. Our analysis is based on the eigenstate thermal-
ization hypothesis and strongly-held conjectures in complexity theory. To illustrate our work, we
give examples of simple disordered Ising chains driven by global magnetic fields and Bose-Hubbard
chains with modulated hoppings. Our proposal opens the way for a large class of quantum platforms
to demonstrate and benchmark quantum supremacy.
I. INTRODUCTION
Quantum computational supremacy is the ability of
quantum devices to efficiently perform certain tasks that
cannot be efficiently simulated on a classical computer
[1, 2]. Early proposals for realizing quantum supremacy
include boson sampling [3–5] and random quantum cir-
cuits [6–8]. In both cases, the computational hardness
stems from the inability of a classical computer to ef-
ficiently sample the output probabilities of a complex
quantum evolution. Experimental efforts towards achiev-
ing quantum supremacy include optical networks for bo-
son sampling [9–13] and superconducting circuits for ran-
dom circuits [14]. Signatures of quantum supremacy have
been observed recently with 53 superconducting qubits
[15].
Analog quantum simulators are controllable quan-
tum platforms specifically built to implement complex
quantum many body models [16–19]. In these exper-
iments, complex quantum dynamics have been imple-
mented which cannot be reproduced with existing clas-
sical numerics and have shed light to important ques-
tions in quantum matter [20]. However, rigorous proof of
quantum supremacy involving complexity theory in those
systems has not been so far possible, with the exceptions
of the 2D quantum Ising [21, 22] and the 2D cluster-state
models [23].
In this work, we provide evidence that when generic
isolated periodically-driven quantum many-body systems
thermalize, in the sense that any observables can be ob-
tained from the microcanonical ensemble, their output
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distribution cannot be efficiently simulated on a classi-
cal computer. These constitute a large class of quan-
tum simulators that are currently available [14, 24–26].
Our results are built on the Eigenstate Thermalization
Hypothesis (ETH) and strongly-held conjectures in the
complexity theory. We support our findings by examin-
ing specific exampled of disordered quantum Ising chains
driven by a global magnetic field and the Bose-Hubbard
chain with modulated hoppings. These models have been
widely implemented in the experiments [14, 25–28] and
make our work of broad interest to the experimental com-
munity.
II. RESULTS
General framework.- Let us consider a generic
periodically-driven quantum many-body system whose
Hamiltonian is described by Hˆ(t) = Hˆ0 + f(t)Vˆ , where
Hˆ0 is the undriven Hamiltonian, Vˆ is the driving Hamil-
tonian such that
[
Hˆ0, Vˆ
]
6= 0, and f(t) is periodic with
the period T . We require that the time-averaged Hamil-
tonian Hˆave =
1
T
∫ T
0
Hˆ(t)dt is many-body, in the sense
that its eigenenergies cannot be written as a linear com-
bination of single-particle energies [29].
Let Z = {|z〉 = ⊗Li |zi〉} be a complete basis of many-
body Fock states, where zi = {0, 1, 2, .., Di − 1} denotes
the local state with the local dimension Di and the num-
ber of sites L. We assume here without loss of generality
that Di = D for ∀i ∈ [1, L]. The dimension of the Hilbert
space is N = DL. The state after M driving periods is
|ψM 〉 = UˆMF |z0〉, where UˆF = Tˆ exp
(
−i ∫ T
0
Hˆ(t)dt
)
≡
exp
(
−iHˆFT
)
, Tˆ is the time-ordering operator. We
assume that the initial state |z0〉 is a product state.
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2The effective time-independent Floquet Hamiltonian HˆF
fully describes the dynamics probed at stroboscopic times
t = nT . The probability of measuring the Fock state z is
then pM (z) = |〈z|ψM 〉|2 with
〈z|ψM 〉 =
∑
z1,...,zM−1∈Z
M−1∏
m=0
〈zm+1|UˆF |zm〉, (1)
where the sum is performed over M − 1 complete sets of
basis states. More precisely, the set of basis states {zm}
is associated with the quantum evolution after m driv-
ing cycles with z0 (zM = z) being the initial (readout)
configuration. The expression in Eq. (1) can be viewed
as the Feynman’s path integral where each trajectory is
defined by a set of basis states {z0, z1, ..., zM}.
The ETH states that isolated many-body quantum sys-
tems without symmetry thermalize by their own dynam-
ics after a long enough time, regardless of their initial
state. In that case, any generic observable is expected
to evolve toward the micro-canonical ensemble predic-
tions associated with the energy E¯ ± ∆E, where E¯ =
〈z0|HˆF |z0〉 and ∆E is the corresponding variance. In the
thermodynamic limit, this ensemble is equivalent to the
canonical ensemble with a temperature ~E¯/kB [30]. For
driven quantum many-body systems, it has been shown
that not only thermalization still occurs, but that for low-
frequency driving, the associated temperature becomes
infinite [31]. In this limit, the Floquet operator UˆF can
be thought of as an instance from the Circular Orthog-
onal Ensemble (COE). This is an ensemble of matrices
whose elements are independent normal complex random
variables subjected to the orthogonality and the unitary
constraints. This emergent randomness is the particular
ingredient responsible for the hardness in calculating the
output probability of Eq. (1), as there are exponentially
many random Feynman trajectories that are equally im-
portant.
Outline of the proof for quantum supremacy.- To un-
derstand the computational task, let us first define some
essential terms used in the complexity theory, namely ap-
proximating, sampling, multiplicative error and additive
error. Imagine an analog quantum device built to mimic
quantum dynamics charecterized by pM (z) = |〈z|ψM 〉|2.
In practice, such device will produce output probabilities
q(z) that differ from pM (z) due to noise, decoherence
and imperfect control. Both probabilities are said to be
multiplicatively close if
|pM (z)− q(z)| ≤ αpM (z) (2)
where α ≥ 0. The task of approximating pM (z) up to
multiplicative error is to calculate q(z) that satisfies the
above equation for a given z. However, multiplicative
error is difficult to achieve in the experiments as the al-
lowed error is proportional to pM (z) which can be much
smaller than unity. A more feasible one is additive error
defined as ∑
z∈Z
|pM (z)− q(z)| ≤ β, (3)
with β > 0. Note that the additive error involves all
possible output strings z ∈ Z, while the multiplicative
one is defined for each z.
The task of approximating pM (z) even with additive
error is still unrealistic as it requires the number of mea-
surements that grows exponentially with the size of the
systems. What a quantum device can do is to sample
strings from q(z). Hence, we define the task of sampling
from pM (z) up to additive error as generating strings
from q(z), while q(z) is additively close to pM (z). This
task is our central task to show quantum supremacy
and is exactly what we mean by simulation. Note that
the task itself is different from ‘certification of quantum
supremacy’ [32] which is to certify if Eq. (3) holds.
To show that the above sampling task cannot be done
efficiently by a classical computer, we follow the standard
argument which proceeds as follows. Suppose that there
is a classical machine C that can sample from pM (z) up
to additive error and that the distribution of pM (z) anti-
concentrates, i.e.
Pr
(
pM (z) >
δ
N
)
≥ γ, (4)
for some positive constants δ, γ > 0 for all z ∈ Z [33].
Here, the distribution is obtained from a set of unitary
matrices {UˆF } that are realizable in an experiment. The
Stockmeyer theorem states that, with the help of an NP
oracle, the machine C can also approximate pM (z) up
to multiplicative error for some outcomes z, given that
pM (z) anticoncentrates [34]. Notice that the sampling
task is converted to the approximation task in this step.
If the latter is #P-hard, then a machine C would im-
ply the collapse of the polynomial hierarchy (PH) to the
third level, which is strongly believed to be unlikely in
computer science. Hence, assuming that the PH does
not collapse, we reach the conclusion that a classical ma-
chine C cannot exist.
To validate the above arguments, it is crucial to discuss
how likely that those #P-hard instances can be realized
in the experiment. Let us define the notions of worst-
case and average-case hardness. In the experiment, a
set of output probabilities will be obtained from many
unitary matrices and output strings. The worst-case is
when there is at least one instance in the set that is hard
to approximate with multiplicative error. However, that
one instance may be impractical to find in the exper-
iments. More desirable is average-case hardness where
most instances are hard.
In what follows, we provide evidence for quantum
supremacy in analog quantum systems. We begin by
proving the following theorems for the COE.
Theorem 1 Let Y be a set of output probabilities
p˜M (z) = |〈z|UˆMCOE|z0〉|2 obtained from all possible COE
matrices {UˆCOE} and all possible output strings z ∈ Z.
Approximating p˜M (z) in Y up to multiplicative error is
#P hard in the worst case.
3Theorem 2 The distribution of p˜M (z) in Y anticoncen-
trates with δ = 1 and γ = 1/e, where e is the base of the
natural logarithm.
Here, we use UˆCOE (p˜M (z)) instead of UˆF (pM (z)) to
stress the fact that even though ETH implies that UˆF
is an instance drawn from the COE, not all COE matri-
ces will be realized by {UˆF }. To ensure that the hard
instance in Y can be found within {UˆF }, we further as-
sume two conjectures to arrive at quantum supremacy
for our analog quantum systems.
Conjecture 1 (Average-case hardness) For any
1/2e fraction of Y, approximating p˜M (z) up to multi-
plicative error with α = 1/4 + o(1), where o(·) is little-o
notation[35], is as hard as the hardest instance.
Conjecture 2 (Computational ETH) Let η be the
fraction of matrices {UˆCOE} that anti-concentrates but
do not correspond to any unitary matrices in the experi-
mentally accessible set {UˆF }. Then η = 1/4e.
Informally, Conjecture 1 assumes the worst-to-average
case reduction in Y which is common in most quan-
tum supremacy proposals [36]. Conjecture 2 connects
the mathematically constructed COE with physical ana-
log quantum systems, by stating that most instances in
{UˆCOE} can be realized with {UˆF }. The fractions used in
Conjecture 1 and 2 are chosen to ensure that some hard
instances in Y can be realized with {UˆF }.
Now, we state the main theorem of this work. The
proof, provided in Method IV A, can be derived using
the standard Stockmeyer theorem.
Theorem 3 Assuming Conjecture 1 and 2, the ability
to classically sample from pM (z) up to an additive error
β = 1/2e for all unitary matrices in {UˆF } implies the
collapse of the polynomial hierarchy to the third level.
We note that, comparing to existing quantum
supremacy proposals, the reliance of Theorem 3 on Con-
jecture 2 is not standard and may be seen as undesir-
able. But in our viewpoint, this theorem makes a con-
nection between computational complexity and strongly-
held physical conjecture that is applicable to a broad
class of generic periodically-driven quantum systems.
Proving or disproving Conjecture 2, either directly or in-
directly by refutation of Theorem 3 while Conjecture 1
holds true, is by itself of fundamental interest in physics.
#P hardness of simulating COE quantum dynamics.-
To prove Theorem 1, we first notice that the COE is
an ensemble of all orthogonal unitary matrices. This
includes the well-known instantaneous quantum polyno-
mial (IQP) circuits [6] which take the form UˆIQP = HˆZˆHˆ,
where Hˆ consists of Hadamard gates and Zˆ is an arbi-
trary (possibly non-local) diagonal gate on the compu-
tational basis, both acting on all qubits. The IQP cir-
cuits constitute one of the early proposals of quantum
supremacy. Multiplicative approximation of their out-
put probabilities are known to be #P hard in the worst
case [37, Theorem 1.4]. Since UˆMIQP = HˆZˆMHˆ and the
elements of ZˆM can be redefined to give a general form
of the IQP circuits, we conclude that there exists at least
one instance in Y that is #P hard for multiplicative ap-
proximation.
To see how the hardness could emerge for a typical
instances in Y (Conjecture 1), we map the path integral
in Eq. (1) to the partition function of a classical Ising
model with random complex fields. The latter is widely
conjectured to be #P-hard on average for multiplicative
approximation [21, 38]. The protocol is twofold: first
we map the COE unitary evolution on universal random
quantum circuits and second we derive a complex Ising
model from those circuits following Ref. [7].
By definition, a COE unitary evolution can be written
as UˆCOE = Uˆ
T
CUEUˆCUE where UˆCUE is a random ma-
trix drawn from the Circular Unitary Ensemble (CUE).
The latter is the ensemble of Haar-random matrices [39].
Mathematically, UˆCUE can be efficiently decomposed into
a set of universal quantum gates [7]. Following Ref. [7],
we choose random quantum circuits consisting of n + 1
layers of gates and log2N qubits, as shown in Fig. 1(a).
The first layer consists of Hadamard gates applied to all
qubits. The following layers consist of randomly chosen
single-qubit gates from the set {
√
Xˆ,
√
Yˆ , Tˆ} and two-
qubit controlled-Z (CZ) gates. Here,
√
Xˆ (
√
Yˆ ) repre-
sents a pi/2 rotation around the Xˆ (Yˆ ) axis of the Bloch
sphere and Tˆ is a non-Clifford gate representing a diag-
onal matrix {1, eipi/4}. Such circuits have been shown
to be approximately t-design [40] for an arbitrary large
t when n → ∞, which implies the CUE evolution [41].
The operator UˆTCUE can be implemented by reversing the
order of the gates in UˆCUE and replacing
√
Y with
√
Y T .
The mathematical procedure to map random quan-
tum circuits to classical complex Ising models is pro-
vided in Ref. [7]. Specifically, p˜M (z) from the circuit
(UˆTCUEUˆCUE)
M , as depicted in Fig. 1(a), can be calcu-
lated from the partition function,
〈z|UˆMCOE|z0〉 =
∑
s∈S
A(s) exp
 ipi
4
∑
i
hisi +
∑
〈i,j〉
Jijsisj
 .
(5)
Here, A(s) is the degeneracy number associated with a
classical spin configuration s in the lattice S, si = ±1, hi
represents a on-site field on site i and Jij represents the
coupling between the classical spins on site i and j. The
intuition behind the mapping is that the sum over all
possible paths in Eq. (1) is translated into the sum over
all possible classical spin configurations, where the phase
accumulated in each path is given by the energy of the
complex Ising lattice S. To gain intuitive understanding
of this standard mapping, we provide a diagrammatic
approach to visualize the lattice S and extract the field
parameters {hi}, {Jij}. To begin with, we use the ran-
dom circuit in Fig. 1(b) as a demonstration. The math-
ematical descriptions behind each steps are discussed in
4FIG. 1. Mapping driven many-body dynamics to the partition function of complex Ising lattices: (a) An example
of a random circuit that generates COE dynamics and its conversion to the Ising model. (b) An example of a simple random
quantum circuit, illustrating the mapping to the classical Ising model. STEP I to STEP III in the diagrammatic procedure are
shown in (b)-(d), respectively. (e) Lookup table for the contribution of each gate to the local fields hi, hj and the interaction
Jij in the Ising lattice.
Methods.
• STEP I - For each qubit, draw a circle between
every consecutive non-diagonal gates, see Fig. 1(c).
Each circle or ‘node’ represents one classical spin.
• STEP II - For each qubit, draw a horizontal line
between every consecutive nodes i,j, see Fig. 1(d).
These lines or ‘edges’ represent interaction Jij be-
tween two neighboring spins in the same row. In
addition, draw a line between every two nodes that
are connected by CZ gates. These lines represent
the interaction Jij between spins in different rows.
• STEP III - Labeling each nodes and edges with the
corresponding gates, see Fig. 1(e).
• STEP IV - Use the lookup table in Fig. 1(f) to
specify hi and Jij introduced by each gate. For
example, the
√
Y gate that acts between nodes i
and j adds−1 to Jij , −1 to hi and +1 to hj . We use
the convention that the leftmost index represents
the leftmost node. Also, the two T-gates that are
enclosed by the node i will add 0.5 + 0.5 = +1 to
the local field hi.
• STEP V - Finally, spins at the leftmost side of the
lattice are fixed at +1, corresponding to the initial
state |0〉. Similarly, spins at the rightmost side of
the lattice are fixed according to the readout state
|z〉.
Following the above recipe, we provide the exact form
of the parameters in the Ising model for the COE dy-
namics in Methods, showing that the field parameters
{hi} and {Jij} are quasi-random numbers with no appar-
ent structure. Specifically, neither the phase pi
∑
i hisi/4
5nor the phase pi
∑
〈i,j〉 Jijsisj/4 is restricted to the values
0, pi/2, pi, 3pi/2 (mod 2pi) for each spin configurations s.
Without such stringent restrictions, approximating the
partition function up to multiplicative error is known to
be #P-hard in the worst case [37, Theorem 1.9]. This mo-
tivates a widely used conjecture in quantum supremacy
proposals that such task is also hard on average [21, 38].
We note here the major differences between random
quantum circuits as proposed in Ref. [7] and our sys-
tems. Firstly, our systems are analog with no physical
quantum gates involved. The decomposition to quantum
gates is only done mathematically. Secondly, our system
has discrete time-reversal symmetry, while such symme-
try is absent in random quantum circuits. Consequently,
the COE in our system is achieved from the Floquet oper-
ator UˆF , while the CUE in random quantum circuits are
achieved from the entire unitary evolution. In addition,
UˆMF in our system does not have the t-design property
due to the COE [42, pp.117-119]. However, as shown
above, the hardness arguments for the random quantum
circuits can be naturally applied to our case.
Anti-concentration of COE dynamics.- To prove The-
orem 2, we write
〈z|UˆCOE|z0〉 =
N−1∑
=0
d(z)e
iφM, , (6)
where d(z) = 〈z|E〉〈E|z0〉, φM, = MET mod 2pi,
|E〉 is an eigenstate of HˆF with eigenenergy E. For
COE operator, d(z) are real [39] and their distribution,
denoted as Pr(d), is given by the Bessel function of the
second kind as depicted in Fig. 2(a), see Methods. The
latter implies that the values of d(z) for different  and
z do not concentrate on a particular value.
Now let us consider the statistics of the phases
{φM,}. We define the level spacing as r =
min(δ+1, δ)/max(δ+1, δ) with δ = φ+1−φ > 0. For
a single driving cycle M = 1, the phases {φ1,} for COE
are known to exhibit phase repulsion, i.e. the phases are
correlated [31]. The COE distribution PrCOE(r) is de-
picted in 2(b), showing the peak around r = 0.5. For
multiple driving cycles M  2pi/ET , the correlations
are erased due to energy folding, i.e. the effect of the
modulo 2pi. This results in the Poisson (POI) distribu-
tion of the level spacing, PrPOI(r) = 2/(1+r
2
 ), with the
peak at r = 0, see Fig. 2(b).
The Bessel function distribution of d(z) and the POI
distribution of φM, ensures that the output distribution
Pr(p) is not concentrated. Specially, Pr(p) follows the
so-called Porter-Thomas distribution PrPT(p) = Ne
−Np,
which implies that the system explores the entire Hilbert
space. This satisfies the anti-concentration condition
since PrPT
(
p > 1N
)
=
∫∞
Np=1
d(Np)e−Np = 1/e [7]. To
see the emergence of the Porter-Thomas distribution, we
write 〈z|ψM 〉 = az + ibz, where az =
∑
 d(z) cosφM,
and bz =
∑
 d(z) sinφM,. Due to the Poisson distri-
bution in the long time limit, the phases {φM,} can be
thought of as independent variables randomly and uni-
FIG. 2. (a) The eigenstate distribution d(z) for the Ising
and the Bose-Hubbard (BH) models. The blue line is the
Bessel function of the second kind predicted by COE. (b)
The statistics of level spacings obtained from the Ising and
the Bose-Hubbard chain at M = 1, 25. The blue dashed and
the solid lines are the POI and the COE distributions, respec-
tively. Ising and Bose-Hubbard parameters: L = 10 (with
half-filling for the BH model), W = 1J, F = 2.5J, ω = 8J ,
and 500 disorder realizations.
FIG. 3. The l1-norm distance between the output distribu-
tion from different quantum systems and the Porter-Thomas
distribution at different m. The results from the Ising chain,
the Bose-Hubbard chain, and random quantum circuits are
labeled as crosses, squares, and circles, respectively. Ising
and Bose-Hubbard parameters: L = 10 (with half-filling for
the BH model), W = 1J, F = 2.5J, ω = 8J , and 500 disorder
realizations. The insert shows the plot of l1-norm distance in
the long time limit as a function of L.
formly distributed in the range [0, 2pi). Using the product
distribution formula and the central limit theorem, one
can show that the distributions of az and bz are nor-
mal distributions with zero mean and variance 1/2N , see
Methods. Since p(z) = a2z + b
2
z, the Porter-Thomas dis-
tribution of p(z) can be derived using the fact that the
square sum of Gaussian variables follows the χ-squared
distribution with second degree of freedom [43].
Example of driven many-body models.- We give two
6specific examples of driven systems that displays the
COE statistics and, hence, partially supports Conjec-
ture 2. For both cases, the modulation is f(t) = 12 (1 −
cos(ωt)), where ω = 2pi/T and initial states are random-
ized product states.
(i) 1D Ising model: We consider an Ising chain de-
scribed by the Hamiltonian HˆISING0 =
∑L−1
l=0 µlZˆl +
J
∑L−2
l=0 ZˆlZˆl+1, where µl ∈ {0,W} is a local disorder, W
is the disorder strength, Zˆl is the Pauli’s spin operator
acting on site l, and J is the interaction strength. The
drive is a global magnetic field Vˆ ISING = F
∑L−1
l=0 Xˆl,
where F is the driving amplitude. This simple model
has been implemented in various quantum platforms, in-
cluding Rydberg atoms [26], trapped ions [25] and super-
conducting circuits [27].
(ii) 1D Bose-Hubbard model: We consider the Bose-
Hubbard model described by the Hamiltonian HˆBM0 =∑L−1
l=0 (µlaˆ
†
l aˆl +
U
2 aˆ
†
l aˆ
†
l aˆlaˆl), where aˆl is a bosonic annihi-
lation operator at site l, U is the on-site interaction, and
µl is the local disorder as defined above. The drive modu-
lates the hopping amplitudes Vˆ BH = −F∑L−2l=0 (aˆ†l aˆl+1+
H.c.). This model has been implemented in supercon-
ducting circuits [14] and cold atoms [28].
The distribution of d(z) from both models are de-
picted in Fig. 2(a), showing an agreement with the
Bessel function as predicted by COE. The level statis-
tics at M = 1 and M = 25 are depicted in Fig. 2(b),
showing an agreement with the COE and the POI dis-
tribution, respectively. The driving frequency and the
disorder strength are tuned to ensure the observation of
the thermalized phase and prevent many-body localiza-
tion [31, 44].
Fig. 3 shows the l1-norm distance between Pr(p) and
the Porter-Thomas distribution at different m for the
Ising and the Bose-Hubbard models. It can be seen that,
in all cases, the system reaches the Porter-Thomas dis-
tribution after multiple driving cycles. The l1-norm dis-
tance in the long-time limit is decaying towards zero as
the size of the system increased. Therefore, the anti-
concentration condition is satisfied.
We note that analog quantum hardware has been
shown experimentally to generate quantum dynamics be-
yond the reach of existing classical numerical methods.
For example, in Ref. [20], cold atoms in optical lattices
have been used to compute the quantum many-body lo-
calization transition in two-dimension. The transition
cannot be efficiently computed by the state-of-the-art nu-
merical technique such as tensor network [45]. However,
such transition has not been shown theoretically to be
hard to compute by a classical computer. Hence, quan-
tum supremacy has yet to be achieved. Our work pro-
vides a theoretical foundation of the quantum supremacy
for analog quantum simulators by showing the hardness
of computing their output distribution.
III. CONCLUSIONS AND OUTLOOK
We have shown that, as long as ETH holds, periodi-
cally driven interacting quantum systems cannot be ef-
ficiently simulated on a classical computer. We provide
analytical evidence of the computational hardness stem-
ming from the COE statistics and provide numerical ev-
idence for the COE dynamics obtained from the quan-
tum Ising and the Bose-Hubbard chains, as expected
from ETH. These two models serve as examples, among
many, of physical analog quantum systems that follow the
COE. Our results open up possibilities to realize quan-
tum supremacy in a wide range of experimental plat-
forms. In the future, it would be interesting to extend
our results to a broader class of quantum many-body
systems such as those with gauge fields, frustrated spin
systems, and undriven systems.
IV. METHODS
A. A proof of Theorem 3
Let us consider a classical probabilistic computer with
an NP oracle, also called a BPPNP machine. This is a
theoretical object that can solve problems in the third
level of the polynomial hierarchy. The Stockmeyer the-
orem states that a BPPNP machine with oracle access
to a classical sampler C, as defined in the main text, can
efficiently output an approximation q˜(z) of q(z) such that
|q(z)− q˜(z)| ≤ q(z)
poly(L)
. (7)
The BPPNP machine grants us the ability to perform the
approximating task, in contrast to the machine C that
can only sample strings from a given distribution. To
see how the BPPNP machine can output a multiplicative
approximation of pM (z) for most, but not all, z ∈ Z, let
us consider
|pM (z)− q˜(z)|
≤ |pM (z)− q(z)|+ |q(z)− q˜(z)|
≤ |pM (z)− q(z)|+ q(z)
poly(L)
≤ |pM (z)− q(z)|+ |pM (z)− q(z)|+ pM (z)
poly(L)
=
pM (z)
poly(L)
+ |pM (z)− q(z)|
(
1 +
1
poly(L)
)
.
(8)
The first and the third lines are obtained using the trian-
gular inequality. To get multiplicative approximation of
pM (z) using q˜(z), we need the term |pM (z)− q(z)| to be
small. Given the additive error defined in Eq. (3), this
is indeed the case for a large portion of {z} ∈ Z; since
the left hand side of Eq. (3) involves summing over an
7exponentially large number of terms but the total error
is bounded by a constant β, most of the terms in the
sum must be exponentially small. This statement can be
made precise using Markov’s inequality.
Fact 1 (Markov’s inequality) If X is a nonnegative
random variable and a > 0, then the probability that X
is at least a is
Pr(X ≥ a) ≤ E(X)
a
,
where E(X) is the expectation value of X.
By setting X = |pM (z)− q(z)|, we get
Pr
z
(|pM (z)− q(z)| ≥ a) ≤ Ez(|pM (z)− q(z)|)
a
,
Here the distribution and the expectation value are com-
puted over z ∈ Z. Note that Ez(|pM (z)−q(z)|) ≤ β/N is
given by the additive error defined in Eq. (3). By setting
a = β/Nζ for some small ζ > 0, we get
Pr
z
(
|pM (z)− q(z)| ≥ β
Nζ
)
≤ ζ
or equivalently
Pr
z
(
|pM (z)− q(z)| < β
Nζ
)
> 1− ζ.
By substituting |pM (z)− q(z)| from Eq. (8), we get
Pr
z
(
|pM (z)− q˜(z)| < pM (z)
poly(L)
+
β
Nζ
(
1 +
1
poly(L)
))
> 1− ζ. (9)
From Theorem 2 (the anticoncentration condition), it fol-
lows that 1/N < pM (z) for at least 1/e fraction of the
unitary matrices in {UˆCOE}. Hence, we can rewrite Eq.
(9) as
Pr
Y
{|pM (z)− q˜(z)| (10)
< pM (z)
[
1
poly(L)
+
β
ζ
(
1 +
1
poly(L)
)]}
> 1/e− ζ.
Here, the distribution is over all z ∈ Z and all unitary
matrices in {UˆCOE}, i.e. the set Y as defined in Theorem
1. To understand the right hand side of the equation, let
P ∩Q be the intersection between the set P of probabil-
ities that anticoncentrate and the set Q of probabilities
that satisfy the Markov’s inequality. Since Pr(P ∩Q) =
Pr(P ) + Pr(Q) − Pr(P ∪ Q) ≥ Pr(P ) + Pr(Q) − 1, and
Pr(P ) and Pr(Q) are 1/e and 1−ζ, respectively, it follows
that Pr(P ∩Q) is no less than 1/e+ 1− ζ − 1 = 1/e− ζ.
Following [38], we further set β = 1/e and ζ = 1/4e so
that
Pr
Uˆ,z
{
|pM (z)− q˜(z)| <
(
1
4
+ o(1)
)
pM (z)
}
>
3
4e
, (11)
giving an approximation up to multiplicative error 1/4 +
o(1) for at least 3/4e instances of the COE. Now since
not all COE unitary matrices are realizable given a spe-
cific implementation of a periodically-driven unitary evo-
lution, we subtract the success probability by η = 1/4e
in Conjecture 2. Thus, Stockmeyer algorithm is able to
output a multiplicative approximation in the third level
of the polynomial hierarchy for at least 1/2e fraction of
{UˆF }. If, according to Conjecture 1, multiplicatively es-
timating 1/2e fraction of the probabilities is #P-hard,
then the PH collapses and Theorem 3 is proved.
B. Mapping pM (z) to the partition function of a
classical complex Ising model.
In this section, we prove Eq. (5) in the main text by
providing justifications of the diagrammatic recipes to
map the the evolution UˆCUE on a Ising spin model with
complex fields. The quantum gates of interest consist
of both diagonal gates {T,CZ} and non-diagonal gates
{√X,√Y ,√Y T , H}. For simplicity, we start with one-
and two- qubit examples before generalizing to the COE
dynamics. The proof is adapted from Ref. [7].
1. One-qubit example
Let us consider a one-qubit circuit and N + 1 gates
randomly chosen from the set {√X,√Y ,
√
Y T , T}. The
zeroth gate is fixed to be a Hadamard gate. The output
probability is p(z) = |〈z|Uˆ |0〉|2, where Uˆ = ∏Nn=0 Uˆ (n)
is the total unitary matrix, Uˆ (n) is the nth gate and
z ∈ {0, 1} is the readout bit. Below, we outline the math-
ematical steps underlying the diagrammatic approach
followed by detailed explanations for each step:
p(z) =
∣∣∣∣∣〈z|
N∏
n=0
Uˆ (n)|0〉
∣∣∣∣∣
2
(12)
=
∣∣∣∣∣∣
∑
z∈{0,1}N
N∏
n=0
〈zn|Uˆ (n)|zn−1〉
∣∣∣∣∣∣
2
(13)
=
∣∣∣∣∣∣
∑
z∈{0,1}N
N∏
n=0
A(zn, zn−1) exp
[
ipi
4
Φ(zn, zn−1)
]∣∣∣∣∣∣
2
(14)
=
∣∣∣∣∣∣
∑
z∈{0,1}N+2
A(z) exp
[
ipi
4
N∑
n=0
Φ(zn, zn−1)
]∣∣∣∣∣∣
2
.
(15)
(16)
In the second line, we inserted an identity Iˆn =∑
zn∈{0,1} |zn〉〈zn| between Uˆ (n+1) and Uˆ (n) for every
8n ∈ {0, .., N − 1}. This line can be interpreted as the
Feynman’s path integral where each individual path or
‘world-line’ is characterized by a sequence of basis vari-
ables z = (z−1, z0, ..., zN ). The initial and the end points
for every path are |z−1〉 = |0〉 and |zN 〉 = |z〉, respec-
tively. In the third line, we decompose 〈zn|Uˆ (n)|zn−1〉
into the amplitude A(zn, zn−1) and phase Φ(zn, zn−1). In
the fourth line, we introduce A(z) =
∏N
n=0A(zn, zn−1).
The equation now takes the form of the partition of a
classical Ising model with complex energies. Here, z can
be interpreted as a classical spin configuration, A(z) as
the degeneracy number and ipi4Φ(zn, zn−1) as a complex
energy associated with spin-spin interaction.
Further simplifications are possible by noting that, the
diagonal gates in the circuits allow the reduction of the
number of classical spins. Specifically, if a T gate is ap-
plied to |zn−1〉, it follows that zn = zn−1. Hence, the vari-
ables zn−1 and zn can be represented by a single classical
spin state. The two variables zn−1, zn become indepen-
dent only when a non-diagonal gate is applied. Therefore,
we can group all variables {zn} between two non-diagonal
gates as one classical spin. This procedure leads to the
directives presented as the the STEP I of the procedure
in the main text. Formally, for Nspin + 1 non-diagonal
gates in the circuit (including the first Hadamard gate)
z can be characterized by a classical spin configuration
s = (s−1, s0, ..., sk, ..., sNspin) where sk = 1− 2zk ∈ {±1}
is a spin representing the basis variable immediately after
the kth non-diagonal gate, i.e.
p(z) =
∣∣∣∣∣∣
∑
s∈{±1}Nspin+1
A(s) exp
 ipi
4
Nspin∑
k=0
Φ(sk, sk−1)
∣∣∣∣∣∣
2
(17)
= |ZIsing|2 (18)
(19)
Lastly, we need to specify A(s) and Φ(sk, sk−1) in term
of the local fields hk−1, hk, the interaction Jk−1,k, and
spin configurations sk−1, sk. This is done by writing the
gates in their matrix form, i.e.
√
X =
1√
2
(
e
ipi
2 1
1 e
ipi
2
)
=
1√
2
[
e
ipi
4 (1+sksk−1)
]
sk,sk−1
,
(20)
√
Y =
1√
2
(
1 −1
1 1
)
=
1√
2
[
e
ipi
4 (1−sk−1)(1+sk)
]
sk,sk−1
,
(21)
√
Y
T
=
1√
2
(
1 1
−1 1
)
=
1√
2
[
e
ipi
4 (1+sk−1)(1−sk)
]
sk,sk−1
,
(22)
H =
1√
2
(
1 1
1 −1
)
=
1√
2
[
e
ipi
4 (1−sk−1)(1−sk)
]
sk,sk−1
,
(23)
T =
(
1 0
0 e
ipi
4
)
= Diag
[
e
ipi
4 (
1−sk
2 )
]
sk
(24)
Notice that all non-diagonal gates contribute to the
same amplitude A(sk, sk−1) = 1/
√
2, leading to A(s) =
2−(Nspin+1)/2. Hence, we can extract the contribution of
each gate to Φ(sk, sk−1) as
Φ√X(sk, sk−1) = 1 + sk−1sk, (25)
Φ√Y (sk, sk−1) = (1− sk−1)(1 + sk) (26)
= 1− sk−1 + sk − sk−1sk, (27)
Φ√
Y
T (sk, sk−1) = (1 + sk−1)(1− sk) (28)
= 1 + sk−1 − sk − sk−1sk, (29)
ΦT (sk) =
1− sk
2
. (30)
The under-script indicates which gate is contributing
to the phase. The corresponding hi, hj and Jij are de-
picted in the lookup table in Fig. 1(f) in the main text,
where i = k − 1 and j = k. The global phase that does
not depend on s is ignored as it does not contribute to
p(z).
2. Two-qubit example
Now we consider a two-qubit random circuits to
demonstrate the action of the CZ gates. We introduce a
new index l ∈ {1, 2} to label each qubit, which is placed
on a given horizontal line (row). Since the CZ gate is
diagonal, its presence does not alter the number of spins
in each row. However, the gate introduces interaction
between spins in different rows. This can be seen from
its explicit form, i.e.
CZ =
1 0 0 00 1 0 00 0 1 0
0 0 0 −1
 = Diag [e ipi4 (1−s1,k)(1−s2,k′ )]
s1,k,s2,k′
,
(31)
9where s1,k (s2,k′) is the state of the k
th (k′th) spin at
the first (second) row. It follows that
ΦCZs1,k,s2,k′ = (1− s1,k)(1− s2,k′) (32)
= 1− s1,k − s2,k′ + s1,ks2,k′ . (33)
The corresponding hi, hj , and Jij are depicted in Fig.
1(f) in the maintext, where i = (1, k) and j = (2, k′).
We have now derived all necessary ingredients to map a
random quantum circuit to a classical Ising model.
3. Full COE dynamics
Since the COE dynamics can be expressed in terms of a
quasi-random quantum circuit, we can straightforwardly
apply the above procedure to find the corresponding Ising
model. The complexity here solely arises from the num-
ber of indices required to specify the positions of all the
gates in the circuit. To deal with this, we introduce the
following indices
– an index l ∈ {1, ..., L} to indicate which qubit /
row.
– an index m ∈ {1, ...,M} to indicate which period.
– an index µ ∈ {A,B} to indicate which part of the
period. A and B refer to the UˆCUE part and the
UˆTCUE part, respectively
– an index k ∈ {0, 1, ..., Nspin(l)} to indicate the spin
position for a given m and µ. Here, Nspin(l) is the
total number of spins at the lth row. Note that due
to the symmetric structure of UˆCUE and Uˆ
T
CUE, we
run the index k backward for the transpose part,
i.e. k = 0 refers to the last layer.
– an index νl,k so that νl,k = 1 if the k
th non-diagonal
gate acting on the qubit l is
√
X otherwise νl,k = 0.
With these indices, the partition function of the circuit,
as shown in Fig. 1(a), can be written as
〈z|ψ〉 = 2−G2
∑
s∈S
exp
[
ipi
4
E(s)
]
, (34)
with
E(s) =
M∑
m=1
B∑
µ=A
L∑
l=1
Nspin(l)∑
k=0
hlks
µ,m
l,k (35)
+
M∑
m=1
B∑
µ=A
L∑
l=1
Nspin(l)∑
k=1
(2νl,k − 1)sµ,ml,k−1sµ,ml,k (36)
+
M∑
m=1
B∑
µ=A
L∑
l=1
l−1∑
l′=1
Nspin(l)∑
k=1
Nspin(l
′)∑
k′=1
ζ
(l′,k′)
(l,k) s
µ,m
l,k s
µ,m
l′,k′
(37)
+ E(z), (38)
hlk = νl,k+1 − νl,k − 1
2
NT (l, k)−NCZ(l, k), (39)
E(z) = −sB,M0,l − szl + sB,M0,l szl , (40)
where G is the total number of non-diagonal gates in
the circuit. ζ
(l′,k′)
(l,k) represents the total number of CZ
gates which introduces the interaction between spins sµ,ml,k
and sµ,ml′,k′ . NCZ(l, k) (NT (l, k)) is the total number of
CZ (T ) gates which introduces local fields on the spin
sµ,ml,k . E(z) is the contribution from the last Hadamard
layer which depends on the readout bit-string z. {szl}
are the spins corresponding to z and their configuration
is fixed. In addition, there are also two extra boundary
conditions (i) between part A and B and (ii) between
the two adjacent periods m and m + 1, i.e. sA,ml,Nspin(l) =
sB,ml,Nspin(l) and s
A,m+1
l,0 = s
B,m
l,0 .
C. Derivation of Porter-Thomas distribution from
COE dynamics.
In this section, we show that the distribution of the
output probability of COE dynamics, Pr(p), follows the
Porter-Thomas distribution PrPT(p) = Ne
−Np. Let us
consider the output probability pM (z) = |〈z|ψM 〉|2 with
〈z|ψM 〉 = 〈z|UMCOE|0〉 (41)
= 〈z|
[
N−1∑
=0
eiMET |E〉〈E|
]
|0〉 (42)
=
N−1∑
=0
d(z)e
iφM, (43)
=
[
N−1∑
=0
d(z) cosφM,
]
+ i
[
N−1∑
=0
d(z) sinφM,
]
(44)
= az + ibz, (45)
where N is the dimension of the Hilbert space, d(z) =
〈z|E〉〈E|0〉, φm, = MET mod 2pi, az = Re [〈z|ψM 〉]
and bz = Im [〈z|ψM 〉]. Below, we will prove the following
theorems.
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Theorem 4 The distribution of d(z) over ∀ ∈
{0, ..., N − 1} or ∀z ∈ {0, 1}L is the Bessel function of
the second kind.
Theorem 5 The distribution of az and bz over ∀z ∈
{0, 1}L is the normal distribution with zero mean and
variance 1/2N .
Theorem 6 The distribution of a2z+b
2
z over ∀z ∈ {0, 1}L
is the Porter-Thomas distribution, PrPT.
To prove Theorem 4, we first write d(z) = cz,c0,,
where cz, = 〈z|E〉 and c0, = 〈0|E〉. For the COE
dynamics, the coefficients cz, and c0, are real numbers
whose distribution is [39]
Pr(c) =
√
2N
pi
exp
[
−Nc
2
2
]
. (46)
As discussed in the main text, the phase φM, becomes
random as M  2pi/ET . The random sign (±1) from
cz, can therefore be absorbed into the phase without
changing its statistics. The distribution of d(z) can be
obtained using the product distribution formula
Pr(d) =
∫ ∞
0
Pr(c)Pr(
d
c
) · 1
c
· dc (47)
=
2N
pi
∫ ∞
0
exp
(
−Nc
2
2
)
exp
(
−Nd
2
2c2
)
dc (48)
=
2N
pi
K0(Nd), (49)
where K0 is the modified Bessel function of the second
kind.
To prove Theorem 5, we first note that the distribution
of cosφm, and sinφm, are
Pr(cosφ) =
1
pi
√
1− cos2 φ, (50)
Pr(sinφ) =
1
pi
√
1− sin2 φ
. (51)
Here, we have used the fact that φM, is uniformly
distributed in the range [0, 2pi). We then calculate the
distribution of κ ≡ d(z) cosφM, using the product dis-
tribution formula, i.e.
Pr(κ) =
∫ 1
−1
1
pi
√
1− cos2 φ ·
2N
pi
K0(
Nκ
d
) · 1
cosφ
d cosφ
(52)
=
N
pi2
K20
(
N |κ|
2
)
. (53)
The mean and the variance of κ can be calculated as
〈κ〉 =
∫ ∞
−∞
d cosφ · N
pi2
·K20
(
N |κ|
2
)
· dκ = 0 (54)
Var(κ) =
∫ ∞
−∞
(d cosφ)2 · N
pi2
·K20
(
N |κ|
2
)
· dκ = 1
2N2
.
(55)
Since az is a sum of independent and identically dis-
tributed random variables, i.e. az =
∑N−1
=1 κ , we can
apply the central limit theorem for large N . Hence, the
distribution of az is normal with the mean zero and vari-
ance Var(a) = NVar(κ) = 1/2N . The same applies for
the distribution of bz.
Theorem 6 can be proven using the fact that the square
sum of the Gaussian variable follows the χ-squared dis-
tribution with second degree of freedom Prχ2,k=2(p) ∼
exp{−p/2σ2} [43]. By specifying the variance obtained
in Theorem 5 and normalization, we arrive at the desired
Porter-Thomas distribution.
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