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Introduction
Le domaine des microdrones (engins volants autonomes, d’une envergure inférieure à
15 cm) est aujourd’hui en plein essor, du fait des nombreux intérêts que ceux-ci offrent
dans les domaines de l’observation ou de la reconnaissance. Trois principaux concepts ont
été étudiés jusqu’à présent : les microdrones à voilure fixe (de type avion), les microdrones
à voilure tournante (de type hélicoptère) et tout particulièrement ces dernières années les
microdrones à voilure battante, qui s’inspirent naturellement du vol des oiseaux ou des
insectes. Ce dernier concept présente d’indéniables avantages vis-à-vis des deux autres :
d’une part, contrairement aux voilures fixes, un engin à ailes battantes pourrait accom-
plir un vol stationnaire ou à basses vitesses, à la manière des insectes ou du colibri (ou
oiseau-mouche, seul oiseau capable de vol stationnaire maîtrisé). Cette caractéristique se
révèle particulièrement utile pour des utilisations aussi bien civiles (surveillance de feux de
forêts, du trafic routier, inspection d’ouvrages d’art) que militaires (missions à l’intérieur
de bâtiments). D’autre part, un microdrone à voilure tournante présente un spectre acous-
tique fortement marqué par la présence de la fréquence de rotation des pales. Au contraire,
le spectre d’un engin à ailes battantes se révèle beaucoup plus diffus, garantissant ainsi
une plus grande discrétion, ce qui représente un autre avantage certain pour les missions
militaires de reconnaissance ou de surveillance.
Les nombreuses difficultés de modélisation — liées notamment à la découverte récente
de phénomènes aérodynamiques instationnaires spécifiques au vol animal — rendent déli-
cate la simulation du comportement d’un tel engin, a fortiori la réalisation d’un microdrone
entièrement autonome. De nombreux auteurs ont par le passé travaillé sur la compréhension
du vol animal. Parmi eux Weis-Fogh [Weis-Fogh 1972, Weis-Fogh 1973], qui fut le premier
à mettre en évidence la présence de mécanismes aérodynamiques instationnaires dans le
vol des insectes. Citons également les travaux d’Ellington [Ellington 1984], qui a étudié
le vol stationnaire des insectes du point de vue morphologique et cinématique. Norberg
[Norberg 1990, Norberg 1993] a appliqué avec succès la théorie du disque sustentateur
de Rankine-Froude à une chauve-souris dans le but d’estimer les puissances nécessaires
aux cas de vol stationnaire et d’avancement. Les dernières avancées notables dans le do-
maine sont dues à l’équipe de Dickinson à l’université de Berkeley [Dickinson et Götz 1993,
Dickinson 1994], qui a reproduit de manière expérimentale l’écoulement aérodynamique au-
tour d’une aile d’insecte. Le dispositif employé consiste en une maquette d’aile de mouche à
l’échelle 100, battant dans une cuve remplie d’huile, ceci afin de respecter le faible nombre
de Reynolds (de l’ordre de quelques centaines) caractéristique du vol des insectes.
Cependant aucun de ces travaux n’a proposé de modèle complet de la dynamique du vol
d’un engin artificiel dont le vol serait calqué sur celui des insectes. Il serait pourtant utile
de disposer d’un tel modèle, de même que l’on dispose aujourd’hui abondamment de mo-
dèles d’avions ou d’hélicoptères : cela permettrait d’une part d’étudier son comportement
(stabilité, performances) et d’autre part d’envisager des méthodes de commande en boucle
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fermée. L’étude entreprise durant cette thèse a donc consisté à proposer un modèle de simu-
lation orienté mécanique du vol pour un microdrone à ailes battantes et à utiliser celui-ci
en vue de la recherche de méthodes de contrôle du vol. Ces travaux ont été menés en paral-
lèle du Projet de Recherches Fédérateur intitulé REMANTA (pour REsearch program on
Microvehicles And New Technologies Applications : programme de recherches sur les micro-
véhicules et l’application des nouvelles technologies) [Boyer 2002, Luc-Bouhali et al. 2005],
et conduit à l’ONERA (Office National d’Études et de Recherches Aérospatiales). Ce projet
fortement pluridisciplinaire a pour but de développer de nouvelles méthodes et compétences
sur les plans scientifique et technique dans le domaine des microdrones à voilure battante.
Entamé en janvier 2002, il s’articule selon trois axes principaux : un axe mécanique du vol
et contrôle, un axe aérodynamique expérimentale (mettant en œuvre un banc d’essai hy-
drodynamique pour l’identification des efforts sur une aile battante) et un axe matériaux,
structures et actionneurs.
Le travail de thèse que l’on présente ici s’est déroulé de la manière suivante : en premier
lieu, une étude bibliographique a été menée dans le but de mettre en évidence les prin-
cipaux résultats concernant la compréhension et la modélisation du vol animal, ainsi que
son application à la conception d’engins volants. Ensuite, un modèle de simulation nommé
OSCAB (Outil de Simulation de Concept à Ailes Battantes) a été écrit et programmé en
langage objet, à partir de travaux entrepris par Thierry Le Moing à l’ONERA. Le déve-
loppement de ce modèle s’est dès le départ orienté vers une approche générique, qui peut
être adaptée à la simulation de diverses configurations d’engins à ailes battantes. Ce code
a pu être validé par comparaison notamment avec des résultats expérimentaux présents
dans la littérature. Bien que OSCAB se veuille représentatif d’un concept inspiré du vol
animal, il n’est pas calqué sur une espèce précise, et les mouvements d’ailes les plus effi-
caces — que ce soit en termes d’efforts exercés ou bien de rendement mécanique — restent
indéterminés. C’est pourquoi une recherche des cinématiques optimales a été conduite dans
une troisième partie, à l’aide de méthodes d’optimisation adaptées à la nature fortement
non-linéaire du système. Enfin la dernière partie de l’étude à été consacrée à l’étude de lois
de contrôle en boucle fermée du modèle OSCAB , l’objectif étant d’asservir le microdrone
à une consigne en position donnée. À cet effet, une stratégie de commande hybride a été
développée pour tenir compte de la nature périodique des entrées, en combinant une re-
présentation du système par le biais de modèles moyens à une stabilisation des états par
backstepping.
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Chapitre 1
Étude bibliographique : vol animal et
biomimétisme
Le vol animal a de tous temps fasciné l’homme, qui y a vu naturellement une source
d’inspiration pour l’accomplissement de son plus vieux rêve. Ainsi les premières « ma-
chines volantes » dessinées par Léonard de Vinci reproduisaient la structure des ailes des
chauves-souris. Les échecs de ce type de concepts furent toutefois nombreux autant que dé-
courageants et, sitôt mis en évidence les mécanismes de génération de portance sur une aile
mise en incidence au sein d’un écoulement uniforme, on se tourna alors vers les voilures
dites fixes pour s’arracher à la pesanteur. Cependant, pendant que l’aviation ne cessait
de progresser avec les succès que l’on connaît, nombreux étaient ceux qui s’interrogeaient
encore sur les mystères du vol animal, en tentant d’en percer les secrets à la lumière des
nouvelles découvertes dans le domaine de la mécanique des fluides.
Depuis le vol plané des grands rapaces jusqu’au vol acrobatique des plus petits insectes,
les études couvrant le sujet furent multiples et variées, et même si de nombreuses zones
d’ombre subsistent encore aujourd’hui, des découvertes considérables ont jalonné le siècle
dernier, résolvant des paradoxes sur lesquels achoppaient les chercheurs durant longtemps.
Ces dernières années, les recherches actives menées dans le domaine des microdrones ont
suscité un supplément d’intérêt pour l’étude du vol des insectes, vus comme autant de
concepts prometteurs de par leur taille et leur maniabilité. Une des caractéristiques les
plus utiles étant la capacité à faire du vol stationnaire (hovering), défini comme un vol
durant lequel la position de l’animal en l’air reste constante. Une telle aptitude se révélerait
indispensable pour des engins destinés à des missions d’observation, a fortiori si celles-ci
se déroulent dans des espaces clos.
L’étude du vol animal dans son ensemble représente une somme considérable de travaux,
envisagés sous des angles aussi variés que la simulation numérique de l’écoulement autour
d’ailes battantes, ou encore le calcul de puissances par la mesure de la consommation
d’oxygène d’oiseaux en vol. C’est pourquoi nous proposons ici un aperçu de ces travaux
centré essentiellement sur le vol des insectes et le vol stationnaire.
1.1 Généralités sur le vol stationnaire
Tous les animaux volants n’ont pas la possibilité de faire du vol stationnaire. Une
première approche séparerait grossièrement les insectes — qui en sont capables — des
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oiseaux. Ce dernier ordre peut lui même être subdivisé suivant le type de vol : les plus gros
oiseaux, tels les rapaces ou les grands oiseaux de mer, effectuent la majorité de leur vol
en planant, c’est-à-dire que les ailes restent fixes et s’appuient sur les courants ascendants
pour gagner de l’altitude. Certaines espèces sont d’ailleurs incapables, de par leur masse,
de décoller du sol, et il leur est nécessaire de plonger depuis une falaise ou un arbre puis
d’effectuer une ressource pour prendre leur envol [Ritchison 2003]. Les plus petits oiseaux,
tels les passereaux, ont quant à eux un vol qui alterne très rapidement des phases de
battement d’ailes et des phases « propulsées » durant lesquelles l’oiseau garde ses ailes
rabattues le long du corps et utilise son inertie pour avancer tout en réduisant sa traînée
aérodynamique. Entre ces deux extrêmes, on trouve la quasi-totalité de l’ordre, qui bat ses
ailes régulièrement à fréquence moyenne dans un plan proche de la verticale.
Cette classification simpliste serait bien évidemment à nuancer : d’une part certains oi-
seaux sont capables de vol stationnaire : on voit ainsi des espèces de rapaces rester plusieurs
secondes en vol stationnaire, que ce soit en vol contre le vent (il ne s’agit dans ce cas que
d’un vol stationnaire relativement au sol) ou bien pour repérer une proie avant de fondre
sur celle-ci, comme le balbuzard pêcheur (Pandion haliaetus) [Flemming et al. 1992]. Plus
remarquable est la famille des trochilidés, comprenant le colibri ou oiseau-mouche : il s’agit
en effet de la seule espèce d’oiseau capable d’effectuer un vol stationnaire stabilisé, par
exemple pour se nourrir du nectar de fleur en fleur [Greenewalt 1960, Carpentier 2000].
D’autre part certains insectes n’accomplissent pas de vol stationnaire au sens strict du
terme, mais oscillent très rapidement autour d’un point fixe. À l’échelle d’un observateur
humain, ce type de vol pourra tout de même être considéré comme stationnaire. Enfin, des
animaux autres que les oiseaux ou les insectes peuvent voler : ainsi la chauve-souris, qui est
le seul mammifère ailé et qui est capable qui plus est de courtes phases de vol stationnaire.
L’exocet (Exocoetus volitans) ou poisson volant est également capable de voler hors de l’eau
sur de très courtes distances, bien que ce vol s’apparente en réalité plus à une trajectoire
balistique.
Une distinction supplémentaire pourrait être réalisée au sein même des espèces capables
de vol stationnaire, et ce en fonction de la cinématique de battement. La différence se base
sur l’angle β entre le plan dans lequel battent les ailes et l’horizontale (voir fig. 1.1). Le type
le plus couramment observé est le vol stationnaire où les ailes battent dans un plan horizon-
tal, soit β = 0˚. Ce type de vol pourra être qualifié de vol stationnaire normal, en référence
à l’appellation normal hovering, introduite par Weis-Fogh en 1972 [Weis-Fogh 1972]. Il se
caractérise également par une symétrie entre les battements montant (upstroke) et descen-
dant (downstroke), l’intérêt étant de générer de la portance à l’aller comme au retour de
l’aile. On comprend mieux dès lors pourquoi ce type de cinématique est privilégié dans la
nature pour le vol stationnaire, qui nécessite une portance quasi-constante tout en limitant
les déplacements du corps de l’animal. Par ailleurs, ce mouvement symétrique nécessite que
le profil de l’aile le soit également : l’aile se retourne en effet à la fin de chaque battement,
et l’intrados1 devient l’extrados du battement suivant. On rencontrera donc en pratique
pour ce type de vol des espèces munies de profils d’ailes minces, comme par exemple la
plupart des insectes.
Une autre contrainte découle de ce retournement de l’aile : l’animal doit en effet être
morphologiquement capable d’un tel mouvement. Chez la plupart des oiseaux, des limi-
tations articulaires restreignent l’amplitude des mouvements de supination (rotation aug-
mentant l’incidence) et de pronation (rotation diminuant l’incidence) de l’aile. Seul le
colibri [Greenewalt 1960] possède un squelette lui permettant des mouvements combinés
1Intrados (resp. extrados) : face inférieure (resp. supérieure) d’une aile
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Fig. 1.1 – Angle β repérant la position du plan de battement (stroke plane) [Ellington 1984]
poignet
coude
épaule
sternum
Fig. 1.2 – Comparaison entre une aile de pélican (à droite en bas) et une aile de colibri (à
droite en haut), échelle non respectée [Greenewalt 1960]
de translation et de retournement de l’aile. En guise d’illustration, on a reproduit sur la
figure 1.2, une comparaison entre les squelettes de l’aile d’un pélican et de celle d’un coli-
bri. On remarque que chez le premier, les trois segments composant l’aile, à savoir le bras,
l’avant-bras et la main (par analogie avec l’anatomie humaine), sont clairement visibles.
De plus, les articulations joignant ces os donnent à l’aile toute sa flexibilité, mais la fine
jointure de l’épaule l’empêche de faire des rotations d’amplitude importante. A contrario
chez le colibri, les deux premiers segments sont quasi atrophiés en comparaison avec la
main, qui constitue donc l’essentiel de l’aile et assure sa rigidité. Les articulations du coude
et du poignet sont figées, mais l’épaule, dont la structure s’avère beaucoup plus complexe
que dans le cas des autres oiseaux, permet à l’aile des rotations suivant les trois axes par
rapport au corps, et autorise en particulier des retournements complets de l’aile en fin de
battement. De par cette analyse morphologique et cinématique, il apparaît donc que le vol
du colibri se rapproche bien plus de celui des insectes que des autres oiseaux, d’où bien
évidemment son surnom d’oiseau-mouche en français.
La spécificité de ce genre au sein des animaux volants ne s’arrête pas là. En examinant
d’un point de vue statistique les corrélations entre l’envergure et le poids (fig. 1.3), ainsi
qu’entre l’envergure et la fréquence de battement (fig. 1.4), on s’aperçoit que les colibris
sont véritablement à mi-chemin entre les insectes et les oiseaux, représentant ainsi à eux
seuls une classe intermédiaire : il s’agit, suivant le point de vue que l’on choisit d’adopter,
13
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Fig. 1.3 – Rapport entre le poids (weight) et la demi-envergure (wing length) au sein des
animaux volants [Greenewalt 1960]
des plus petits oiseaux ou bien des plus gros animaux capables de vol stationnaire, et ils
représentent donc une source d’inspiration potentielle à ne pas négliger.
En réalité, le plan de battement n’est pas tout à fait horizontal dans la plupart des cas :
chez la plupart des insectes ainsi que chez le colibri, β oscille de quelques degrés autour de
0, à une fréquence identique à celle du mouvement de battement des ailes. Le résultat de la
composition de ces deux mouvements est une trajectoire « en huit » décrite par l’extrémité
de l’aile, comme représenté sur la figure 1.5 page 16. Cependant, dans beaucoup d’études,
cette oscillation est négligée dans un but de simplification.
On rencontre ensuite le vol stationnaire avec un plan de battement incliné, opéré no-
tamment par quelques espèces de passereaux et de chauves-souris durant de courtes phases,
ainsi que par certaines espèces d’insectes, les libellules (ordre des Odonates) en particulier.
Dans ce cas, le plan de battement est incliné à environ 60˚et les ailes pivotent lors de la
remontée de façon à annuler leur incidence aérodynamique. L’intérêt est de minimiser à
la fois la déportance associée, qui ferait chuter l’animal, mais également la traînée liée à
l’apparition de cette déportance : ce type de vol est d’ordinaire employé lors des phases de
sustentation ou de butinage, et nécessite donc d’annuler les mouvements horizontaux pour
assurer une plus grande précision à l’animal. Les espèces d’oiseaux et de chauves-souris
accomplissant ce type de vol mettent à profit les changements de forme et de surface que
leur autorisent les articulations de leurs ailes pour diminuer la surface portante lors de la
remontée de l’aile, toujours dans le but de réduire autant que faire se peut la déportance.
La décomposition d’un cycle de battement de chauve-souris est représentée sur la figure 1.6.
Enfin le dernier type de battement se rencontre chez un petit nombre d’espèces seule-
ment, qui battent leurs ailes dans un plan vertical. Il est représenté sur la figure 1.7 page 17
la piéride du chou (Pieris brassicae) au décollage, pour laquelle on voit que le mouvement
des ailes est perpendiculaire à la corde, ce qui signifie que la sustentation est assurée par
la traînée aérodynamique des ailes. D’autres mécanismes peuvent également favoriser la
portance dans ce cas précis, en particulier le claquement des ailes au début de chaque
battement ; ce point sera examiné plus en détail par la suite.
De manière générale, on pourra employer une terminologie différente pour distinguer les
typologies rencontrées jusqu’ici. On appellera ainsi vol battu le vol généralement pratiqué
14
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Fig. 1.4 – Rapport entre la demi-envergure (wing length) et la fréquence de battement
(beat rate) au sein des animaux volants [Greenewalt 1960]
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Fig. 1.5 – Mouvement en huit résultant de l’oscillation du plan de batte-
ment [Ellington 1984]
Fig. 1.6 – Battement dans un plan incliné chez la chauve-souris [Ellington 1984]
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Fig. 1.7 – Battement dans un plan vertical chez la piéride du chou [Ellington 1984]
par les oiseaux, caractérisé par des ailes repliables, un battement dans un plan voisin de
la verticale et une incapacité à faire du vol stationnaire maîtrisé. À l’opposé, on qualifiera
de vol vibrant la cinématique du colibri et de la plupart des insectes en vol stationnaire,
pour lequel le plan de battement est voisin de l’horizontale et où la portance est générée à
l’aller et au retour de l’aile. Lorsqu’une telle distinction ne s’impose pas, on confondra par
abus de langage ces deux dénominations sous le terme générique de vol battant (ou ailes
battantes), en référence à l’appellation anglo-saxonne unique flapping wings.
1.2 Analyse et modélisation
Les premières études scientifiques du vol animal datent du début du XXe siècle. Cepen-
dant elles ne consistaient pour la plupart qu’en des analyses purement cinématiques des
mouvements de battement. Il faudra attendre quelques dizaines d’années pour qu’une pas-
serelle soit établie entre les domaines de l’ornithologie et de l’aérodynamique, apportant
ainsi un nouvel éclairage aux études antérieures. Les premiers obstacles et controverses
apparurent lorsque certaines études démontrèrent que l’application immédiate des théo-
ries aérodynamiques classiques à une aile d’insecte en mouvement fournissait une portance
bien inférieure à celle nécessaire à l’animal pour équilibrer son poids. Ce résultat donna
naissance au fameux paradoxe "Bumblebees can’t fly" (les bourdons ne peuvent pas voler),
et l’une des principales préoccupations des entomologistes et des aérodynamiciens serait
désormais de débusquer la faille dans cette démonstration.
1.2.1 Vol des oiseaux
Dans un article publié dans le Journal of Experimental Biology [Pennycuick 1968], Pen-
nycuick a le premier l’idée d’appliquer les théories des hélices et rotors au vol animal. Il
constate en effet que lors du vol battu, la surface balayée par les ailes lorsque le plan de
battement est voisin de l’horizontale peut être assimilée à celle décrite par les pales d’un
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rotor d’hélicoptère (voir fig. 1.8(a)), et suggère donc la possibilité d’appliquer la théorie
du moment de Rankine-Froude [Rankine 1865], qui donne une relation entre la portance
et la vitesse induite à la traversée du disque rotor. Considérons en effet un oiseau — en
l’occurrence un pigeon biset (Columba livia, voisin du pigeon des villes) — en vol vertical,
et assimilons-le entièrement à un rotor parfait de surface balayée2 Sd (fig. 1.8(b)). La pres-
sion et la vitesse aérodynamique valent respectivement (p0, V0) à l’infini amont et (p0, Va)
à l’infini aval, et soient respectivement p1, p2 les pressions immédiatement avant et après le
disque rotor, et Viz la vitesse à la traversée de celui-ci. Dans l’hypothèse d’un écoulement
de fluide parfait incompressible, l’application du principe de Bernouilli aux régions amont
et aval donne :
p0 +
1
2
ρV 20 = p1 +
1
2
ρV 2iz (1.1)
p2 +
1
2
ρV 2iz = p0 +
1
2
ρV 2a (1.2)
d’où, par combinaison :
1
2
ρ(V 2a − V 20 ) = p2 − p1 , ∆p (1.3)
On peut écrire par ailleurs la portance du disque L sous deux formes différentes :
L = Sd∆p (1.4a)
L =
d
dt
[m(Va − V0)] (1.4b)
= m˙(Va − V0) (1.4c)
= ρSdViz(Va − V0) (1.4d)
d’où, par combinaison avec éq. (1.3) :
Viz =
1
2
(Va + V0) (1.5)
En supposant enfin comme c’est le cas ici que la vitesse à l’infini amont est nulle, soit
V0 = 0, on obtient finalement l’expression de la vitesse induite à la traversée du disque
rotor et de la portance fonction de celle-ci :
Viz =
1
2
Va (1.6)
L = 2ρSdV 2iz (1.7)
Pennycuick précise toutefois que cette assimilation de l’animal à un disque actuateur
n’est qu’une approximation, remise en cause dès lors que le mouvement des ailes n’est plus
symétrique : ainsi, durant la remontée de l’aile (upstroke), celle-ci se fléchit légèrement
afin de ne pas générer trop de déportance, ce qui tend à éloigner le mouvement de batte-
ment d’un disque actuateur. Le modèle choisi permet néanmoins à Pennycuick d’estimer
la puissance nécessaire au pigeon pour voler à des vitesses variées, et les résultats obtenus
sont en accord avec des études antérieures basées cette fois-ci sur des mesures directes des
consommations en oxygène et nourriture faites sur des spécimens volant en souﬄerie.
2Note : dans ce chapitre, les différentes notations seront reprises des articles originaux afin que l’on
puisse facilement s’y reporter.
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(a) Vue de dessus (b) Vue de profil
Fig. 1.8 – Application de la théorie du moment de Rankine-Froude à un oiseau en vol
Columba livia [Pennycuick 1968]
1.2.2 Drosophile et colibri
Fort des résultats probants obtenus par Pennycuick, T. Weis-Fogh [Weis-Fogh 1972]
s’est intéressé à travers une démarche similaire à la nature stationnaire ou non des mé-
canismes aérodynamiques mis en jeu lors du vol stationnaire de certains insectes et du
colibri, couvrant ainsi une gamme de nombre de Reynolds3 (Re) allant de 102 à 104. Il a en
outre cherché à obtenir une première estimation du travail des efforts aérodynamiques mis
en jeu et de la puissance correspondante, à partir notamment de données morphologiques
relatives à une grande variété d’insectes. Une modélisation de la cinématique de battement
des espèces étudiées a donc été entreprise en premier lieu, afin d’obtenir des expressions
analytiques simples mais le plus représentatives possibles des différents effets mis en jeu.
L’une des premières hypothèses à consisté à négliger les mouvements des ailes situés en-
dehors du plan principal de battement. En effet, si l’on examine un insecte diptère4 ou un
colibri en vol stationnaire, on constate que ses ailes battent dans un plan quasi-horizontal,
avec toutefois de légères déviations verticales. On pourrait interpréter ces petits mouve-
ments comme une oscillation régulière du plan de battement autour d’un axe transversal,
de même période que le battement, et qui est responsable de l’allure « en huit » de la
trajectoire décrite par le bout de l’aile (voir figure 1.9).
Weis-Fogh a donc décidé de négliger ces oscillations du plan de battement et de ne
prendre en compte que la valeur moyenne β de l’orientation de celui-ci par rapport à
l’horizontale. Le mouvement des ailes est donc uniquement décrit par sa trajectoire à
l’intérieur de ce plan, modélisée sous la forme :
γ =
1
2
pi +
1
2
φ sin(2pit/t0) (1.8)
γ étant l’angle repérant la position de l’axe longitudinal de l’aile dans le plan de battement,
φ le débattement angulaire total de l’aile et t0 la période du mouvement. La vitesse et
3Ce nombre est défini comme le rapport entre les forces de pression et les forces dues à la viscosité ; plus
celui-ci est faible, plus les effets visqueux sont sensibles.
4Qui possède une seule paire d’ailes.
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Fig. 1.9 – Allure de la cinématique de battement en vol stationnaire vue de profil (Droso-
phile) [Weis-Fogh 1972]
l’accélération angulaires s’obtiennent par simple dérivation :
γ˙ = piφn cos(2pint) (1.9)
γ¨ = −2φpi2n2 sin(2pint) (1.10)
avec n = 1/t0 la fréquence de battement. En appelant C le point d’attache de l’aile au
corps, le moment créé en C du fait de l’accélération angulaire vaut :
Qi = γ¨ = −2Iφpi2n2 sin(2pint) (1.11)
où I est le moment d’inertie en C de l’aile.
Pour calculer la vitesse aérodynamique, Weis-Fogh choisit comme son prédécesseur
d’établir une analogie entre les ailes battant à fréquence élevée et un disque actuateur,
selon la théorie de Rankine-Froude. La vitesse aérodynamique en un point de l’aile se
compose donc de la vitesse due au battement vr, définie par :
v2r = r
2φ2pi2n2 cos2(2pint) (1.12)
en un point situé à une distance r de l’emplanture, et de la vitesse induite par le disque
actuateur, obtenue grâce à la relation :
w2 =W/(2piρR2) (1.13)
W étant le poids de l’animal, ρ la masse volumique de l’air et R le rayon du disque
actuateur, égal dans ce cas à la demi-envergure. On pourrait remarquer que la surface
balayée par les ailes ne couvre pas en toute rigueur un disque entier, étant donné d’une
part la présence du corps de l’animal entre les ailes, et d’autre part le fait que l’amplitude
totale du battement φ est bien souvent inférieure à 180˚(par exemple 120˚pour le colibri
Amazilia fimbriata fluviatilis et 150˚pour la mouche Drosophila virilis). Toutefois, l’auteur
rappelle qu’il s’agit de calculs visant à obtenir des valeurs moyennes, et que les valeurs
calculées de la sorte diffèrent peu de celles mesurées à l’aide de dispositifs expérimentaux
(anémométrie par fil chaud).
On a reproduit sur la figure 1.10 l’orientation des différents efforts et vitesses mis en jeu.
On obtient en particulier à l’aide de ce schéma l’expression de la vitesse aérodynamique
Vr :
V 2r = v
2
r + w
2 − 2wvr sinβ (1.14)
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Fig. 1.10 – Angles utilisés pour les calculs [Weis-Fogh 1972]
La valeur de l’effort aérodynamique Fr à une distance r de l’emplanture est alors calculée
de manière classique à partir des coefficients aérodynamiques de portance CL et de traînée
CD :
Fr =
1
2
ρV 2r Ar
√
C2L + C
2
D (1.15)
ou encore, en définissant tanχ = CD/CL :
Fr =
1
2
ρV 2r Ar
CL
cosχ
(1.16)
On a alors accès à la composante verticale de cet effort, c’est-à-dire celle qui équilibre le
poids en vol stationnaire :
Hr =
1
2
ρV 2r ArCL
cos(χ+ ψ)
cosχ
(1.17)
avec
ψ = δ − β (1.18)
sin δ =
w cosβ
Vr
(1.19)
De même, la composante des efforts dans le plan de battement à pour expression :
Mr =
1
2
ρV 2r ArCL
sin(χ+ ψ + β)
cosχ
(1.20)
Et enfin le couple dû à l’effort s’exerçant à la distance r de l’emplanture :
Qa,r =
1
2
ρV 2r ArrCL
sin(χ+ ψ + β)
cosχ
(1.21)
La démarche a alors consisté à calculer le terme 12ρV
2
r Ar
cos(χ+ψ)
cosχ , puis à en déduire le
coefficient de portance CL d’après (1.17), sachant que la composante verticale Hr équilibre
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Amazilila fimbriata fluviatilis Drosophila virilis
Masse du corps (g) 5,1 2,0.10−3
Demi-envergure (cm) 5,85 3,0.10−3
Surface alaire totale Ar (cm2) 17,0 5,8.10−2
Masse alaire totale (g) 0,309 4,8.10−6
Moment d’inertie total I (g.cm.s2) 8,2.10−4 10,0.10−10
Amplitude de battement φ (˚) 120 150
Fréquence de battement n 35 240
Angle du plan de battement β (˚) 11 20
Rapport CL/CD 1,8/0,3 0,86/0,54
Vitesse de métabolisme (cal.g−1.h−1) 200 120
Vitesse induite w (cm.s−1) 137 76
Charge alaire moyenne (kg.m2) 3 0,35
Tab. 1.1 – Données morphologiques pour le vol stationnaire [Weis-Fogh 1972]
le poids de l’animal en vol stationnaire. La valeur obtenue est alors reportée dans (1.21)
afin d’avoir l’expression du moment aérodynamique en fonction du temps. Ce dernier est
alors intégré au cours d’un battement complet pour obtenir le travail et la puissance dus
aux efforts aérodynamiques :
Wa =
∫ γmax
γmin
Qadγ +
∫ γmin
γmax
Qadγ (1.22)
Pa = nWa (1.23)
La puissance totale s’obtient en rajoutant le moment inertiel calculé en (1.11) :
P = n
∫ γmax
γmin
(Qa +Qi)dγ +
∫ γmin
γmax
(Qa +Qi)dγ (1.24)
L’étude a été menée sur deux espèces : le colibri Amazilila fimbriata fluviatilis et la
mouche Drosophila virilis. Les données morphologiques utilisées pour les calculs sont résu-
mées dans le tableau 1.1. S’il est aisé de mesurer des grandeurs statiques comme la masse et
les inerties sur les spécimens réels, la détermination de la cinématique de battement, c’est-à-
dire la loi γ(t), s’avère naturellement plus délicate. Weis-Fogh s’est pour cela appuyé sur des
études antérieures, effectuées notamment par Stolpe et Zimmer [Stolpe et Zimmer 1939]
ainsi que Hertel [Hertel 1966]. Ceux-ci ont réalisé des enregistrements vidéo de colibris en
vol stationnaire, dont la visualisation au ralenti a pu à la fois confirmer l’hypothèse de la
nature sinusoïdale du battement de l’animal, et renseigner quant à l’amplitude maximale
du battement ainsi que l’incidence aérodynamique moyenne. Se basant d’une part sur les
travaux antérieurs de Greenewalt [Greenewalt 1960], notamment sur la régression statis-
tique que celui-ci a établie entre l’envergure et la fréquence de battement (fig. 1.4 p. 15)
et l’observation détaillée des cinématiques de battements de certaines espèces (figs 1.11(a)
et 1.11(b)), et d’autre part sur des visions stroboscopiques, Weis-Fogh a ainsi pu estimer
que son spécimen volait à une fréquence d’environ 35 Hz. En ce qui concerne la droso-
phile, la plupart des données sont issues des travaux de Vogel [Vogel 1966] et de Nachti-
gall [Nachtigall 1966] sur le vol captif de cet insecte, après un recalage visant à estimer
correctement les différentes grandeurs dans le cas du vol réel.
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(a) Vue de dessus (b) Vue de profil
Fig. 1.11 – Allure de la cinématique du colibri en vol stationnaire [Greenewalt 1960]
En appliquant les formules présentées auparavant pour calculer les coefficients de por-
tance, le travail des forces aérodynamiques ainsi que la puissance consommée lors du mou-
vement stationnaire, Weis-Fogh a alors montré que les mécanismes aérodynamiques sta-
tionnaires classiques suffiraient à expliquer la portance en vol stationnaire chez le colibri
et la drosophile, ce qui signifie en d’autres termes que l’existence de phénomènes instation-
naires spécifiques ne saurait être justifiée d’après cette étude par des efforts insuffisants
pour soutenir le poids de l’animal.
1.2.3 Chauve-souris
Norberg [Norberg 1976] a réalisé une étude similaire pour le vol horizontal de la chauve-
souris Plecotus auritus (oreillard commun). La méthode globale est identique à celle em-
ployée par Weis-Fogh : à partir de photos et de visualisations au ralenti du vol de l’animal,
Norberg a modélisé la cinématique des ailes puis a calculé les différents coefficients et ef-
forts aérodynamiques afin de voir si ceux-ci sont ou non compatibles avec l’hypothèse d’une
aérodynamique stationnaire.
Le contenu de l’étude présente toutefois quelques différences vis-à-vis des travaux de
Weis-Fogh : d’une part, l’étude de Norberg porte non pas sur le vol stationnaire, mais sur
le vol horizontal à faible vitesse (2,35 m.s−1), ce qui implique que la traînée aérodynamique
devra être prise en compte. D’autre part, la morphologie d’une aile de chauve-souris est
plus complexe que celle d’une aile d’insecte ou de colibri : alors que ces dernières peuvent
être considérées globalement comme rigides ou du moins déformées par les seuls effets
aéroélastiques, l’aile de la chauve-souris se compose d’une surface de peau (patagium)
séparée en plusieurs sections par les doigts longs et fins de l’animal. Le mouvement global
sera donc la combinaison des trajectoires des différents éléments de l’aile, comme on peut
le voir sur les figures 1.12(a) et 1.12(b).
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(a) Projection dans le repère de référence
(b) Projection dans le repère de l’animal
Fig. 1.12 – Traces de différents points de l’aile de l’oreillard commun en vol horizontal. : 3e doigt, N : 4e doigt, # : 5e doigt, 4 : pouce, 2 : coude, • : patte postérieure,
◦ : queue [Norberg 1976]
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La traînée aérodynamique totale est quant à elle donnée par la formule suivante :
Db =
1
2
ρ(Ab +Ae)V 2 (1.25)
où Ae et Aear sont les surfaces de plaque plane équivalente respectivement pour le corps et
les oreilles (surface de la plus grande section × coefficient de traînée). Ae peut être estimé
à l’aide de la formule empirique obtenue par Pennycuick [Pennycuick 1972] :
Ae = 6,2.10−4W 2/3 (1.26)
W étant le poids de l’animal. Norberg a par ailleurs considéré que les oreilles ont un
coefficient de traînée de 1. Pour tenir compte de la géométrie variable de l’aile, celle-ci est
divisée en N tranches en envergure, et on note A′(r), r ∈ {1, 2, . . . , N} l’aire de la section
courante. La formulation complète du problème aboutit finalement au système d’équations
suivant :∫ t=T
t=0
W dt = CL
∫ t=T
t=0
[
r=N∑
r=1
1
2
ρVR(r, t)2A′(r) cosψ(1− cos2 γ sin2 β)1/2
]
dt
+CD
∫ t=T
t=0
[
r=N∑
r=1
1
2
ρVR(r, t)2A′(r) sinψ(1− cos2 γ sin2 β)1/2
]
dt(1.27)
∫ t=T
t=0
Db dt = CL
∫ t=T
t=0
[
r=N∑
r=1
1
2
ρVR(r, t)2A′(r) sinψ
(
1− cos2 γ
1− cos2 γ sin2 β
)1/2]
dt
+CD
∫ t=T
t=0
[
r=N∑
r=1
1
2
ρVR(r, t)2A′(r) cosψ
(
1− cos2 γ
1− cos2 γ sin2 β
)1/2]
dt
(1.28)
dans lesquelles les différents angles de calcul sont repris de l’étude de Weis-Fogh (cf. fi-
gure 1.10).
L’hypothèse stationnaire a alors été testée en résolvant le système ci-dessus pour obte-
nir les coefficients aérodynamiques. Le coefficient de portance est cohérent avec l’aérody-
namique stationnaire, mais le coefficient de traînée atteint des valeurs très importantes, de
l’ordre de 1,2. L’auteur a alors choisi de lever le doute en examinant le rendement méca-
nique à partir de calculs de puissance comme l’avait fait Weis-Fogh, (voir éq. (1.24)). La
conclusion rejoint finalement celle de Weis-Fogh, à savoir que les mécanismes aérodyna-
miques stationnaires seuls peuvent expliquer le vol horizontal de la chauve-souris.
Une approche similaire a été employée par la suite pour estimer la dépense énergétique
d’une autre espèce, la glossophage de Pallas (Glossophaga soricina), en vol stationnaire et
d’avancement [Norberg 1993]. L’animal en vol est toujours assimilé à un disque sustentateur
engendrant une vitesse induite w. À la puissance induite correspondante Pind s’ajoutent les
puissances parasite Ppar et de profil Ppro, nécessaires pour compenser les traînées respec-
tives des ailes et du corps, ainsi que la puissance inertielle Piner pour accélérer les ailes à
chaque battement. Les résultats de cette étude ont été mis en comparaison avec des études
similaires effectuées par Pennycuick [Pennycuick 1972] et Rayner [Rayner 1979]. Les diffé-
rences obtenues furent imputées au fait que celles-ci ne prenaient pas en compte la puissance
inertielle, et considéraient donc que les ailes fonctionnaient comme un système mécanique
résonnant parfait (sans dissipation), hypothèse peu applicable au cas des chauves-souris.
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1.3 Bumblebees can fly : la fin d’un paradoxe
Ces premières considérations tendraient donc à prouver que les mécanismes aérodyna-
miques stationnaires classiques suffisent à expliquer le vol de certains animaux. Cependant,
les auteurs n’affirment nullement que cela équivaudrait à considérer que l’aérodynamique
instationnaire est totalement absente : il s’agit en effet d’une approche moyenne, qui ne
reflète pas le caractère instantané de certains phénomènes. Par conséquent, les efforts de
portance et de propulsion peuvent être dus à une combinaison d’effets stationnaires et
instationnaires en proportion variable suivant les espèces, les phases de vol voire l’instant
considéré au sein d’un battement. C’est pourquoi les investigations ont été poussées davan-
tage pour examiner de manière détaillée les caractéristiques de l’écoulement aérodynamique
du vol animal.
1.3.1 Observations et approche théorique
1.3.1.1 Le clap and fling
Weis-Fogh étendit ses travaux sur le vol stationnaire à d’autres animaux, parmi les-
quels différentes espèces de chauves-souris, d’oiseaux, ainsi que des représentants des prin-
cipaux ordres d’insectes : coléoptères (scarabées), lépidoptères (papillons), hyménoptères
(guêpes, abeilles) et diptères (mouches, moustiques). L’objectif principal était de calculer
les différentes grandeurs aérodynamiques (coefficients de portance, de traînée, nombre de
Reynolds,. . . ) ainsi qu’une estimation de la puissance consommée. La méthode appliquée
est similaire aux études précédentes, à savoir une modélisation simplifiée du vol sous l’hy-
pothèse aérodynamique stationnaire. Dans la plupart des cas, les résultats sont cohérents
avec les mécanismes aérodynamiques stationnaires comme auparavant, sauf pour quelques
espèces, notamment le papillon Pieris napi (piéride du navet), et la guêpe Encarsia for-
mosa. Pour cette dernière, le coefficient de portance CL atteint une valeur de 3, ce qui est
très au-dessus des valeurs ordinaires dans le cadre stationnaire. Il s’agit d’un insecte possé-
dant deux paires d’ailes, mais les ailes avant et arrière sont solidarisées par un crochet à la
manière des lépidoptères, ce qui fait qu’elles bougent ensemble comme une seule surface.
L’auteur évoque alors l’éventualité que les données morphologiques soient incorrectes
ou bien que le modèle choisi soit mal adapté à cette espèce. Cette dernière hypothèse est
appuyée par l’observation d’un phénomène particulier : à la fin de la remontée des ailes
(upstroke), celles-ci se rejoignent en une sorte de claquement, dénommé clap par Weis-Fogh,
et l’allure globale du mouvement s’éloigne d’une sinusoïde idéale du fait de la durée non
négligeable de cette étape. Toutefois, même en corrigeant le modèle de mouvement, il ne
serait pas possible selon l’auteur de descendre en-dessous de CL = 2, ce qui reste très élevé
sous l’hypothèse d’effets aérodynamiques stationnaires.
Un observation plus détaillée de ce phénomène révèle qu’il est en réalité plus complexe
qu’il n’y paraît. Après cette phase de claquement qui voit les extrémités des ailes se toucher
complètement, le battement suivant débute par une « ouverture » de celles-ci à la manière
d’un livre, l’axe longitudinal des ailes arrières représentant le dos du livre. La succession
du clap et de ce mouvement dénommé fling est représenté sur la figure 1.13.
À l’aide d’une analyse image par image des mouvements de battement, corrélée à un
enregistrement de l’évolution de la position verticale de l’insecte (montée ou descente),
Weis-Fogh veut alors mettre en évidence un lien entre certaines phases du mouvement et
la génération instantanée de portance. Il mesure alors la durée du fling, soit 0,1 ms (sur
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Fig. 1.13 – Mécanisme de clap and fling chez la guêpe Encarsia formosa [Weis-Fogh 1973]
Fig. 1.14 – Mécanisme de flip chez la guêpe Encarsia formosa [Weis-Fogh 1973]
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les 2,5 ms que dure une période complète de battement), et note que celui-ci s’accompagne
d’une montée importante de l’insecte. Il en conclut donc que cet effet est en lui-même
générateur d’une certaine portance, phénomène qui n’a jamais été rencontré jusqu’à pré-
sent, dans le cadre stationnaire en particulier. L’explication suivante est alors proposée :
lors de la séparation des ailes, l’air s’engouffre dans l’espace ainsi créé, et la circulation
aérodynamique peut alors s’établir immédiatement dès la séparation des ailes, sans avoir à
attendre de parcourir une certaine distance (effet Wagner). Cela suppose toutefois que la
couche limite soit suffisamment mince pour ne pas gêner cet effet. L’épaisseur de celle-ci
en fonction du temps peut-être modélisée de la façon suivante :
δ =
√
νt (1.29)
où ν est ici la viscosité cinématique de l’air. D’après les enregistrements, le fling dure au
plus 3.10−4 s, ce qui correspond à une épaisseur maximale de 65µm, une quantité qui
reste négligeable au vu des dimensions des ailes. Une estimation grossière du nombre de
Reynolds montre que celui-ci est plus important au tout début de l’ouverture des ailes,
ce qui dans ce cas favoriserait l’apparition des structures tourbillonnaires ad hoc. Une
hypothèse supplémentaire est même avancée, selon laquelle les fins poils qui bordent l’aile
serviraient entre autres à empêcher ou à retarder l’apparition de tourbillons au bord de
fuite, qui dissiperaient une partie de la circulation. D’autres espèces sembleraient utiliser
ce mécanisme de fling pour prendre leur envol, par exemple les papillons, dont les ailes
sont souvent jointes lorsqu’ils sont au repos, et peut-être même les pigeons, idée avancée
par l’auteur étant donné le claquement sonore de leurs ailes lorsqu’ils prennent leur envol
précipitamment.
Avec plus de circonspection, Weis-Fogh évoque enfin l’éventualité d’un autre nouveau
mécanisme dénommé flip, qui se manifeste notamment toujours chez la guêpe Encarsia
formosa ainsi que chez la sous-famille de diptères Syrphinae. Il s’agit d’une rotation de
l’aile autour de son axe longitudinal, intervenant vers le milieu du battement (γ = pi/2).
Cette rotation est initiée par un mouvement du bord d’attaque et, du fait de la flexibilité
de l’aile chez de nombreuses espèces, le bord de fuite ne suit pas immédiatement ce mouve-
ment, entraînant ainsi une déformation antéropostérieure de l’aile comme représenté sur la
figure 1.14. Chez les insectes présentant deux paires d’ailes rigides et rapprochées, comme
c’est notamment le cas chez Encarsia formosa, un phénomène similaire peut avoir lieu,
l’aile arrière jouant le rôle de partie flexible. Dans les deux cas, l’intérêt est de nouveau
de générer une circulation instantanée et donc une portance supplémentaire. L’effet du flip
est illustré sur la figure 1.15. L’analyse image par image des mouvements de ces diverses
espèces confirme que celles-ci subissent comme au moment du clap and fling une légère
accélération verticale à l’instant où l’aile accomplit cette rotation.
Weis-Fogh a donc franchi un pas dans l’étude du vol animal : auparavant, la tendance
était de montrer que celui-ci pouvait être expliqué entièrement ou presque par des méca-
nismes aérodynamiques stationnaires, sans exclure la présence éventuelle d’effets instation-
naires localisés. La nouvelle voie qu’il emprunte pose désormais ces effets instationnaires
au centre des considérations : il prend exemple sur les plus petites espèces d’insectes, chez
lesquelles une aile se résume uniquement à une tige souple bordée de minuscules poils, pour
montrer que l’aérodynamique stationnaire classique trouve ici une de ses limites.
1.3.1.2 Les travaux d’Ellington
Ellington [Ellington 1984, Ellington 1995] poursuit dans ce sens, dans une série de six
articles au long desquels il s’efforcera de poser de nouvelles bases pour la compréhension et
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Fig. 1.15 – Illustration du mécanisme de flip en vol d’avancement [Weis-Fogh 1973]
la modélisation du vol des insectes. Il constate en premier lieu que l’hypothèse stationnaire
est généralement d’autant plus valide que la fréquence réduite — définie comme le quotient
de la vitesse de battement des ailes sur la vitesse d’avancement du corps — est faible. À
mesure que celle-ci augmente, on s’attend donc à ce que les effets instationnaires dus
au mouvement des ailes prennent le pas sur l’aérodynamique classique correspondant au
mouvement de translation global. Le cas extrême étant de fait le vol stationnaire, pour
lequel la vitesse d’avancement est nulle, et la fréquence réduite infinie. Ellington choisit
alors de concentrer son étude sur le vol stationnaire, afin de mettre davantage en évidence
ces effets instationnaires. Un autre avantage est que, du fait de l’immobilité du corps
en vol stationnaire, la portance et la traînée de celui-ci (qui sont souvent difficilement
estimées à l’aide de formules empiriques) sont nulles et ne contribuent donc plus aux efforts
aérodynamiques totaux.
Ses travaux portent sur un grand nombre d’espèces, et consistent en premier lieu en un
relevé précis des différents paramètres géométriques et cinématiques pour celles-ci. Elling-
ton approfondit les méthodes utilisées auparavant pour ce genre d’études en distinguant
notamment les paramètres globaux des paramètres de forme, qui décrivent de manière plus
précise la géométrie de l’animal. Ainsi, pour comparer la forme des ailes de différentes
espèces, il peut être utile de faire intervenir, en sus des paramètres classiques tels que la
corde ou l’envergure, le moment d’ordre k, défini par :
Sk = 2
∫ R
0
crkdr (1.30)
R étant la demi-envergure (longueur d’une aile), c la corde et r la distance à l’emplanture.
En notant cˆ et rˆ les valeurs de ces deux dernières variables normalisées respectivement par
la corde moyenne c¯ et la demi-envergure R, soit cˆ = c/c¯ et rˆ = r/R, on obtient l’expression
suivante :
Sk = SRk
∫ 1
0
cˆrˆkdrˆ (1.31)
avec S = 2c¯R. On remarque donc que ce moment dépend essentiellement du terme intégral.
En normalisant par SRk, on définit donc le rayon associé au moment d’ordre k :
rˆkk =
Sk
SRk
=
∫ 1
0
cˆrˆkdrˆ (1.32)
L’utilité de ces moments réside dans la recherche de fonctions permettant de décrire ana-
lytiquement la forme d’une aile, par exemple par interpolation du contour géométrique de
29
Chapitre 1. Étude bibliographique : vol animal et biomimétisme
Fig. 1.16 – Comparaison entre la distribution réelle (trait plein) de cˆ en fonction de rˆ et
la modélisation par une loi Beta (trait pointillé) - (a) Episyrphus balteatus, (b) Bombus
hortorum, (c) Aile avant de Chrysopa carnea, (d) Manduca sexta [Ellington 1984]
l’aile par une fonction de r. Ellington a ainsi montré que la relation entre cˆ et rˆ pouvait être
approchée à l’aide d’une distribution Beta, largement utilisée en modélisation statistique :
cˆ =
rˆp−1(1− rˆ)q−1
B(p, q)
(1.33)
B(p, q) est la fonction Beta de paramètres p et q :
B(p, q) =
∫ 1
0
xp−1(1− x)q−1dx (1.34)
Les paramètres de cette fonction sont obtenus en égalant les moments d’ordre 1 et 2 de la
distribution aux moments géométriques de l’aile :
p = rˆ1
(
rˆ1(1− rˆ1)
rˆ22 − rˆ21
− 1
)
(1.35)
q = (1− rˆ1)
(
rˆ1(1− rˆ1)
rˆ22 − rˆ21
− 1
)
(1.36)
Comme on peut le voir sur la figure 1.16, la loi approchée représente extrêmement bien la
distribution réelle, et ce pour la plupart des espèces observées.
Enfin, en référence aux études antérieures d’Osborne [Osborne 1951], Ellington intro-
duit la notion de masse virtuelle appliquée au vol animal. Lorsqu’une aile est accélérée,
son inertie est augmentée de celle de la masse d’air mise en mouvement, et donc sa masse
apparente s’accroît d’une quantité appelée masse virtuelle. Celle-ci peut être approchée
par la masse d’un cylindre d’air ayant pour diamètre la corde de l’aile et pour hauteur la
longueur de celle-ci. La masse virtuelle v′ par unité de longueur vaut donc :
v′ =
1
4
ρpic2 (1.37)
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soit, pour une paire d’ailes :
v = 2
∫ R
0
v′dr (1.38a)
=
1
2
ρpic¯2R
∫ 1
0
cˆ2drˆ (1.38b)
=
2ρpiR3
AR2
∫ 1
0
cˆ2drˆ (1.38c)
où l’allongement AR est défini par AR = 4R2/S = 2R/c¯.
L’observation et l’enregistrement du vol naturel de différentes espèces ont permis à El-
lington d’obtenir quelques renseignements préliminaires. Tout d’abord, très peu d’individus
accomplissent un vol stationnaire au sens littéral du terme (hovering en anglais), c’est-à-
dire un vol dans lequel la position du corps de l’animal reste parfaitement constante au
cours du temps. Dans la pratique, de très légers mouvements sont observés, et l’on pourra
donc qualifier de vol stationnaire les phases de vol à très basse vitesse, par opposition aux
phases de mouvement rapides et brusques qui constituent l’essentiel du vol des insectes. À
partir de séquences de vol qu’il estime suffisamment représentatives d’un vol stationnaire,
Ellington relève donc la trajectoire décrite par l’aile dans l’air, les angles β et ξ repérant
les orientations respectives du plan de battement et du corps par rapport à l’horizontale,
ainsi que l’évolution sur une période de l’angle φ repérant la position de l’axe longitudi-
nal de l’aile dans le plan de battement. Les résultats pour quatre espèces différentes sont
reproduits sur la figure 1.17.
L’auteur tire de ces observations quelques résultats intéressants. Il constate que les chan-
gements de direction ou de vitesse sont toujours précédés d’un changement d’inclinaison
du plan de battement : β augmente et se rapproche de la verticale lorsque l’insecte accélère
horizontalement, et inversement β tend vers 0˚ou moins si celui-ci ralentit voire recule. De
manière analogue, les déplacements latéraux sont assortis d’un mouvement de roulis du plan
de battement, ce qui suggère une analogie entre le vol stationnaire ou quasi-stationnaire
des insectes et celui des hélicoptères, pour lequel les déplacements longitudinaux sont liés
à l’inclinaison du plan du rotor [Bramwell 1986]. De telles considérations sur la mécanique
du vol global des insectes seront également développées dans d’autres études, notamment
celle de Taylor [Taylor 2001], comme nous le verrons par la suite.
Les polaires représentant le coefficient de portance CL en fonction du coefficient de
traînée CD ont été obtenues à partir de mesures en souﬄerie sur différents profils d’ailes
d’insectes, et sont représentées sur la figure 1.18. Le nombre de Reynolds vaut respective-
ment 2000 pour le criquet pèlerin Schistocerca gregaria, 1500 pour la tipule Tipula oleracea
et 200 pour la mouche Drosophila virilis. Il est intéressant de noter chez ces deux der-
nières l’absence du décrochage (perte de portance) abrupt communément observé dans le
cas de profils standard à Re élevé. Au contraire, CL décroît lentement après avoir atteint
son maximum CLmax , vers 30˚d’incidence. Ce décrochage progressif est caractéristique des
profils minces pour un Re inférieur ou égal à 105. Le contournement du bord d’attaque
provoque le décollement de la couche limite laminaire de la surface de l’aile. Cette couche
décollée se mélange alors à l’air ambiant au repos, et l’accroissement de l’énergie cinétique
qui en découle provoque la transition vers le régime turbulent, puis le réattachement de
la couche limite plus en aval. Dans la zone décollée se produit alors une recirculation du
fluide, connue sous le nom de bulbe de séparation (fig. 1.19(a)). La création de ce bulbe se
remarque habituellement par un saut de CL, comme celui présent autour de 20− 25˚pour
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(a) Tipule Tipula obsoleta (b) Tipule Tipula paludosa
(c) Syrphe ceinturé Episyrphus balteatus (d) Syrphe ceinturé Episyrphus balteatus
Fig. 1.17 – Relevé des cinématiques de battement de différentes espèces [Ellington 1984]
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Fig. 1.18 – Polaires obtenues en souﬄerie pour différentes ailes d’insectes [Ellington 1984]
(a) Aile présentant peu de rugosités (b) Aile présentant des rugosités plus impor-
tantes
Fig. 1.19 – Création d’un bulbe de séparation par recirculation [Ellington 1984]
l’aile de Tipula. En présence de rugosités, comme par exemple des veines à la surface de
l’aile, des bulbes plus petits peuvent se former, et les différentes recirculations contribuent à
épaissir artificiellement le profil (fig. 1.19(b)). Ces considérations théoriques n’ont toutefois
été validées que pour des Reynolds suffisamment élevés : il serait en toute rigueur difficile
de parler de couche limite turbulente à des valeurs de Re de l’ordre de 103, même si les
observations réalisées par Ellington tendent à confirmer un comportement similaire.
Une analyse approfondie des différents effets aérodynamiques pouvant être mis en jeu
est ensuite proposée. Ceux-ci sont classés en deux types par Ellington : stationnaires et
instationnaires. Ces derniers sont définis comme les effets dépendant explicitement des
variations instantanées ou des valeurs passées des différentes grandeurs caractéristiques de
l’écoulement. Parmi les effets stationnaires, Ellington compte naturellement la génération
de portance classique issue de la mise en incidence de l’aile, mais également la circulation
créée par la rotation de l’aile autour de son grand axe. Comme nous l’avons vu, une des
caractéristiques du vol stationnaire normal est le retournement de l’aile entre chaque demi-
battement. Ce mouvement de rotation, dont l’amplitude ainsi que la vitesse ne sont pas
négligeables, génère une circulation dépendant de la position relative de l’axe de rotation.
Ce phénomène avait été modélisé par Fung [Fung 1993] dans le cas des profils en rota-
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(a) g(β) (fling) (b) f(β) (peel)
Fig. 1.20 – Allure des fonctions utilisées pour la modélisation du fling et du
peel [Ellington 1984]
tion. Il a montré que cet effet contribuait à générer un supplément de circulation autour
du profil égal à :
Γr = piωc2
(
3
4
− lx
c
)
(1.39)
où ω est la vitesse de rotation de l’aile, c la corde et lx la position de l’axe de rotation
comptée à partir du bord d’attaque. La portance associée est supposé normale à la corde,
et égale à :
Lr = ρV Γr (1.40)
par unité d’envergure, V étant la vitesse aérodynamique. Norberg [Norberg 1990] a égale-
ment employé cette modélisation pour l’appliquer au vol animal.
Les effets instationnaires que cite Ellington sont plus nombreux. Il revient en pre-
mier lieu sur les phénomènes de clap and fling mis en évidence par Weis-Fogh. Ligh-
thill [Lighthill 1973] avait déjà proposé en 1973 une modélisation du fling, en montrant que
la circulation correspondante pouvait être exprimée en fonction notamment du demi-angle
βw entre les ailes :
Γf = ω2cg(βw) (1.41)
ω étant la vitesse de rotation des ailes et g la fonction représentée sur la figure 1.20(a).
Ellington a en outre remarqué que certaines espèces accomplissaient une variante du
fling : plutôt que de se séparer de manière rigide à la manière d’un livre que l’on ouvre,
les ailes s’écartent en se déformant progressivement, en ramenant progressivement le point
de séparation du bord d’attaque vers le bord de fuite. Ce fling graduel a été dénommé peel
par Ellington et Williamson, qui ont montré que la circulation associée pouvait se mettre
sous la forme :
Γp = uxf(βw) (1.42)
où u est la vitesse de séparation, x la longueur de corde déjà ouverte et f la fonction
représentée sur la figure 1.20(b). Il est à noter que, contrairement au fling, le peel voit la
circulation croître à mesure de l’ouverture des ailes. Il s’avérerait en outre plus intéressant
que le fling, car il éviterait la formation d’un bulbe de bord d’attaque trop important,
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Fig. 1.21 – Effet Wagner : évolution de la portance et de la circulation en fonction de la
distance parcourue - Trait plein : théorie - Pointillés : résultats expérimentaux de Wal-
ker [Ellington 1984]
susceptible de déstabiliser l’écoulement. Un modèle pour le clap est également proposé,
pour lequel la force résultante par unité de largeur F¯ ′ est approchée par la variation de la
quantité de mouvement p de l’air présent entre les deux ailes :
F¯ ′ =
δp
δt
(1.43a)
=
ρβc2u
c/u
(1.43b)
= ρβcu2 (1.43c)
Un autre effet rapporté par Ellington est l’effet Wagner [Wagner 1925], mis en évidence
par ce dernier en 1925 et confirmé expérimentalement par Walker en 1931 [Walker 1931].
Sous cette appellation réside le retard dans l’établissement de la circulation autour d’un
profil lorsque celui-ci est mis en mouvement au sein d’un fluide initialement au repos. Cet
effet, dû à la dissipation de vorticité dans le sillage, influence également la croissance de la
portance, comme illustré sur la figure 1.21. On peut y voir l’évolution de la portance et de
la traînée normalisées par les valeurs en régime permanent, λ étant la distance parcourue.
Il serait pertinent de croire que cet effet s’applique au cas des insectes ; le mouvement
de battement peut en effet être vu comme une succession de phases au début desquelles
l’aile démarre avec une vitesse nulle. Sous cette hypothèse, l’effet Wagner serait néfaste à
l’établissement de portance : on voit en effet que celle-ci ne commence qu’à 50% seulement
de la valeur en régime stationnaire
Ellington cite enfin les travaux de Francis et Cohen [Francis et Cohen 1933], qui ont
mis en évidence un phénomène particulier lors de l’étude de l’effet Wagner. Ils ont en ef-
fet montré que lorsque le profil était mis en translation à grande incidence, le décrochage
apparaissait plus tard que dans le cas d’un mouvement en régime permanent, et la circula-
tion de même que la portance associée pouvaient alors atteindre des valeurs supérieures à
35
Chapitre 1. Étude bibliographique : vol animal et biomimétisme
Fig. 1.22 – Enregistrement des mouvements des ailes de drosophile en vol simulé - Mise
en évidence de retards entre les rotations des ailes [Dickinson et al. 1993]
celles prédites par les théories stationnaires. Cet effet appelé décrochage retardé ou décro-
chage dynamique sera étudié plus en détail par d’autres auteurs, comme nous le verrons
ultérieurement.
En guise de synthèse à cette étude, Ellington prouve alors que, chez la plupart des
espèces étudiées, le coefficient de portance moyen C¯L nécessaire à assurer la sustentation
de l’animal, est supérieur à la valeur maximale du CL instantané calculé via la théorie
stationnaire. Cela prouve bien que, selon l’argumentaire développé précédemment par Weis-
Fogh et Norberg, d’autres mécanismes nécessairement instationnaires sont mis en jeu lors
du vol des insectes.
1.3.1.3 De l’aérodynamique à la mécanique du vol
À mesure que le voile se levait sur les origines des efforts de portance jusqu’alors inex-
pliqués chez les insectes, il devenait de plus en plus tentant d’intégrer ces aspects purement
aérodynamiques dans des modèles plus complets, visant à comprendre et plus tard à repro-
duire le plus exactement possible la mécanique du vol de ces animaux. Taylor [Taylor 2001]
a publié une étude très intéressante à ce sujet, dans laquelle il s’attache aux différents
moyens et stratégies de contrôle du vol chez les insectes.
Deux types d’approches sont tout d’abord évoquées : la première consiste à filmer
les insectes en vol naturel ou simulé (c’est-à-dire que l’animal immobile est soumis à un
stimulus visuel lui donnant l’illusion qu’il se déplace). Les déplacements dans l’espace sont
alors corrélés aux mouvements des ailes, étant donné qu’il s’agit des seuls actionneurs
dont ils disposent. Ainsi, Dickinson, Lehmann et Götz [Dickinson et al. 1993] ont étudié
l’influence de la rotation ventrale (ou supination) de l’aile durant la transition entre les
battements arrière et avant. Le dispositif expérimental pour l’observation est représenté sur
la figure 1.22. La position et la largeur de l’ombre projetée des ailes d’une drosophile sont
enregistrées, et les différences éventuelles entre chaque aile sont corrélées aux mouvements
fictifs suggérés à l’animal par le déplacement d’un repère visuel.
Les auteurs ont observé en particulier que, lors d’un virage simulé, la supination de l’aile
externe intervenait légèrement en avance par rapport à celle de l’aile interne, et le délai
entre ces deux instants était fortement lié à des changements d’amplitude de battement.
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La question reste toutefois posée de savoir si ces mouvements sont corrélés de manière
active ou passive par l’insecte. L’inconvénient de cette méthode est qu’elle ne donne pas
de relation fonctionnelle entre les cinématiques de battement et les déplacements : cette
méthode pourra donc seulement indiquer des tendances, qui devront être examinées plus
en détail par d’autres voies. Ainsi, dans ce cas on peut subodorer le fait que la rotation
retardée de l’aile interne génère plus de traînée, et facilite ainsi la manœvre de virage.
L’autre méthode envisageable revient à mesurer directement les efforts et moments sur
des insectes en vol captif, mais les résultats ainsi obtenus ne sont par définition pas repré-
sentatifs du vol naturel libre, étant donné que l’on rajoute une contrainte en immobilisant
l’animal. De telles études ne pourraient pas non plus définir avec exactitude les points
d’application des différents efforts, ni les directions exactes de ceux-ci. Taylor choisit alors
plutôt de réaliser une synthèse de différentes études antérieures basées sur des observations,
pour formuler à partir de celles-ci diverses hypothèses sur le contrôle du vol des insectes.
En constatant l’extrême manœvrabilité des insectes, il émet en premier lieu l’idée selon la-
quelle la stabilisation du vol se ferait davantage de manière active que passive. Cela signifie
que, en réponse à des perturbations externes (rafales de vent, etc.), l’insecte conserverait
son attitude en générant des forces et des moments tendant à le faire revenir à la position
souhaitée, plutôt que de recourir à des effets inertiels, tels des couples de rappel dus à la
pesanteur.
L’une des questions essentielles que se pose Taylor durant cette étude est de savoir si les
insectes sont ou non des mobiles holonomes, c’est-à-dire si ils peuvent contrôler indépen-
damment les six degrés de liberté repérant leur position dans l’espace : trois translations
suivant respectivement l’axe horizontal, l’axe latéral et l’axe vertical, et trois rotations,
correspondant aux mouvements en roulis, tangage et lacet couramment employés en méca-
nique du vol (voir fig. 1.23). Un avion conventionnel à voilure fixe constitue par exemple un
système non-holonome, car il ne peut pas se déplacer suivant l’axe latéral uniquement. Si
les insectes sont holonomes, alors ils doivent disposer d’autant d’actionneurs indépendants
que de degrés de liberté. La réponse à cette question est en réalité plus complexe, et dé-
pend fortement des espèces considérées. Une synthèse des résultats obtenus est reproduite
dans les tableaux 1.2 page 38 et 1.3 page 39. Les paramètres étudiés sont la trajectoire de
battement (ou en d’autres termes la position et l’orientation du plan de battement), l’am-
plitude du battement, la fréquence, le clap and peel ou clap and fling, la supination (resp.
pronation), qui est un mouvement de rotation de l’aile dans le sens d’une augmentation
(resp. diminution) de l’incidence géométrique, et enfin le déphasage éventuel entre les ailes
avant et arrière pour les espèces possédant deux paires d’ailes. Parmi les conclusions tirées
de cette étude, on notera en particulier la redondance apparente de certains paramètres,
probablement dans le but d’offrir un contrôle plus fin suivant les différents degrés de liberté.
Taylor constate également que, bien que la plupart des insectes soient capables de générer
des moments suivant les trois axes de roulis, tangage et lacet, seuls quelques espèces de
mouches et de libellules maîtrisent leurs déplacements indépendamment autour de ces trois
axes.
De tels résultats s’avéreront fort précieux pour les tentatives ultérieures de réalisation et
de contrôle d’« insectes artificiels », comme nous le verrons par la suite. Mais à côté de ces
méthodes essentiellement basées sur l’observation, d’autres techniques furent développées,
visant cette fois-ci la reconstitution, que ce soit de manière expérimentale ou numérique,
de l’aérodynamique d’un insecte.
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tangage
lacet
roulis
Fig. 1.23 – Degrés de liberté en rotation d’un insecte, par analogie avec la mécanique du
vol classique [Taylor 2001]
1.3.2 Méthode expérimentale
1.3.2.1 Robofly
Au sein du projet MFI (Micromechanical Flying Insect) mené à l’université de Berkeley
et visant à développer un insecte artificiel, Dickinson, Lehmann, Götz et Sane ont eu
l’idée d’examiner les phénomènes aérodynamiques mis en jeu au cours du vol de insectes
en reproduisant artificiellement celui-ci à l’aide de différents dispositifs expérimentaux.
Ainsi, ils ont étudié les efforts instationnaires sur une aile initialement au repos et mise en
translation dans une solution à 54% de sucrose [Dickinson et Götz 1993, Dickinson 1994].
L’intérêt d’opérer dans un tel milieu est d’augmenter la viscosité et conjointement de
diminuer le nombre de Reynolds, afin de se rapprocher des valeurs caractéristiques du vol
des insectes (de Re = 102 à 104). Le fluide utilisé a ainsi une viscosité cinématique de
0,23 stokes environ, contre 1.10−2 stokes pour l’eau. Le schéma du dispositif expérimental
est reproduit sur la figure 1.24. On voit également sur celle-ci la présence de deux parois
immergées de part et d’autre de l’aile, et destinées à limiter les effets transversaux.
Les coefficients de portance et de traînée sont calculés à partir des mesures des efforts
instantanés L(t) et D(t) suivant les deux axes :
CL(t) =
2L(t)
ρSU2
(1.44)
CD(t) =
2D(t)
ρSU2
(1.45)
S étant la surface de l’aile et U la vitesse de translation. Il a ainsi été mis en évidence
que pour des incidences supérieures à 13,5˚, le caractère instationnaire de l’écoulement au
départ de l’aile augmentait fortement la portance, comme on peut le voir sur la figure 1.26.
L’explication proposée est la création d’un tourbillon de bord d’attaque décollé, comme
on peut en rencontrer sur les voilures delta. En régime stationnaire, le contournement du
bord d’attaque produit un effort d’aspiration, noté Fs sur la figure 1.25(a), et qui s’ajoute
à l’effort normal Fn dû à la circulation autour du profil pour donner la portance globale L.
Lorsqu’un tourbillon décollé se forme (fig. 1.25(b)), l’effort d’aspiration est dirigé vers le
haut pour maintenir l’attachement de la structure tourbillonnaire, et la portance totale se
voit ainsi augmentée. Comme on peut le voir sur les mesures reproduites fig. 1.26, cet effet
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Fig. 1.24 – Dispositif expérimental employé par Dickinson et al. pour la mesure d’efforts
sur une aile en translation [Dickinson et Götz 1993]
(a) Régime stationnaire (b) Régime instationnaire
Fig. 1.25 – Génération d’un tourbillon de bord d’attaque décollé [Dickinson et Götz 1993]
diminue avec la longueur parcourue, étant donné que le tourbillon de bord d’attaque se
détache par la suite dans ce qui devient une allée de von Karman. Cet effet peut néanmoins
être profitable aux insectes, étant donné que les ailes ne parcourent qu’un court trajet
durant chaque battement, typiquement de l’ordre de 4 à 6 longueurs de corde.
Suite à ces résultats probants, les investigations furent approfondies et le montage com-
plexifié [Dickinson et al. 1999, Sane et Dickinson 2001, Sane et Dickinson 2002]. De façon
à reproduire de la manière la plus précise possible la cinématique de battement des insectes,
deux ailes furent employées, chacune ayant la possibilité de se mouvoir indépendamment
selon les trois degrés de liberté en rotation par rapport au repère de référence. Les ailes
en plexiglas reproduisent à l’échelle 100 celles de la mouche drosophile Drosophila melano-
gaster. Celles-ci sont immergées dans une cuve d’huile minérale de viscosité cinématique
115 cSt, toujours dans le but d’abaisser le nombre de Reynolds et de se rapprocher des
conditions de vol d’un insecte. Afin de ne pas entraver le débattement des ailes, les action-
neurs sont déportés à l’extérieur de la cuve, et la transmission est assurée par des arbres
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Fig. 1.26 – Mesures des coefficients aérodynamiques sur une aile en transla-
tion [Dickinson et Götz 1993]
coaxiaux. Une vue d’ensemble du dispositif est reproduite sur la figure 1.27(a). Des cap-
teurs situés à l’emplanture permettent de mesurer les efforts instantanés et de visualiser
ensuite l’évolution du vecteur d’efforts, tel que représenté sur la fig. 1.27(b), en fonction
du temps.
Les résultats de cette étude ont permis de distinguer clairement trois effets aérodyna-
miques instationnaires mis en jeu lors du vol de la drosophile :
– Le décrochage dynamique (delayed stall), dû à l’accélération de l’aile durant les
phases de translation ;
– La circulation rotationnelle (rotational circulation) produite par le retournement ra-
pide de l’aile autour de son grand axe entre chaque battement ;
– La capture de sillage (wake capture), lorsque l’aile repasse dans le sillage qu’elle a
elle-même perturbé lors du battement précédent.
Si les deux premiers phénomènes ont déjà été étudiés par le passé ([Francis et Cohen 1933,
Dickinson et Götz 1993] et [Ellington 1984] par exemple), le troisième semble relativement
nouveau et surtout propre au vol battu ou vibrant. Il est montré que l’aile peut ainsi, sous
certaines conditions, gagner un supplément de portance si elle repasse dans son sillage au
bon moment, un effet qui pourrait encore une fois contribuer à expliquer l’origine de la
« portance manquante » des insectes.
Enfin, Dickinson, Lehmann et Sane ont étudié l’influence du déphasage de la rotation
de l’aile par rapport au battement. On a vu en effet que lors d’un vol stationnaire où la
portance était générée à l’aller et au retour des ailes, celles-ci devaient se retourner entre
chaque battement de manière à ce que le bord d’attaque aérodynamique soit conservé.
L’angle repérant la position de l’aile autour de son grand axe est donc une fonction pério-
dique du temps, de fréquence identique à celle du battement. Il a alors été montré que si la
rotation était en avance de phase par rapport au battement, c’est-à-dire si l’aile effectue son
retournement peu avant la fin du battement, il se produisait un pic instantané de portance
sous l’effet des phénomènes instationnaires. Si ce déphasage est nul, ce qui correspond à
une rotation ayant lieu exactement à la fin d’un battement et juste avant le suivant, alors
ce pic de portance est moins prononcé. Enfin, on observe un effet inverse, c’est-à-dire une
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(a) Vue du montage immergé (b) Plan de représentation des efforts
Fig. 1.27 – Montage expérimental Robofly [Dickinson et al. 1999]
déportance, si la rotation intervient après que l’aile a entamé son mouvement de retour.
Les tracés expérimentaux correspondants sont reproduits sur la figure 1.28. Ces résultats
s’avèrent extrêmement intéressants en matière de commande du vol d’un microdrone inspiré
par le vol des insectes, car ils montrent qu’un seul paramètre, en l’occurrence le déphasage
entre la rotation et le battement, est susceptible de modifier la portance globale.
1.3.2.2 LE PRF REMANTA
Dans le but de développer de nouvelles techniques et méthodes nécessaires à la réa-
lisation d’un futur engin volant basé sur le vol animal, l’ONERA a entamé en 2002 un
PRF (pour Projet de Recherches Fédérateur) intitulé REMANTA : REsearch program on
Microvehicles And New Technologies Applications [Boyer 2002, Luc-Bouhali et al. 2005].
Ce projet ne vise pas la réalisation d’un prototype complet, mais plutôt de démonstrateurs
partiels, visant à démontrer la pertinence d’un tel concept et regroupés selon trois axes :
– un axe mécanique du vol et contrôle, en parallèle duquel ce travail de thèse s’est
déroulé ;
– un axe aérodynamique instationnaire à bas Reynolds ;
– un axe matériaux, structures et actionneurs.
Concernant le deuxième axe en particulier, un dispositif expérimental a été développé
dans le but d’une part d’approfondir la compréhension des phénomènes aérodynamiques
mis en jeu sur une aile battant à faible Reynolds, et d’autre part d’obtenir des modèles pré-
cis de coefficients d’efforts qui puissent être utilisés par la suite pour simuler la dynamique
du vol d’un tel engin [Paquet 2004]. Ce dispositif se compose d’une aile battant dans de
l’eau afin de reproduire l’écoulement de faible Reynolds caractéristique du vol des insectes,
comme dans le cas de Robofly. À la différence de ce dernier, l’aile est toutefois capable
43
Chapitre 1. Étude bibliographique : vol animal et biomimétisme
(a) Rotation en avance de phase
(b) Battement symétrique
(c) Rotation en retard de phase
Fig. 1.28 – Effet du déphasage de la rotation sur la portance (à gauche : mesures expéri-
mentales, à droite : visualisation de l’effort instantané) [Dickinson et al. 1999]
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d’effectuer un mouvement de translation au sein d’un tunnel hydrodynamique, ce qui rend
possible aussi bien l’étude du vol vibrant que celle du vol battu d’avancement. Une vue d’en-
semble du dispositif est donnée sur la figure 1.29. Le dépouillement et l’analyse complète de
ces essais sont actuellement en cours, et l’application de ceux-ci à la recherche de modèles
aérodynamiques fait l’objet des travaux de thèse d’Antonin Peray [Peray et al. 2005].
Fig. 1.29 – Vue d’ensemble du tunnel hydrodynamique utilisé dans le cadre du projet
REMANTA
1.3.3 Méthodes numériques
En parallèle aux études expérimentales qui viennent d’être décrites, d’autres équipes
ont approché le vol des insectes à l’aide de codes d’aérodynamique numérique, calculant
ainsi le champ de vitesse ou de pression autour d’une aile battant à faible Reynolds. On
pourra notamment évoquer les résultats de Sun et Tang [Sun et Tang 2002], qui ont résolu
les équations de Navier-Stokes dans le cas tridimensionnel afin d’étudier l’influence du
mouvement de rotation de l’aile entre les battements avant et arrière. À cet effet, la vitesse
de translation ut de l’aile a été écrite sous la forme :
ut/U = 0,5[1 + cospi(τ − τ1)/∆τ1] (1.46)
pour τ ∈ [τ1; τ1+∆τ1]. U est la vitesse de l’aile durant les phases de translation uniforme,
τ = tU/c est le temps adimensionné par U et la corde moyenne c, τ1 est l’instant de début
de décélération à la fin d’un battement, et τ1 + ∆τ1 est l’instant de fin d’accélération au
début du battement suivant. De manière similaire, la vitesse de rotation de l’aile définie ici
comme la dérivée de l’incidence géométrique est donnée par :
α˙c/U = 0,5α˙0[1− cos 2pi(τ − τr)/∆τr] (1.47)
pour τ ∈ [τr; τr+∆τr]. τr est l’instant de début de la rotation et∆τr la durée de celle-ci. Les
équations de Navier-Stokes en écoulement instationnaire incompressible s’écrivent quant à
elles :
divu = 0 (1.48)
∂u
∂t
+ (u.∇)u = −∇p+ 1
Re
∆u (1.49)
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avant le passage en coordonnées curvilignes, u étant le vecteur vitesse aérodynamique et p
la pression.
Les résultats confirment les études expérimentales menées par Dickinson et al. : on
retrouve le fait qu’une rotation de l’aile en avance sur la fin du battement augmente for-
tement la portance, CL pouvant même atteindre des valeurs plus de 2 fois supérieures au
cas stationnaire.
Jane Wang, Birch et Dickinson [Jane Wang 2000, Jane Wang et al. 2004] ont réalisé
quant à eux une étude comparative intéressante entre les mesures expérimentales en trois
dimensions (3D) du montage Robofly et des calculs numériques bidimensionnels (2D) autour
d’une aile de profil elliptique accomplissant un mouvement identique. Les équations de
Navier-Stokes ont été écrites en coordonnées elliptiques (µ, θ), afin de pouvoir utiliser un
maillage resserré au voisinage de la surface de l’aile :
∂(Sω)
∂t
+ (
√
Su.∇)ω = ν∆ω (1.50)
∇.(
√
Su) = 0 (1.51)
où ω est la vorticité, ν la viscosité cinématique et S un facteur d’échelle : S(µ, θ) = cosh2 µ−
cos2 θ. Les résultats montrent que, en régime permanent, les coefficients aérodynamique (CL
notamment) diffèrent sensiblement entre les calculs 2D et les mesures 3D. L’explication
avancée réside dans la création et la séparation de deux tourbillons en bidimensionnel :
comme on peut le voir sur les calculs du champ de vorticité fig. 1.30, le mouvement de
translation de l’aile génère une paire de tourbillons, respectivement au bord d’attaque et
au bord de fuite (a,b). Ceux-ci sont ensuite combinés en un dipôle lors de la rotation (c),
puis détachés de l’aile au début du battement suivant (d). À l’opposé, il a été montré à
plusieurs reprises que le tourbillon de bord d’attaque en 3D était stabilisé par l’écoulement
axial qui évacuait une partie de la vorticité, et contribuait ainsi à augmenter la portance
instantanée en retardant le décrochage.
Cependant, les résultats 2D se rapprochent davantage des mesures 3D sous certaines
conditions, notamment lorsque l’aile ne parcourt qu’un trajet réduit à chaque battement.
L’explication avancée est que le dipôle tourbillonnaire n’aurait alors pas le temps de se
détacher, ce qui rejoindrait l’hypothèse proposée par Dickinson [Dudley 1999].
Rayner [Rayner 1979, Rayner 1995] a proposé quant à lui un modèle numérique de
l’évolution du sillage d’un animal en vol stationnaire. Ce sillage est représenté par un
empilement de n vortex en anneaux concentriques, chacun de ces vortex étant généré
par un cycle de battement (fig. 1.31). Le rayon d’un vortex est calculé en fonction de la
distribution de la circulation sur l’aile, la circulation étant elle-même fonction du poids et
de la durée d’un battement.
En un point de coordonnées x situé suffisamment loin d’un vortex d’intensité κ, la
vitesse u induite par celui-ci peut s’exprimer grâce à la formule de Biot et Savart :
u(x) = − κ
4pi
∮
(x−X(s)) ∧ t(s)
|x−X(s)|3 ds (1.52)
X étant la position du point courant sur le vortex de rayon R : X = R(cos θ sin θ 0)
en coordonnées cylindriques, avec θ = s/R. De plus x est supposé appartenir à l’axe du
vortex : x = (r 0 h), et t = dX/ds (voir schéma 1.32).
En repérant chaque anneau par le vecteur p¯ = (R¯, Z¯), où R¯ et Z¯ sont respectivement
le rayon et l’ordonnée en coordonnées réduites, Rayner montre alors que la vitesse générée
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Fig. 1.30 – Création d’un dipôle tourbillonnaire en simulation numérique [Jane Wang 2000]
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(a) Plan de battement horizontal (vol
stationnaire normal)
(b) Plan de battement incliné
Fig. 1.31 – Représentation du sillage sous forme d’une succession d’anneaux tourbillon-
naires [Rayner 1979]
en un point x¯ par l’empilement tourbillonnaire est égale à :
u(x¯) =
κ
4pibR′
n∑
i=1
U¯(x¯; p¯i) (1.53)
avec
U¯.xˆ =
4R¯(z¯ − Z¯)H(e)
[(r¯ + R¯)2 + (z¯ − Z¯)2] 32
(1.54)
U¯.zˆ =
4R¯(R¯G(e)− r¯H(e))
[(r¯ + R¯)2 + (z¯ − Z¯)2] 32
(1.55)
e2 = 4r¯R¯[(r¯ + R¯)2 + (z¯ − Z¯)2]−1 (1.56)
H et G sont des fonctions obtenues à partir d’intégrales elliptiques. Quant à la formation
de l’empilement, une construction itérative est proposée, en divisant la durée Tw d’un
battement en L pas de calcul, l étant le pas courant (0 < l < L). L’évolution de l’anneau
pj est alors donnée par :
p¯lj = p¯
l−1
j +
pif ′
2L
U¯s(p¯l−1j )z+
n∑
i=1
i6=j
U¯(p¯l−1j ; p¯
l−1
j ) + fv
(
(l − 1)Tw
L
)
U¯(p¯l−1j ; p¯n+1)

(1.57)
où U¯s désigne la vitesse induite par un anneau sur lui-même, f ′ un paramètre lié à la
cinématique et la morphologie de l’animal, et où fv représente l’effet de la vorticité du
disque sustentateur modélisant les ailes sur les anneaux du sillage.
Les résultats de la simulation pour un insecte et un oiseau sont reproduits respective-
ment fig. 1.33(a) et fig. 1.33(b). Il est intéressant de noter que pour un insecte, caractérisé
en particulier par une valeur du paramètre f ′ comprise entre 5.10−3 et 15.10−3, le sillage
est plutôt resserré au voisinage de l’animal, alors que les anneaux sont plus espacés dans
le cas d’un oiseau. Cela porte indirectement Rayner à conclure que la théorie du disque
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Fig. 1.32 – Notations pour le calcul de la vitesse induite par un anneau tourbillon-
naire [Rayner 1979]
sustentateur, modélisant l’écoulement aval comme un tube de courant continu (cf. fig. 1.8
p. 19) est une bonne approximation dans le cas du vol des insectes seulement. On note en
outre que dans le cas d’un oiseau, la dynamique lente de certains anneaux font que ceux-ci
peuvent se retrouver dépassés par d’autres, ce qui modifie en permanence la structure du
sillage : on voit en particulier que l’anneau 19 est sorti du champ de la figure avant le 18.
Enfin, on remarque une interruption en aval dans le sillage de l’insecte, et Rayner y voit
une explication possible pour les légères oscillations verticales de la position d’un insecte
en vol stationnaire.
1.4 Vers des drones à ailes battantes
Toutes ces études ont grandement contribué à dévoiler un peu du mystère entourant
la physique du vol animal. Cependant, alors que la plupart des entomologistes et orni-
thologues n’y voyaient qu’un pas de plus vers l’approfondissement des connaissances dans
leurs domaines, d’autres envisageaient déjà l’application de ces résultats pour concevoir
des engins volants d’un nouveau type : les microdrones.
1.4.1 Intérêts et concepts à l’étude
Un drone ou UAV (Unmanned Air Vehicle) est un engin volant autonome, utilisé prin-
cipalement à des fins d’observation. Les modèles Global Hawk et Predator, d’envergures
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(a) Cas d’un insecte standard, f ′ = 0,015 (b) Cas d’un oiseau standard, f ′ = 0,15
Fig. 1.33 – Résultats de simulation représentant la structure du sillage [Rayner 1979]
respectives de 30 et 15 m, ont ainsi été employés avec profit par l’armée américaine du-
rant les derniers conflits armés pour des missions de renseignement, voire d’élimination
de cibles. L’intérêt est en premier lieu de ne pas risquer la vie d’un pilote humain ; de
plus ces engins s’avèrent beaucoup plus économiques en termes de maintenance sur le long
terme que des appareils classiques. Durant les dernières années, la recherche dans le secteur
des drones s’est toutefois concentrée vers une nouvelle dimension : celle de la miniaturi-
sation. Le but est de concevoir des engins autonomes de taille suffisamment réduite pour
pouvoir être emportés et opérés par un seul fantassin, ce qui reste impossible avec les
drones actuels. Le but est d’offrir à celui-ci des « jumelles volantes » qui lui permettent de
voir au-delà des obstacles immédiats constitués par le relief, la végétation ou les construc-
tions [Davis et al. 1996]. On passerait alors d’une reconnaissance globale pour les drones
actuels HALE (Haute Altitude Longue Endurance) et MALE (Moyenne Altitude Longue
Endurance) à une reconnaissance locale immédiate, le drone miniature étant équipé de
divers capteurs et caméras visible, infrarouge, etc. De tels engins trouveraient également
leur utilité dans des applications civiles, par exemple pour la surveillance du trafic routier,
des risques d’incendies, pour l’inspection d’ouvrages d’art ou plus généralement pour des
interventions dans des milieux risqués ou difficiles d’accès. Les notions de minidrone et de
microdrone, désignant des appareils d’envergures respectivement inférieures à 50 et 15 cm,
firent alors leur apparition, et les recherches furent initiées et supportées par exemple par la
DGA (Délégation Générale pour l’Armement) en France ou la DARPA (Defense Advanced
Research Projects Agency) aux États-Unis.
Plusieurs concepts furent alors envisagés. Le premier, et le plus simple à mettre en
œuvre, est celui des microdrones à voilure fixe. Ils ne se résument toutefois pas à une
simple miniaturisation de leurs homologues de grande taille, et optent la plupart du temps
pour une conception de type aile volante : c’est l’ensemble de l’engin qui fait office de sur-
face portante, la propulsion étant assurée par une ou plusieurs hélices. Parmi les projets ac-
tuels, mentionnons Carolo, de la Technische Üniversität Braunschweig [Kordes et al. 2003],
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(a) Carolo (TU Braunschweig) (b) Black Widow (AeroVironment)
(c) MIRADOR (ONERA/ERM)
Fig. 1.34 – Quelques exemples de microdrones à voilure fixe
Black Widow d’AeroVironment [Grasmeyer et Keennon 2000] ou encore MIRADOR, col-
laboration entre l’ONERA et l’École Royale Militaire de Bruxelles [Keuter et al. 2002],
représentés chacun sur la figure 1.34.
L’inconvénient principal de ce concept est qu’il n’autorise pas le vol stationnaire, au
contraire des microdrones basés sur des voilures tournantes. Dans ce cas, un ou plusieurs
rotors assurent la portance, et les déplacements latéraux sont générés par des dispositifs
annexes (volets ou autres) ou bien en imposant des vitesses de rotation différentes aux
rotors. Parmi les études en cours, citons le MICOR [Bohorquez et al. 2003] de l’université
du Maryland basé sur deux rotors coaxiaux contrarotatifs, ou bien les nombreux projets
basés sur une configuration à 4 rotors dénommée X4-Flyer [Eich et al. 2004] (voir fig. 1.35).
À côté de ces microdrones classiques en regard de leurs équivalents de grande taille,
un troisième type a vu le jour il y a quelques années : celui des microdrones à ailes bat-
tantes, qui s’efforcent pour beaucoup d’imiter le vol animal, en particulier celui des insectes.
De façon générale, la science visant à analyser les phénomènes vivants afin de concevoir
des procédés qui s’en inspirent ouvertement a connu un essor certain ces derniers temps,
à tel point qu’on lui a donné un nom : le biomimétisme ou bionique [Nachtigall 2005,
Coineau et Kresling 1987].
Le concept de microdrone basé sur le vol des insectes n’a pas été envisagé par hasard :
il offre en premier lieu l’avantage de pouvoir faire du vol stationnaire, ce qui est intéressant
pour des missions en intérieur ou dans des espaces réduits [Szmelter et Żbikowski 2000].
Les microdrones à voilure tournante présentent aussi cette capacité, mais leur spectre
acoustique est fortement marqué par la fréquence de rotation du rotor, ce qui en fait des
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(a) MICOR (Univ. Maryland) (b) IMAV, de type X4-Flyer (Univ. Olden-
burg)
Fig. 1.35 – Microdrones basés sur des voilures tournantes
engins très reconnaissables de par leur signature sonore. De par la variété des phénomènes
aérodynamiques mis en jeu, le spectre acoustique d’un microdrone à ailes battantes serait
quant à lui beaucoup plus étalé et diffus, ce qui lui assurerait une supériorité certaine sur
les concepts à voilure tournante pour les missions de reconnaissance où la discrétion est de
mise. Ajoutons enfin qu’un drone à ailes battantes serait capable, à l’instar des insectes et
oiseaux dont il s’inspire, d’une agilité appréciable aux basses vitesses, contrairement aux
deux autres types de microdrones. De nombreux concepts ont ainsi vu le jour à travers le
monde, aucun d’entre eux n’est réellement finalisé et opérationnel à l’heure actuelle, mais
tous sont les vecteurs d’une activité de recherche intense. Nous avons déjà mentionné le
projet MFI, citons par ailleurs l’entomoptère de GeorgiaTech [Michelson 1998] qui est un
concept hybride volant/rampant, Microbat de Caltech [Pornsin-Sirirak et al. 2001], basé
davantage sur le vol battu des oiseaux et des chauves-souris, ou encore BITE-Wing (pour
Biplane Insectoid Travel Engine) [Jones et Platzer 2000], un projet mené au Naval Re-
search Laboratory et basé sur deux paires d’ailes battant l’une sur l’autre, un mécanisme
encore inédit dans la nature. Ces exemples sont illustrés sur la figure 1.36. En France,
outre le PRF REMANTA, on peut mentionner les projets de développement de drones à
ailes battantes ROBUR de l’équipe AnimatLab du LIP6 [Doncieux et al. 2004], ou bien les
activités menées au LAG (Laboratoire d’Automatique de Grenoble).
1.4.2 Difficultés technologiques et solutions proposées
Outre les difficultés inhérentes à la compréhension du vol battu que l’on a résumées
auparavant, le concept de microdrone à ailes battantes est aujourd’hui celui qui propose
le plus de défis technologiques à relever : il demande de proposer un moyen inédit dans
l’aviation pour générer simultanément les efforts de portance et de traînée, tout en concen-
trant les constituants du système tels les actionneurs, les capteurs, les batteries, etc. dans
un volume le plus réduit possible. Sans prétendre couvrir de manière exhaustive l’ensemble
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(a) MFI (Univ. Berkeley) (b) Entomopter (GeorgiaTech)
(c) Microbat (Caltech) (d) BITE-Wing (Naval Research Lab.)
Fig. 1.36 – Quelques projets en cours de microdrones à voilure battante
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des problèmes technologiques posés, nous allons examiner quelques-unes des solutions envi-
sagées dans le domaine des actionneurs, des matériaux, des capteurs ainsi que du contrôle
du vol.
1.4.2.1 Actionneurs
L’un des principaux problèmes est la réalisation de dispositifs d’entraînement pour
les ailes, capables de faire battre celles-ci à des fréquences suffisantes tout en conservant
des dimensions réduites. Ici encore, les idées sont venues naturellement de l’observation
de la source d’inspiration originale. On envisage en effet difficilement la construction de
micro-moteurs suffisamment précis et rapides pour faire battre correctement les ailes, étant
donné que les spécifications requises semblent hors de portée des technologies disponibles
à l’heure actuelle. Dickinson, Lighton etMcNeill Alexander [Dickinson et Lighton 1995,
McNeill Alexander 1995] ont alors étudié avec attention le rendement musculaire η d’une
drosophile Drosophila hydei en calculant celui-ci de deux manières différentes. Dans un
premier temps, il a été supposé que les ailes étaient mues par des muscles exclusivement :
ces derniers auraient alors la charge à chaque battement de s’opposer à la traînée mais
également à l’inertie des ailes, en les accélérant en début de battement et en les freinant à
la fin. En désignant respectivement par Wa et Wi les travaux des efforts aérodynamiques
et inertiels, et par E la consommation énergétique métabolique, le rendement s’exprime
alors sous la forme :
η =
Wa +Wi
E
(1.58)
Toutefois plusieurs études antérieures [Luo 2002] ont montré que de nombreuses espèces
d’insectes possédaient également des structures semi-rigides et élastiques, susceptibles de
contribuer aux mouvements des ailes. Chez la drosophile, c’est le thorax qui peut ainsi
emmagasiner en fin de battement une partie de l’énergie cinétique des ailes sous forme
d’énergie potentielle élastique avant de la restituer pour le battement suivant, comme un
système masse-ressort classique. Dans l’hypothèse où les ailes sont actionnées uniquement
par un tel système résonnant, et en supposant de plus que celui-ci est parfait (c’est-à-dire
sans amortissement), les travaux inertiels ne sont plus pris en compte dans le calcul du
rendement :
η =
Wa
E
(1.59)
Dickinson, Lighton et McNeill Alexander ont alors calculé le rendement sous ces deux hy-
pothèses, en mesurant le métabolisme à partir de la consommation en oxygène de l’insecte.
Dans le premier cas, le rendement trouvé est de 54%, soit une valeur physiologiquement
impossible. Sous l’hypothèse d’actionneurs élastiques parfaits, on trouve 9%, ce qui re-
présente une valeur beaucoup plus plausible. Les auteurs en ont alors conclu qu’environ
90% de l’énergie nécessaire au battement était fournie par des structures élastiques, contre
10% seulement par les muscles de l’insecte. Ces résultats ont été mis à profit pour la
réalisation du dispositif d’entraînement des ailes du projet MFI de l’université de Berke-
ley [Yan et al. 2001] : chaque aile est mise en mouvement par l’action conjuguée de deux
mécanismes de type 4 barres (fig. 1.37(a)) afin d’assurer à la fois le battement et la rotation.
La déformation d’un de ces mécanismes 4 barres CDEF (voir fig. 1.37(b)) est assurée par
la tension d’un câble C1C2, elle-même provoquée par les mouvements de translation d’un
actionneur piézo-électrique P1P2, de type PZN-PT. Le tout fait ainsi office de structure
résonante au voisinage de la fréquence propre de l’actionneur [Rakotomamonjy 2002]. Deux
difficultés majeures subsistent toutefois : d’une part, l’amplitude de translation des action-
neurs piézo-électriques actuellement disponibles reste trop limitée pour pouvoir envisager
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(a) Aile entraînée par deux mécanismes 4 barres (b) La déformation d’un mécanisme 4 barres est
assurée par la contraction du translateur piézo-
électrique P1P2
Fig. 1.37 – Actionneurs choisis pour le MFI (Berkeley) [Fearing et al. 2000,
Yan et al. 2001]
des déplacements angulaires suffisants, même à l’aide de dispositifs mécaniques d’amplifi-
cation. D’autre part, même si de tels actionneurs sont en principe capables d’entraîner les
ailes en battement, il demeurerait délicat de contrôler en temps réel la forme des mouve-
ments accomplis, dans le but de moduler les efforts aérodynamique et donc de permettre
le contrôle du vol.
Mentionnons également dans un genre similaire l’utilisation de polymères diélectri-
ques [Kornbluh et al. 1998], particulièrement performants vis-à-vis des déformations obte-
nues et des contraintes générées : ceux-ci offrent notamment des amplitudes de mouvement
jusqu’à 100 fois supérieures à celles des translateurs piézo-électriques. On peut voir sur la
figure 1.38 le fonctionnement de ce type de matériau, utilisé en tant que « muscle artifi-
ciel » (EPAM, pour Electrostrictive Polymer Artificial Muscle) dans plusieurs projets de
robotique.
D’autres concepts de muscles artificiels ont été étudiés, parmi lesquels le RCM ou
Reciprocating Chemical Muscle [Michelson 1998]. Celui-ci se base sur des réactions non
plus électriques mais chimiques, ce qui présente un avantage certain étant donné que celles-
ci fournissant une quantité d’énergie par unité de masse très supérieure, et que la masse
admissible est justement un facteur critique dans la conception des microdrones. De telles
réactions se déroulent sans combustion (d’où le terme de muscle et non de moteur), ce
qui rendrait le fonctionnement du RCM possible sous l’eau, et elles pourraient également
fournir l’électricité nécessaire à l’avionique embarquée. Les dernières évolutions en date de
RCM (4e génération) offrent une bande passante allant de 15 à 68 Hz.
1.4.2.2 Matériaux
Plusieurs études, dont celle menée par Okamoto, Yasuda et Azuma [Okamoto et al. 1996],
ont porté sur la structure des ailes des insectes et la relation entre celle-ci et les performances
aérodynamiques. Étant donné la portance très supérieure aux prédictions stationnaires, on
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Fig. 1.38 – Déformation d’un polymère diélectrique soumis à une différence de poten-
tiel [Kornbluh et al. 1998]
peut en effet légitimement supposer que les micro-rugosités à la surface de l’aile contri-
buent elles aussi d’une certaine manière à accroître cet effort, en modifiant de manière
favorable les caractéristiques de l’écoulement aérodynamique. Okamoto et son équipe ont
alors comparé les performances d’ailes de libellule Anax parthenope julius avec celle de
profils standards, et ont conclu que le relief caractéristique en « zig-zag » du profil de l’aile
de libellule, reproduit sur la figure 1.39, contribue à augmenter le coefficient de portance
maximum ainsi que la finesse.
Il reste difficile à l’heure actuelle de reproduire avec précision un profil aussi complexe
pour en équiper un microdrone. Certaines équipes ont toutefois tourné davantage leurs
recherches vers les matériaux et techniques de construction les plus adaptées. Au sein du
projet Microbat, Pornsin-Sirirak, Tai, Nassef et Ho [Pornsin-Sirirak et al. 2000] ont ainsi
réussi à concevoir des ailes en alliage à 88% de titanium en utilisant les technologies MEMS
(Micro-Electro-Mechanical Systems). L’avantage de celles-ci sur les méthodes plus tradi-
tionnelles est qu’elles autorisent une précision et surtout une répétabilité beaucoup plus
importante lors de la réalisation. Il devient dès lors très facile de fabriquer une série d’ailes
en ne faisant varier qu’un seul paramètre, comme par exemple l’épaisseur du bord d’at-
taque. De plus, les caractéristiques aérodynamiques semblent suffisamment intéressantes
pour que ces technologies ne soient pas perdues de vue.
1.4.2.3 Capteurs
Le biomimétisme a également influencé la conception de différents types de capteurs
destinés à fournir aux microdrones des informations sur leur environnement extérieur. On
n’évoquera pas ici les capteurs propres à la mission de l’engin, tels que des caméras infra-
rouges ou divers dispositifs de reconnaissance radar, mais plutôt les senseurs permettant
au microdrone de s’orienter et d’assurer ainsi sa navigation de manière autonome.
Les insectes utilisent naturellement leur vision pour se repérer, et ce de deux manières
différentes. En premier lieu, il a été montré qu’un insecte en mouvement de translation
uniforme maintient sa trajectoire en s’assurant que le flux optique reçu reste constant. En
considérant un insecte en vol dont le regard maintient une direction fixe vers le sol, ce flux
optique peut être défini par [Ruffier et al. 2003] :
Ω =
v
D
sinφ (1.60)
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Fig. 1.39 – Profil d’aile de libellule suivant différentes sections - A aile avant - B aile
arrière [Kesel 2000]
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v étant la vitesse de translation par rapport au sol, D la distance entre l’insecte et le point
visé au sol et φ l’angle entre la direction du regard et la vitesse. Des capteurs de flux basés
sur cette modélisation ont été utilisés avec succès pour le contrôle de microdrones de type
hélicoptère.
Outre les organes assurant leur vision principale, les insectes disposent également d’yeux
simplifiés nommés ocelles, généralement au nombre de trois, et sensibles aux variations
de luminosité. On pense à l’heure actuelle que ces ocelles sont utilisés par l’animal pour
déterminer son attitude en repérant la luminosité du ciel. Enfin, à côté de ces capteurs
visuels, les insectes disposent également de senseurs inertiels. En effet, chez certaines es-
pèces, les ailes arrière ont progressivement dégénéré au cours de l’évolution de l’espèce
pour donner naissance à des organes sensoriels appelés haltères. Celles-ci battent en op-
position de phase avec les ailes, et la conséquence de la combinaison de ce mouvement
relatif avec les changements d’attitude de l’insecte est la génération d’une force de Co-
riolis. Des études [Chan et al. 1998] ont alors montré que le système nerveux de l’insecte
était capable de mesurer cette force et d’en extraire les vitesses de rotation par rapport
au repère terrestre : l’animal disposerait ainsi d’un gyroscope naturel et précis. Tous ces
différents types de capteurs ont été reproduits artificiellement par les chercheurs du projet
MFI [Wu et al. 2003], afin d’en comparer les efficacités respectives dans le cadre du contrôle
du vol de microdrones.
1.4.2.4 Contrôle du vol
Dans le cadre du projet MFI (Micromechanical Flying Insect) de l’université de Ber-
keley, Schenato et Sastry se sont également intéressés au vol des insectes du point de vue
de la mécanique du vol. La stratégie de contrôle qu’ils proposent est toutefois plus simple
que les précédentes, puisqu’ils évoquent la possibilité de contrôler l’attitude via des couples
appliqués sur les trois axes par dissymétrisation du battement. Ainsi, pour obtenir un mo-
ment de tangage, il est nécessaire d’accroître la portance sur la partie arrière du battement.
D’après Dickinson [Sane et Dickinson 2001], il suffit pour cela que la rotation ait lieu en
avance par rapport à la fin du battement lors du battement arrière, et en retard lors du
battement avant. En procédant ainsi, un supplément de portance (resp. une déportance)
sera produit à la fin du battement arrière (resp. avant), ce qui aura pour effet de produire
un moment de tangage négatif, c’est-à-dire à piquer.
Une démarche similaire peut être appliquée pour la génération de moments en roulis et
en lacet. Pour le roulis, la portance doit être supérieure sur une aile donnée, par exemple
sur l’aile gauche pour un roulis positif. Il suffit donc pour cela d’avancer le déphasage de la
rotation de l’aile gauche par rapport à celle de l’aile droite durant tout le mouvement. Enfin
pour le lacet on mettra à profit les efforts de traînée en créant des déphasages symétriques
par rapport au centre du microdrone. Toutes ces stratégies de commande en boucle ouverte
sont illustrées sur la figure 1.40.
Pour finir, la commande en boucle fermée d’un modèle du MFI [Schenato et al. 2002],
dénommé VIFS (Virtual Insect Flight Simulator), a été entreprise. La démarche choisie
consiste à exprimer dans un premier temps la relation entre les dérivées des variables de
position du modèle et les efforts extérieurs appliqués à l’aide des théorèmes de la mécanique
newtonienne. Ainsi, le principe fondamental de la dynamique permet d’écrire la relation
suivante entre le vecteur Θ = t [φ θ ψ] des angles d’Euler repérant l’attitude du corps et les
couples exercés τ b :
Θ¨ = (IW )−1[τ b −W Θ˙× IW Θ˙− IW˙ Θ˙] (1.61)
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Fig. 1.40 – Contrôle d’attitude via les déphasages des rotations [Deng et al. 2001]
dans laquelle W est le tenseur associé au pseudo-vecteur rotation et I est le tenseur d’iner-
tie. Puis les mouvements des ailes sont paramétrés afin de définir les entrées du système, et
celles-ci sont reliées aux couples exercés par des relations obtenues de manière empirique à
l’aide de simulations. La fonction reliant les couples moyens aux paramètres de commande
αr, αl et γ est de la forme :
Ψ :

τ¯ψ = a11αr + a12αl + δψ
τ¯θ = a21αr + a22αl + δθ
τ¯η = cγ3 + δη
(1.62)
où les différents coefficients sont constants. Connaissant l’attitude à atteindre, on en déduit
alors les couples à exercer via la relation (1.61), puis la commande à appliquer est calculée
à l’aide de la paramétrisation inverse Ψ−1(.). La linéarisation de ces équations permet
l’utilisation des méthodes classiques de commande, allant du retour d’état à la commande
robuste.
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Comme nous venons de le voir, de nombreux travaux ont été réalisés afin de développer
une meilleure compréhension du vol animal, dans l’optique d’appliquer à plus ou moins
long terme ces connaissances au domaine des drones. Toutefois, il se dégage de cette étude
bibliographique qu’une très grande majorité des méthodes employées focalisent leur atten-
tion sur une modélisation précise des différents phénomènes aérodynamiques mis en jeu,
et ce pour des configurations de vol quasi-statiques : l’écoulement est généralement pris au
repos, et les paramètres définissant la cinématique du mouvement sont constants au cours
du temps. Pour connaître la position et la vitesse instantanée d’un micro-véhicule à ailes
battantes, il serait nécessaire d’intégrer les efforts de portance et de traînée au cours du
temps en fonction des mouvements d’ailes accomplis, ce qui n’est pas le but des approches
basées sur des codes de calcul CFD1 par exemple.
En d’autres termes, peu d’études ont proposé jusqu’à présent un modèle complet orienté
mécanique du vol d’un microdrone basé sur le vol naturel. Et lorsque ce fut le cas, notam-
ment pour le VIFS de l’université de Berkeley [Deng et al. 2001, Schenato et al. 2002],
le modèle employé était obtenu de manière empirique à partir de mesures expérimen-
tales : l’exactitude de celui-ci était donc subordonnée à l’exhaustivité du protocole d’essais.
D’autre part, l’utilisation de méthodes de contrôle linéaires nécessitait que le domaine de
vol de l’engin soit restreint à un voisinage d’un point d’équilibre, et les propriétés non
linéaires inhérentes à ce type de vol étaient alors négligées.
C’est dans le but de pallier ce manque que ce travail de thèse a été entrepris. Celui-ci a en
effet consisté à développer un modèle de simulation de microdrone à ailes battantes sous une
approche mécanique du vol, et à rechercher des méthodes de stabilisation et de commande
en boucle fermée adaptées à la dynamique non linéaire du modèle. Cette réflexion a été
menée en parallèle du PRF REMANTA, afin de dégager de nouveaux axes d’études pour la
dynamique et la commande du vol des micro engins à ailes battantes ou vibrantes. L’autre
spécificité de cette approche est que celle-ci est de type locale, c’est-à-dire que les différentes
grandeurs aérodynamiques sont calculées en plusieurs points précis de l’aile, ce qui offre
la possibilité de représenter instantanément l’évolution en envergure des vitesses et des
efforts. C’est une démarche contraire aux modélisations globales basées par exemple sur
la théorie du moment de Rankine-Froude, qui ne donnent accès qu’à l’effort de portance
total exercé sur le disque sustentateur, et qui, bien que puissantes, restent limitatives selon
Ellington car elles masquent délibérément certaines complexités [Ellington 1984].
1Computational Fluid Dynamics, ou aérodynamique numérique
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2.1 Hypothèses pour l’écriture du modèle
La présentation de ce modèle de simulation a fait l’objet d’une communication au
1er congrès EMAV (First European Micro Air Vehicle Conference and Flight Competi-
tion) [Rakotomamonjy et al. 2004b]. L’objectif de ce modèle est de déterminer à chaque
instant la position et la vitesse du microdrone en fonction des mouvements des ailes. On
définira donc un vecteur d’état comprenant dans le cas le plus général 6 variables de po-
sition et leurs dérivées, soit 12 variables caractérisant le mouvement de l’engin. On verra
que dans certains cas de vol la prise en compte des vitesses seules s’avérera suffisante, étant
donné que les positions s’en déduiront par simple intégration2. À ces variables cinétiques
s’ajouteront éventuellement des variables internes issues de la dynamique des différents
modèles aérodynamiques. Les entrées du système seront quant à elles constituées des va-
riables définissant la cinématique des ailes, c’est-à-dire des angles repérant leurs positions
respectives en fonction du temps. Afin de simplifier l’étude, différentes hypothèses ont été
posées pour la formulation du modèle :
– la masse d’air dans laquelle évolue le microdrone est supposée au repos. Ce n’est
souvent pas le cas dans la réalité, mais on pourra néanmoins prendre en compte des
perturbations dans le modèle pour étudier le comportement de celui-ci en présence
de rafales de vent par exemple ;
– la masse et par conséquent l’inertie des ailes sont négligées. La masse totale de l’engin
est donc uniquement constituée de celle du corps ;
– les ailes sont supposées rigides, en l’absence de modèles aéroélastiques suffisamment
adaptés ;
– enfin les efforts aérodynamiques exercés sur le corps sont supposés négligeables. La
portance et la traînée seront donc dues uniquement aux efforts exercés sur les ailes.
2.2 Cinématique
2.2.1 Repères et orientations
Les différents repères utilisés, tous directs, seront les suivants :
– Rn repère terrestre de référence, supposé fixe et galiléen, dont l’origine est un point
arbitraire fixe P lié au sol ;
– Rb repère lié au corps du microdrone, d’origine le centre géométrique O du corps ;
– R1, repère lié à l’aile droite en regardant vers l’avant du microdrone, d’origine le
point d’attache C1 de l’aile au corps ;
– R2, repère lié à l’aile gauche en regardant vers l’avant du microdrone, d’origine le
point d’attache C2 de l’aile au corps ;
– Rm, repère lié à une aile quelconque lorsqu’il n’est pas nécessaire de préciser laquelle ;
Rm peut donc être égal soit à R1, soit à R2.
On choisit de noter les vecteurs composant la base canonique d’un repère Ri donné sous
la forme (~xi, ~yi, ~zi), et les composantes d’un vecteur ~X dans Ri sous la forme ( ~X)Ri :
( ~X)Ri =
 ~X.~xi~X.~yi
~X.~zi

2Ce ne sera pas le cas en général, du fait de la présence de couplages non linéaires
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Fig. 2.1 – Configuration du modèle au repos
Axe de rotation Angle de rotation Repère d’arrivée
1rerotation ~zn ψ Rn1
2erotation ~yn1 θ Rn2
3erotation ~xn2 φ Rb
Tab. 2.1 – Passage du repère terrestre au repère corps
La configuration du microdrone au repos est la suivante : l’axe longitudinal du corps
ainsi que les ailes sont situés dans un même plan horizontal, l’axe d’envergure des ailes étant
perpendiculaire à l’axe longitudinal du corps, comme représenté sur la figure 2.1. À partir
de cette position initiale, on peut choisir de définir l’orientation des repères Rb, R1 et R2
de la même façon : l’axe ~x est orienté vers l’avant, l’axe ~z vers le bas, comme il est d’usage
en mécanique du vol, et par conséquent l’axe ~y est orienté vers la droite en regardant
vers l’avant du microdrone. Ce choix d’orientation présente l’avantage de conserver une
définition identique des axes ~x et ~z pour chaque aile (ainsi les valeurs algébriques de vitesse
et d’effort aérodynamiques s’interpréteront de la même manière pour les deux ailes) ; il
faudra par contre noter que pour la voilure gauche l’axe ~y est dirigé vers l’intérieur, et
donc les points de cette aile auront une coordonnée négative suivant ~y.
2.2.2 Définition des différents angles
2.2.2.1 Repérage absolu du corps
L’attitude du microdrone par rapport au repère terrestre est définie par les angles re-
pérant Rb dans Rn. Par convention, on reprend le système d’angles de Cardan (φ, θ, ψ)
classiquement utilisés en mécanique du vol [Boiffier 1998], dont on rappelle ici la signi-
fication : on passe du repère terrestre au repère du corps en effectuant trois rotations
successives d’angles ψ, θ et φ, dénommés respectivement cap, assiette et gîte. Deux repères
intermédiaires, notés Rn1 et Rn2, interviendront donc dans la décomposition du passage
de Rn à Rb, décomposition que l’on peut résumer dans le tableau 2.1 page 63.
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Fig. 2.2 – Passage du repère terrestre au repère avion en mécanique du vol [Boiffier 1998]
2.2.2.2 Repérage d’une aile
L’orientation d’une aile par rapport au repère du corps pourrait être définie de manière
similaire par la donnée de trois angles. Toutefois, la diversité du vol animal nous amène
à complexifier quelque peu ce paramétrage. Le modèle de simulation doit en effet être
capable de reproduire des cinématiques de type vol vibrant et vol battu. On a vu que
la cinématique de battement du colibri et de la plupart des insectes en vol stationnaire
(vol vibrant) était définie à l’aide de trois angles : l’angle entre le plan de battement et
l’horizontale, l’angle repérant la position du grand axe de l’aile dans ce plan (angle de
battement), et l’angle entre la corde à l’emplanture de l’aile et le plan de battement (angle
de rotation). L’observation du vol d’avancement des oiseaux (vol battu) montre par ailleurs
que l’aile est susceptible d’effectuer des mouvements d’avancement et de recul en dehors du
plan de battement vertical [Pennycuick 1968, Ritchison 2003]. Il serait alors utile de définir
un paramètre supplémentaire, ce qui donne un total de 4 angles, respectivement dénommés
(ξ, λ, µ, ν). ξ représente l’orientation du plan de battement des ailes par rapport au corps,
λ la position du grand axe de l’aile dans ce plan de battement, µ l’avancement ou le
recul de l’aile par rapport à ce plan et enfin ν la rotation de l’aile autour de son grand
axe. On note immédiatement qu’un tel paramétrage est redondant, dans la mesure où trois
angles indépendants sont nécessaires et suffisants pour repérer l’orientation d’un repère par
rapport à un autre. Si l’on veut caractériser les changements de repère par des applications
bijectives, il conviendra donc de préciser au moment opportun la configuration choisie
(ailes battantes ou ailes vibrantes), ce qui revient à figer la valeur d’un de ces paramètres.
L’intérêt d’un tel choix est d’accroître la souplesse du modèle en permettant de réduire le
nombre de paramètres pour la représentation de cinématiques variées. Ainsi, dans le cas où
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(a) Orientation du plan de battement (b) Battement
(c) Avance/recul (d) Rotation
Fig. 2.3 – Angles intermédiaires utilisés pour le passage du repère corps au repère aile
le mouvement d’une aile n’aurait été décrit que par le paramétrage nécessaire et suffisant
(ξ, λ, ν), un mouvement d’avancée et de recul de l’aile aurait requis la variation combinée
de ces trois paramètres. Avec le choix adopté ici, il suffira de contrôler uniquement µ.
Comme précédemment, on passe du repère corps au repère aile à l’aide de différentes
rotations intermédiaires, représentées sur la figure 2.3 et dans le tableau 2.2. Notons que,
d’après les définitions ci-dessus, ξ = 0 si le plan de battement est vertical (vol battu) et
ξ = pi/2 si celui-ci est horizontal (vol vibrant). Si l’on veut un battement symétrique, on
déduit la position angulaire de l’aile 2 de celle de l’aile 1 d’après les relations :

ξ2 = +ξ1
λ2 = −λ1
µ2 = −µ1
ν2 = +ν1
(2.1)
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Axe de rotation Angle de rotation Repère d’arrivée
1rerotation ~yb ξ Rb1
2erotation ~xb1 λ Rb2
3erotation ~zb2 µ Rb3
4erotation ~yb3 ν Rm
Tab. 2.2 – Décomposition du passage du repère corps au repère aile
2.2.3 Matrices de passage
Soient deux repères Ra et Rb. On définit la matrice de passage de Ra vers Rb, notée
Bba, comme la matrice dont les colonnes sont formées des composantes des vecteurs de
base de Ra exprimés dans Rb [Llibre 2002]. Cette matrice permet alors d’exprimer les
composantes dans Rb d’un vecteur ~X dont on connaît les composantes dans Ra, grâce à
la relation :
( ~X)Rb = Bba.( ~X)Ra
Considérons par exemple une rotation d’angle α autour de l’axe ~xa dans le sens direct
(c’est-à-dire que pour α = pi/2, ~ya devient ~za et ~za devient −~ya). Alors la matrice de
passage de Ra vers Rb s’écrit :
Bba =
 1 0 00 cosα sinα
0 − sinα cosα

On définirait de même la matrice de passage de Rb vers Ra telle que :
( ~X)Ra = Bab.( ~X)Rb
et on montre que :
Bab = B−1ba
Enfin, si les bases sont orthonormées — ce qui est le cas pour cette étude —, l’inverse d’une
matrice de passage est égale à sa transposée :
B−1ba =
tBba
Dans le cas de plusieurs rotations successives, transformant par exemple Ra en Rb puis
en Rc, la matrice de la rotation composée s’exprime comme le produit des matrices de
rotation intermédiaires :
Bca = Bcb.Bba
On peut alors écrire la matrice de passage Bnb de Rb vers Rn, soit en calculant directement
ses composantes, soit en effectuant le produit des trois matrices de rotation élémentaires,
pour obtenir tous calculs faits :
Bnb =
 cosψ cos θ cosψ sin θ sinφ− sinψ cosφ cosψ sin θ cosφ+ sinψ sinφsinψ cos θ sinψ sin θ sinφ+ cosψ cosφ sinψ sin θ cosφ− cosψ sinφ
− sin θ cos θ sinφ cos θ cosφ
 (2.2)
Pour la matrice de passage de Rb vers Rm, il est nécessaire de supprimer la redondance
en fixant un angle suivant la cinématique de vol considérée. Comme on l’a vu, deux cas
principaux sont à identifier :
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– le vol vibrant des insectes et du colibri, pour lequel le mouvement de l’aile reste
contenu dans un plan normal à ~xb1 (on rappelle que ~xb1 se déduit de ~xb par rotation
d’un angle ξ autour de ~yb), auquel cas on a µ ≡ 0. La matrice de rotation s’écrit
alors :
Bmb =
 cos ξ cos ν − sin ξ cosλ sin ν sinλ sin ν − sin ξ cos ν − cos ξ cosλ sin νsin ξ sinλ cosλ cos ξ sinλ
cos ξ sin ν + sin ξ cosλ cos ν − sinλ cos ν − sin ξ sin ν + cos ξ cosλ cos ν

(2.3)
– le vol battu des oiseaux, où l’on prend en compte l’avancement et le recul de l’aile par
rapport au plan moyen de battement : on peut alors considérer cette fois-ci ξ ≡ 0, et
Bmb devient :
Bmb =
 cosµ cos ν cosλ sinµ cos ν + sinλ sin ν sinλ sinµ cos ν − cosλ sin ν− sinµ cosλ cosµ sinλ cosµ
cosµ sin ν cosλ sinµ sin ν − sinλ cos ν sinλ sinµ sin ν + cosλ cos ν

(2.4)
2.2.4 Vecteurs vitesses instantanées de rotation
On cherche ensuite à exprimer les vecteurs vitesses instantanées de rotation pour les
mouvements respectifs du corps par rapport au repère terrestre, et de l’aile par rapport au
corps. Pour la rotation du corps dans le repère terrestre, on utilise à nouveau les conventions
employées en mécanique du vol [Llibre 2002] :
(~ΩRb/Rn)Rb , (~Ωnb)Rb =
 pq
r
 (2.5)
Avec respectivement p : vitesse de roulis, q : vitesse de tangage et r : vitesse de lacet.
On peut d’autre part faire le lien avec les dérivées des angles de position (φ, θ, ψ). En
effet, ce vecteur rotation se décompose de la façon suivante, en utilisant les notations du
tableau 2.1 :
~Ωnb = ψ˙~zn + θ˙~yn1 + φ˙~xb (2.6)
On exprime alors les vecteurs du second membre en fonction des vecteurs de base de Rb :
~zn = − sin θ~xb + cos θ~zn2
= − sin θ~xb + cos θ(sinφ~yb + cosφ~zb)
~yn1 = cosφ~yb − sinφ~zb
(2.7)
Et on obtient en reportant dans (2.6) la relation matricielle entre les vitesses de rotation
et les dérivées angulaires : pq
r
 =
 1 0 − sin θ0 cosφ cos θ sinφ
0 − sinφ cos θ cosφ
 φ˙θ˙
ψ˙
 (2.8)
Notons au passage que le déterminant de la matrice vaut cos θ. La relation ci-dessus est
donc susceptible de ne plus être inversible pour θ = pi2 (pi) (configurations dites singulières).
On pourra éventuellement s’affranchir de ces singularités en exprimant cette relation via
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le formalisme des quaternions [Lur’é 1968], qui permettent la représentation analytique de
rotations grâce à quatre paramètres.
On procède de même pour le vecteur vitesse de rotation de l’aile par rapport au corps
~Ωbm = ~ΩRm/Rb , que l’on peut directement décomposer en faisant apparaître les dérivées
des angles (ξ, λ, µ, ν) positionnant l’aile :
~Ωbm = ξ˙~yb + λ˙~xb1 + µ˙~zb2 + ν˙~yb3 (2.9)
en se plaçant dans le cas le plus général où les angles (ξ, λ, µ, ν) ne sont pas supposés
identiquement nuls, de même que leurs dérivées.
On exprime alors tous les vecteurs en fonction des vecteurs de base de Rm :
~yb3 = ~ym
~zb2 = ~zb3
= − sin ν~xm + cos ν~zm
~xb1 = ~xb2
= cosµ~xb3 − sinµ~yb3
= cosµ(cos ν~xm + sin ν~zm)− sinµ~ym
~yb = ~yb1
= cosλ~yb2 − sinλ~zb2
= cosλ(sinµ~xb3 + cosµ~yb3)− sinλ~zb3
= cosλ(sinµ(cos ν~xm + sin ν~zm) + cosµ~ym)− sinλ(− sin ν~xm + cos ν~zm)
Soit, en remplaçant dans (2.9) pour exprimer les composantes de ~Ωbm dans Rm :
(
~Ωbm
)
Rm
=
 ξ˙(cosλ sinµ cos ν + sinλ sin ν) + λ˙ cosµ cos ν − µ˙ sin νξ˙ cosλ cosµ− λ˙ sinµ+ ν˙
ξ˙(cosλ sinµ sin ν − sinλ cos ν) + λ˙ cosµ sin ν + µ˙ cos ν
 (2.10)
On peut d’ores et déjà simplifier cette expression, en remarquant que ξ˙ représente
la vitesse angulaire de rotation du plan de battement, rotation qui interviendra à priori
principalement lors des changements de phase de vol (stationnaire/avancée, etc.). On peut
donc supposer que cette vitesse de rotation sera très faible comparée aux autres (battement
et rotation), et qu’on peut par conséquent la négliger. L’équation (2.10) s’écrit alors :
(
~Ωbm
)
Rm
=
 λ˙ cosµ cos ν − µ˙ sin ν−λ˙ sinµ+ ν˙
λ˙ cosµ sin ν + µ˙ cos ν
 (2.11)
D’autre part, on peut remarquer que ν˙ représente la vitesse de rotation de l’aile autour
de son axe propre. Il a été montré que le retournement rapide de l’aile en fin de batte-
ment influait sur la portance instantanée à travers un phénomène dénommé circulation
rotationnelle (cf. § 1.3.2.1). Or Walker [Walker 2002] a émis l’hypothèse selon laquelle ce
mécanisme ne serait pas nouveau et pourrait être modélisé à l’aide d’une approche classique
stationnaire. En d’autres termes, la contribution de la circulation rotationnelle apparaîtrait
par l’intermédiaire de la vitesse de rotation propre ν˙ de l’aile dans (2.10). Lors de l’écriture
du modèle de simulation, le choix a été fait de modéliser séparément les différents effets
aérodynamiques — dont la circulation rotationnelle — dans le but de pouvoir étudier sé-
parément la contribution de ceux-ci à la portance totale. Pour éviter une redondance dans
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le calcul des efforts, il est par conséquent nécessaire de ne pas prendre en compte ν˙ dans
l’expression des vitesses :
(
~Ωbm
)
Rm
=
 λ˙ cosµ cos ν − µ˙ sin ν−λ˙ sinµ
λ˙ cosµ sin ν + µ˙ cos ν
 (2.12)
Cette hypothèse sera vérifiée ultérieurement par le biais de simulations (§ 2.7.4).
2.3 Calcul de la vitesse aérodynamique et de l’incidence lo-
cale stationnaire
Connaissant d’une part les différents paramètres cinématiques définissant le mouvement
de ailes, et d’autre part l’état courant (position et vitesse) du microdrone, on cherche alors
à exprimer la vitesse aérodynamique de l’aile, définie comme la vitesse de l’air dans le
repère lié à celle-ci.
2.3.1 Choix du point d’application - Approche par tranches
La détermination de la répartition des vitesses aérodynamiques sur l’aile permet de
connaître la résultante des efforts exercés par l’air sur l’aile. Un calcul exact nécessiterait
la connaissance du champ des vitesses en chaque point de la surface de l’aile, ainsi qu’une
intégration analytique des efforts. La complexité des mouvements et des phénomènes ré-
serve toutefois cette approche aux codes évolués d’aérodynamique numérique, et réclame
un temps de calcul conséquent. Pour l’élaboration d’un modèle de simulation en temps réel
orienté mécanique du vol, une approche dite bidimensionnelle (ou 2D) par tranches — déjà
utilisée par ailleurs pour modéliser le vol animal [Watts et al. 2001, Kamakoti et al. 2000,
Ellington 1984] — sera donc suffisante.
Cette approche consiste à supposer en premier lieu que l’écoulement est localement
bidimensionnel, c’est-à-dire que les vitesses et efforts aérodynamiques sur l’aile n’ont pas de
composante transversale (c’est-à-dire selon l’axe ~ym). Chaque aile est alors découpée suivant
l’envergure en n tranches rectangulaires constituées d’un même profil mince. Le calage entre
deux tranches adjacentes est supposé nul, de manière à obtenir un vrillage global de l’aile
égal à 0. La répartition des cordes locales en envergure c(i)i=1...n figure la forme globale de
l’aile : rectangulaire pour c(i) = constante ∀i, elliptique pour c(i) = √a− b(i− n2 )2 avec
(a,b) ∈ R2, etc. On pourra de plus envisager de réduire la largeur des tranches à mesure
que l’on progresse vers l’extrémité de l’aile afin de resserrer le maillage, étant donné que
les variations de vitesse y seront plus importantes. On suppose enfin que pour chaque
tranche la résultante aérodynamique s’exerce au foyer, et que celle-ci ne dépend que de
la vitesse aérodynamique et de l’incidence en ce point. Le calcul des efforts et moments
aérodynamiques exercés sur chaque aile passe donc par la connaissance des n vecteurs
vitesse aérodynamique au foyer de chaque tranche, et des incidences correspondantes.
2.3.1.1 Vitesse aérodynamique
On cherche à exprimer la vitesse locale ~Vai au foyer aérodynamique Fi de la tranche
courante i. Soit C l’origine du repère Rm (point d’attache de l’aile), les coordonnées dans
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ce repère de Fi sont données par :(−−→
CFi
)
Rm
= t(xFi yFi 0) (2.13)
ces coordonnées étant supposées connues pour chaque tranche. De même, on connaît les
composantes du vecteur
−−→
OC dans Rb correspondant à la position du point d’attache de
l’aile dans le repère du corps : (−−→
OC
)
Rb
= t(xC yC zC) (2.14)
ces composantes étant des constantes propres à la géométrie du microdrone.
On écrit alors l’hypothèse suivant laquelle la masse d’air dans laquelle évolue le micro-
drone est immobile par rapport au sol :
~Vair/sol = ~0 (2.15)
⇔ ~Vair/Fi + ~VFi/sol = ~0 (2.16)
et donc
~Vai , ~Vair/Fi = −~VFi/sol (2.17a)
= − d
dt/sol
(
−−→
PFi) (2.17b)
= − d
dt/sol
(
−−→
PO)− d
dt/sol
(
−−→
OC)− d
dt/sol
(
−−→
CFi) (2.17c)
d
dt/sol
(
−−→
PO) est la vitesse de translation ~VO du microdrone, que l’on peut exprimer dans la
base liée au sol : (~VO)Rn =
t(u v w).
D’où, d’après les formules de dérivation vectorielle [Llibre 2002] :
~Vai = −~VO −
d
dt/Rb
(
−−→
OC)︸ ︷︷ ︸
=~0
−~Ωnb ∧ −−→OC − d
dt/Rb
(
−−→
CFi)− ~Ωnb ∧ −−→CFi (2.18a)
= −~VO − ~Ωnb ∧ −−→OC − d
dt/Rm
(
−−→
CFi)︸ ︷︷ ︸
=~0
−~Ωbm ∧ −−→CFi − ~Ωnb ∧ −−→CFi (2.18b)
soit finalement, en exprimant directement tous les vecteurs dans leur base de référence :
(~Vai)Rm = −Bmn.(~VO)Rn−Bmb.(~Ωnb)Rb∧
[
Bmb.(
−−→
OC)Rb + (
−−→
CFi)Rm
]
−(~Ωbm)Rm∧(
−−→
CFi)Rm
(2.19)
Pour alléger la notation, on conviendra désormais que l’on peut omettre les repères en indice
des vecteurs dès lors que ceux-ci seront exprimés dans leur base de référence. L’équation
(2.19) ci-dessus s’écrira alors :
~Vai = −Bmn.~VO −Bmb.~Ωnb ∧
[
Bmb.
−−→
OC +
−−→
CFi
]
− ~Ωbm ∧ −−→CFi (2.20)
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2.3.1.2 Incidence
On définit l’incidence aérodynamique locale αi comme l’angle orienté que fait la corde
du profil dans le repère aérodynamique. D’après ce qui vient d’être calculé d’une part, et
les conventions adoptées pour définir les différents repères d’autre part, on peut écrire :
αi = ∠(−~Vai .~xm − j~Vai .~zm) (j2 = −1) (2.21a)
= ∠(−Vaix − jVaiz) (2.21b)
(2.21c)
en notant ~Vai =
t(Vaix Vaiy Vaiz) les composantes de la vitesse aérodynamique. On ne peut
pas dans ce cas poser simplement αi = arctan
Vaiz
Vaix
, étant donné que cette relation conduit
à des valeurs de αi comprises entre −pi/2 et pi/2 seulement. On utilisera plutôt avec profit
les formules de trigonométrie :
sinαi =
2t
1 + t2
(2.22)
cosαi =
1− t2
1 + t2
(2.23)
avec t = tan αi2 . En combinant ces relations, et en notant que :
− Vaix = cosαi
√
V 2aix + V
2
aiz (2.24)
−Vaiz = sinαi
√
V 2aix + V
2
aiz (2.25)
on obtient finalement la relation suivante, vraie ∀αi ∈ [0;2pi[ :
αi = 2arctan
−Vaiz
−Vaix +
√
V 2aix + V
2
aiz
(2.26)
2.3.2 Synthèse
On peut alors résumer le calcul des vitesses aérodynamiques et incidences locales pour
une tranche donnée sur le schéma 2.4, avec pour le cas de vol µ = 0 (ailes vibrantes) le
système d’équations suivant :
 VaixVaiy
Vaiz
 = −Bmn.
 uv
w
−Bmb.
 pq
r
 ∧
Bmb.
 xCyC
zC
+
 xFiyFi
0
− ~Ωbm ∧
 xFiyFi
0

(2.27)
αi = 2arctan
−Vaiz
−Vaix +
√
V 2aix + V
2
aiz
(2.28)
Bmb =
 cos ξ cos ν − sin ξ cosλ sin ν sinλ sin ν − sin ξ cos ν − cos ξ cosλ sin νsin ξ sinλ cosλ cos ξ sinλ
cos ξ sin ν + sin ξ cosλ cos ν − sinλ cos ν − sin ξ sin ν + cos ξ cosλ cos ν

(2.29)
~Ωbm =
 λ˙ cos ν0
λ˙ sin ν
 (2.30)
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Fig. 2.4 – Calcul des vitesses aérodynamiques et incidences pour une tranche donnée
2.4 Coefficients et efforts aérodynamiques
Connaissant l’incidence et le vecteur vitesse aérodynamique courants, on peut alors
calculer l’effort résultant sur la tranche courante, à partir de modèles analytiques des dif-
férents effets aérodynamiques (stationnaires et instationnaires). Précisons avant tout un
point de terminologie : par aérodynamique stationnaire, certains auteurs comme Elling-
ton [Ellington 1984] entendent des phénomènes où la connaissance des différentes variables
d’état à un instant donné ne nécessite pas leur valeur aux instants précédents. On dirait
en théorie des systèmes que ces effets possèdent une dynamique nulle. D’après cette défini-
tion, la circulation rotationnelle ferait partie intégrante de l’aérodynamique stationnaire.
Le point de vue que nous adopterons ici sera quelque peu différent, dans la mesure où
nous définirons comme stationnaires les effets ne faisant pas intervenir les dérivées des
angles de mouvement des ailes, soit encore, aérodynamiquement parlant, les effets que l’on
rencontrerait sur un profil fixe en présence d’un écoulement permanent.
2.4.1 Aérodynamique stationnaire
Rappelons en premier lieu les formules et notations usuellement employées pour la
représentation des efforts en aérodynamique classique. On se place dans le repère aérody-
namique Ra, dont l’axe ~xa est colinéaire à la vitesse de l’aile par rapport à l’air, et dont
l’axe ~za est orienté de telle sorte que (~xa, ~za) soit direct dans le plan du profil. Le repère
aile Rm s’en déduit par rotation d’un angle égal à l’incidence locale α comme sur la figure
2.5.
On nomme traînée T et portance P les projections de l’effort aérodynamique exercé
sur l’aile respectivement sur ~xa et ~za, et on les met sous la forme :
T =
1
2
ρSrefV
2
a Cx(α) (2.31a)
P =
1
2
ρSrefV
2
a Cz(α) (2.31b)
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Fig. 2.5 – Repères aile Rm et aérodynamique Ra
où ρ est la masse volumique de l’air, Sref une surface de référence (en l’occurence la surface
de l’aile ou de la tranche courante) et Va la norme de la vitesse aérodynamique. Cx et
Cz sont des grandeurs sans dimension, appelées coefficients de traînée et de portance, et
représentent l’expression des efforts normalisés par la quantité 12ρSrefV
2
a . Ces coefficients
dépendent uniquement de l’incidence locale α dans le cadre de l’aérodynamique classique.
Les courbes Cx(α) et Cz(α) sont issues de divers modèles théoriques (ligne portante ou
autres), ou bien peuvent être obtenues à partir de mesures expérimentales sur des profils
réels. De telles mesures sont prévues dans le cadre du PRF REMANTA, afin d’améliorer la
compréhension des mécanismes spécifiques au vol battu à faible Reynolds. En attendant ces
résultats, le modèle analytique choisi pour les effets stationnaires se base sur celui obtenu
par Dickinson et al. par interpolation à partir du dispositif Robofly [Dickinson et al. 1999,
Sane et Dickinson 2002] :
Cxsta = kCx0 − kCx1 cos 2α (2.32a)
Czsta = kCz1 sin 2α (2.32b)
Avec kCx0 = 1,92 kCx1 = 1,55 et kCz1 = 1,75. Ces différentes valeurs pourront être en-
suite ajustées sur la base de nouvelles données ou mesures. Il apparaît à travers ce mo-
dèle que le coefficient de portance Czsta peut atteindre des valeurs très importantes, bien
au-delà de celles rencontrées en aérodynamique classique. Ceci est en réalité dû au fait
que cette écriture inclut l’effet du tourbillon de bord d’attaque, qui comme on l’a vu
(§ 1.3.2.1, [Dickinson et Götz 1993]) peut rester attaché si le mouvement de translation
n’excède pas quelques longueurs de corde, et augmenter durant ce temps la portance3.
2.4.2 Aérodynamique instationnaire
2.4.2.1 Circulation rotationnelle
Il a été montré que la rotation rapide de l’aile lors de chaque changement de sens
de battement entraîne une circulation de l’air de sens opposé, qui accroît également la
3La stabilisation du tourbillon de bord d’attaque est due à l’écoulement transversal, qui évacue une
partie de l’énergie cinétique : en toute rigueur, les effets tridimensionnels ne sont donc pas totalement
absents de cette étude 2D par tranches.
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Fig. 2.6 – Validation du modèle analytique de circulation rotationnelle
portance. La modélisation choisie pour cet effet est reprise des travaux de Fung [Fung 1993],
Ellington [Ellington 1984] et Norberg [Norberg 1990] :
Γr = piν˙c2
(
3
4
− lx
c
)
(2.33)
où Γr est la circulation rotationnelle, c la corde du profil et lx la distance entre le bord
d’attaque et l’axe de rotation. Ce modèle a par ailleurs été validé avec succès par les
chercheurs de Berkeley à l’aide du Robofly [Dickinson et al. 1999] : on voit sur la figure 2.6
que le modèle linéaire (2.33) représenté en trait continu constitue une bonne interpolation
des points expérimentaux.
On en déduit ensuite directement l’effort exercé sur la tranche, effort supposé dans ce
cas normal au profil et égal à :
Pr = ρVabΓr (2.34)
où b est la largeur de l’élément ou tranche considéré. D’où l’expression des coefficients Cxrot
et Czrot , après projection dans le repère aérodynamique :
Cxrot = 2pi sinα
1
Va
ν˙cxˆr (2.35a)
Czrot = 2pi cosα
1
Va
ν˙cxˆr (2.35b)
en posant xˆr =
3
4
− lx
c
.
2.4.2.2 Masse ajoutée
Une autre composante des efforts aérodynamiques pouvant être prise en compte est l’ef-
fet de masse ajoutée, correspondant à la réaction due à l’accélération de la masse de fluide
entourant l’aile, et dont la modélisation (donnée ici aussi en termes de circulation supplé-
mentaire) se base sur les travaux de Sane [Sane et Dickinson 2002], Walker [Walker 2002]
et Fung [Fung 1993]. En conservant le terme prépondérant dû au battement, on a :
Γm =
pi
4
c2yF
1
Va
λ¨ (2.36)
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où yF est l’abscisse du foyer en tant que point de calcul des efforts aérodynamiques. De
même que précédemment, on en déduit l’effort de portance :
Pm = ρVabΓm (2.37)
Comme précédemment, les coefficients aérodynamiques sont obtenus après projection dans
Ra :
Cxmas =
pi
2
sinα
1
V 2a
cyF λ¨ (2.38a)
Czmas =
pi
2
cosα
1
V 2a
cyF λ¨ (2.38b)
2.4.2.3 Décrochage dynamique
En ce qui concerne le décrochage dynamique (retard au décrochage, entraînant un
accroissement de portance aux grandes incidences), peu d’études adaptées sont disponibles.
Goman et Khrabrov [Goman et Khrabrov 1994] ont proposé un modèle semi-empirique
applicable aux voilures delta, puis étendu aux ailes de plus grand allongement. Ce modèle
fait intervenir l’abscisse normalisée xdec du point de décollement, dont la dynamique est
fonction de celle de l’incidence :
τ1
xdec
dt
+ xdec = x0(α− τ2α˙) (2.39)
τ1 et τ2 étant deux constantes de temps. Le supplément de portance entraîné peut alors se
mettre sous la forme :
Czdec = kp sinα cos
2 α+ x2deckv sin
2 α cosα (2.40)
avec kp ≈ 2pib2Sref et kv ≈ pi. Ce modèle est toutefois difficilement utilisable pour notre
étude, étant donné que les valeurs de α˙ sont ici beaucoup plus faibles que dans le cas d’un
avion de chasse.
2.4.2.4 Capture de sillage
Cet effet reste le plus complexe à modéliser. Ici encore, aucun modèle exact ou semi-
empirique n’est disponible pour représenter la propagation des tourbillons de bord d’at-
taque et leur effet lorsque l’aile les rencontre. Une première stratégie avait toutefois été
envisagée, consistant à modéliser une vitesse induite par le déplacement de l’aile, qui est
ensuite retardée puis ajoutée à la vitesse aérodynamique locale lorsque celles-ci sont de
sens opposées. Le but est de générer une impulsion de portance lorsque l’aile change de
sens de battement, de manière à retrouver le comportement global observé de manière ex-
périmentale. Dans l’hypothèse où une telle méthode serait effectivement mise en œuvre, il
serait alors nécessaire lors du calcul des efforts aérodynamique d’appliquer celle-ci avant les
autres effets, de manière à ce que ces derniers utilisent les vitesses et incidences modifiées
par la capture de sillage.
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2.4.3 Synthèse
On peut résumer l’ensemble des relations intervenant pour le calcul des grandeurs aé-
rodynamiques sur le schéma 2.7 page 76. Les blocs représentés en pointillés correspondent
aux effets pour lesquels aucun modèle exact ou semi-empirique satisfaisant n’est disponible
à l’heure actuelle. Toutefois, comme le montre cet agencement modulaire, il sera aisé de les
incorporer ultérieurement dans le simulateur OSCAB. De manière similaire, cette même
structure par blocs offre avantageusement la possibilité d’activer ou non chacun des blocs
présentés ici, pour pouvoir étudier séparément l’influence de chaque effet spécifique sur les
efforts globaux. On pourra envisager d’avoir par exemple un modèle basé sur de l’aérody-
namique stationnaire uniquement, en inhibant les blocs de décrochage dynamique, masse
ajoutée, circulation rotationnelle et capture de sillage. Enfin, précisons que l’on n’a pas fait
figurer par souci de clarté l’indice i (repérant la tranche d’aile courante) dans la vitesse ~Va
et l’incidence α. Il ne faut pas oublier cependant que ces deux grandeurs (et par conséquent
le schéma 2.7 dans son ensemble) dépendent bien des coordonnées caractérisant la tranche
courante.
+
~Ra =
 T0
P
ξ
λ ~Va
µ α
ν
Effort
tranche
(2.31)
Décrochage
dynamique
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ajoutée
(2.38)
Circulation
rotationnelle
(2.35)
Aérodynamique
stationnaire
(2.32)
Capture de
sillage
~Vacap
αcap
Cxsta
Czsta
Cxrot
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Czdec
-
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-
-
-
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-
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Fig. 2.7 – Calcul des grandeurs aérodynamiques
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2.5 Équations mécaniques
L’évolution du microdrone est déterminée à chaque instant en utilisant le principe
fondamental de la dynamique, connaissant les forces et moments extérieurs appliqués. On
rappelle que dans un premier temps on néglige d’une part les masses et inerties des ailes, et
d’autre part les efforts aérodynamiques exercés sur le corps central. On appliquera donc les
théorèmes de la dynamique en assimilant à chaque instant le microdrone à un corps rigide,
de centre de gravité G de coordonnées (xG yG zG) dansRb, de massem, de tenseur d’inertie
I dans le repère Rb (supposé repère principal d’inertie pour des raisons de symétrie). On
note ~VG = t(uG vG wG) les composantes de la vitesse de G dans le repère galiléen Rn.
2.5.1 Efforts
D’après ce qui a été dit précédemment, les efforts extérieurs exercés sur le microdrone
se résument donc au poids m~g et à la somme des efforts aérodynamiques exercés sur les
ailes. Le calcul des efforts sur une tranche d’aile nécessite l’ensemble des calculs présentés
sur le schéma 2.7. On ne pourra donc pas calculer directement de manière analytique la
somme de ces efforts, et il faudra faire intervenir une boucle calculant successivement les
efforts élémentaires sur chaque tranche, avant de les sommer. Notons que les efforts ~Rai
calculés auparavant sont exprimés par définition dans le repère aérodynamique Ra, il est
nécessaire pour pouvoir les sommer sur une aile de tous les exprimer dans le repère de cette
aile, ce qui se fait par rotation d’un angle αi (cf. fig. 2.5 p. 73) :
~Ri =
 cosαi 0 − sinαi0 1 0
sinαi 0 cosαi
 . ~Rai (2.41)
On peut ensuite calculer la résultante aérodynamique sur chaque aile en sommant
directement :
~R1 =
∑n
i=1
~Ri1 (aile 1)
~R2 =
∑n
i=1
~Ri2 (aile 2)
(2.42)
d’où l’effort total appliqué sur le microdrone, exprimé dans le repère terrestre :
~R = Bn1. ~R1 +Bn2. ~R2 +m~g (2.43)
avec Bn1 = Bnb.Bb1 (resp. Bn2 = Bnb.Bb2) matrice de passage du repère R1 (resp. R2)
au repère terrestre.
2.5.2 Moments
On doit ensuite connaître les moments exercés par les efforts extérieurs. On peut d’ores
et déjà envisager le fait que le centre de gravité G soit mobile dans Rb, afin par exemple
d’améliorer la stabilisation et le contrôle du mouvement. On choisira donc d’exprimer les
moments par rapport à un point fixe du repère lié au corps, par exemple le centre O de ce
repère. Figure alors en premier lieu le moment ~Mp dû au poids :
~Mp = −−→OG ∧m~g (2.44)
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Il reste ensuite à évaluer les moments crées par les efforts aérodynamiques, qui seront
la somme des moments élémentaires dus à chaque tranche autour de O, soit pour l’aile 1
par exemple :
~M1 =
n∑
i=1
~Mi1 (2.45)
avec :
~Mi1 =
−−→
OF i1 ∧ ~Ri1 (2.46a)
= (
−−→
OC +
−−→
CF i1) ∧ ~Ri1 (2.46b)
=
B1b.
 xCyC
zC
+
 xFi1yFi1
0
 ∧ ~Ri1 (2.46c)
2.5.3 Théorème de la résultante cinétique
Connaissant la somme des efforts appliqués, le théorème de la résultante cinétique
permet d’obtenir la dérivée de la quantité de mouvement m~VG :
~R = m
d
dt/Rn
(~VG) = m
 u˙Gv˙G
w˙G
 (2.47)
On en déduit donc les composantes de la vitesse du centre de gravité du microdrone à
l’instant t par intégration.
2.5.4 Théorème du moment cinétique
On cherche de même à exprimer les dérivées des vitesses de rotation en fonction des
moments extérieurs appliqués. On utilise pour cela le théorème du moment cinétique, qui
appliqué en O centre du repère lié au corps s’écrit [Llibre 2002] :
~M = Bb1. ~M1 +Bb2. ~M2 + ~Mp = d
dt/Rn
( ~HO) +m~VO ∧ ~VG (2.48)
où ~HO est le moment cinétique en O. Il peut être utile de faire intervenir le moment
cinétique en G, en écrivant pour cela que :
~M = ~MG +−−→OG ∧ ~R (2.49a)
=
d
dt/Rn
( ~HG) +
−−→
OG ∧ ~R (2.49b)
Or, étant donné les hypothèses faites, le moment cinétique du microdrone se ramène à celui
du corps, et on a donc :
~HG = IG.~Ωnb (2.50)
IG est le tenseur d’inertie en G du microdrone, qui dépend uniquement de sa masse et de
sa géométrie. Suivant la forme, le centrage et les symétries eventuelles du corps, ce tenseur
pourra se simplifier en un tenseur diagonal (cas où le repère Rb est dit repère principal
d’inertie). On peut alors écrire :
d
dt/Rn
(IG.~Ωnb) = IG.
d
dt/Rb
(~Ωnb) + ~Ωnb ∧ IG.~Ωnb (2.51)
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On choisira d’exprimer les vecteurs dans le repère du corps Rb, de façon à faire apparaître
les variables d’état p, q, r qui nous intéressent, d’où finalement :
~M = IG.
 p˙q˙
r˙
+
 pq
r
 ∧ IG.
 pq
r
+−−→OG ∧ ~R (2.52)
2.5.5 Synthèse
La vitesse du microdrone est définie comme la vitesse du point O centre du repère du
corps. Si l’engin est centré, c’est-à-dire si O ≡ G, alors cette vitesse est égale à celle de G, et
l’intégration de (2.47) suffit pour obtenir les variables d’état désirées. Sinon, ~VO = t(u v w)
se déduit de ~VG d’après les propriétés du champ des vitesses d’un solide [Laroze 1999] :
~VO = ~VG +
−−→
OG ∧ ~Ωnb (2.53)
soit encore  uv
w
 =
 uGvG
wG
+Bnb.
 xGyG
zG
 ∧
 pq
r
 (2.54)
De même pour l’accélération de O, obtenue en dérivant (2.53) :
~ΓO = ~ΓG +
−−→
OG ∧ ~˙Ωnb +Ω2nb.
−−→
OH (2.55)
H étant la projection de O sur l’axe (G, ~Ωnb). Les coordonnées (xH yH zH) de H dans Rb
peuvent se calculer de la manière suivante :
– les vecteurs
−−→
OH et ~Ωnb sont orthogonaux, d’où :
−−→
OH.~Ωnb = 0 (2.56a)
⇔ pxH + qyH + rzH = 0 (2.56b)
– les vecteurs
−−→
GH et ~Ωnb sont colinéaires, d’où :
−−→
GH ∧ ~Ωnb = ~0 (2.57a)
⇔
 xH − xGyH − yG
zH − zG
 ∧
 pq
r
 =
 00
0
 (2.57b)
qui fournit deux équations linéairement indépendantes, par exemple
r(yH − yG)− q(zH − zG) = 0 (2.58)
p(zH − zG)− r(xH − xG) = 0 (2.59)
La combinaison de (2.56b), (2.58) et (2.59) conduit à la résolution du système suivant : p q r0 r −q
r 0 −p
 .
 xHyH
zH
 =
 0ryG − qzG
rxG − pzG
 (2.60)
L’ensemble des relations permettant de relier les variables d’état cinématiques aux
efforts élémentaires issus du schéma 2.7 est représenté sur la figure 2.8.
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(Moments → vitesse de rotation)
Fig. 2.8 – Calcul des grandeurs cinématiques (intégration des efforts)
2.6 Codage de la simulation
2.6.1 Choix de l’architecture
La structure informatique du modèle a été définie par Th. Le Moing [Luc-Bouhali 2004]
dans le cadre du Projet de Recherches Fédérateur REMANTA. Dans le but de bénéficier
d’une architecture modulaire, celui-ci a été programmé en langage C++. L’intérêt de ce
choix est double : d’une part, en regroupant les variables et fonctions relatives à une seule
aile (par exemple l’orientation ou la répartition en envergure des efforts et incidences)
au sein d’une classe aile.C, il devient alors aisé de définir à partir du concept standard
de microdrone à deux ailes de nouvelles configurations à quatre ou six ailes, en modifiant
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simplement dans le programme principal le nombre d’instances de la classe correspondante4.
D’autre part on peut étudier l’influence séparée des différents phénomènes aérodynamiques,
en choisissant d’activer ou non les blocs correspondants. Les différentes classes ainsi définies
ont alors été encapsulées sous un programme codé en langageMatlab r©, afin de bénéficier
des facilités offertes par ce logiciel en termes de visualisation et d’autres fonctions déjà
existantes. L’interface entre les deux langages a été rendue possible par l’utilisation de
MEX-files, permettant de générer des fichiers Matlab exécutables à partir de code source
C. Toutes ces considérations ont abouti au développement du programme baptisé OSCAB ,
pour Outil de Simulation de Concept à Ailes Battantes.
La complexité du modèle rend bien évidemment impossible une intégration analytique
directe des équations, il sera donc nécessaire d’utiliser une résolution numérique. De par la
simplicité de sa mise en œuvre assortie de sa précision en comparaison de méthodes plus
élémentaires, un schéma de Runge-Kutta d’ordre 2 a été employé. Considérons le système
mis sous la forme d’état générale :
dX
dt
= f(X,U) (2.61)
et soient xn et un les valeurs respectives de l’état et de la commande échantillonnés à
tn = t0 + n∆t, ∆t désignant le pas constant d’intégration. La méthode de Runge-Kutta
d’ordre 2 modifiée (appelée également méthode de Heun) permettant le calcul de l’état au
pas de temps suivant s’écrit alors [Crouzeix et Mignot 1989, Brooks 2004] :
x˜n+1 = xn +∆tf(xn, un) (2.62)
xn+1 = xn +
∆t
2
[f(xn, un) + f(x˜n+1, un+1)] (2.63)
2.6.2 Diagramme des classes
Au sommet de la hiérarchie des classes composant le modèle se trouve la classe prin-
cipale mecavo, qui calcule à chaque instant la dérivée du vecteur d’état en fonction des
efforts et moments. Celle-ci inclut également la définition de la géométrie du corps, à sa-
voir les dimensions ainsi que la position du centre de gravité. Cette classe comprend deux
instances de la classe aile, laquelle définit la forme de l’aile via un tableau contenant les
cordes des différentes tranches. Au sein de cette classe sont calculées les vitesses et inci-
dences aérodynamiques ainsi que les efforts et moments, en faisant appel aux modèles des
différents phénomènes aérodynamiques inclus dans la classe aero. Une version simplifiée
du diagramme des classes est représentée dans le tableau 2.3 page 82.
2.7 Validation du modèle
Le modèle OSCAB a ensuite été validé par le biais de différentes simulations en boucle
ouverte. Le but est de s’assurer que les résultats fournis sont cohérents vis-à-vis du com-
portement attendu, ce dernier pouvant être estimé à travers des mesures expérimentales
disponibles dans la littérature. Précisons en premier lieu que la dynamique du système en
boucle ouverte est instable : étant donné que celui-ci comporte deux intégrateurs, on ne
peut pas trouver d’entrée (c’est-à-dire de cinématique de battement) assurant une stabilité
4Sous réserve de disposer de modèles décrivant les interactions aérodynamiques entre les différentes
paires d’ailes [Wakeling et Ellington 1997b].
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Classe mecavo.C
Variables ailes : AILE[2] ;
masse : double
position centre de gravité : vecteur
dimensions du corps : double, double, double
matrice d’inertie corps : matrice
état : vecteur
commande : vecteur
Fonctions application du PFD (calcul de la dérivée du vecteur d’état en
fonction des efforts et moments totaux) :
void Modele (vecteur& X, vecteur& U)
évolution des états (permet d’autoriser ou non les mouvements
selon les différents degrés de liberté) :
void Evolution (vecteur& Xp)
Classe aile.C
Variables inclusion des modèles aérodynamiques : AERO
nombre de tranches par aile : int
cordes : double*
position de l’axe de rotation : double*
efforts : vecteur*
moments : vecteur*
point d’attache : vecteur
Fonctions calcul des incidences locales, des efforts et moments en fonction
des cinématiques :
void Modele (vecteur& U, vecteur& Xm, vecteur& Xa)
évolution des états aérodynamiques :
void Evolution (vecteur& Xp)
Classe aero.C
Variables constantes intervenant dans la définition des modèles aérodyna-
miques : double, ...
coefficients aérodynamiques locaux : double, ...
Fonctions calcul des différentscoefficients aérodynamiques :
void Sta (double, ...)
void Rot (double, ...)
void MasseAjoutee (double, ...)
évolution de états aérodynamiques :
void Evolution (vecteur& Xp)
Tab. 2.3 – Diagramme des classes simplifié de OSCAB
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au sens strict du terme. Dans le but d’autoriser toutefois l’étude en boucle ouverte, qui
servira de préambule à la recherche de méthodes de stabilisation et de commande, il a été
introduit la possibilité d’activer ou non chacun des 6 degrés de liberté (trois en translation,
trois en rotation) que possède l’engin. Ainsi, lorsque tous ceux-ci sont figés, le microdrone
ne peut se déplacer et on obtient une configuration statique, représentative par exemple
d’un montage en cuve tel que Robofly. Pour l’étude du mouvement suivant un axe donné,
par exemple l’évolution en montée/descente ou bien le vol horizontal, on pourra de même
désactiver tous les degrés de liberté sauf ceux correspondants à ces axes respectifs, ce qui
revient à brider les déplacements du microdrone suivant certaines directions.
L’absence de modèles pour les effets de décrochage dynamique et de capture de sillage
ne semble pas a priori préjudiciable à la validité globale des simulations effectuées avec
OSCAB . En effet, si les modèles de circulation rotationnelle et de masse ajoutée semblent
relativement pertinents et rendent bien compte des effets instationnaires sur la portance to-
tale [Norberg 1990, Sane et Dickinson 2002], les interprétations diffèrent au sein de la litté-
rature en ce qui concerne le décrochage dynamique [Ellington 1984, McNeill Alexander 1996]
et la capture de sillage. En particulier, il reste aujourd’hui encore difficile de déterminer
l’action conjuguée du décrochage dynamique avec l’effet Wagner. Dans la mesure où ces
deux phénomènes ont des conséquences opposées, l’un augmentant la portance maximale
et l’autre limitant l’établissement de la circulation autour du profil, on a choisi dans le
cadre de cette approche simplifiée d’un point de vue aérodynamique de considérer que
leurs contributions mutuelles se compensent en moyenne, et donc de ne pas les prendre
en compte dans les simulations. De même en ce qui concerne la capture de sillage : cer-
taines études [Walker 2002] montrent que celle-ci peut dans certains cas se confondre avec
l’effet de masse ajoutée. Plus généralement, les modèles actuels de ces deux phénomènes
semblent peu précis, faute d’une compréhension suffisante de la nature exacte des méca-
nismes mis en jeu, et on choisira par conséquent de les mettre provisoirement de côté, dans
l’attente de données plus représentatives issues des expériences programmées dans le cadre
de REMANTA.
2.7.1 Choix des entrées
Différents signaux de référence ont été définis pour modéliser les entrées, qui sont par
nature périodiques. En dehors des classiques fonctions trigonométriques, il s’avérera utile de
considérer des fonctions d’allure carrée (ou créneau) pour représenter l’évolution de l’angle
de rotation. On a en effet noté que l’incidence géométrique était pratiquement constante
au sein d’un battement [Dickinson et Götz 1993], l’angle de rotation de l’aile ν(t) pourra
donc être modélisé à l’aide d’une fonction constante par morceaux de la forme :
νcar(t) = νm tanh[kcar cos(ωt+Φ)] (2.64)
où νm est la valeur du plateau, ω = 2pif =
2pi
T
est la pulsation du mouvement, Φ le dépha-
sage et kcar un paramètre servant à régler la raideur des fronts montants et descendants :
pour kcar → +∞, le signal se rapproche d’un créneau idéal. De même, afin de représen-
ter des battements dont la vitesse linéaire est constante sur une demi-période, on pourra
modéliser l’angle de battement à l’aide d’une fonction triangulaire, définie simplement en
intégrant le signal carré précédent :
λtri(t) = λm
∫ t
0
tanh(ktri cosωu)du (2.65)
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Fig. 2.9 – Allure sur une période des signaux de référence carré et triangle, νm = λm = 1,
kcar = 5, Φ = 25˚, ktri = 10
L’allure de ces signaux est représentée sur la figure 2.9. En sus de ces fonctions, il a
été développé un modèle de la cinématique de rotation adoptée par Dickinson et al. dans
leur expérimentation, ceci évidemment dans le but de pouvoir comparer ultérieurement les
résultats fournis par OSCAB et Robofly en présence des mêmes entrées. En l’absence de
données exactes concernant la cinématique utilisée, celle-ci a été approchée en assimilant
les variations « en cloche » de ν˙ à des concaténations d’arcs de cubiques, ce qui donne sur
une demi-période t ∈ [0;T2 [ :
ν˙rot(t) =

2
∆tr
t∗3 avec t∗ = t− tr1−∆tr/2∆tr/4 si tr1 − ∆tr2 ≤ t < tr1 − ∆tr4
2
∆tr
[2− (1− t∗)3] avec t∗ = t− tr1−∆tr/4∆tr/4 si tr1 − ∆tr4 ≤ t < tr1
2
∆tr
(2− t∗3) avec t∗ = t− tr1∆tr/4 si tr1 ≤ t < tr1 + ∆tr4
2
∆tr
(1− t∗)3 avec t∗ = t− tr1+∆tr/4∆tr/4 si tr1 + ∆tr4 ≤ t < tr1 + ∆tr2
0 ailleurs
(2.66)
Dans cette description analytique par morceaux, tr1 désigne l’instant auquel la vitesse
de rotation est maximale (sommet de la cloche), et ∆tr la durée de la commutation. La
représentation de ν˙rot sur la deuxième moitié de période t ∈
[
T
2 ;T
[
est obtenue par symétrie
par rapport au milieu de la période, soit ν˙rot(t) = −ν˙rot(t−T/2) pour t ∈
[
T
2 ;T
[
. L’angle de
rotation νrot en est déduit par intégration, pour obtenir finalement les allures reproduites
sur la figure 2.10.
2.7.2 Effet de la fréquence de battement
De manière immédiate, les efforts aérodynamiques sont reliés aux vitesses locales, les-
quelles dépendent notamment de la fréquence de battement : plus les ailes battent vite,
plus la portance totale devrait être importante, et plus le microdrone devrait accélérer
vers le haut. On peut vérifier ce comportement suivant l’axe vertical en recherchant en
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Fig. 2.10 – Allure de l’angle de rotation modélisé d’après Robofly
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Fig. 2.11 – Évolution de la vitesse verticale en fonction de la fréquence
premier lieu la fréquence pour laquelle les déplacements verticaux sont pratiquement nuls,
en minimisant par exemple la vitesse quadratique moyenne sur une période T :
f0 = argmin
f
(
1
T
∫
T
w2dt
)
(2.67)
on définit ainsi un point de « pseudo » équilibre5, et on peut alors étudier le comportement
du modèle pour des fréquences respectivement inférieures et supérieures à cette valeur. La
masse de la configuration étudiée est de m = 30 g.
La recherche du minimum s’est faite de manière numérique à l’aide d’un algorithme de
type quasi-Newton (fonction fminunc disponible sous Matlab). On obtient une fréquence
f0 = 34.1239 Hz. L’évolution de la vitesse verticale w pour f+ = 40 Hz et f− = 30 Hz est
alors tracée (voir fig. 2.11). Notons que l’on a encore une fois inversé l’orientation de l’axe
des ordonnées afin de faciliter l’interprétation des courbes.
On vérifie alors bien que pour une fréquence supérieure (resp. inférieure), w décroît
(resp. croît) linéairement, ce qui correspond à une accélération constante vers le haut (resp.
le bas). La fréquence de battement pourrait donc constituer un paramètre de contrôle
pour la commande du modèle en boucle fermée. Mais les stratégies envisagées jusqu’ici
pour l’entraînement des ailes semblent d’ores et déjà privilégier l’utilisation de structures
résonnantes en guise d’actionneurs pour augmenter le rendement mécanique, auquel cas la
fréquence de battement sera fixée par la pulsation propre de ces dispositifs. On ne retiendra
donc pas le choix de la fréquence de battement en tant que paramètre de contrôle, ce qui
revient à fixer celle-ci à une valeur donnée pour la recherche de méthodes de commande
par exemple.
5Rappelons que le système est naturellement instable, et que l’équilibre ainsi défini n’est qu’une ap-
proximation sur un intervalle de temps donné.
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2.7.3 Évolution en envergure des vitesses
Conformément à l’approche bidimensionnelle par tranches adoptée, chaque aile se voit
divisée en un nombre donné de tranches, supposés rectangulaires, de largeur constante mais
de corde variable, l’intérêt étant de pouvoir définir la géométrie globale d’une aile via la
répartition en envergure des cordes. Sans exigence particulière quant à la forme de l’aile, on
peut dans un premier temps supposer celle-ci de forme rectangulaire (toutes les tranches
étant donc identiques) et étudier l’évolution des vitesses en envergure. L’écoulement étant
supposé bidimensionnel sur chaque tranche, la composante locale de la vitesse selon l’axe
~ya sera par conséquent nulle. On a alors représenté sur les figures 2.12(a), 2.12(b) et 2.12(c)
respectivement les vitesses aérodynamiques horizontale et verticale Vaix et Vaiz en fonction
de la tranche courante i (i = 1 correspondant à la tranche la plus proche de l’emplanture),
ainsi que le module de la vitesse, défini par :
Vai =
√
V 2aix + V
2
aiz (2.68)
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Fig. 2.12 – Évolution sur une période des vitesses aérodynamiques locales en envergure
On observe alors que les vitesses augmentent fortement en valeur absolue lorsqu’on se
déplace en envergure, d’un facteur 15 environ, ce qui justifie le choix d’une approche par
tranches dans le but d’accroître la précision du modèle.
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Fig. 2.13 – Effets comparés de la vitesse de rotation ν˙ et de la circulation rotationnelle
2.7.4 Prise en compte de la circulation rotationnelle
L’une des hypothèses faites lors de l’écriture du modèle a consisté à négliger les termes
en ν˙ dans le calcul des vitesses aérodynamiques, cf. éq. (2.12). On a en effet supposé que la
vitesse de rotation de l’aile autour de son grand axe était déjà modélisée à travers l’effet de
circulation rotationnelle (2.33), évitant ainsi une redondance. Une simulation a été réalisée
afin de tester la pertinence de cette hypothèse. Dans un premier cas, on a fixé ν˙ ≡ 0 dans
le calcul de l’incidence aérodynamique au sein de la classe aile et activé la circulation
rotationnelle. Le deuxième cas représente la situation inverse, c’est-à-dire que ν˙ est laissé
non nul, alors que le module contenant la circulation rotationnelle est désactivé. Enfin le
dernier cas correspond à ν˙ ≡ 0 et une circulation rotationnelle désactivée. Les résultats sur
une période sont présentés sur la figure 2.13, pour une vitesse et une incidence calculées
aux trois-quarts de la corde (xFi/c = 3/4) [Fung 1993, DeLaurier 1993, Walker 2002], et
en prenant comme entrées des cinématiques en battement et en rotation telles que décrites
en (2.64) et (2.65). Sur la figure du haut est représentée l’incidence en milieu d’aile, et sur
celle du bas la portance totale due aux efforts aérodynamiques dans le repère du corps.
Notons que l’on a choisi de visualiser en réalité l’opposé de cette portance, étant donné
que les axes ~zb et ~zn sont orientés vers le bas : ce choix a pour conséquence le fait qu’un
effort portant aura une valeur algébrique négative une fois projeté dans les repères corps
et terre6. La fréquence de battement est de 40 Hz, l’envergure totale de 15 cm, l’amplitude
du battement vaut 80 ,˚ celle de la rotation 60˚et le déphasage entre ces deux angles est
nul.
On constate alors que les deux premiers cas (courbes bleue et rouge) sont très similaires
en termes de portance, tandis que le troisième (courbe verte) présente un premier pic moins
prononcé. Ce résultat vient donc confirmer a posteriori l’hypothèse faite de négliger la
6De manière générale, on parlera de résultante verticale (ou d’effort vertical) pour désigner la projection
directe de l’effort sur l’axe ~zn, et de portance pour l’opposée de celle-ci
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vitesse de rotation ν˙ dans les vitesses et incidences aérodynamiques, l’effet de celle-ci étant
exactement équivalent à celui de la circulation rotationnelle.
2.7.5 Influence du déphasage de la rotation
Dans l’attente des résultats de l’expérimentation prévue par REMANTA, les résultats
d’OSCAB ont été comparés à ceux obtenus par l’équipe de l’université de Berkeley et
leur maquette Robofly. Ceux-ci ont notamment mis en évidence, comme on l’a vu sur la
figure 1.28 page 44, l’influence du déphasage de la rotation de l’aile. On rappelle que, suite
à des mesures d’efforts instantanés sur une aile d’insecte à l’échelle 100 battant dans de
l’huile, il est apparu qu’un retournement de l’aile intervenant avant la fin du battement
(en avance de phase par rapport à celui-ci) entraînait un pic instantané d’effort vertical, et
augmentait de ce fait la portance moyenne. À l’opposé, si ce retournement débute après que
l’aile a entamé son retour (soit une rotation en retard de phase), on observe au contraire
une déportance instantanée. Les cinématiques des ailes tout comme les conditions expé-
rimentales ont été reproduites à l’identique, à savoir une demi-envergure de 25 cm, une
masse volumique de 880 kg.m−3 et une fréquence de battement de 0,168 Hz. De même, des
déphasages identiques entre le battement et la rotation ont été considérés : +15˚(avance
de phase), 0˚et −15˚(retard de phase). Les résultats de la simulation OSCAB comparés
avec les mesures expérimentales fournies par Robofly sont présentés sur les figures 2.14
à 2.16.
On note alors que les résultats sont très similaires dans chacun des cas reproduits.
En particulier la décomposition de la portance totale en une composante rotationnelle et
une composante due à la translation (en l’occurence pour OSCAB l’aérodynamique dite
stationnaire) met bien en évidence dans les deux cas l’effet du déphasage de la rotation.
Dans le premier cas (fig. 2.14), les pics de portance sont bien reproduits, ceux-ci sont moins
présents pour une rotation symétrique (fig. 2.15), et le creux de déportance est également
très similaire dans les deux cas si la rotation est en retard (fig. 2.16).
Tous ces résultats se révèlent donc largement satisfaisants sur le plan qualitatif, et
constituent ainsi une bonne validation pour le modèle de simulation OSCAB . Celui-ci est
capable de reproduire convenablement l’évolution des efforts aérodynamiques exercés par
un engin à ailes battantes, et pourra donc servir de modèle pour l’étude de la commande
du vol en boucle fermée.
2.8 Conclusion
Nous venons donc de présenter le modèle développé pour la simulation de la mécanique
du vol d’un microdrone à ailes battantes. Ce modèle a été validé à partir de mesures
expérimentales obtenues dans la littérature, et les premiers résultats en boucle ouverte ont
montré, sous réserve de la validité des modèles aérodynamiques employés, qu’un microdrone
à ailes battantes d’une envergure de 15 cm et de masse égale à 30 g était capable de soulever
son poids en utilisant uniquement les forces aérodynamiques dues au battement de ses ailes.
Cette première partie de l’étude constitue donc une démonstration de la faisabilité (au sens
des capacités de vol) et de la pertinence d’un tel concept, et justifie les recherches qui seront
faites par la suite sur le contrôle en boucle fermée.
On peut d’ores et déjà remarquer que le découpage en tranches d’une part ainsi que
les fortes non-linéarités qu’il comporte rendent a priori très difficile l’écriture directe de
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Fig. 2.14 – Effet de la rotation sur la portance totale, Φ = +15˚
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Fig. 2.15 – Effet de la rotation sur la portance totale, Φ = 0˚
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Fig. 2.16 – Effet de la rotation sur la portance totale, Φ = −15˚
92
2.8. Conclusion
la dynamique de ce modèle sous forme d’équations d’état. La recherche d’un modèle de
synthèse pour l’étude en boucle fermée passera donc vraisemblablement par de nouvelles
simplifications par rapport à l’aérodynamique complexe du vol battu ou vibrant.
Toutefois, il est utile de rappeler encore une fois qu’OSCAB n’a pas pour but la re-
production précise des différents phénomènes ni leur compréhension, mais davantage la
recherche de méthodes de stabilisation et de commande en boucle fermée adaptées à cette
catégorie de systèmes, fortement non-linéaires et aux entrées périodiques. Comme l’ont
fait remarquer Sane et Dickinson [Sane et Dickinson 2002], un tel modèle simplifié permet
d’être exploité de manière immédiate dans des applications orientées contrôle et dynamique
du vol, sans nécessiter la lourdeur de calcul des méthodes CFD.
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Chapitre 3
Optimisation des cinématiques
Le modèle tel qu’il a été défini dans le chapitre précédent prend en entrée les différents
angles repérant la position des ailes en fonction du temps. Dans le cas le plus général, le
vecteur d’entrée aura donc huit composantes indépendantes :
U(t) = t(ξ1(t) ξ2(t) λ1(t) λ2(t) µ1(t) µ2(t) ν1(t) ν2(t)) (3.1)
On a vu qu’il était toutefois possible de réduire ce nombre en supposant le mouvement
des ailes symétrique, et en négligeant certains déplacements pour des configurations de vol
particulières. Ainsi, le cas de vol le plus souvent considéré lors de cette étude est celui
du vol vibrant longitudinal (incluant le cas particulier du vol stationnaire). L’hypothèse
de vol vibrant signifie d’une part que µ ≡ 0 (cf. éq. (2.3) p. 67), et d’autre part que ξ
reste voisin de pi/2. Le vol longitudinal est quant à lui défini en mécanique du vol par des
déplacements confinés dans un plan vertical, qui tient également lieu de plan de symétrie
pour l’engin [Boiffier 1998]. Sous ces deux hypothèses, les degrés de liberté des ailes du
microdrone ne sont alors plus définis que par les variables λ1 = −λ2 , λ et ν1 = ν2 , ν.
Pour la validation d’OSCAB par comparaison avec les résultats expérimentaux publiés
par l’université de Berkeley, les cinématiques des ailes ont naturellement été choisies de
façon à reproduire les mouvements de Robofly. Mais en dehors de ces essais, le choix de la
forme de ces signaux reste totalement libre, la seule exigence étant bien évidemment que
ceux-ci soient périodiques et que leur amplitude ne dépasse pas un certain seuil : l’amplitude
du battement en particulier ne saurait excéder 180˚pour des raisons physiques.
Si la morphologie d’OSCAB était calquée sur un animal volant précis, il serait légitime
d’adopter également dans la simulation les cinématiques de l’espèce en question. On est
en effet en droit de supposer que, suite à l’évolution et l’adaptation fonctionnelle qu’ont
connues ces animaux1, leurs mouvements d’ailes sont définis « au mieux », c’est-à-dire
qu’ils maximisent l’efficacité en termes d’efforts et de manœvrabilité tout en réduisant les
besoins énergétiques nécessaires.
Or les dimensions du microdrone virtuel représenté par OSCAB ne sont pas définies
de manière exacte : comme on l’a vu, l’objet du PRF REMANTA tient davantage en une
étude ouverte dans le domaine des micro-engins, et il est donc prématuré à ce stade de
l’étude de souhaiter travailler sur une configuration figée. Par conséquent, on ignore si
1À ce sujet, rappelons que les insectes font partie des plus anciennes espèces vivantes présentes sur Terre,
et ont ainsi prouvé leur résistance et leur faculté d’adaptation à leur environnement [Grassé et al. 1961,
Clarkson 1986].
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les cinématiques arbitrairement définies jusqu’à présent constituent une manière optimale
pour l’engin de battre des ailes.
La problématique posée peut alors s’énoncer de la manière suivante : étant donné une
configuration particulière, comment faire battre les ailes du microdrone dans le but d’ob-
tenir les meilleures performances ? Cette question se ramène intuitivement à un problème
d’optimisation, lequel suppose la définition d’un critère à maximiser ou à minimiser. De
manière triviale, on pourra poser dans un premier temps celui-ci comme égal à la portance
moyenne en vol stationnaire. En effet, l’observation est l’une des applications visées avec ce
nouveau concept. Il sera donc intéressant de maximiser la charge utile (capteurs, caméras
visible et infrarouge, etc. [Szmelter et Żbikowski 2000]) que peut soulever l’engin en vol
stationnaire. En remarquant que le poids total du microdrone (poids de la charge utile +
poids propre) est équilibré par la portance dans le cas du vol stationnaire, on pourra donc
se ramener à maximiser celle-ci.
3.1 Position du problème - Modélisation des signaux d’entrée
Ce problème d’optimisation est singulier car il nécessite a priori la recherche d’une
fonction optimale : en appelant J le critère à minimiser2 et C∞T l’ensemble des fonctions
réelles lisses périodiques de période T , on cherche :
(λ∗, ν∗) = arg min
(λ,ν)∈(C∞T )2
J(λ, ν) (3.2)
Les outils permettant de résoudre de manière analytique ce type de problème sont rela-
tivement rares en mathématiques, et souvent applicables uniquement à des « cas d’école »
très simples et peu représentatifs de véritables modèles physiques [Cherruault 1999]. On
ne s’attardera pas non plus sur les méthodes basées sur le principe du maximum de Pon-
tryagin, dont le domaine d’application reste la commande optimale des processus sous
contraintes [Boudarel et al. 1969]. Il semble donc nécessaire de devoir se ramener d’un
problème d’optimisation fonctionnelle à un problème plus classique d’optimisation para-
métrique :
(Θ∗1,Θ
∗
2) = arg min
(Θ1,Θ2)∈(Rn)2
J(λΘ1 , νΘ2) (3.3)
avec λΘ1(t) = λ(Θ1(1), . . . ,Θ1(n), t) (3.4)
νΘ2(t) = ν(Θ2(1), . . . ,Θ2(n), t) (3.5)
Chaque fonction est définie par un vecteur de paramètres scalaires Θ, et c’est sur les com-
posantes de celui-ci que porte l’optimisation. Les méthodes d’optimisation paramétrique
sont quant à elles plus répandues, et différents algorithmes de résolution numérique sont
disponibles, comme nous le verrons plus en détail.
3.1.1 Transformée de Fourier
La première étape consiste à rechercher une paramétrisation satisfaisante pour les fonc-
tions λ et ν. On peut songer naturellement à prendre en premier lieu les amplitudes res-
pectives λm et νm ainsi que le déphasage relatif Φ, tels que définis en (2.64) et (2.65).
2La définition exacte de ce critère sera précisée par la suite. Notons par ailleurs que le fait de choisir un
critère à minimiser n’est absolument pas restrictif pour la suite des calculs, étant donné que la minimisation
de J est équivalente à la maximisation de −J .
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Toutefois, ce choix impose l’allure des signaux
λ
λm
(t) et
ν
νm
(t), et restreint donc l’espace
solution. C’est pourquoi on cherchera non pas à optimiser ces paramètres usuels mais plutôt
la forme globale des signaux.
Considérons donc une fonction f ∈ C∞T . Les coefficients de Fourier de f sont définis
par [Papoulis 1962] :
a0 =
1
T
∫ T/2
−T/2
f(u)du (3.6a)
ap =
2
T
∫ T/2
−T/2
f(u) cos
2pipu
T
du ∀p ∈ N∗ (3.6b)
bp =
2
T
∫ T/2
−T/2
f(u) sin
2pipu
T
du ∀p ∈ N∗ (3.6c)
et la série de Fourier de f est égale à la fonction de C∞T :
Sf (t) = a0 +
∞∑
p=1
ap cos
2pipt
T
+ bp sin
2pipt
T
(3.7)
On montre alors que la série de Fourier de f converge uniformément vers f sur R :
lim
p→∞ ||Sf − f || = 0 (3.8)
En d’autres termes, en définissant la somme partielle :
Snf (t) = a0 +
n∑
p=1
ap cos
2pipt
T
+ bp sin
2pipt
T
∀p ∈ N∗ (3.9)
on peut considérer que Snf représente une bonne approximation de f sur R pour un ordre
n suffisamment grand. La décomposition en série de Fourier constitue donc un moyen
rapide d’approcher une fonction périodique — tels les angles de battement et de rotation
λ(t) et ν(t) — à l’aide d’une représentation paramétrique de la forme (an, bn), n fini. Le
principal inconvénient de cette méthode réside dans les oscillations rencontrées au voisinage
de « pseudo-discontinuités » (par exemple lors de la commutation de −νm à +νm pour la
rotation3), effet connu sous le nom de phénomène de Gibbs [Labarrère et al. 1993]. Cette
méthode a toutefois été appliquée par Th. Le Moing et B. Dang Vu pour la recherche de
cinématiques optimales dans le cadre du PRF REMANTA [Luc-Bouhali et al. 2005].
3.1.2 Réseaux de neurones
L’approche développée durant ce travail de thèse est quelque peu différente, puisqu’elle
se base sur des réseaux de neurones pour modéliser les cinématiques des ailes. Nous allons
présenter rapidement cet outil et les méthodes associées, avant de revenir sur son application
au problème qui nous intéresse.
3Les fonctions λ et ν sont des angles physiques, donc continus par nature, et les discontinuités ne seront
qu’apparentes : le passage de −νm à +νm correspondra en réalité à un front montant de forte pente.
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3.1.2.1 Présentation générale
Les premières recherches sur les réseaux de neurones artificiels datent des années soixante
[Minsky et Papert 1969], et furent motivées par le constat que les organismes vivants les
plus simples, tels les invertébrés, réalisent aisément des tâches que les ordinateurs de
l’époque n’accomplissaient qu’au prix de lourds calculs, telles la reconnaissance d’objets
indépendamment de leur taille ou de leur position. L’idée de s’inspirer du fonctionne-
ment des systèmes nerveux pour concevoir des machines plus habiles que les ordinateurs
conventionnels a donc émergé. Ces techniques ont connu un regain d’intérêt dans les an-
nées quatre-vingts [Hopfield et Tank 1985, Kawamoto et Anderson 1985], avec le dévelop-
pement d’outils plus puissants en informatique aussi bien qu’en mathématiques. Les réseaux
de neurones constituent aujourd’hui un pan très actif de la recherche dans le domaine de
l’informatique et de l’intelligence artificielle.
Un neurone artificiel peut être simplement défini comme une fonction non linéaire,
paramétrée et à valeurs bornées [Dreyfus et al. 2004] :
y = f(x1, . . . , xn;w1, . . . , wp) (3.10)
Les variables {xi}i=1...n sur lesquelles opère le neurone sont habituellement désignées sous
le terme d’entrées du neurone, et la valeur y de la fonction sous celui de sortie. Deux types
de paramétrages sont fréquemment utilisés pour f :
– les paramètres sont attachés aux entrées du neurone : la sortie de celui-ci est une
fonction non linéaire d’une combinaison des entrées {xi} pondérées par les paramètres
{wi}, qui sont alors désignés sous le terme de poids. Cette combinaison linéaire est
quant à elle appelée potentiel, en raison de l’inspiration biologique sous-jacente. La
fonction f est appelée fonction d’activation, et est souvent prise égale à une fonction
arctangente ou sigmoïde :
f(u) =
1
1 + e−u
(3.11)
– les paramètres sont attachés à la non-linéarité du neurone : ils interviennent directe-
ment dans la fonction d’activation f . Celle-ci peut être une ondelette, ou bien encore
une fonction à base radiale (RBF, Radial Basis Function), par exemple de la forme :
y = exp
[
−
∑n
i=1(xi − wi)2
2w2n+1
]
(3.12)
La différence pratique essentielle entre ces deux types de neurones est que les derniers
ont des non-linéarités locales, qui tendent vers zéro dans toutes les directions de l’espace
des entrées : leur zone d’influence est donc limitée, ce qui n’est pas le cas des neurones à
potentiel et fonction d’activation sigmoïde.
L’intérêt des neurones réside dans les propriétés qui résultent de leur association en
réseau, c’est-à-dire de la composition des fonctions non linéaires réalisées par chacun des
neurones. Là encore on distingue deux types de réseaux : les réseaux non bouclés et les
réseaux bouclés. Un réseau non bouclé est représenté graphiquement par un ensemble de
neurones connectés entre eux, l’information circulant des entrées vers les sorties, comme
illustré sur la figure 3.1(a). Le graphe d’un tel réseau est acyclique, c’est-à-dire qu’on ne
peut pas revenir à son point de départ en suivant le trajet des connexions depuis un neurone
quelconque. Les neurones qui effectuent le dernier calcul de la composition de fonctions sont
appelés neurones de sortie, ceux qui effectuent les calculs intermédiaires sont les neurones
cachés (cf. fig. 3.1(a)). Les réseaux non bouclés à couches dont les neurones cachés ont une
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fonction d’activation sigmoïde sont souvent appelés perceptrons multicouches, ou MLP
(Multi-Layer Perceptron). Un cas particulier est celui des réseaux à une couche cachée et
un seul neurone de sortie linéaire : un tel réseau réalise ainsi une fonction non linéaire des
paramètres de la première couche de connexions (cf. fig. 3.1(b)).
Les réseaux bouclés, quant à eux, présentent une structure cyclique, ce qui implique
la prise en compte du temps afin que l’entrée d’un neurone ne dépende pas de sa sortie
au même instant. Ainsi, à chaque connexion d’un tel réseau est attaché, outre un poids
comme pour les réseaux non bouclés, un retard, sous forme de multiple entier de l’unité
de temps choisie : le réseau ainsi défini réalise une ou plusieurs équations aux différences
non linéaires. Toutefois, on peut montrer que tout réseau de neurones bouclé peut être mis
sous une forme canonique comprenant un réseau non bouclé dont certaines sorties sont
ramenées aux entrées par des bouclages de retard unité.
(a) Un réseau à n entrées, une couche
de Nc neurones cachés et NO neurones
de sortie
(b) Un réseau à n + 1 entrées, une couche de
Nc neurones cachés et un neurone de sortie
linéaire
Fig. 3.1 – Schéma de réseaux de neurones non bouclés
Une notion fondamentale dans l’étude et l’utilisation de réseaux de neurones est celle
d’apprentissage. On désigne sous ce terme, toujours en référence à la biologie, la procédure
qui consiste à estimer les paramètres des différents neurones du réseau afin que celui-
ci remplisse au mieux la tâche qui lui est affectée. Deux types d’apprentissage sont à
distinguer : l’apprentissage supervisé et l’apprentissage non supervisé. Dans le premier cas,
on suppose que l’on connaît les valeurs que doit avoir la sortie du réseau pour des valeurs
données des entrées : il s’agit alors pour un « professeur » (en l’occurrence un algorithme
d’optimisation) d’apprendre au réseau quelles sont les bonnes valeurs, sous-entendu celles
à reproduire. L’apprentissage non supervisé est quant à lui utilisé principalement pour des
tâches d’agrégation, c’est-à-dire de regroupement de données, représentées par des vecteurs
de grande dimension, dans des espaces de dimension beaucoup plus petite, selon des critères
de ressemblance inconnus a priori. Il n’y a donc pas là de professeur, puisque c’est au réseau
de découvrir par lui-même les similitudes entre les données. Les réseaux à apprentissage
non supervisé les plus utilisés dans ce but sont les cartes auto-organisatrices de Kohonen.
Pour ce qui est des domaines d’application des réseaux de neurones, ceux-ci sont égale-
ment très variés. On rencontre ainsi, comme on l’a vu, la classification de données, suivant
des critères qui peuvent être connus à l’avance (reconnaissances de formes, data mining),
ou non. Ils peuvent également être utilisés pour la modélisation de systèmes non linéaires :
dans le cas où tout ou partie de ceux-ci peut être difficilement décrit par des équations
physiques (modèle de connaissance), ou bien en présence d’incertitudes importantes sur les
paramètres du modèle, un réseau de neurones pourra fournir une bonne modélisation du
comportement du système, pourvu que l’apprentissage ait été effectué sur un domaine de
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fonctionnement suffisamment grand. L’autre intérêt d’utiliser des réseaux de neurones pour
la modélisation des processus est que ceux-ci pourront ensuite être commandés en boucle
fermée toujours grâce à des réseaux de neurones, soit par inversion directe du modèle, soit
par utilisation d’un modèle de référence comme en commande adaptative.
Toutefois, l’une des utilisations les plus efficaces des réseaux de neurones — qui nous
préoccupe directement dans le cadre de cette thèse — est celle de la modélisation statique
et de l’approximation de fonction. On montre en effet que toute fonction bornée suffi-
samment régulière peut être approchée uniformément, avec une précision arbitraire, dans
un domaine fini de l’espace de ses variables, par un réseau de neurones comportant une
couche cachée de neurones possédant tous la même fonction d’activation, et un neurone
de sortie linéaire [Hornik et al. 1989]. Il sera donc possible de représenter chaque fonction
λ(t) et ν(t) à l’aide d’un réseau ayant une telle structure, dont les paramètres auront été
ajustés par un apprentissage de la fonction à reproduire. Mais l’avantage de cette méthode
par rapport à d’autres méthodes d’approximation est que les réseaux de neurones sont
des approximateurs parcimonieux [Dreyfus et al. 2004] : en d’autres termes ils nécessitent,
pour une précision d’approximation donnée, moins de paramètres qu’une autre méthode
(en particulier les méthodes linéaires).
L’intérêt de cette propriété des réseaux de neurones est loin d’être négligeable : dans
le cas général, un nombre plus réduit de paramètres allégera les temps de calcul ; dans le
cadre d’un problème d’optimisation comme c’est le cas ici, cela entraînera de meilleures
performances des algorithmes en termes de rapidité et de convergence, et augmentera par
conséquent les chances de trouver la solution optimale. En ce qui concerne le choix du
type de neurones, la sortie des réseaux de RBF à centres et écarts-types fixés est linéaire
par rapport aux poids, tandis que celle des réseaux de neurones à fonction d’activation
sigmoïde est non linéaire. Or il a été montré que si une approximation dépend des para-
mètres ajustables de manière non linéaire, elle est plus parcimonieuse que si elle dépend
linéairement de ceux-ci [Barron 1993]. On peut donc en déduire qu’un réseau de neurones
cachés à fonction d’activation sigmoïde est un meilleur approximateur qu’un réseau à RBF.
Toutes ces considérations permettent de conclure qu’un réseau de type perceptron mul-
ticouches est un bon choix pour la modélisation des cinématiques d’entrée, étant donné
qu’il garantit un compromis entre le nombre de paramètres requis et la variété des allures
représentées.
3.1.2.2 Application à la modélisation de signaux
La démarche va donc consister à modéliser les fonctions λ(t) et ν(t) par des réseaux de
neurones à une entrée (t), dont les paramètres (poids des connexions et biais des neurones)
seront ensuite optimisés vis-à-vis d’un critère donné. Dans le cas du vol stationnaire, on peut
supposer que l’équilibre est atteint et donc supprimer les degrés de liberté en translation
et rotation : toutes les grandeurs sont alors périodiques, ce qui nous permet de réduire
l’étude du problème à une seule période t ∈ [0;T ]. Le critère à optimiser peut donc être
défini comme la valeur moyenne de l’effort vertical Rz :
R¯z =
1
T
∫ T
0
Rzdt (3.13)
L’axe ~z étant dirigé vers le bas, la portance moyenne sur un cycle est égale à −R¯z (cf.
note 6 p. 88). En posant dans un premier temps J = R¯z, maximiser la portance moyenne
revient donc à minimiser le critère J .
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Il s’agit ensuite de déterminer une structure minimale pour chacun des réseaux. Pour ce
faire, on considère un réseau de base comportant une couche cachée et une couche de sortie,
cette dernière se résumant à un neurone linéaire (qui agit en tant que simple sommateur),
et on cherche dans chacun des cas le nombre minimal de neurones permettant de représen-
ter la plus grande variété d’allures de fonctions. On soumet pour cela un certain nombre
de fonctions « types » (c’est-à-dire que l’on souhaitera voir éventuellement reproduire par
la suite) au réseau, et on vérifie si celui-ci est capable de les apprendre correctement, ou
en d’autres termes s’il existe une réalisation du vecteur des paramètres telle que la sortie
du réseau constitue une bonne approximation de la fonction modèle. La création du réseau
et son apprentissage ont été réalisées sous Matlab, à l’aide de la boîte à outils dédiée
Neural Network. Compte-tenu de sa rapidité et son efficacité, l’algorithme choisi pour l’ap-
prentissage fut celui de Levenberg-Marquardt [Bonnans et al. 2003, Dreyfus et al. 2004],
qui consiste à calculer itérativement le vecteur des poids Θ par la formule :
Θ(i) = Θ(i− 1)− [H(Θ(i− 1)) + µiI]−1∇C(Θ(i− 1)) (3.14)
où ∇ représente l’opérateur gradient. Il s’agit en fait d’un algorithme de minimisation
d’une fonction de coût quadratique C associée à l’erreur e entre la sortie obtenue et la
sortie désirée. L’expression de la matrice hessienne de cette fonction de coût est :
H(Θ(i)) =
N∑
k=1
(
∂ek
∂Θ(i)
) t(
∂ek
∂Θ(i)
)
+
N∑
k=1
∂2ek
∂Θ(i)t∂Θ(i)
ek (3.15a)
≈
N∑
k=1
(
∂ek
∂Θ(i)
) t(
∂ek
∂Θ(i)
)
(3.15b)
en négligeant le deuxième terme, étant donné que celui-ci est proportionnel à l’erreur ek
au pas de temps k.
Considérons en premier lieu la modélisation de l’angle de rotation de l’aile ν(t). Comme
on l’a vu, l’observation du vol stationnaire animal, chez les insectes et le colibri, montre
que cet angle est à peu près constant sur une demi-période : une famille de solutions
possible sera donc la base de fonctions carrées νcar définies en (2.64) p. 83. On ne souhaite
toutefois pas écarter les fonctions plus classiques de type trigonométrique par exemple :
le réseau choisi devra donc être capable de reproduire par exemple les fonctions carré
νcar(t) = νm tanh(kcar cosωt) et cosinus νcos(t) = νm cosωt (le paramètre kcar définissant
la raideur des fronts montants et descendants).
Après plusieurs essais, il s’avère que le réseau minimal capable de reproduire ces formes
de signaux comporte deux neurones sur sa couche cachée (voir schéma 3.2). Les poids
{wi}i=1...4 sur chaque connexion plus les biais {bj}j=1...3 que l’on peut affecter à chaque
fonction de transfert donnent un total de 4+3 = 7 paramètres à optimiser. Étant donné la
simplicité de ce réseau, la fonction de transfert globale de celui-ci peut s’écrire directement
de manière analytique :
f(t) =
2∑
i=1
wi+2
1 + e−(wit+bi)
+ bs (3.16)
L’entrée du réseau est naturellement le vecteur temps t ∈ [0;T ], b1, b2 sont les biais des
neurones de la couche cachée, bs est le biais de la couche de sortie.
On a représenté sur les figures 3.3(a) à 3.3(e) le résultat de l’apprentissage des fonc-
tions νcar et νcos sus-citées, ainsi que d’autres allures de signaux : νrot1 et νrot2, fonctions
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Fig. 3.2 – Structure du réseau choisi pour modéliser ν(t)
trapézoïdales, où la jonction entre les paliers se fait à l’aide d’arcs de sinusoïdes (allures
inspirées des cinématiques du dispositif Robofly), et enfin νcomp, composition de fonctions
carrée et cosinus :
νcomp(t) =
{
νcar(t), t ∈ [0;T/2[
νcos(t), t ∈ [T/2;T [ (3.17)
On constate que cette structure de réseau est capable de reproduire parfaitement les diffé-
rentes fonctions proposées, ce qui suggère donc que l’espace des solutions atteignables sera
suffisamment vaste.
Une démarche exactement similaire a été employée pour l’angle de battement de l’aile
λ(t), dont l’allure est susceptible d’évoluer entre la sinusoïde pure λ(t) = λm sinωt et le
signal trianglaire λtri(t) = λm
∫ t
0 tanh(ktri cosωu)du. Une couche cachée comportant cette
fois-ci 4 neurones s’est avérée nécessaire (étant donné par la plus grande complexité des
fonctions à apprendre), ce qui correspond à 4× 3 + 1 = 13 paramètres.
3.2 Optimisation des paramètres du réseau
Une fois la structure minimale des réseaux de neurones déterminée, la recherche des
formes de cinématiques maximisant le critère proposé se fait en optimisant le vecteur des
paramètres (poids et biais) des réseaux modélisant respectivement λ et ν. Différentes mé-
thodes de résolution ont été employées : on a choisi en premier lieu une méthode numérique,
basée sur une estimation des dérivées successives (gradient et hessien) tout au long de la
progression vers l’optimum. Toutefois, nous verrons que cette méthode ne s’est pas avé-
rée concluante, du fait de la présence de plusieurs optimums locaux. C’est pourquoi nous
nous sommes tournés par la suite vers des méthodes dites métaheuristiques, qui présentent
l’avantage de converger en théorie vers l’optimum absolu (ou optimum optimorum) du
critère.
3.2.1 Méthode numérique
3.2.1.1 Principe et algorithme
Soit Θ = (w1 w2 w3 w4 b1 b2 bs) le vecteur contenant les paramètres à optimiser et
fΘ le transfert du réseau de neurones associé. La recherche d’une réalisation optimale Θ∗
de Θ a été effectuée dans un premier temps à l’aide de la fonction d’optimisation sous
contrainte fmincon disponible sousMatlab. Pour ce type de problème, cette fonction uti-
lise un algorithme de programmation quadratique itérative ou SQP (Sequential Quadratic
Programming), que l’on décrit brièvement ci-après.
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Le principe est le suivant : soit le problème général de la minimisation sous contraintes
d’une fonction J : 
min
x∈Ω
J(x)
cE(x) = 0
cI(x) ≤ 0
(3.18)
Ω étant un ouvert de Rn, cE et cI représentant respectivement les équations des contraintes
d’égalité et d’inégalité. Pour une écriture plus concise, on peut supposer que ces contraintes
peuvent être regroupées en une seule contrainte c, telle que c(x) = 0 si et seulement si
cE(x) = 0 et cI(x) ≤ 0. On peut ensuite définir le lagrangien associé à ce problème :
L(x, `) = J(x) + t`c(x) (3.19)
où ` est le vecteur des multiplicateurs de Lagrange. La solution de (3.18) est alors approchée
de manière itérative [Bonnans et al. 2003] :
xk+1 = xk + αkdk (3.20)
La direction de descente dk est calculée à chaque itération par résolution d’un sous-problème
quadratique (d’où le nom de la méthode) :
min
d∈Rn
t∇J(xk)d+ 12 tdHkd
t∇cE(xk)d+ cE(xk) = 0
t∇cI(xk)d+ cI(xk) = 0
(3.21)
dans lequel Hk est une approximation de la matrice hessienne du lagrangien, calculé par
exemple à l’aide de la méthode de BFGS (Broyden, Fletcher, Goldfarb, Shanno) :
Hk+1 = Hk +
qk
tqk
tqksk
−
tHkHk
tskHksk
(3.22)
avec sk = xk+1 − xk (3.23)
qk = ∇J(xk+1)−∇J(xk) +
n∑
i=1
`i [∇ci(xk+1)−∇ci(xk)] (3.24)
Le pas de descente αk est quant à lui déterminé de manière à obtenir une diminution
suffisante d’une fonction de mérite donnée [Powell 1978].
3.2.1.2 Résultats
L’optimisation a concerné dans un premier temps l’angle de rotation seulement, le
battement ayant une forme fixe. La périodicité des entrées permet de restreindre le problème
à une seule période [0;T ], et l’algorithme d’optimisation aura à prendre en compte la
contrainte exprimant la continuité des signaux en fin de période, c’est-à-dire :
fΘ(0)− fΘ(T ) = 0 (3.25)
Dans un premier temps le réseau est initialisé de manière arbitraire, et la fonction
d’optimisation n’atteint pas son but (non-convergence de l’algorithme, ou contraintes non
respectées). On choisit alors d’initialiser les poids du réseau de façon à reproduire une
fonction connue, par exemple la fonction carrée représentée sur la figure 3.3(a) page 103.
Cette fois-ci l’optimisation converge et une solution est trouvée. Mais la répétition du
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Θ0 vecteur des poids d’initialisation du réseau
kcar w
0
1 w
0
2 w
0
3 w
0
4 b
0
1 b
0
2 b
0
s
1 541,47 541,79 1,6352 -1,6347 -11,575 -3,8988 0,80696
3 -1312,3 1312,2 -1,9847 -1,9848 28,12 -9,373 2,9771
5 -2178 -2178 -1,9979 1,9979 46,672 15,557 0,99894
10 -4366,5 -4367 -1,9996 1,9996 93,568 31,193 0,99982
20 -8727,6 8727,5 -1,9998 -1,9998 187,02 -62,34 2,9998
30 -13169 13169 -2 -2 282,2 -94,067 3
40 17416 -17422 1,9999 1,9999 -373,2 124,44 -0,99995
50 21377 21431 1,9998 -1,9997 -458,09 -153,08 0,99986
75 -32637 32829 -2 -2 699,37 -234,49 3
100 41846 -43016 1,9999 1,9999 -896,75 307,28 -0,99997
Θ∗ vecteur des poids optimisés
kcar w
∗
1 w
∗
2 w
∗
3 w
∗
4 b
∗
1 b
∗
2 b
∗
s J
∗ |Θ∗ −Θ0|
1 541,5 541,8 2,0013 -2,0892 -10,611 -2,9557 1,0534 -0,23732 1,4904
3 -1312,3 1312,2 -1,7355 -1,7365 26,228 -7,4804 2,6039 -0,26736 2,7252
5 -2178,1 -2178 -1,6881 1,6881 43,87 12,767 0,84375 -0,2768 3,9826
10 -4366,6 -4367 -1,6501 1,6501 88,373 26,018 0,82482 -0,27981 7,3522
20 -8727,8 8727,6 -1,6327 -1,6327 176,51 -51,853 2,4488 -0,27906 14,868
30 -13170 13170 -1,6285 -1,6285 266,14 -78,127 2,4425 -0,2786 22,644
40 17416 -17422 1,6266 1,6266 -351,87 103,44 -0,81375 -0,27839 29,947
50 21378 21431 1,6272 -1,6272 -431,01 -126,83 0,81294 -0,27825 37,724
75 -32638 32829 -1,6265 -1,6265 657,34 -196,97 2,439 -0,27812 56,351
100 41848 -43017 1,6554 1,6554 -804,56 235,27 -0,83126 -0,26742 117,01
Tab. 3.1 – Influence de l’initialisation du réseau sur l’optimisation
processus pour différentes fonctions d’initialisation, en l’occurrence la même fonction carrée,
mais avec différentes valeurs du paramètre de forme kcar, conduit à des résultats différents,
qu’il s’agisse du vecteur optimal Θ∗ ou du critère J∗. On présente dans le tableau 3.1 les
résultats d’optimisations pour diverses valeurs du paramètre kcar de la fonction ayant servi
à initialiser le réseau.
Le premier tableau détaille les composantes du vecteur d’initialisation Θ0. Ces poids et
biais ont été obtenus via l’apprentissage de fonctions carrées de paramètre de forme kcar, et
constituent le point de départ de l’optimisation. Le second tableau montre respectivement
les composantes du vecteur optimal Θ∗ obtenu à l’issue de l’optimisation pour chaque
paramètre caractérisant la fonction initialement apprise, le critère J∗ à l’optimum ainsi
que la « distance » entre les points de départ et d’arrivée, exprimée à l’aide de la norme
|Θ∗ − Θ0|. On constate donc que, si la procédure d’optimisation converge à chaque fois,
l’allure de la rotation optimale fΘ∗ tout comme la valeur du critère J∗ sont différents, selon
le paramètre kcar caractérisant la forme de la fonction d’initialisation du réseau. En d’autres
termes, l’optimum trouvé dépend du point d’initialisation. On peut donc supposer que tous
les optimums trouvés sont en fait des optimums locaux, qui n’ont pu être franchis par la
fonction d’optimisation. Il apparaît que certains poids varient moins que d’autres durant
l’optimisation, tels w1 et w2. Mais d’un autre côté les valeurs de ces mêmes poids sont très
différentes suivant l’initialisation : la modélisation d’un signal par réseau de neurones est liée
en effet à un processus d’apprentissage qui reste par nature opaque pour l’utilisateur ; un
même signal pourra être reproduit de la même façon avec des jeux de poids complètement
différents, c’est ce qui rend très délicate l’interprétation de ces poids comme des paramètres
« classiques » caractérisant une fonction.
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Fig. 3.4 – Évolution de l’entrée ν et de la portance
Les résultats obtenus sont néanmoins significatifs : on a reproduit sur la figure 3.4
p. 106 l’évolution de l’entrée ν et de la portance correspondante au fur et à mesure des
itérations de l’algorithme d’optimisation. En noir est représentée la courbe initiale, soit une
fonction carrée avec un paramètre de forme kcar = 10, en vert les courbes correspondant
aux itérations successives, et en rouge le résultat final de l’optimisation. On note alors que,
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Fig. 3.5 – Rotations optimales obtenues par SQP, en fonction du paramètre de forme de
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si l’allure en elle-même de la fonction n’est pas modifiée, l’optimisation des poids du réseau
de neurones a tout de même permis de retrouver des résultats intuitifs ou bien issus d’opti-
misations plus empiriques. En effet, l’amplitude de la fonction optimale est plus faible que
celle de la fonction initiale (±49,5˚contre ±60˚), ce qui correspond, du fait du plan de
battement incliné à l’horizontale, à une incidence aérodynamique (et donc une portance)
plus importante. En outre, cet optimum est en avance de phase par rapport à la courbe
initiale (déphasage ∆Φ = +14,98˚) sans que l’on ait pour autant joué explicitement sur un
déphasage global, ce qui corrobore le fait qu’une rotation en avance de phase par rapport au
battement engendre un supplément de portance, résultat apparaissant dans la littérature
(montage Robofly) et retrouvé par le biais d’autres simulations en jouant sur le déphasage
comme seul paramètre. On retrouve ce résultat sur la figure 3.5, qui représente les rota-
tions optimales obtenues pour différentes valeurs du paramètre de forme kcar utilisé pour
l’initialisation. Il est clair que, si toutes les fonctions présentent des allures différentes (et si-
milaires dans chaque cas à la fonction d’initialisation), elles possèdent toutes un déphasage
∆Φ identique. La modélisation de la rotation de l’aile sous forme de réseau de neurones a
donc permis, malgré la sensibilité de l’optimisation à la fonction initialisant l’apprentissage,
de retrouver des résultats connus par des méthodes expérimentales : le signal ainsi modélisé
vient se placer « naturellement » en avance de phase durant l’optimisation, générant ainsi
le supplément de portance que l’on connaît bien.
3.2.2 Étude du comportement au voisinage de l’optimum
Afin de corroborer l’hypothèse de l’existence d’optimums locaux, on peut visualiser
l’allure du critère au voisinage des optimums trouvés. L’espace de recherche étant de di-
mension 7, on ne pourra donc visualiser l’influence des divers paramètres que 2 par 2, à
l’aide de coupes de la surface J(Θ) par des sous-espaces plans.
La procédure choisie est la suivante : on attribue au paramètre de forme kcar de la
fonction carré modélisant la rotation de l’aile 3 valeurs différentes : kcar ∈ {1; 10; 101}.
On réalise alors un apprentissage de ces signaux par un réseau de neurones comme pré-
cédemment, et les poids du réseau ainsi obtenu constituent le vecteur d’initialisation de
l’algorithme d’optimisation. Lorsque ce dernier a convergé et trouvé un optimum (a priori
non global), on trace la surface S représentant le critère J en fonction des paramètres
du réseau regroupés 2 par 2 selon leur position au sein du réseau, soit : (w1, w2) (poids
d’entrée), (w3, w4) (poids de sortie) et (b1, b2) (biais). Le biais de sortie total bs n’a pas été
utilisé, car il correspond à une translation verticale pure du signal, et n’a donc pas d’effet
sur sa forme. Les résultats sont présentés sur les figures 3.6 à 3.14.
Pour chaque figure, l’optimum calculé se trouve au centre, et l’intervalle choisi pour
faire varier chaque paramètre Θi est défini arbitrairement de la façon suivante :
Θi ∈ [Θ∗i − di; Θ∗i + di]
avec :
di = 10|Θ0i −Θ∗i |
où Θ0 est le vecteur initial et Θ∗ le vecteur optimisé. On constate sur ces figures que la
sensibilité du critère n’est pas la même pour les différents paramètres : celui-ci se montre
très peu sensible aux variations des poids w1 et w2, et ce pour les différentes valeurs du
paramètre de forme kcar. À l’inverse, on note de nombreux vallonnements dans le plan
(w3;w4) (figs. 3.9, 3.10, 3.11), traduisant ainsi la présence de plusieurs optimums locaux.
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Ce relief dans les surfaces de critère J(Θ) confirme donc qu’une méthode d’optimisation
numérique « classique » comme celles utilisées jusqu’alors risquerait de rester bloquée sur
un optimum local, et donc de ne pas fournir l’optimum optimorum recherché.
Pour pallier cet inconvénient, il s’avérerait utile de considérer des algorithmes d’optimi-
sation métaheuristiques, c’est-à-dire des méthodes qui ne s’appuient pas sur une connais-
sance a priori des caractéristiques du problème à résoudre (par exemple en nécessitant le
calcul des dérivées du critère), mais plutôt sur une expérience acquise au cours du chemi-
nement vers l’optimum.
3.2.3 Méthodes heuristiques
Les méthodes d’optimisation heuristiques s’avèrent être des outils particulièrement ef-
ficaces dans la résolution de problèmes d’optimisation combinatoire, tels ceux du voyageur
de commerce ou bien du sac à dos, problèmes de classe NP pour lesquels l’exploration de
tout l’espace des solutions possibles prendrait un temps considérable au-delà d’une certaine
dimension [Johnson et Mc Geoch 1997]. Un autre avantage de ces méthodes est qu’elles ne
nécessitent aucune condition sur la régularité du critère, ni même l’expression exacte de
celui-ci [Renders 1995], ce qui se révèle très adapté au problème posé ici, pour lequel on a
vu qu’une expression analytique du modèle (et donc du critère) est extrêmement délicate.
Toutefois, elles présentent l’inconvénient d’un grand nombre de paramètres de convergence
à régler, ce qui peut influer grandement sur les performances : il n’existe pour cela pas de
règle générale, ni même en ce qui concerne le choix d’un algorithme plutôt qu’un autre
pour un problème donné4.
4De manière plus générale encore, on montre qu’il n’existe pas de méthode supérieure aux autres pour
résoudre l’ensemble des problèmes existants (théorème "No free lunch" [Wolpert et Macready 1997]).
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3.2.3.1 Description des algorithmes
Les méthodes employées ici sont au nombre de trois : deux méthodes dites de recherche
aléatoire adaptative et un algorithme génétique, que nous allons rapidement présenter
dans un premier temps. L’une des caractéristiques principales de celles-ci est l’introduction
d’éléments stochastiques dans le processus de recherche : la « remontée » vers des valeurs
apparemment moins intéressantes est ainsi autorisée de temps en temps, ce qui permet
éventuellement le franchissement de cuvettes locales.
3.2.3.1.1 Recherche aléatoire adaptative
La première version de recherche aléatoire adaptative (que nous appellerons RAA1) est
basée sur des travaux de Ye et Kalyanaraman [Ye et Kalyanaraman 2001], qui ont conçu
un algorithme pour l’optimisation de paramètres d’un réseau de télécommunications. La
recherche aléatoire adaptative est basée sur l’alternance de phases d’exploration (phase
globale) et d’exploitation (phase locale). L’exploration consiste comme son nom l’indique à
déterminer des régions encore inconnues, tandis que l’exploitation a pour but de converger
vers un optimum local au sein d’une région sélectionnée. Le principe de l’algorithme de
Ye et Kalyanaraman est d’explorer l’ensemble de l’espace des paramètres D, et d’exploiter
seulement les régions définies par :
AD(r) = {Θ ∈ D|J(Θ) ≤ yr} (3.26)
pour un r donné, avec
φD(yr) = r (3.27)
où φD(yr) est la mesure définie par :
φD(yr) =
m({Θ ∈ D|J(Θ) ≤ yr})
m(D)
(3.28)
m étant la mesure de Lebesgue. La phase d’exploitation est quand à elle basée sur un tirage
aléatoire des valeurs de Θ, associée à une réduction progressive de l’espace atteignable, de
manière à converger vers un optimum. Cet algorithme a donné de bonnes performances
sur les fonctions tests de Rastrigin et de Schwefel en dimension 2. Un autre algorithme de
recherche aléatoire adaptative (RAA2) a été développé en parallèle par Th. Le Moing à
l’ONERA, suivant une démarche qui alterne globalement des phases d’exploration aléatoire
et des phases de recherche plus fine dans un voisinage des points sélectionnés.
3.2.3.1.2 Algorithme génétique
Les premières apparitions des stratégies dites évolutionnistes en tant qu’outils d’opti-
misation datent des années soixante, avec les travaux de Rechenberg [Rechenberg 1973]
notamment. L’idée sous-jacente était de faire évoluer une population de solutions can-
didates à la résolution d’un problème donné, en utilisant des opérateurs inspirés par les
altérations génétiques et la sélection naturelle. Dans le même temps, les algorithmes gé-
nétiques proprement dits furent inventés par Holland [Holland 1975]. Contrairement aux
stratégies évolutionnistes, ceux-ci ne visaient pas au départ à la résolution de problèmes
spécifiques, mais étaient plutôt envisagés comme un moyen d’étude formelle des mécanismes
d’évolution et d’adaptation tels qu’ils apparaissent dans la nature. Ces deux approches se
sont rapprochées et complétées, pour donner naissance au concept générique d’algorithmes
génétiques que l’on rencontre aujourd’hui [Mitchell 1996].
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Tout comme pour les méthodes de recherche aléatoire adaptative, il existe une infinie
variété d’implémentations d’algorithmes génétiques. Celles-ci présentent néanmoins des
bases communes : on considère une population initiale composée d’un certain nombre n
d’individus. Chacun de ces individus est une réalisation du vecteur des paramètres (les
gènes), en d’autres termes une solution candidate. À chaque itération ou génération, la
population est en partie reconstituée grâce au croisement (ou crossover) de deux individus
parents, résultant en un enfant dont les gènes sont hérités de ses parents. De plus, afin
d’élargir l’espace de recherche, des mutations interviennent aléatoirement, correspondant
à l’altération de tout ou partie des gènes d’un individu donné. Enfin, à chaque génération
intervient le processus de sélection naturelle, qui ne conserve que les n meilleurs individus,
c’est-à-dire ceux dont l’adéquation vis-à-vis du problème considéré est la plus forte : l’effectif
initial est ainsi renouvelé, et la sélection naturelle garantit la convergence de la population
vers des individus de plus en plus « aptes » à résoudre le problème posé.
Étant donnée la nature continue du problème (Θ ∈ Rn), différentes stratégies sont
envisageables pour définir l’opération de croisement. En effet, dans le cas d’un problème
binaire, c’est-à-dire si Θ ∈ {0; 1}n, les gènes transmis à un enfant peuvent être déterminés
simplement à l’aide de règles d’échange entre les gènes des deux parents. Mais si l’espace
de recherche est continu, d’autres possibilités sont envisageables : on peut encore procéder
par échanges stricts de portions du génotype, mais on peut également imaginer des règles
plus complexes, basées par exemple sur une combinaison convexe des gènes :
Θ′(i) = Θ1(i) + r.[Θ2(i)−Θ1(i)] (3.29)
où Θ′ désigne le génotype de l’enfant, Θ1 et Θ2 ceux de ses parents respectifs et r un coef-
ficient aléatoire compris entre 0 et 1. C’est justement cette dernière méthode, dont les per-
formances pour l’optimisation dans le domaine continu ont été prouvées [Ali et Törn 2004],
qui a été employée au sein de l’algorithme génétique utilisé ici. Ce dernier est dérivé
d’un algorithme initialement utilisé par M. Ouladsine et al. pour l’identification de sys-
tèmes [Ouladsine et al. 1995]. Le détail de l’algorithme est présenté page 115, et l’orga-
nigramme correspondant page 116. Précisons enfin que l’association d’algorithmes géné-
tiques et de réseaux de neurones avait déjà été mise en œuvre par le passé, mais pour
la résolution de problèmes plus formels, tels que l’amélioration des méthodes d’apprentis-
sage [Branke 1995] ou bien de la topologie de réseaux [Radcliffe 1993].
3.2.3.2 Prise en compte de la contrainte
Les méthodes heuristiques employées ici ne permettent pas de considérer une contrainte
sur les paramètres telle que l’équation de continuité (3.25). Il faut donc prendre en compte
celle-ci de manière implicite dans le problème d’optimisation. Pour ce faire, deux solutions
se présentent : on peut exprimer l’un des paramètres en fonction des autres via l’expression
de fΘ, et de réduire ce faisant d’une dimension la taille de l’espace de recherche. L’alter-
native consiste à modifier le critère en rajoutant un terme de pénalisation correspondant
à cette contrainte :
J˜ = J + β|fΘ(0)− fΘ(T )| (3.30)
où β est une pondération ajustable. Compte-tenu que l’on dispose ici de l’expression exacte
de la fonction de transfert du réseau, et qu’il est donc aisé d’exprimer un paramètre en
fonction des autres, on choisira la première méthode, dont on donne le détail ci-après.
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N : taille de la population ; [paramètres de la recherche]
ngmax : nombre maximal de générations ;
G : probabilité de survie ;
M : probabilité de mutation ;
Pour i de 1 à N faire
Θ← Θmin + rand.(Θmax −Θmin) ;
J ← R¯z(Θ) ;
Φ(i)← Θ ; [création de la population initiale]
Ψ(i)← J ;
Fin Pour
ng ← 1 ;
Φ← {arg(min(Ψ)), . . . , arg(max(Ψ))} ;
[tri de la population par valeurs croissantes du critère]
Ψ← {min(Ψ), . . . ,max(Ψ)} ;
← Ψ(N)−Ψ(1) ;
Tant que ( > stop ET ng < ngmax) faire
[début de la recherche]
k ← NG+ 1 ;
J∗ ← R¯z(Φ(NG)) ;
Tant que (k ≤ N) faire
k1, k2 ← rand(NG) ; [sélection aléatoire de deux parents]
Φ(k)← Φ(k1) + rand.(Φ(k2)−Φ(k1)) ;
J ← R¯z(Φ(k)) ;
Si (J ≤ J∗) Alors
k ← k + 1 ;
Sinon
Si (rand ≤M) Alors
Φ(k)← Θmin + rand.(Θmax −Θmin) ;
[mutation aléatoire]
J ← R¯z(Φ(k)) ;
Si (J ≤ J∗) Alors
k ← k + 1 ;
Fin Si
Fin Si
Fin Si
Fait
Ψ← {min(Ψ), . . . ,max(Ψ)} ;
Φ← {arg(min(Ψ)), . . . , arg(max(Ψ))} ;
← Ψ(N)−Ψ(1) ;
ng ← ng + 1 ;
Fait
Θ∗ = Φ(1) ; [individu optimum, fin de la recherche]
Algorithme 1: Détail de l’algorithme génétique employé
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On a vu que le transfert associé à un réseau de type perceptron à une couche cachée
tel que celui employé pour représenter λ(t) et ν(t) pouvait se mettre sous la forme :
fΘ(t) =
nn∑
i=1
wi+nn
1 + e−(wit+bi)
+ bs (3.31)
nn étant le nombre de neurones dans la couche cachée, {wi}i=1...n les poids d’entrée,
{wi+nn}i=1...n les poids de sortie, {bi}i=1...n les biais des neurones de la couche cachée
et bs le biais de sortie. L’expression de la contrainte de périodicité fΘ(0) = fΘ(T ) équivaut
alors à :
nn∑
i=1
wi+nn
1 + e−(wiT+bi)
−
nn∑
i=1
wi+nn
1 + e−bi
= 0 (3.32)
⇔
nn∑
i=1
wi+nn
(
1
1 + e−(wiT+bi)
− 1
1 + e−bi
)
= 0 (3.33)
On peut alors exprimer un paramètre en fonction des autres, par exemple w2nn :
w2nn
(
1
1 + e−(wnnT+bnn )
− 1
1 + e−bnn
)
+
nn−1∑
i=1
wi+nn
(
1
1 + e−(wiT+bi)
− 1
1 + e−bi
)
= 0
(3.34)
d’où
w2nn = −
∑nn−1
i=1 wi+nn
(
1
1+e−(wiT+bi) −
1
1+e−bi
)
(
1
1+e−(wnnT+bnn )
− 1
1+e−bnn
) (3.35)
On s’est donc ramené d’une contrainte que l’algorithme d’optimisation ne pouvait pas
prendre en compte à une relation directe entre les différentes composantes de Θ.
3.2.3.3 Cas d’étude
Différents cas d’étude ont été envisagés ; dans un premier temps, les deux entrées λ
et ν ont été optimisées chacune séparément, l’autre entrée étant prise égale à l’une des
fonctions de référence λtri ou νcar définies respectivement en (2.65) et (2.64), avec les
valeurs suivantes : λm = 80˚, νm = 60˚, ktri = 4, kcar = 10, Φ = 0˚. On donne sur
les figures 3.16(a) et 3.16(b) les tracés correspondant à ces cinématiques de référence. La
portance moyenne correspondante est −J = 0.1994 N.
Les algorithmes métaheuristiques n’imposant pas de restrictions quand à la forme (qua-
dratique, etc.) du critère à adopter, on pourra donc définir le critère de base comme étant la
portance moyenne au cours d’un cycle, comme dans le cas précédent : J = R¯z (on rappelle
qu’il s’agit bien d’un critère à minimiser, étant donné que Rz < 0 lorsque la portance est
dirigée vers le haut). Ce critère pourra toutefois être modifié, pour prendre en compte par
exemple la nécessité de limiter les vitesses de rotations λ˙ et ν˙, comme c’est le cas avec des
actionneurs réels.
3.2.3.4 Résultats
Ces résultats ont été publiés à l’occasion du 16e congrès IFAC (International Federation
of Automatic Control) [Rakotomamonjy et al. 2005].
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Fig. 3.16 – Entrées de référence λr et νr, incidence et portance correspondantes
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Fig. 3.17 – Optimisation de ν par AG
3.2.3.4.1 Critère simple J = R¯z
Les résultats obtenus avec l’algorithme génétique pour l’optimisation de la rotation de
l’aile ν(t) sont représentés sur les figures 3.17(a) et 3.17(b). La portance optimale est de
−J∗ = 0,2649 N. On peut s’étonner que cette valeur soit inférieure à certains optimums
trouvés précédemment par l’algorithme de SQP : il convient donc de préciser que les ampli-
tudes des entrées ont été normalisées durant les optimisations heuristiques afin de faciliter
la convergence des algorithmes (60˚pour νm en l’occurrence). On perd le degré de liberté
fourni par la variation d’amplitude de l’entrée, mais l’avantage est que l’on concentre la
recherche sur la forme uniquement du signal, pour une amplitude donnée.
Les résultats menés avec la recherche aléatoire adaptative sont présentés respectivement
sur les figures 3.18(a) et 3.18(b) pour RAA1, et les figures 3.19(a) et 3.19(b) pour RAA2.
On constate que la forme optimale est dans les deux cas celle d’un signal carré, en avance
de phase sur le battement, et induisant des portances de −J∗ = 0,2592 N (RAA1) et de
−J∗ = 0,2307 N (RAA2). Ces portances sont légèrement inférieures à celle obtenue par
algorithme génétique (figs. 3.17(a) et 3.17(b)), toutefois l’allure optimale reste dans tous
118
3.2. Optimisation des paramètres du réseau
0 0.01 0.02 0.03
−100
−50
0
50
100
la
m
bd
a 
(de
g)
0 0.01 0.02 0.03
−1.5
−1
−0.5
0
0.5
1
1.5
x 104
la
m
bd
ap
 (d
eg
/s)
0 0.01 0.02 0.03
−60
−40
−20
0
20
40
60
n
u
 (d
eg
)
T (s) 0 0.01 0.02 0.03
−6
−4
−2
0
2
4
6
x 105
n
u
p 
(de
g/s
)
T (s)
(a) Entrées
0 0.005 0.01 0.015 0.02 0.025 0.03
−150
−100
−50
0
50
100
150
a
lp
ha
 (d
eg
)
0 0.005 0.01 0.015 0.02 0.025 0.03
−6
−4
−2
0
2
4
6
8
−
R
z 
(N
)
T (s)
(b) Sorties
Fig. 3.18 – Optimisation de ν par RAA1
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Fig. 3.19 – Optimisation de ν par RAA2
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Fig. 3.20 – Optimisation de λ par AG (seules les entrées sont représentées, les sorties
correspondantes étant de type non numérique)
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Fig. 3.21 – Optimisation simultanée de λ et ν par AG
les cas en avance de phase par rapport au battement, et le gain de portance par rapport
au cas de référence est d’environ 33%.
À l’opposé, pour ce qui est de la recherche d’une forme optimale pour le battement
λ(t), aucun des trois algorithmes n’a fourni de résultat satisfaisant, non pas parce qu’ils ne
convergeaient pas, mais plutôt du fait que la solution proposée n’était pas physiquement
acceptable : on voit sur la figure 3.20 que l’entrée λ optimale présente des variations très
brusques, ce qui, couplé avec la très forte non-linéarité du modèle, entraîne au niveau des
sorties la présence de nombreuses valeurs non numériques ("Not-a-Number" sousMatlab).
Nous verrons par la suite comment une modification du critère pourra fournir une solution
acceptable.
Il a semblé également intéressant de rechercher à optimiser simultanément les deux
entrées λ et ν. Pour ce faire, on a considéré comme vecteur des paramètres la concaté-
nation des vecteurs définissant respectivement λ et ν : Θ = (Θλ Θν). Ici encore, on note
(fig. 3.21) que les solutions trouvées ne sont pas acceptables, sans doute pour les mêmes
raisons que précédemment (auxquelles on ajoutera un espace de recherche de dimension
plus importante).
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Fig. 3.22 – Optimisation de ν, ξ = 45˚(AG)
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Fig. 3.23 – Optimisation de ν, ξ = 45˚(RAA2)
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On a testé ces méthodes pour une configuration de vol souvent vue dans le monde
animal, à savoir un vol avec un plan de battement incliné à 45˚. On s’attend à obtenir
une rotation de l’aile dissymétrique (max(ν) 6= −min(ν)), afin de compenser l’inclinaison
du plan de battement, et comme c’est le cas dans la nature pour le vol des libellules par
exemple [Wakeling et Ellington 1997a, Savage et al. 1979]. On constate que c’est globale-
ment le cas sur les figures 3.22(b) et 3.23(b), avec toutefois des résultats différents suivant
la méthode choisie. On obtient en particulier une portance moyenne supérieure avec l’al-
gorithme génétique (−J∗ = 0,2980 N contre −J∗ = 0,1902 N pour la recherche aléatoire
adaptative). On a également représenté sur les figures 3.22(c) et 3.23(c) l’allure des ci-
nématiques correspondantes : on constate notamment dans le cas de l’optimisation par
algorithme génétique un retournement de l’aile très important, d’une amplitude de 240˚.
Un tel mouvement ne se retrouve pas dans le vol naturel animal, étant donné qu’aucune
espèce ne dispose d’articulations suffisamment souples pour permettre une telle excursion
angulaire. Cette solution originale mériterait donc d’être étudiée plus en détail, de manière
expérimentale par exemple.
3.2.3.4.2 Critère composé
Jusqu’à présent seule la portance moyenne avait fait l’objet d’une optimisation. Des
situations plus complexes peuvent être envisagées, pour lesquelles on souhaitera optimiser
non plus un seul, mais plusieurs critères. Ainsi, durant le vol stationnaire, il serait utile
d’adopter des cinématiques qui réduisent les oscillations horizontales, dans le but de facili-
ter les diverses mesures et acquisitions que le microdrone aurait à accomplir : on passe alors
d’un problème d’optimisation mono-objectif à un problème multi-objectif, les grandeurs à
minimiser étant d’une part l’opposée de la portance et d’autre part la moyenne quadra-
tique des déplacements horizontaux. Les approches les plus évoluées dans le domaine de
l’optimisation multi-objectifs font intervenir la notion d’optimums au sens de Pareto : par
définition il s’agit des points en lesquels on ne peut plus améliorer un critère sans en dégra-
der un autre [Meunier 2002]. Toutefois, la recherche de la frontière Pareto (constituée de
l’ensemble des optimums au sens de Pareto) se révélerait dans notre cas assez coûteuse en
temps de calcul, sans oublier les risques d’obtenir des résultats numériquement singuliers
ou physiquement inacceptables. C’est la raison pour laquelle une méthode d’agrégation a
été préférée, qui consiste de manière basique à combiner les différents critères en un seul.
Pour ce cas d’étude, on a souhaité conserver la portance moyenne en tant que composante
principale du critère final, c’est pourquoi le terme concernant les mouvements horizontaux
a été incorporé sous forme d’une pénalisation exponentielle :
J ′ = J + eβu2 (3.36)
β étant un coefficient de pondération. Les résultats sont donnés fig. 3.24 avec β = 0,1.
On constate que la forme du signal est très peu différente de celle obtenue avec le critère
standard, ce qui suggère d’ores et déjà qu’il existerait au niveau de la mécanique du vol un
découplage entre les efforts verticaux et horizontaux.
On a vu par ailleurs que l’optimisation de la forme du battement λ ne conduisait pas
à des résultats exploitables, du fait des trop brusques variations de l’entrée. Afin d’obtenir
des résultats physiques, on a limité cette fois-ci l’amplitude de la dérivée de λ, en définissant
le nouveau critère :
J ′′ = J + e
βmax
[0;T ]
(λ˙)
(3.37)
On constate sur la figure 3.25 que la forme optimale obtenue se rapproche davantage
de la sinusoïde que du signal triangulaire initial, avec un gain de portance conséquent
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Fig. 3.24 – Optimisation de ν, minimisation de la vitesse quadratique horizontale u2
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Fig. 3.25 – Optimisation de λ, minimisation de max(λ˙)
(−J∗ = 0,2794 N), soit un gain de 40% : cette allure sera donc à privilégier pour les essais
ultérieurs.
On a procédé de même pour la rotation ν, en pénalisant le critère de départ par l’am-
plitude de la dérivée ν˙ :
J ′′′ = J + e
βmax
[0;T ]
(ν˙)
(3.38)
Cette fois-ci, on ne réussit pas à améliorer l’allure initiale (fig. 3.26), ce qui est sans doute
dû au fait que c’est la rotation rapide de l’aile (et donc les pics de ν˙) qui est à l’origine d’une
part non négligeable de la portance, via l’effet de circulation rotationnelle. On sera dans
ce cas davantage limité par les capacités physiques (vitesse de rotation) des actionneurs
utilisés pour accomplir ce mouvement. Il en est de même pour la figure 3.27, qui présente
les résultats pour une pénalisation simultanée de la vitesse horizontale u2 et de la vitesse
de rotation max(ν˙).
Enfin on a de nouveau considéré un plan de battement incliné à 45˚, avec cette fois la
contrainte supplémentaire de réduire la vitesse horizontale, toujours dans le même but que
précédemment (fig. 3.28). On obtient une cinématique très proche de celle obtenue dans le
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Fig. 3.26 – Optimisation de ν, minimisation de max(ν˙)
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Fig. 3.27 – Optimisation de ν, minimisation de u2 et de max(ν˙)
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Fig. 3.28 – Optimisation de ν, ξ = 45˚, minimisation de ||u||
cas 3.22(c).
3.2.3.5 Aspects énergétiques
Pour finir, une étude comparative d’un point de vue énergétique a été envisagée. En
effet, il a été montré qu’un angle de battement sinusoïdal permet d’améliorer sensible-
ment la portance, toutefois on ignore si ce gain s’accompagne ou non d’une consommation
énergétique accrue. En d’autres termes, on souhaiterait étudier l’influence des différentes
cinématiques de battement sur le rendement mécanique du microdrone. Plusieurs gran-
deurs peuvent être introduites à cet effet. On définira en premier lieu la portance efficace
comme la moyenne quadratique de la portance :
Rzeff =
√
1
T
∫ T
0
R2z(t)dt (3.39)
Cette grandeur permet de caractériser l’efficacité « absolue » du battement, sans tenir
compte des compensations liées aux changements de signe. On peut également introduire
la puissance instantanée des efforts aérodynamiques, égale au produit scalaire de la vitesse
aérodynamique par l’effort engendré :
P = ~Va. ~Rm (3.40)
On en déduit alors la consommation énergétique par intégration :
E =
∫ T
0
Pdt (3.41)
On peut enfin définir un rendement aérodynamique par le rapport de la portance moyenne
sur la portance efficace :
η =
R¯z
Rzeff
(3.42)
On vérifie que ce rendement est bien inférieur à 1 par construction. On a ensuite calculé
ce rendement pour différentes cinématiques de battement, la rotation étant à chaque fois
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Fig. 3.29 – Influence de la forme du battement sur le rendement
optimisée par rapport à la portance efficace Rzeff. Les résultats sont reproduits sur la
figure 3.29.
Des battements définis à l’aide d’une fonction trapézoïdale ont en outre été introduits.
Il s’agit d’un signal composé de plateaux reliés par une sinusoïde, le paramètre dtra re-
présentant la durée des commutations. Ce type de battement ne se rencontre pas dans la
nature, toutefois nous avons voulu juger de son efficacité en termes de rendement éner-
gétique. La figure 3.29 montre clairement qu’un battement triangulaire pour une valeur
du paramètre de forme ktri = 100 offre un rendement supérieur aux autres cinématiques :
une allure sinusoïdale, même si elle correspond à une portance moyenne plus élevée, ne
sera donc peut-être pas à privilégier si l’on souhaite avant tout maximiser le rendement
aérodynamique. Rappelons ici que ces résultats sont en toute rigueur fortement liés à la mo-
délisation aérodynamique adoptée dans OSCAB, et pourront être confirmés ultérieurement
par le biais de mesures expérimentales.
3.3 Conclusion
En l’absence à l’heure actuelle de données précises quant à la configuration d’un fu-
tur microdrone issu de REMANTA, il n’est pas possible de calquer les mouvements des
ailes d’OSCAB sur ceux d’une espèce animale donnée. Pour pallier cet inconvénient, nous
avons donc, au cours de cette partie de l’étude, trouvé des fonctions optimales pour les
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cinématiques des ailes à l’aide d’une approche originale associant réseaux de neurones et
métaheuristiques. Parmi les différentes méthodes d’optimisation employées ici, l’algorithme
génétique a fourni des résultats légèrement supérieurs, en termes de convergence et de per-
formance, tandis que la première méthode de recherche aléatoire adaptative (RAA1) n’a
que peu souvent convergé. Précisons toutefois que l’utilisation de ces algorithmes est rendue
délicate par le nombre important de paramètres de réglages, qui conditionnent le compor-
tement de la méthode et qui nécessitent une bonne connaissance préalable de la fonction
critère (probabilité d’atteindre un domaine d’une taille donnée, etc.). La complexité et le
caractère fortement non-linéaire de notre problème rendent donc difficile cette connaissance
a priori.
Les résultats ont toutefois confirmé la nécessité d’accomplir la rotation ν en avance de
phase par rapport au battement λ. Quant à ce dernier, un choix devra être fait quant à la
grandeur à privilégier : la portance seule ou bien le rendement énergétique. Dans le premier
cas, c’est une forme sinusoïdale qui devra être employée tandis que dans le deuxième un
battement plus raide donnera de meilleurs résultats.
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Commande en boucle fermée
Les études en boucle ouverte, à savoir la validation du modèle par comparaison avec
des résultats expérimentaux et l’optimisation des cinématiques, ont mis en évidence une
certaine influence des mouvements des ailes vis-à-vis de la génération d’efforts aérodyna-
miques. Ceux-ci étant liés aux déplacements de l’engin par intégration, il apparaît donc
envisageable de contrôler les mouvements du microdrone à travers les entrées du modèle,
définies comme les angles positionnant à chaque instant les ailes par rapport au corps. La
présence de deux intégrateurs dans le schéma de la boucle ouverte (cf. § 2.5) rend celui-ci
naturellement instable, il sera donc nécessaire de concevoir une loi de commande adaptée
pour la stabilisation et le contrôle des déplacements, dans le but final d’asservir la position
du microdrone à une consigne imposée par l’opérateur ou plus généralement le système de
guidage.
Deux difficultés surgissent toutefois : d’une part, la complexité du modèle de simu-
lation OSCAB présenté dans le chapitre 2. En effet, l’architecture modulaire de celui-ci,
l’approche par tranches ainsi que les non-linéarités omniprésentes (dans les effets aérodyna-
miques ainsi que dans les matrices de changements de repère) rendent impossible l’écriture
directe de celui-ci sous une forme canonique du type X˙ = f(X,U, t). D’autre part, la na-
ture périodique des entrées devra être prise en compte lors de la recherche de la loi de
commande. En effet, l’utilisation des méthodes usuelles de contrôle non-linéaire pour le
calcul d’une commande U stabilisant l’état X vers un état à atteindre (état de référence)
Xr pour t → ∞ ne conduirait pas nécessairement à des expressions périodiques pour les
cinématiques de mouvement composant U . Une solution envisageable consiste alors à choi-
sir une paramétrisation correcte de ces entrées, après leur avoir au préalable imposé une
forme périodique.
Ces problèmes devront donc être résolus conjointement pour la recherche d’une méthode
de commande. Dans un premier temps, une première simplification du modèle complet est
proposée, puis la stratégie de contrôle adoptée, basée sur l’utilisation d’un modèle moyen
et de la stabilisation par backstepping, sera développée.
4.1 Modèle longitudinal simplifié
4.1.1 Hypothèses
La première simplification consiste à supposer que chaque aile ne comporte qu’une
seule tranche, afin de s’affranchir d’une boucle numérique de calcul. Les autres hypothèses
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opérées concernent différents aspects de la mécanique du vol. En premier lieu, on se place
dans le cas d’un vol vibrant longitudinal tel que présenté au début du chapitre 3. On rappelle
que celui-ci revient à considérer que les déplacements de l’engin ont lieu uniquement dans
un plan vertical fixe, qui joue également le rôle de plan de symétrie pour les mouvements
des ailes et du corps : il n’y aura ainsi pas de rotation en roulis ni en lacet, mais seulement
en tangage (axe normal au plan de vol) le cas échéant. En particulier, les vitesses latérales
sont nulles, en translation comme en rotation :
v(t) = p(t) = r(t) = 0 ∀t (4.1)
On en déduit notamment la relation simplifiée θ˙ ≡ q entre vitesse de tangage et assiette,
propre au vol longitudinal [Boiffier 1998]. Par ailleurs, le plan de battement reste horizontal,
ce qui entraîne : {
µ(t) = 0
ξ(t) = pi/2
∀t (4.2)
Le nombre de degrés de liberté commandables pour les ailes est donc de 2 : λ(t) et ν(t).
Concernant la géométrie de l’engin, on peut supposer dans un premier temps que le micro-
drone est centré d’une part, et d’autre part que le point d’attache de chaque aile coïncide
avec le centre du repère du corps :
G ≡ C ≡ O (4.3)
La première de ces hypothèses est tout à fait envisageable, dans la mesure où il sera
possible de modifier de manière active ou passive la position du centre de gravité de l’engin.
Par contre, C ≡ O constitue nécessairement une approximation, dans la mesure où il
est matériellement impossible de confondre les points d’emplanture des deux ailes. Cette
hypothèse s’avère néanmoins largement plausible, dans la mesure où la largeur du corps
est réduite, tout comme les vitesses aérodynamiques autour de l’emplanture. Enfin on peut
supposer pour simplifier l’écriture que les mouvements en tangage restent limités :
θ  1 (4.4)
Cette dernière hypothèse est très restrictive, et on pourra revenir par la suite sur celle-ci,
notamment pour l’étude de la dynamique en tangage.
4.1.1.1 Incidence
Les notations employées par la suite reprennent celles introduites au chapitre 2 lors de
l’écriture de OSCAB . On rappelle brièvement celles-ci : ~Va est l’incidence aérodynamique
sur l’aile (l’approche 2D par tranches n’a plus lieu d’être puisque chaque aile est réduite
à une seule tranche) et F le foyer aérodynamique. Les repères attachés respectivement à
l’aile, au corps et au référentiel terrestre sont dénommés respectivement Rm, Rb et Rn.
La matrice de passage d’un repère Ri vers un repère Rj ainsi que le vecteur de rotation
instantanée de Rj par rapport à Ri sont notés respectivement Bji et ~Ωij . On se reportera
aux paragraphes 2.3 à 2.5 pour plus de détails.
Sous toutes les hypothèses énoncées plus haut, l’équation (2.27) p. 71 donnant l’inci-
dence aérodynamique peut alors s’écrire :
~Va =
 VaxVay
Vaz
 = −Bmn.
 u0
w
−Bmb.
 0q
0
 ∧
 xFyF
0
− ~Ωbm ∧
 xFyF
0
 (4.5)
130
4.1. Modèle longitudinal simplifié
D’après l’hypothèse de vol longitudinal et l’équation (4.4), il vient :
Bbn = I3 (4.6)
d’où Bmn = Bmb, qui s’écrit :
Bmb =
 − cosλ sin ν sinλ sin ν − cos νsinλ cosλ 0
cosλ cos ν − sinλ cos ν − sin ν
 (4.7)
étant donné que ξ = pi2 . En outre, le vecteur rotation du repère aile par rapport au repère
corps est défini dans ce cas par :
~Ωbm =
 λ˙ cos ν0
λ˙ sin ν
 (4.8)
En reportant le tout dans (4.5) on obtient tous calculs faits l’expression de la vitesse
aérodynamique dans le repère de l’aile : VaxVay
Vaz
 =
 u cosλ sin ν + w cos ν − (q sinλ cos ν − λ˙ sin ν)yF−u sinλ+ (q sinλ cos ν − λ˙ sin ν)xF
−u cosλ cos ν + w sin ν − (q sinλ sin ν + λ˙ cos ν)yF + q cosλxF
 (4.9)
L’incidence s’obtient ensuite avec :
α = 2arctan
−Vaz
−Vax +
√
V 2ax + V
2
az
(4.10)
4.1.1.2 Coefficients aérodynamiques
Comme on l’a vu, les coefficients d’efforts normal Cn et tangentiel Ct, relatifs à l’ex-
pression de l’effort aérodynamique dans le repère de l’aile, se déduisent des coefficients
aérodynamiques totaux Cx et Cz par rotation d’un angle α :(
Ct
Cn
)
=
(
cosα − sinα
sinα cosα
)(
Cx
Cz
)
(4.11)
avec :
Cx = Cxsta + Cxrot + Cxmas (4.12a)
Cz = Czsta + Czrot + Czmas (4.12b)
Les expressions des coefficients aérodynamiques Cx,zsta , Cx,zrot et Cx,zmas sont données
respectivement par les équations (2.32), (2.35) et (2.38) pp. 73 à 75. Après réduction et
simplification, on obtient :
Ct = kCt1 cosα+ kCt3 cos 3α (4.13a)
Cn = kCn1 sinα+ kCn3 sin 3α+ 2piν˙
1
Va
cxˆr +
pi
2
λ¨
1
V 2a
cyF (4.13b)
avec
kCt1 = kCx0 −
1
2
(kCx1 + kCz1) (4.14a)
kCn1 = kCx0 +
1
2
(kCx1 + kCz1) (4.14b)
kCt3 = kCn3 =
1
2
(kCz1 − kCx1) (4.14c)
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4.1.1.3 Effort et moment
L’effort aérodynamique exprimé dans le repère de l’aile se calcule à l’aide des coefficients
aérodynamiques :
~Rm = − 2︸︷︷︸
2 ailes
1
2
ρV 2a S
 Ct0
Cn
 (4.15)
le signe− provenant du choix de l’orientation des axes ~xa et ~za. En posant ~Rm = t(Rmx 0 Rmz),
cette expression équivaut à :
Rmx = −ρV 2a S(kCt1 cosα+ kCt3 cos 3α)
Rmz = −ρV 2a S
(
kCn1 sinα+ kCn3 sin 3α+ 2piν˙
1
Va
cxˆr + pi2 λ¨
1
V 2a
cyF
) (4.16)
En effet, du fait de la symétrie des mouvements, l’incidence aérodynamique est la même
sur chacune des ailes. On peut ensuite exprimer le moment exercé par cet effort au centre
O du repère du corps, dans le repère de l’aile dans un premier temps :
~Mm = 2.12
−−→
OF ∧ −→Rm (4.17a)
=
 xFyF
0
 ∧
 Rmx0
Rmz
 (4.17b)
=
 yFRmz−xFRmz
−yFRmx
 (4.17c)
4.1.1.4 Intégration des équations de la dynamique
On exprime la résultante des efforts aérodynamiques appliqués sur le corps dans le
repère terrestre par un changement de base :
~R = Bnm. ~Rm (4.18a)
= tBmb. ~Rm (4.18b)
=
 − cosλ sin ν sinλ cosλ cos νsinλ sin ν cosλ − sinλ cos ν
− cos ν 0 − sin ν
 .
 Rmx0
Rmz

(4.18c)
Puisque l’on se situe dans des hypothèses de vol longitudinal, les efforts suivant l’axe yb du
corps ne seront pas pris en compte. On conservera donc uniquement les composantes de ~R
suivant les axes horizontal ~xn et vertical ~zn du repère terrestre. En notant respectivement
Rx et Rz ces composantes, on a alors :
Rx = − cosλ sin νRmx + cosλ cos νRmz (4.19a)
Rz = − cos νRmx − sin νRmz (4.19b)
On en déduit les équations du mouvement de translation, donnant les dérivées des vitesses
u et w du microdrone, suivant les axes inertiels ~xn et ~zn :
u˙ =
1
m
(− cosλ sin νRmx + cosλ cos νRmz) (4.20a)
w˙ =
1
m
(− cos νRmx − sin νRmz) + g (4.20b)
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où m est la masse du microdrone et g l’accélération de la pesanteur (comptée positivement
puisque ~zn est dirigé vers le bas).
On procède de même pour l’expression du moment cinétique, en remarquant que seule
la composante selon ~yn sera nécessaire, et que les axes ~yn (repère terrestre) et ~yb (repère
corps) coïncident de par la nature du mouvement longitudinal. Il suffit alors d’exprimer le
moment calculé en (4.17) dans le repère du corps :
~Mb =
 − cosλ sin ν sinλ cosλ cos νsinλ sin ν cosλ − sinλ cos ν
− cos ν 0 − sin ν
 .
 yFRmz−xFRmz
−yFRmx
 (4.21)
avant d’en extraire la seconde composante :
My = (sinλ sin νyFRmz − cosλxFRmz + sinλ cos νyFRmx) (4.22)
d’où l’équation dynamique de tangage :
q˙ =
1
Iy
[(sinλ sin νyFRmz − cosλxFRmz + sinλ cos νyFRmx)] (4.23)
où Iy est l’inertie en tangage du microdrone (constante dépendant de la masse et de la
géométrie du corps). Remarquons que le moment dû au poids n’intervient pas, d’après
l’hypothèse (4.4).
4.1.2 Synthèse
On peut alors résumer l’écriture sous la forme X˙ = f(X,U). Cette version synthétisée
du modèle a été présentée à l’occasion de la 3e Conférence Internationale Francophone
d’Automatique (CIFA) [Rakotomamonjy et al. 2004a]. Étant donné que ce modèle ne fait
pas intervenir les positions, le vecteur d’état peut être défini dans ce cas précis à l’aide des
vitesses seules :
X =
 uw
q
 (4.24)
et le vecteur commande vaut ici :
U =

λ
ν
λ˙
ν˙
λ¨
 (4.25)
On a alors l’expression suivante pour u˙ :
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mu˙ = cosλ sin νρV 2a S
[
kCt1 cos
(
2 arctan
−Vaz
−Vax +
√
V 2ax + V
2
az
)
+kCt3 cos
(
6 arctan
−Vaz
−Vax +
√
V 2ax + V
2
az
)]
− cosλ cos νρV 2a S
[
kCn1 sin
(
2 arctan
−Vaz
−Vax +
√
V 2ax + V
2
az
)
+kCn3 sin
(
6 arctan
−Vaz
−Vax +
√
V 2ax + V
2
az
)
+2piν˙
1√
V 2ax + V
2
az
cxˆr +
pi
2
λ¨
1
(V 2ax + V
2
az)
cyF
]
(4.26)
soit encore, avec les conventions adoptées :
u˙ = E1(U).F1(X,U) + E2(U).F2(X,U) (4.27)
avec :
E1(U) =
1
m
(cosλ sin ν) (4.28a)
E2(U) = − 1
m
(cosλ cos ν) (4.28b)
F1(X,U) = ρ(V 2ax + V
2
az)S
[
kCt1 cos
(
2 arctan
−Vaz
−Vax +
√
V 2ax + V
2
az
)
+ kCt3 cos
(
6 arctan
−Vaz
−Vax +
√
V 2ax + V
2
az
)]
(4.29a)
F2(X,U) = ρ(V 2ax + V
2
az)S
[
kCn1 sin
(
2 arctan
−Vaz
−Vax +
√
V 2ax + V
2
az
)
+ kCn3 sin
(
6 arctan
−Vaz
−Vax +
√
V 2ax + V
2
az
)
+
2picxˆrν˙√
V 2ax + V
2
az
+
picyF λ¨
2(V 2ax + V
2
az)
]
(4.29b)
Vax = u cosλ sin ν + w cos ν − (q sinλ cos ν − λ˙ sin ν)yF (4.30a)
Vaz = −u cosλ cos ν + w sin ν − (q sinλ sin ν + λ˙ cos ν)yF
+q cosλxF (4.30b)
Remarquons au passage que (4.27) peut également s’écrire sous la forme condensée :
u˙ = E(U).F (X,U) (4.31)
en ayant posé :
E(U) = [E1(U) E2(U)] (4.32)
F (X,U) = t [F1(X,U) F2(X,U)] (4.33)
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On procède de manière similaire pour l’accélération verticale w˙ et on obtient :
w˙ = G1(U).F1(X,U) +G2(U).F2(X,U) + g (4.34)
avec :
G1(U) =
1
m
cos ν (4.35a)
G2(U) =
1
m
sin ν (4.35b)
et g est la constante d’accélération de la pesanteur. Enfin pour la vitesse de tangage :
q˙ = H1(U).F1(X,U) +H2(U).F2(X,U) (4.36)
avec :
H1(U) = −1
I
yF sinλ cos ν (4.37a)
H2(U) =
1
I
(xF cosλ− yF sinλ sin ν) (4.37b)
On peut alors regrouper les équations (4.27), (4.34) et (4.36) sous forme matricielle :
X˙ = J(U).F (X,U) + Cg (4.38)
avec :
J(U) =
 E1(U) E2(U)G1(U) G2(U)
H1(U) H2(U)
 (4.39)
F (X,U) = t [F1(X,U) F2(X,U)] (4.40)
Cg =
t [0 g 0] (4.41)
4.2 Commande selon l’axe vertical
4.2.1 Présentation de l’approche
L’écriture (4.27) à (4.37) du modèle, si elle présente l’avantage de formaliser et de
simplifier la structure au départ modulaire de celui-ci, ne permet toutefois pas la recherche
directe de lois de commande. En effet, il a déjà été précisé que la nature périodique des
entrées devait être prise en compte de manière implicite, dans l’expression du modèle ou le
calcul de la commande. Mais l’introduction de fonctions périodiques pour représenter λ et
ν dans les équations du modèle rajouterait davantage de non-linéarités, qui ne pourraient
être linéarisées du fait des amplitudes de mouvement relativement importantes.
Pour franchir cette difficulté, nous avons eu l’idée de considérer une approche à base
de modèles moyens. La méthode élaborée dans le cadre de cette thèse, que l’on pourrait
rapprocher des techniques de moyennisation pour la commande des systèmes périodiques
en électrotechnique [Valentin-Roubinet et al. 2001], consiste à remplacer l’équation d’état
par son équivalent moyenné sur une période :
1
T
∫ (k+1)T
kT
X˙dt =
1
T
∫ (k+1)T
kT
f(X,U, t)dt k ∈ N (4.42a)
⇔ X((k + 1)T ) = X(kT ) + T f¯(X,U) (4.42b)
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T étant la période d’échantillonnage. On se ramène ce faisant d’un modèle continu insta-
tionnaire à un modèle moyen stationnaire. Les entrées λ et ν sont quant à elles périodiques,
de formes données, et on suppose que l’on contrôle à chaque période les amplitudes λm, νm
et le déphasage Φ entre celles-ci : en d’autres termes, bien que les entrées soient continues,
la commande n’est calculée et appliquée qu’une fois par période, comme c’est par exemple
le cas sur les hélicoptères [Bramwell 1986].
Plusieurs raisons viennent étayer ces choix. En premier lieu, la fréquence de battement
de l’ordre de 40 Hz est suffisamment rapide en regard de la dynamique propre de l’engin
pour que les variables d’état (positions et vitesses) puissent être considérées comme qua-
siment constantes au sein d’une période. Ceci implique en particulier qu’on ne perdra pas
d’information si l’on choisit de supposer que l’état reste constant sur une période, et évolue
ainsi de manière discontinue :
∀t ∈ [kT ; (k + 1)T [ k ∈ N∗, X(t) = X(kT ) (4.43)
Par ailleurs, on peut d’ores et déjà imaginer qu’il sera très difficile de concevoir pour
le microdrone réel des actionneurs capables d’être commandés librement et de générer à
chaque instant t des angles λ et ν quelconques. Cette dernière considération s’avère encore
plus vraie dans l’hypothèse où les ailes seraient entraînées par des dispositifs résonnants
de type piézo-électrique, dont la fréquence et la forme temporelle des vibrations seraient
imposées.
Il s’agit alors d’exprimer le modèle moyen des efforts R¯ en fonction des paramètres
effectivement commandés à chaque période. On peut supposer en outre que les mouvements
suivant les différents degrés de liberté disponibles en vol longitudinal sont découplés, ce qui
permet d’étudier indépendamment la commande suivant l’axe vertical, l’axe horizontal et
l’axe de tangage.
4.2.2 Recherche d’un modèle vertical moyen
Pour permettre le calcul analytique des intégrales des efforts, on suppose ici que le
battement est de forme triangulaire, défini de la façon suivante sur une période :
λ(t) =

λpt 0 ≤ t < tb1
−λp(t− T/2) tb1 ≤ t < tb2
λp(t− T ) tb2 ≤ t < T
(4.44)
Ce battement est centré, par conséquent on a tb1 = T/4 et tb2 = 3T/4. λp représente le
coefficient directeur de la courbe sur un quart de période («pente» du triangle), et peut
être relié immédiatement à la valeur maximale λm :
λp =
4λm
T
(4.45)
La rotation sera quant à elle assimilée à un signal carré :
ν(t) =

−νm 0 ≤ t < tr1
νm tr1 ≤ t < tr2
−νm tr2 ≤ t < T
(4.46)
Ces signaux pourront être obtenus en choisissant des valeurs suffisamment élevées pour les
paramètres de forme ktri et kcar des fonctions triangulaire et carrée définies en (2.64) et
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Fig. 4.1 – Allure des entrées λ et ν pour la recherche du modèle moyen
(2.65) page 83 (en pratique on a choisi ktri = kcar = 100). Les instants de commutation tr1
et tr2 sont corrélés à tb1 et tb2 via le déphasage Φ :
tb1 − tr1
T
=
Φ
2pi
(4.47)
tr2 = tr1 + T/2 (4.48)
Ces allures sont représentées sur la figure 4.1.
D’après (4.34), (4.29) et (4.35), le système continu décrivant la dynamique verticale du
microdrone est le suivant :
z˙ = w
w˙ = γz(w,U, t) = ρSm V
2
a (ζzs + ζzi) + g
(4.49)
avec :
ζzs = cos ν(kCt1 cosα+ kC3 cos 3α) + sin ν(kCn1 sinα+ kC3 sin 3α) (4.50)
ζzi = sin ν
(
2piν˙
1
Va
cxˆr +
pi
2
λ¨
1
V 2a
cyF
)
(4.51)
L’équivalent moyenné de ce système est donc, en convenant de noter désormais X(kT ) = X
et X((k + 1)T ) = X+ :
z+ = z + Tw
w+ = w + T γ¯z
(4.52)
où γ¯z =
∫
T
ρS
m
V 2a (ζzs + ζzi)dt+ g, terme homogène à une accélération moyenne.
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4.2.2.1 Vitesse aérodynamique Va
Sous l’hypothèse de découplage des mouvements, et puisque l’on s’intéresse dans un
premier temps à la commande selon l’axe vertical seul, on peut supposer ici que u ≡ q ≡ 0.
En reportant dans l’expression du vecteur vitesse aérodynamique (4.9), il vient :
Vax = w cos ν + λ˙ sin νyF
Vaz = w sin ν − λ˙ cos νyF
(4.53)
ce qui donne :
Va =
√
w2 + λ˙2y2F (4.54)
Or ici, ∀t ∈ [0;T ], λ˙(t) = ±λp :
Va =
√
w2 + λ2py2F (4.55)
De plus, on rappelle que w reste constant sur une période. Ceci implique notamment que
Va reste constant sur une période, on pourra donc par la suite l’extraire des intégrales pour
le calcul des valeurs moyennes :
γ¯z =
ρS
m
V 2a (ζ¯zs + ζ¯zi) + g (4.56)
Il reste donc à évaluer les valeurs moyennes des termes ζzs et ζzi , respectivement propor-
tionnels aux efforts aérodynamiques stationnaires et instationnaires.
4.2.2.2 Composante liée à l’aérodynamique stationnaire ζ¯zs
On a, d’après (4.50) :
ζzs = kCt1 cos ν cosα+ kCn1 sin ν sinα+ kC3(cos ν cos 3α+ sin ν sin 3α) (4.57a)
=
kCt1 + kCn1
2
cos(ν − α) + kCt1 − kCn1
2
cos(ν + α) + kC3 cos(ν − 3α)(4.57b)
L’expression des coefficients kCt1 , kCn1 et kC3 est donnée en (4.14) p. 131. Après rempla-
cement par les valeurs numériques correspondantes, on obtient kCt1 = 0,27 kCn1 = 3,57
kC3 = 0,1. On peut alors faire l’hypothèse suivante :
Hypothèse 1 kCt1 , kC3 << kCn1
Ce qui conduit à :
ζzs =
kCn1
2
[cos(ν − α)− cos(ν + α)] (4.58)
D’autre part, plusieurs simulations en boucle ouverte ont conduit à l’identification des
modèles suivants pour les quantités ν ± α (cf. fig 4.2(a) et 4.2(b)), ceci en fonction des
instants tb1 (resp. tb2) correspondant au début du battement montant (resp. descendant),
et tr1 (resp. tr2) correspondant à la supination (resp. pronation) de l’aile :
Hypothèse 2 ν − α =

−pi/2 0 ≤ t < tb1
pi/2 tb1 ≤ t < tb2
−pi/2 tb2 ≤ t < T
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Fig. 4.2 – Allure de ν − α et ν + α
Hypothèse 3
ν + α =

cννm tr1 < t < tb1
−cννm tr2 < t < tb2
0 ailleurs
si Φ > 0
ν + α =

−cννm tb1 < t < tr1
cννm tb2 < t < tr2
0 ailleurs
si Φ < 0
avec cν = 3,80
Ces modèles approchés pourront éventuellement être raffinés par la suite. Il vient alors,
pour Φ > 0 :
ζ¯zs =
kCn1
2
[cos(ν − α)︸ ︷︷ ︸
0
−cos(ν + α)] (4.59a)
= −kCn1
2
1
T
∫
T
cos(ν + α)dt (4.59b)
= −kCn1
2T
[tr1 + cos(cννm)(tb1 − tr1) + (tr2 − tb1)
+ cos(−cννm)(tb2 − tr2) + (T − tb2)] (4.59c)
Soit, d’après (4.47) et (4.48) :
ζ¯zs = −
kCn1
2T
[
2 cos(cννm)
(
ΦT
2pi
)
−
(
ΦT
pi
)
+ T
]
(4.60a)
= −kCn1
2
[
1 +
Φ
pi
(cos(cννm)− 1)
]
(4.60b)
Pour Φ < 0, un calcul analogue donne :
ζ¯zs = −
kCn1
2
[
1− Φ
pi
(cos(cννm)− 1)
]
(4.61)
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4.2.2.3 Composante liée à l’aérodynamique instationnaire ζ¯zi
D’après (4.51) et (4.56), on peut écrire :
ζ¯zi = 2pi
1
Va
cxˆr
1
T
∫
T
sin νν˙dt+
pi
2
1
V 2a
cyF
1
T
∫
T
sin νλ¨dt (4.62)
Or on a supposé dans (4.44) que λ est de forme triangulaire. On peut donc dans une
première approche assimiler sa dérivée seconde à une combinaison d’impulsions de Dirac :
λ¨(t) = −δtb1(t) + δtb2(t) (4.63)
Ce qui donne alors :
ζ¯zi = 2pi
1
Va
cxˆr
1
T
[− cos ν]t+Tt︸ ︷︷ ︸
0
+
pi
2
1
V 2a
cyF
1
T
(− sin ν(tb1) + sin ν(tb2)) (4.64)
Or, toujours d’après la définition de λ et ν (cf. fig. 4.1), on voit que :
ν(tb1) = sign(Φ)νm (4.65)
ν(tb2) = −ν(tb1) (4.66)
dont on déduit :
ζ¯zi = −sign(Φ)
picyF
TV 2a
sin νm (4.67)
Finalement, en combinant (4.52), (4.56), (4.55), (4.60), (4.61) et (4.67), on obtient l’ex-
pression du modèle vertical moyen :
z+ = z + Tw (4.68)
w+ = w − T
[
ρSkCn1
2m
(
w2 +
16λ2my
2
F
T 2
)(
1 +
|Φ|
pi
(cos(cννm)− 1)
)
+
piρScyF
Tm
sign(Φ) sin νm − g
]
(4.69)
soit, écrit autrement :
z+ = z + az1w (4.70)
w+ = w + fz(w,U) (4.71)
avec :
fz(w,U) = az2(w2 + U1)[1 + |U3|(cos(cνU2)− 1)] + az3sign(U3) sin(U2) + az4
U1 = 16λ2my
2
F /T
2
U2 = νm
U3 = Φ/pi
az1 = T
az2 = −ρSkCn1T2m
az3 = −piρScyFm
az4 = Tg
Remarquons que les composantes U2, U3 du vecteur commande sont proportionnelles res-
pectivement à νm et Φ, alors que U1 est proportionnel à λ2m. Toutefois, λm est strictement
positif, donc la relation entre U1 et ce dernier est bien biunivoque.
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4.2.3 Calcul de la commande par backstepping
La structure du système ainsi dégagée suggère l’utilisation de techniques inspirées du
backstepping pour calculer la commande de manière récursive [Krstić et al. 1995a]. L’idée
développée est la suivante : on souhaite atteindre l’altitude de référence (ou consigne)
zc. On considère alors pour cela w comme une commande virtuelle dans (4.70), et on
calcule la valeur wc de celle-ci telle que z → zc. Puis on cherche u tel que w → wc
à travers (4.71). La définition de commandes virtuelles intermédiaires pour la stabili-
sation des états de manière récursive garantit donc par propagation la convergence du
premier état vers la valeur désirée. Des méthodes analogues ont été employées avec suc-
cès pour le contrôle de systèmes mécaniques non-linéaires, comme des turbomachines par
exemple [Krstić et al. 1995b, Benaskeur et al. 2000].
La recherche des commandes successives assurant la convergence des états vers les états
de référence peut se faire par le biais de fonctions de Lyapunov. Considérons dans le cas
général l’erreur X˜ définie par :
X˜ = X −Xc (4.72)
et la fonction de Lyapunov
V (X˜) =
t
X˜PX˜ (4.73)
avec P matrice strictement définie positive. Alors V est également strictement définie
positive par construction, et la condition suivante en temps discret :
V + − V < 0 (4.74)
est une condition suffisante pour que X˜ tende en norme vers 0, et par conséquent pour que
X tende vers Xr [Vidal 1969, Dahleh et al. 2003].
Nous avons alors appliqué cette méthode au cas du mouvement vertical du microdrone :
soit zc la consigne en altitude à atteindre. On définit alors z˜ = z − zc, et la fonction de
Lyapunov associée V1 = t z˜P1z˜. On est ici en dimension 1, donc P1 se ramène à un scalaire
strictement positif, et pourra donc être omis par la suite, et on peut alors poser V1 = z˜2.
On a alors :
∆V1 = V +1 − V1 = (z+ − zc)2 − (z − zc)2 (4.75a)
= (z+ − z)(z+ + z − 2zc) (4.75b)
= az1w[az1w + 2(z − zc)] (4.75c)
∆V1 est donc un polynôme de degré 2 en w, dont les racines sont 0 et −2(z−zc)az1 . De plus
az1 = T > 0, d’où l’allure de ∆V1(w), représentée sur la figure 4.3.
On voit donc que pour w strictement compris entre 0 et −2(z−zr)az1 , ∆V1 est strictement
négatif. On pourra donc poser
wc = −2αz(z − zc)
az1
(4.76)
avec αz ∈]0; 1[.
On procède de même dans la deuxième étape : soit w˜ = w − wc et V2 = w˜2, alors :
∆V2 = V +2 − V2 = (w+ − wc)2 − (w − wc)2 (4.77a)
= (w+ − w)(w+ + w − 2wc) (4.77b)
= fz[fz + 2(w − wc)] (4.77c)
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Fig. 4.3 – Allure de ∆V1(w)
L’allure de ∆V2(fz) est représentée sur la fig. 4.4, on voit de même que fz compris entre 0
et −2(w−wc) garantit ∆V2 < 0. On pourra ainsi chercher pour obtenir la commande U à
résoudre l’équation :
fz(w,U) = −2βz(w − wc) (4.78)
avec βz ∈]0; 1[. Sur le plan numérique, on pourra faciliter cette résolution en formulant ce
problème sous forme d’optimisation quadratique, c’est-à-dire que l’on cherchera le vecteur
de commande U = t(U1 U2 U3) qui minimise le critère :
C = [fz(w,U) + 2βz(w − wc)]2. (4.79)
0
0
f
z
∆ 
V 2
−(w−w
c
) 
−2(w−w
c
) 
Fig. 4.4 – Allure de ∆V2(fz)
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4.2.4 Résultats
4.2.4.1 Commande du modèle moyen
Cette commande a été testée sur le modèle moyen (4.70,4.71) pour différentes valeurs
du couple (αz, βz), en demandant à l’engin de rejoindre une altitude de consigne zc depuis
une altitude initiale z0 nulle (ce qui correspond à une consigne en échelon). En ce qui
concerne la résolution numérique, l’optimisation (4.79) est effectuée à chaque période à
l’aide d’une méthode numérique standard d’optimisation non-linéaire sous contraintes basée
sur la programmation quadratique itérative (cf. § 3.2.1.1). La fréquence de battement est
fixée à f = 40 Hz, et les bornes suivantes ont été choisies pour la commande dans un
premier temps (valeurs en degrés) :
λm ∈ [40; 80]
νm ∈ [40; 80]
Φ ∈ [0; 30]
(4.80)
La portance moyenne calculée à l’aide du modèle moyen pour une valeur standard de la
commande (λm νm Φ) = (60 50 10) est de 0,1619N. En rapportant cet effort à l’accélération
de la pesanteur, on obtient la masse soulevée en vol stationnaire équilibré pour ce point de
fonctionnement, ce qui donne ici 16,5 g. On peut toutefois prendre une légère marge vis-
à-vis de cette valeur théorique afin de s’assurer que le microdrone ne sera pas globalement
trop lourd sur l’ensemble du domaine de commande, et on choisira par conséquent de
réajuster la masse de l’engin à 15 g pour la suite des essais.
L’influence des paramètres αz et βz peut s’analyser de manière théorique dans un
premier temps, si l’on suppose que la résolution de (4.78) est faite de manière exacte, et
que l’on reporte cette expression dans le modèle continu. En se ramenant par translation
du repère terrestre à une altitude de consigne égale à 0, on obtient l’expression suivante de
la dynamique verticale en boucle fermée :
z˙ = w (4.81)
w˙ = −2 βz
az1
(
w + 2
αz
az1
z
)
(4.82)
En posant α˜z = αz/az1, β˜z = βz/az1 et en définissant le vecteur d’état Xz = t(z w), on a
alors les équations d’état suivantes :
X˙z =
(
z˙
w˙
)
=
(
0 1
−4α˜zβ˜z −2β˜z
)(
z
w
)
(4.83)
On a ainsi réalisé une pseudo-linéarisation par bouclage, et les valeurs propres en boucle
fermée sont −β˜z±
√
β˜2z − 4α˜zβ˜z. En notant en premier lieu que β˜z > 0 et que β˜2z−4α˜zβ˜z <
β˜2z , on constate que ces valeurs propres ont une partie réelle strictement négative, ce qui
confirme la stabilité inconditionnelle théorique du système ainsi bouclé. D’autre part, si
α˜z < β˜z/4, ces valeurs propres sont réelles (amortissement réduit égal à 1), et si α˜z > β˜z/4,
ce système admet une dynamique de type second ordre résonnant, de pulsation propre :
ωn =
√
β˜2z + 4α˜zβ˜z − β˜2z = 2
√
α˜zβ˜z (4.84)
et d’amortissement réduit :
δ =
β˜z
ωn
=
1
2
√
β˜z
α˜z
(4.85)
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Fig. 4.5 – Modèle moyen – αz = βz = 0,5
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Fig. 4.6 – Modèle moyen – αz = 0,1 – βz = 0,5
Il apparaît alors que l’amortissement est d’autant plus faible (et donc le risque d’instabilité
plus élevé) que le rapport β˜z/α˜z est réduit. Cette tendance se confirme en partie sur les
résultats observés : pour αz = βz = 0,5 la réponse converge, mais en oscillant fortement
autour de la valeur de consigne (fig. 4.5). Si l’on diminue αz, alors l’amortissement augmente
et les oscillations disparaissent (malgré la présence d’un dépassement initial) : l’altitude
converge alors rapidement et exactement vers la valeur de consigne (fig. 4.6). A contrario,
en augmentant αz, l’amortissement diminue et le système tend vers l’instabilité (fig. 4.7).
Les différences que l’on pourra observer entre ces considérations théoriques et les résul-
tats obtenus seront vraisemblablement imputables au fait que la résolution de (4.78) ne se
fait pas de manière exacte, ce que l’on traduirait en rajoutant un terme d’incertitude dans
(4.82) :
z˙ = w (4.86)
w˙ = −2 βz
az1
(
w + 2
αz
az1
z
)
+∆w (4.87)
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Fig. 4.7 – Modèle moyen – αz = 0,9 – βz = 0,5
Notons enfin que l’on a fait figurer dans chacun des cas la commande correspondante. Il est
important de rappeler que les signaux ainsi représentés ne correspondent pas aux valeurs
des angles λ et ν en fonction du temps, mais bien aux paramètres effectifs choisis pour
commander le système, c’est-à-dire les amplitudes λm, νm du battement et de la rotation
ainsi que le déphasage relatif Φ entre ceux-ci, définis sur une période par :
λ(t) = λm(i)
∫ t
0 tanh(ktri cosωu)du
ν(t) = νm(i) tanh[kcar cos(ωt+Φ(i))]
∀t ∈ [iT ; (i+ 1)T ] (4.88)
On a par ailleurs représenté la réponse dans le cas d’un échelon négatif, pour αz = 0,1
et βz = 0,5 (fig. 4.8). La dynamique est identique à celle observée pour un échelon positif,
à savoir un dépassement initial puis une convergence rapide. Le caractère non-linéaire du
modèle ressurgit toutefois pour des consignes supérieures à 1,8 m en valeur absolue, auquel
cas la réponse diverge très rapidement quel que soit le choix de αz et βz . Pour contourner
cette limitation, on peut songer à introduire une consigne en rampe : on constate alors sur
la figure 4.9 que le modèle suit bien une consigne linéaire de pente ±0,5m.s−1, avec une très
légère erreur de traînage (de l’ordre de 6.10−2 m). Il devient dès lors possible d’imposer
n’importe quelle altitude à atteindre au système, pourvu que la pente à suivre ne soit pas
trop importante.
Enfin on a testé les performances en réjection de perturbation, en rajoutant une constan-
te δp à w+ à l’instant t = 5 s (équivalent à une impulsion d’accélération). On constate sur
les figures 4.10 (δp = 1 m.s−2) et 4.11 (δp = 5 m.s−2) que de telles perturbations sont bien
rejetées.
4.2.4.2 Commande du modèle continu
Après avoir vérifié la validité de la commande obtenue sur le modèle moyen, on peut
alors la mettre en œuvre sur le modèle continu complet OSCAB . Le principe est de réaliser
une boucle fermée dans laquelle l’évolution de l’état au sein d’une période est calculée à
l’aide du modèle continu, et la commande est calculée au début de chaque période grâce
au modèle moyen. Le schéma montrant cette boucle de commande hybride est représenté
sur la figure 4.12 page 147.
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Fig. 4.8 – Modèle moyen – αz = 0,1 – βz = 0,5 – échelon de consigne négatif
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Fig. 4.9 – Modèle moyen – αz = 0,1 – βz = 0,9 – consigne en rampe croissante
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Fig. 4.10 – Modèle moyen – αz = 0,1, βz = 0,9 – perturbation δp = 1 m.s−2 à t = 5 s
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Fig. 4.11 – Modèle moyen – αz = 0,1, βz = 0,9 – perturbation δ = 5 m.s−2 à t = 5 s
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Fig. 4.12 – Boucle de commande du modèle continu à l’aide du modèle discret
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Fig. 4.13 – Modèle hybride (modèle continu commandé par le modèle discret), αz = βz =
0,5
Le modèle moyen a été formulé en supposant des déplacements verticaux uniquement,
on choisira donc de restreindre également l’évolution du modèle continu à des mouvements
selon l’axe vertical ~zn. On choisit naturellement des configurations strictement identiques
pour les deux modèles en termes de masse et d’envergure. L’une des principales différences
entre les deux modèles réside toutefois dans le nombre de tranches par aile : on a vu en effet
que chaque aile du modèle complet pouvait être découpée en un nombre arbitraire d’élé-
ments en vertu de la modélisation aérodynamique bidimensionnelle par tranches adoptée.
Or le modèle moyen ne compte qu’une seule tranche par aile : la méthode de commande
devra donc s’avérer suffisamment robuste pour prendre en compte ces écarts entre les deux
modèles.
On présente ci-après la réponse du modèle hybride (modèle continu commandé par le
modèle moyen) à des échelons de commande unitaires, et ce pour différentes valeurs des
paramètres α et β (figures 4.13 à 4.15). Le système converge assez rapidement (temps de
réponse de 1 à 2 s) pour tous les jeux de paramètres étudiés, alors que dans le cas de la
commande du modèle discret seul, αz = 0,5 conduisait à la limite de la stabilité (réponse
oscillante non amortie) et αz = 0,9 à une divergence du système. On observe toutefois
des oscillations de faible amplitude (de l’ordre de 1 à 2%) autour de la valeur de consigne
en régime permanent, ainsi qu’un broutement (chattering) sensible de la commande (on
rappelle ici encore que la commande ainsi visualisée ne correspond pas aux mouvements
effectivement accomplis par les actionneurs angulaires des ailes). Ces oscillations possèdent
une fréquence plus faible que les mouvements de battement, et traduisent donc la dyna-
mique propre du système. Le broutement pourrait être dû quant à lui à la nécessité pour
la loi de commande de compenser à chaque instant l’accélération de la pesanteur exercée
sur l’engin, en sus de la stabilisation autour de la consigne désirée, d’où ces sollicitations
rapides. Par ailleurs, il avait été montré plus haut que le modèle moyen divergeait rapide-
ment en présence d’une consigne en échelon trop importante. Ce n’est plus le cas pour le
modèle hybride : sur les figures 4.16(a) et 4.16(b) on constate que la réponse à un échelon
d’amplitude ±5 m est stable, bien que naturellement plus lente que dans le cas d’un échelon
unitaire.
Les valeurs idéales en termes de performances de la réponse (rapidité, dépassement et
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Fig. 4.14 – Modèle hybride – αz = βz = 0,5 – échelon de commande négatif
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Fig. 4.15 – Modèle hybride – Réponse indicielle pour différentes valeurs de (αz, βz)
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Fig. 4.16 – Modèle hybride – Réponse à une consigne en échelon d’amplitude ±5 m
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Fig. 4.17 – Modèle hybride – αz = 0,1 – βz = 0,9
précision) semblent être αz = 0,1 et βz = 0,9 (fig. 4.17). Mais on remarque de manière
générale que le fait d’accroître la précision augmente également le chattering de la com-
mande, et donc l’énergie consommée par les actionneurs. On peut d’ores et déjà songer à
la définition d’un compromis entre les performances et les variations de la commande, à la
manière des techniques de commande optimale que l’on rencontre dans le domaine linéaire.
Enfin, le comportement vis-à-vis d’une consigne en rampe et de perturbations a été testé
(cf. respectivement fig. 4.18(a) et 4.18(b)). Les allures sont globalement similaires à ce qui
avait été obtenu dans le cas du modèle moyen, à savoir que le système suit une consigne
en rampe (avec une erreur de traînage plus faible que précédemment) et rejette de manière
très efficace les perturbations.
La méthode de commande que nous avons développée ici, alliant utilisation d’un modèle
moyen et stabilisation par backstepping, a donc permis de commander le microdrone selon
l’axe vertical (en incluant de fait le cas du vol stationnaire). La commande ainsi calculée
s’est avérée robuste, fournissant de bonnes performances non seulement pour le contrôle
du modèle moyen de synthèse, mais également pour celui du modèle continu non simplifié
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Fig. 4.18 – Modèle hybride – Réponse à une consigne en rampe et à des perturbations
OSCAB , malgré les écarts entre les deux modèles dus aux simplifications lors de l’écriture
du modèle moyen. L’efficacité prouvée de cette méthode nous permet donc d’envisager
d’étendre celle-ci aux déplacements suivant les autres axes du vol longitudinal, à savoir le
mouvement en tangage et le vol d’avancement horizontal.
4.3 Commande en tangage
4.3.1 Modélisation de la dynamique en tangage
La même démarche a été appliquée pour la commande autour de l’axe de tangage. On
reste dans le cadre du vol longitudinal, qui consiste à supposer que les mouvements de
l’engin sont entièrement contenus dans un plan vertical fixe. Cette hypothèse impose en
particulier la relation suivante entre l’angle d’assiette θ et la vitesse de tangage q :
θ˙ = q (4.89)
En faisant les hypothèses supplémentaires de considérer d’une part que les axes du repère
Rb lié au corps sont également des axes principaux d’inertie — ce qui revient à dire que
le tenseur d’inertie en G IG est diagonal — et d’autre part que le microdrone est centré,
c’est-à-dire que O ≡ G, on a pu exprimer à l’aide du théorème du moment cinétique la
relation entre le moment résultant des efforts appliqués ~M et les vitesses de rotation :
~M = IG.
 p˙q˙
r˙
+
 pq
r
 ∧ IG.
 pq
r
 (4.90)
Dans le cas du vol longitudinal, cette relation se réduit à sa projection suivant l’axe de
tangage ~yb = ~yn :
My = Iy q˙ (4.91)
En supposant comme précédemment que les mouvements selon les différents axes sont
découplés, et si l’on ne fait plus l’hypothèse de négliger θ, la dynamique en tangage est
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donc donnée par :
θ˙ = q (4.92)
q˙ =
My
Iy
(4.93)
et le modèle moyen correspondant est :
θ+ = θ + aθ1q (4.94)
q+ = q + fθ (4.95)
avec aθ1 = T et fθ = TIyM¯y.
4.3.2 Recherche du modèle de synthèse
4.3.2.1 Choix des variables de commande
L’étape suivante consiste à obtenir une expression analytique de fθ en fonction des
différentes variables choisies pour commander le système. Il s’agit ici de générer un moment
moyen de tangage non nul, positif (moment à cabrer) ou négatif (moment à piquer). Il
est aisé de voir qu’un battement dont les mouvements vers l’avant (downstroke) et vers
l’arrière (upstroke) sont symétriques produira un moment moyen nul : en effet, même en
introduisant un déphasage entre la rotation de l’aile et le battement, le moment généré
par le battement avant sera exactement compensé par celui du battement arrière, d’où
une contribution nulle en moyenne. Le seul moyen de générer un moment à partir des
efforts aérodynamiques consiste à dissymétriser le mouvement, par exemple en imposant
une rotation de l’aile en avance sur le battement durant l’avancée de l’aile et en retard
durant le recul, ce qui devrait générer un moment moyen à cabrer.
Il s’agit donc de faire apparaître ce nouveau paramètre dans la modélisation des entrées.
Une méthode simple consiste à considérer une rotation de l’aile de forme carrée définie par :
ν(t) =

−νm t ∈ [0; tr[
+νm t ∈ [tr;T − tr[
−νm t ∈ [T − tr;T [
(4.96)
et de définir ensuite le paramètre relatif τc = 2tr/T compris entre 0 et 1 (que l’on appellera
rapport cyclique) en tant que variable à commander. On a représenté sur la figure 4.19
l’allure de ν pour différentes valeurs de τc.
La détermination de fθ passe par la recherche d’une expression analytique du moment
de tangage moyen M¯y à partir des équations complètes du modèle, ce qui s’avère plus
délicat qu’auparavant. En effet, il serait nécessaire de multiplier au sein des intégrales les
efforts par des termes en sinλ et cosλ, correspondant aux bras de levier entre l’axe des
forces aérodynamiques et le centre du repère Rb, ce qui engendrerait des simplifications et
approximations supplémentaires. On a donc choisi ici de fixer les valeurs des amplitudes λm,
νm ainsi que du déphasage Φ à des valeurs constantes, et de considérer que le mouvement en
tangage sera obtenu en contrôlant τc uniquement. Cette hypothèse se justifie dans la mesure
où, comme on l’a vu, la génération d’un moment moyen non nul implique nécessairement de
faire varier ce paramètre. On se ramène alors à un problème d’identification d’une fonction
de deux variables M¯y(τc, q), étant donné que la vitesse de tangage intervient a priori dans
l’expression des grandeurs aérodynamiques (cf. éq. (2.27) p. 71).
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Fig. 4.19 – Allure de ν(t) pour différentes valeurs de τc
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Fig. 4.20 – Allure du moment moyen en tangage en fonction de τc et q
4.3.2.2 Identification de M¯y(τc, q)
Les entrées (λm νm Φ) sont fixées respectivement à (60 50 0) (en degrés)1. On trace
alors l’évolution du moment de tangage moyen M¯ = 1T
∫
TMydt pour différentes valeurs
de (τc, q), et on obtient la surface représentée sur la figure 4.20(a). Étant donné que le
modèle en boucle ouverte s’avère naturellement instable, l’identification doit se faire en
«statique», c’est-à-dire en forçant à zéro toutes les variables d’état, ce qui revient à figer
artificiellement les déplacements du microdrone. On note aussitôt que la dépendance en q
est affine, ce qui pourra par conséquent s’écrire :
M¯(τc, q) = fθ(τc, q) (4.97)
avec fθ(τc, q) = aθ2q + gθ(τc) (4.98)
La pente aθ2 est donnée à l’aide d’une régression linéaire dans un plan de coupe à τc
constant. Numériquement, on obtient aθ2 = −5,07.10−2. L’identification de gθ se fait en-
suite en remarquant que M¯(τc, 0) = gθ(τc) d’après (4.98). Le tracé de M¯(τc, 0) est repré-
senté sur la figure 4.20(b).
L’allure de cette courbe était globalement prévisible : pour τc = 0,5 le battement est
symétrique donc le moment moyen est nul, pour τc < 0,5 on obtient un moment positif
donc à cabrer (puisque la rotation de l’aile est en avance à l’aller et en retard au retour),
et inversement pour τc > 0,5. Il est toutefois intéressant de noter que la valeur du moment
moyen reste quasiment constante sur ces deux intervalles, un phénomène qui n’est pas
intuitif. La modélisation en est d’autant plus simplifiée, car cette allure se rapproche d’une
fonction tangente hyperbolique. Plusieurs ajustements nous donnent le modèle analytique
suivant, représenté en pointillés sur la figure 4.20(b) :
gθ(τc) = aθ3 tanh[aθ4(τc − 1/2)] + aθ5 (4.99)
1L’introduction de la notion de rapport cyclique en (4.96) présuppose en effet que le déphasage global
Φ est nul
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avec :
aθ3 = −6,99
aθ4 = 100
aθ5 = −3,21.10−2
4.3.3 Commande par backstepping
4.3.3.1 Rappel de la méthode
Les équations du modèle discret en tangage (4.94) et (4.95) page 152 suggèrent l’emploi
d’une démarche exactement analogue à celle utilisée lors de la recherche de la commande
selon l’axe vertical par backstepping. Conformément à cette approche, on pourra donc
chercher en premier lieu la vitesse de tangage qc telle que l’angle θ tende vers la consigne
θc, et on obtient comme auparavant :
qc = −2αθ(θ − θc)
aθ1
(4.100)
puis on cherche à faire tendre q vers qc à travers (4.95), ce qui donne :
fθ(τc) = −2βθ(q − qc) (4.101)
aθ et βθ étant deux paramètres de réglage strictement compris entre 0 et 1.
Une différence importante par rapport à la commande suivant l’axe vertical est que, du
fait du nombre d’entrées plus réduit et de non linéarités moins complexes, (4.101) peut ici
se résoudre par inversion analytique directe en remplaçant fθ par son expression issue de
(4.98) et (4.99) : la commande est alors égale à :
τc =
1
2
+
1
aθ4
arctanh
[−(2βθ + aθ2)q + 2βθqc − aθ5
aθ3
]
(4.102)
Remarquons qu’il n’est plus possible ici de contraindre la commande à appartenir à un
certain domaine : il conviendra donc de s’assurer que les valeurs de τc obtenues sont phy-
siquement acceptables, c’est-à-dire comprises entre 0 et 1 (en rajoutant des saturations à
la commande calculée si besoin).
4.3.3.2 Résultats – Modèle moyen
Les résultats de cette commande appliquée au modèle moyen montrent des résultats
analogues au cas du mouvement vertical : la réponse en tangage oscille fortement autour de
la consigne θc (fixée à 10˚) pour αθ = 0,5 (fig. 4.22(c)), diverge pour αθ = 0,9 (fig. 4.22(d))
et converge rapidement pour αθ = 0,1 avec plus ou moins de dépassement suivant les
valeurs de βθ (figs. 4.21(a) , 4.22(a) et 4.22(b)). On peut en outre vérifier dans ce dernier
cas (fig. 4.21(b)) que les valeurs de la commande τc sont bien comprises dans l’intervalle
admissible ]0 ; 1[ : les très faibles excursions autour de la valeur moyenne 0,5 révèlent de
plus une forte sensibilité de la sortie vis-à-vis de cette commande.
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Fig. 4.21 – Modèle moyen – αθ = 0,1 – βθ = 0,9
4.3.3.3 Modèle continu
Comme précédemment, une boucle fermée hybride est ensuite réalisée, en simulant le
comportement en tangage de l’engin à l’intérieur d’une période [(k − 1)T ; kT [, k ∈ N à
l’aide du modèle continu OSCAB , puis en appliquant à t = kT la commande (4.102)pour la
période suivante [kT ; (k + 1)T [, cette commande étant calculée à l’aide du modèle moyen.
Les résultats pour différentes valeurs de (αθ, βθ) sont présentés sur les figures 4.23 à 4.25.
La réponse en tangage est stable mais fortement imprécise : pour toutes les valeurs de
αθ et βθ une erreur importante est observée en régime permanent (variant entre 50 et
300%). De plus, l’angle de tangage oscille à la fréquence de battement, avec une amplitude
d’environ 3,14˚ : on peut vérifier sur les figures (4.24) et (4.25) que celles-ci perdurent même
lorsque le paramètre de commande τc se stabilise en régime permanent. Ce mouvement
oscillatoire rapide est donc uniquement dû à la nature périodique du mouvement des ailes :
les impulsions de portance générées à chaque aller et retour engendrent une alternance de
moments de tangage à cabrer et à piquer à une fréquence égale à la fréquence des entrées.
Afin d’améliorer la précision du système bouclé, on peut songer à rajouter une intégra-
tion dans la chaîne. Dans ce cas, cela se ramène à augmenter le vecteur d’état en rajoutant
une composante égale à l’intégrale de l’erreur :
εθ(t) =
∫
T
θ − θc du (4.103)
On réécrit alors les équations d’état (4.93), qui deviennent :
ε˙θ = θ − θc (4.104)
θ˙ = q (4.105)
q˙ =
My
Iy
(4.106)
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Fig. 4.22 – Modèle moyen – Réponse indicielle en tangage pour différentes valeurs de
(αθ, βθ)
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Fig. 4.23 – Modèle hybride – αθ = 0,1 – βθ = 0,9
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Fig. 4.24 – Modèle hybride – αθ = 0,5 – βθ = 0,5
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Fig. 4.25 – Modèle hybride – αθ = 0,9 – βθ = 0,5
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soit, sous forme discrète :
ε+θ = εθ + aθ1(θ − θc) (4.107a)
θ+ = θ + aθ1q (4.107b)
q+ = q + fθ (4.107c)
Le système augmenté respecte la structure en cascade utilisée auparavant pour appliquer le
backstepping. On définit alors θc comme la valeur de θ telle que εθ tende vers sa valeur de
référence εθc à travers (4.107a). Posons donc ε˜θ = εθ − εθc : on cherche alors à faire tendre
ε˜θ vers 0. Comme précédemment, une condition suffisante est de trouver une fonction de
Lyapunov de ε˜θ, et de chercher quelles sont les valeurs de θ qui rendent la dérivée de cette
fonction négative.
Remarquons avant tout que l’objectif est d’annuler l’intégrale de l’erreur en régime
permanent, ce qui définit εθc = 0 d’où ε˜θ = εθ. Posons alors Vεθ = ε
2
θ, et écrivons la
variation de cette fonction entre les instants i et i+ 1 :
∆Vεθ = ε
+2
θ − ε2θ (4.108a)
= [εθ + aθ1(θ − θc)]2 − ε2θ (4.108b)
= [2εθ + aθ1(θ − θc)]aθ1(θ − θc) (4.108c)
Cette quantité est négative si θ − θc est compris entre 0 et −2εθaθ1 . On peut donc définir la
nouvelle valeur de la référence à atteindre par θ :
θ∗c = θc −
2γθεθ
aθ1
(4.109)
avec γθ paramètre strictement compris entre 0 et 1. On vérifie bien que cette méthode
revient simplement à rajouter un terme intégral à la consigne. Les résultats de la simulation
pour γθ = 0,5 sont représentés sur la figure 4.26, et on constate que la précision a été
grandement améliorée.
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Fig. 4.26 – Modèle hybride avec intégrateur – αθ = 0,1 – βθ = 0,5 – γθ = 0,5
Les oscillations très rapides autour de la valeur à l’équilibre sont néanmoins toujours
présentes. Pour tenter d’atténuer celles-ci, deux solutions sont envisageables. La première
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Fig. 4.27 – Modèle hybride avec intégrateur – OG = 10−2 m
d’entre elles consiste à modifier la position du centre de gravité. On a en effet vu que OS-
CAB pouvait prendre en compte les variations de centrage du microdrone, en définissant
indépendamment les déplacements du centre géométrique O du corps et ceux du centre de
gravité G (§ 2.5.5). Il est donc naturel de penser que l’on augmentera la stabilité naturelle
en tangage si l’on abaisse G par rapport au corps, et que les oscillations observées seront
par conséquent réduites. Ceci nécessite de rajouter dans le modèle des moments en tangage
fθ un terme lié au couple de rappel dû au poids :
Γg = −mgzG sin θ (4.110)
Remarquons que le fait d’introduire une variable supplémentaire, en l’occurrence θ, dans
fθ ne permet plus l’inversion directe de celui-ci pour le calcul de la commande comme
il avait été fait en (4.102) : il sera nécessaire de calculer celle-ci de manière numérique
comme dans le cas du vol vertical. Les résultats montrent que l’amplitude des oscillations
est réduite de peu (3,03˚contre 3,14 précédemment) pour un centre de gravité abaissé de
1 cm (fig. 4.27). Pour des valeurs supérieures de OG, le système oscille fortement puis
diverge : une stabilisation par décentrage passif s’avère donc peu efficace, on pourra songer
par la suite à une stabilisation active, où la position du centre de gravité serait modifiée
dynamiquement et constituerait ainsi un actionneur supplémentaire pour le contrôle en
tangage.
La deuxième méthode consiste simplement à accroître l’inertie en tangage, ce qui cor-
respondrait physiquement à augmenter la masse (difficilement envisageable étant donné
les fortes contraintes liées à la charge utile), ou bien à augmenter les dimensions du corps
suivant les axes ~xb ou ~zb. Ce dernier choix s’avèrerait d’ailleurs plus efficace, puisqu’un
moment d’inertie est proportionnel au carré des dimensions pour un solide homogène. On
constate alors que ce moyen se révèle efficace (figs. 4.28 et 4.29) : en définissant une
nouvelle valeur de l’inertie en tangage I∗y égale à 2 fois et 5 fois la valeur initiale Iy, les
amplitudes des oscillations se voient respectivement réduites à 1,57˚et 0,63˚. L’inertie du
corps fait donc bien office de «filtre» mécanique comme on pouvait s’y attendre.
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Fig. 4.28 – Modèle hybride avec intégrateur – I∗y = 2Iy
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Fig. 4.29 – Modèle hybride avec intégrateur – I∗y = 5Iy
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4.4 Commande selon l’axe horizontal
4.4.1 Modèle des efforts horizontaux
La comparaison des équations (4.26) et (4.34) régissant la dynamique selon respective-
ment les axes ~xn et ~zn montre que la recherche d’un modèle analytique des efforts suivant
~xn nécessiterait d’introduire des termes supplémentaires en cosλ et sinλ dans les valeurs
moyennes calculées auparavant. Ainsi, comme pour l’établissement d’un modèle des mo-
ments en tangage, on pourra avantageusement choisir un seul paramètre de contrôle, puis
identifier directement un modèle des efforts à partir de simulations en statique. Pour gé-
nérer un effort moyen non nul selon l’axe horizontal, il convient comme pour le tangage de
dissymétriser le battement, en générant davantage de traînée aérodynamique dans un sens
que dans l’autre. En supposant ici encore que les études selon les différents axes peuvent
être découplées, une stratégie de contrôle envisageable consiste à introduire un décalage
(offset) de l’angle de rotation ν constant sur une période. L’idée est d’obtenir une inci-
dence géométrique (liée aux valeurs max(ν) et min(ν)) différente entre les battements aller
et retour, et par conséquent une traînée moyenne non nulle. On rajoutera donc à l’angle
de battement ν(t) un terme constant par périodes ν0 :
ν(t) = νm(i) tanh(kcar cosωt) + ν0(i) ∀t ∈ [iT ; (i+ 1)T ] (4.111)
L’identification à l’aide d’OSCAB donne tous calculs faits le modèle moyen suivant :
x+ = x+ ax1u (4.112)
u+ = u+ fx (4.113)
avec :
fx(ν0) = ax2 sin(ax3ν0) + ax4u+ ax5
ax1 = T
ax2 = 2,10.10−1
ax3 = 1,98
ax4 = −6,17.10−2
ax5 = 1,23.10−2
4.4.2 Résultats
Le calcul de la la commande en boucle fermée se fait comme dans les deux autres cas,
on présente sur les figures 4.30 à 4.33 l’évolution de la position horizontale x ainsi que
de la commande ν0. Les résultats sont globalement très similaires aux autres cas d’étude,
on vérifie notamment que la commande appliquée au modèle moyen fournit une réponse
qui converge rapidement pour αx = 0,1 et qui oscille fortement en limite de stabilité
pour αx = 0,5. En ce qui concerne le modèle hybride, il apparaît comme dans le cas
vertical qu’un compromis sera à définir entre les variations de la commande et la précision
du système bouclé. Celui-ci pourrait se résumer de la manière suivante : si la précision
désirée est inférieure au déplacement accompli durant une période2, alors la commande
oscillera en permanence à la fréquence de battement dans le but de rattraper l’erreur
(fig. 4.32). Inversement, si l’on tolère une certaine erreur en régime permanent, la commande
se stabilisera alors autour de sa valeur d’équilibre, ici 0 (fig. 4.33).
2Par définition, le modèle moyen ignore ces variations au sein d’une période, il y aura donc en toute
rigueur en permanence une erreur à rattraper à chaque instant t = kT où la commande est calculée.
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Fig. 4.30 – Modèle moyen – αx = βx = 0,5
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Fig. 4.31 – Modèle moyen – αx = 0,1 – βx = 0,5
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Fig. 4.32 – Modèle hybride – αx = βx = 0,5
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Fig. 4.33 – Modèle hybride – αx = 0,1 – βx = 0,5
4.5 Reconstruction d’états par modes glissants
La méthode de commande employée jusqu’ici supposait dans chacun des cas que l’en-
semble des variables d’état (position et vitesse) était mesuré, ce qui présuppose que le
microdrone devra être équipé des capteurs adéquats. Or, comme on l’a vu auparavant,
le dimensionnement et le devis de masse sont des questions critiques pour un engin de
cette taille : l’une des priorités sera d’alléger le plus possible les composants structurels et
avioniques afin d’autoriser une charge utile (capteurs et autres dispositifs destinés à l’ac-
complissement d’une mission donnée) plus importante. Il pourrait par conséquent être utile
de remplacer un ou plusieurs capteurs matériels par des capteurs logiciels (ou observateurs),
qui reconstruisent un état donné en fonction d’autres mesures.
Le problème de l’observation et de la reconstruction d’état n’est pas nouveau en au-
tomatique, et des méthodes anciennes et éprouvées sont disponibles. On peut citer no-
tamment les observateurs de Luenberger ou de Kalman, techniques largement employées
pour l’estimation d’états de systèmes linéaires. Ces outils peuvent également être écrits
dans le cadre non linéaire, mais il est dans ce cas nécessaire de linéariser au premier ordre
les fonctions d’état et de mesure [Labarrère et al. 1993]. Les différents modèles étudiés ici
comportent comme on l’a vu de fortes non-linéarités, c’est pourquoi de telles techniques
semblent relativement peu adaptées.
À l’opposé, Davila, Fridman et Levant [Davila et al. 2005] ont développé un observateur
par modes glissants adapté aux systèmes mécaniques non linéaires. Cette méthode se révèle
particulièrement adaptée à notre cas d’étude étant donné qu’il est possible d’isoler les
termes incertains dans l’écriture de l’observateur. Nous allons présenter rapidement celui-
ci, avant de l’appliquer au modèle vertical.
4.5.1 Structure de l’observateur
L’observateur proposé par Davila et al. est basé sur l’algorithme super-twisting, qui est
à l’origine une commande par modes glissants d’ordre 2 pour des systèmes non linéaires
affines en commande [Levant et Fridman 2002]. La déclinaison de cet algorithme pour la
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reconstruction d’état se formule de la manière suivante : considérons dans le cas général
un système d’ordre 2 décrit par les équations discrètes :
x+1 = x1 + Tx2 (4.114)
x+2 = x2 + T [f(x1, x2, u) + χ(x1, x2, u)] (4.115)
u = U(X) (4.116)
où X = t(x1 x2), T est la période d’échantillonnage, f représente la partie connue du
modèle, et χ la composante regroupant les incertitudes. L’observateur présenté ici a pour
but de reconstituer l’état complet t(x1 x2) lorsque seule la position x1 est mesurée. Les
équations d’état de l’état estimé Xˆ s’écrivent :
xˆ+1 = xˆ1 + T xˆ2 + Tz1 (4.117)
xˆ+2 = xˆ2 + Tf(x1, xˆ2, u) + Tz2 (4.118)
où les variables de recalage z1 et z2 sont calculées à l’aide de l’algorithme super-twisting :
z1 = κ1|x1 − xˆ1|1/2sign(x1 − xˆ1) (4.119)
z2 = κ2sign(x1 − xˆ1) (4.120)
L’intérêt réside donc dans le fait que la composante incertaine χ n’est pas utilisée pour
reconstituer l’état, la seule condition étant que la quantité F , définie par :
F (x1, x2, xˆ2) = f(x1, x2, U(x1, x2))− f(x1, xˆ2, U(x1, x2)) + χ(x1, x2, U(x1, x2)) (4.121)
soit bornée par une constante finie f+. Par ailleurs, si κ1 et κ2 vérifient les inégalités
suivantes :
κ1 >
√
2
κ2 − f+
(κ2 + f+)(1 +$)
1−$ (4.122a)
κ2 > f
+ (4.122b)
avec $ ∈]0 ; 1[, alors on montre que l’erreur d’estimation X − Xˆ converge vers 0 en valeur
moyenne en un temps fini.
4.5.2 Application au modèle vertical
Ce type d’observateur constitue donc un choix judicieux pour remplacer le capteur dé-
livrant l’information de vitesse verticale par un estimateur en ligne. Si l’on veut l’appliquer
au modèle vertical décrit par le système (4.70,4.71) page 140, il convient en premier lieu
de vérifier l’observabilité de celui-ci, puis d’identifier et de regrouper les termes incertains.
4.5.2.1 Observabilité du système
Considérons un système non linéaire d’ordre n dans le cas le plus général, mis sous la
forme canonique :
x˙(t) = f(x(t), u(t))
y(t) = h(x(t))
(4.123)
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Dans le cas où ce système ne possède qu’une sortie (dim y = 1), on montre alors [Stéphant 2004,
Hermann et Krener 1977] qu’il est observable au voisinage de x0 si la matrice d’observabi-
lité :
O =

dh
d(Lfh)
...
d(Ln−1f h)
 (4.124)
est de rang plein3 en x0. dh désigne ici la matrice correspondant à la différentielle de
l’application h (ou jacobienne), de terme général ∂hi∂xj , et Lfh la dérivée de Lie de h dans
la direction f , définie par [Lafontaine 1996, Fossard et Normand-Cyrot 1993] :
Lfh = dh.f (4.125)
Lkfh = Lf (L
k−1
f h) ∀k ≥ 1 (4.126)
Pour le modèle vertical étudié ici il vient alors, si l’on suppose que seule l’altitude est
mesurée :
h = z (4.127)
f1 = w (4.128)
f2 =
1
T
fz (4.129)
d’où dh = (1 0), Lfh = dh.f = w et d(Lfh) = (0 1) : la matrice d’observabilité est donc
égale à O = I2 ∀x, de rang 2, et le système est par conséquent globalement observable.
4.5.2.2 Écriture de l’observateur
On a vu lors de l’écriture de ce modèle que de fortes hypothèses avaient dû être effectuées
pour la modélisation des quantités ν ± α (p. 139) : il est donc légitime de considérer que
les quantités issues de ces hypothèses simplificatrices sont connues avec moins de certitude.
En reprenant les notations de (4.70,4.71), il vient alors :
f(w,U) = w +
az3
az1
sign(U3) sin(U2) +
az4
az1
(4.130)
χ(w,U) =
az2
az1
(w2 + U1)[1 + |U3|(cos(cνU2)− 1)] (4.131)
On en déduit l’expression de F en reportant dans (4.121) :
F (x2, U) = w − wˆ + χ(w,U) (4.132)
Il n’existe pas à proprement parler de majorant de la vitesse verticale w. Toutefois, on note
d’après les résultats obtenus en boucle fermée que les valeurs atteintes ne dépassent pas
les 2 m.s−1 ce qui, combiné aux contraintes imposées sur la commande en (4.80), permet
de majorer grossièrement F .
3C’est l’équivalent du critère d’observabilité de Kalman pour les systèmes linéaires :
rangt(C CA . . . CAn−1) = n
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Fig. 4.34 – Reconstruction de la vitesse verticale
On peut alors utiliser l’état reconstitué t(zˆ wˆ) pour calculer la commande U à travers
les équations (4.76) et (4.78) :
wc = −2αz(zˆ − zc)
az1
(4.133)
fz(wˆ, U) = −2βz(wˆ − wc) (4.134)
La figure 4.34 représente les résultats obtenus en boucle fermée hybride, avec le réglage
suivant des paramètres de l’observateur :
$ = 0,01
κ1 = 2
√
2
κ2−f+
(κ2+f+)(1+$)
1−$
κ2 = 5f+
On constate en comparant les valeurs de la vitesse réelle non mesurée w et de la vitesse
observée wˆ que l’estimation suit bien l’allure globale de l’état réel, et que le système ainsi
bouclé est stable, malgré la présence d’oscillations autour de la consigne en régime per-
manent. Le temps de réponse de l’observateur semble relativement rapide, dans le but de
vérifier ce point le même essai a été réalisé en changeant l’initialisation de l’observateur : la
valeur de la vitesse estimée à l’instant t = 0 n’est plus égale à la vitesse réelle — c’est-à-dire
0 m.s−1 — mais est fixée à 5 m.s−1. Il apparaît alors (fig. 4.35) que l’estimation converge
rapidement (temps de réponse de l’ordre de la seconde) vers l’état réel. Ce comportement se
répercute dans l’altitude z, pour laquelle on note un léger écart à l’instant initial, mais qui
est vite rattrapé pour finalement donner une allure très proche du cas précédent. Les oscil-
lations en régime permanent pourraient vraisemblablement être atténuées avec un réglage
plus fin des différents paramètres de l’observateur et de la commande.
4.6 Commande avec cinématiques optimales
4.6.1 Objectif
Les équations aboutissant à l’écriture du modèle moyen vertical ont été écrites en sup-
posant que le battement λ(t) et la rotation ν(t) avaient respectivement des allures triangu-
laire et carrée (fig. 4.1), ceci dans le but de permettre le calcul analytique de l’accélération
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Fig. 4.35 – Reconstruction de la vitesse verticale, wˆ0 = 5 m.s−1
moyenne γ¯z. Or l’étude réalisée dans le chapitre 3 montrait que les cinématiques optimales
en termes de maximisation de portance étaient quelque peu différentes : en particulier le
battement optimal se rapprochait davantage d’une sinusoïde (p. 124). Les fonctions corres-
pondant à ces cinématiques optimales ont été obtenues à travers des réseaux de neurones à
2 ou 4 éléments. Il serait donc intéressant d’introduire ces cinématiques optimales dans le
modèle continu, et de tester les performances en boucle fermée. D’un point de vue technolo-
gique, il serait très difficile de faire varier en temps réel ou même d’une période à l’autre la
forme des cinématiques, comme on l’a vu a plusieurs reprises. C’est pourquoi la démarche
adoptée ici consiste à conserver les paramètres de commande utilisés auparavant pour le
contrôle vertical, à savoir les amplitudes λm et νm ainsi que le déphasage Φ, et à appliquer
ceux-ci aux cinématiques optimales modélisées auparavant à l’aide de réseaux de neurones.
Ceci suppose que l’on puisse établir une relation Ξ liant l’amplitude fm et le déphasage Φ
de la fonction f(t) représentée par un réseau de neurones aux différents paramètres de ce
réseau (poids et biais) :
(fm,Φ) = Ξ
({wij}j=1...n {woj}j=1...n {bj}j=1...n bs) (4.135)
où {wij}j=1...n représente les poids d’entrée, {woj}j=1...n les poids de sortie, {bj}j=1...n les
biais de chaque neurone et bs le biais de sortie. Il serait alors possible de générer les
mouvements des ailes λ et ν en boucle fermée à partir des commandes λm, νm et Φ, tout en
conservant la forme optimale obtenue précédemment, comme représenté sur le schéma 4.36
page suivante.
Soit donc une fonction ϕ(t) (dans notre cas ϕ = λ ou ν), modélisée par un perceptron
à une couche cachée. On a vu p. 101 que ϕ pouvait s’exprimer directement en fonction des
paramètres de ce réseau :
ϕ(t) =
n∑
j=1
woj
1 + e−(w
i
jt+bj)
+ bs (4.136)
On cherche alors à déterminer le vecteur des paramètres Θh définissant la fonction ϕh,
obtenue à partir de ϕ par homothétie de rapport k :
ϕh(t) = kϕ(t) ∀t (4.137)
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Fig. 4.36 – Calcul des cinématiques par l’intermédiaire de réseaux de neurones
c’est-à-dire, en utilisant (4.136) :
ϕh(t) =
n∑
j=1
kwoj
1 + e−(w
i
jt+bj)
+ kbs (4.138)
Il apparaît donc immédiatement par identification que le vecteur Θh est égal à :
Θh =
({wij}j=1...n {kwoj}j=1...n {bj}j=1...n kbs) (4.139)
De même, considérons ϕd(t) obtenue à partir de ϕ(t) par un déphasage de Φ. On peut alors
écrire :
ϕd(t) = ϕ
(
t+
Φ
ω
)
=
n∑
j=1
woj
1 + e−(w
i
j(t+
Φ
ω
)+bj)
+ bs (4.140)
avec ω = 2pi/T . D’où le vecteur associé à yd :Θd =
(
{wij}j=1...n {woj}j=1...n {bj + wij Φω }j=1...n bs
)
.
4.6.2 Résultats
Le résultat est représenté sur la figure 4.37. Il apparaît globalement que les performances
sont légèrement dégradées par rapport au cas standard (cinématiques «non optimales»),
en termes de précision notamment. Ceci s’explique naturellement par le fait que le modèle
moyen utilisé pour le calcul de la commande ne prenait pas en compte les cinématiques
optimales issues des réseaux de neurones : l’écart entre le modèle de synthèse et le système
à commander se révèle alors trop important, et la commande n’est pas suffisamment ro-
buste pour compenser celui-ci. Néanmoins, cette première approche s’est révélée utile pour
l’orientation des futurs travaux relatifs à la commande par réseaux de neurones. On peut
notamment supposer qu’une commande neuronale ne donnera des résultats probants qu’à
la condition que le modèle soit lui aussi sous forme entièrement neuronale.
4.7 Conclusion
Cette dernière partie, axée autour de la recherche de modèles de synthèse et de mé-
thodes de commandes adaptées aux fortes non-linéarités rencontrées, a permis de prouver
l’efficacité de techniques inspirées du backstepping pour la stabilisation et la commande
« en cascade » d’un modèle de microdrone à ailes battantes, qui s’avère naturellement
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Fig. 4.37 – Calcul des cinématiques par l’intermédiaire de réseaux de neurones, résultats
en boucle fermée
instable selon chacun des axes de mouvement. La spécificité du travail effectué réside dans
le fait qu’à aucun moment une approche de linéarisation autour d’un point d’équilibre n’a
été envisagée, comme c’est très souvent le cas pour la commande d’engins de dynamique
non linéaire. Ceci est particulièrement vrai lors du vol vertical, pour lequel le microdrone
est constamment soumis à l’accélération de la pesanteur : l’état de repos du système ne
correspond donc pas à un état d’équilibre. Les efforts que celui-ci doit alors accomplir pour
se stabiliser à chaque instant à l’altitude de consigne peuvent donc expliquer l’allure de
l’évolution des paramètres de commande, qui commutent souvent entre les deux bornes
fixées (comportement de type « bang bang »).
La méthode de commande employée s’est avérée suffisamment robuste pour compenser
les écarts entre le modèleOSCAB et les modèles moyens, obtenus soit de manière analytique
soit par identification. En ce qui concerne les performances proprement dites de l’engin ainsi
bouclé, elles sont tout à fait satisfaisantes vis-à-vis du cahier des charges potentiel d’un
microdrone destiné à la reconnaissance et l’observation : variation d’altitude de ±1 m en un
temps de réponse avoisinant 1 s, précision en vols vertical et horizontal de l’ordre du cm. Les
faibles oscillations en tangage, éventuellement préjudiciables pour la prise de vues réelles,
pourront être réduites comme on l’a vu en augmentant l’inertie naturelle en tangage. On
pourra également envisager à cet effet des méthodes de commande plus complexes, basées
sur un contrôle actif de la position longitudinale ou verticale du centre de gravité.
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On se propose de revenir ici sur quelques-uns des points traités au cours de cette étude,
concernant en particulier la commande en boucle fermée. En premier lieu, il est utile de
rappeler que les lois de commande calculées dans le cadre du vol longitudinal présup-
posent que les mouvements selon les trois degrés de liberté (horizontal, vertical, et tan-
gage) sont découplés. Le contrôle complet du microdrone en vol longitudinal nécessiterait
donc de prendre en compte ces couplages éventuels. La difficulté posée par la modélisation
exacte de ceux-ci laisse donc apparaître les approches multimodèles comme une direction
de recherche à ne pas négliger pour les travaux futurs : ces méthodes considèrent en effet
que le processus à commander est représenté par plusieurs modèles correspondant cha-
cun à un cas de fonctionnement précis. La commande est ensuite calculée par le biais
d’un automate qui réalise une commutation entre les modèles suivant les variables défi-
nissant l’environnement, ou bien en fusionnant directement plusieurs commandes calculées
à partir des différents modèles. Cette dernière technique a d’ailleurs connu une certaine
expansion grâce aux avancées récentes dans le domaine de la commande floue ou neuro-
floue [Takagi et Sugeno 1985]. Les approches multimodèles ont été utilisées récemment avec
succès dans des domaines tels que la dynamique du vol [Jung et al. 2005] ou le contrôle
de processus chimiques [Fayeche et al. 2004]. On pourra donc envisager le contrôle com-
plet du vol longitudinal grâce à ces techniques, en définissant pour cela des sous-modèles
modélisant respectivement les dynamiques horizontale, verticale et en tangage.
Dans un deuxième temps, la commande en boucle fermée du vol vertical a été définie
comme une commande en modulation d’amplitude et de fréquence des angles de mouve-
ment. En effet, on a vu que les variables contrôlées étaient les amplitudes λm, νm des
angles de battement et de rotation ainsi que le déphasage relatif Φ, les formes de ces si-
gnaux restant fixées par ailleurs. Il serait intéressant de visualiser l’allure temporelle des
entrées effectives du modèle, c’est-à-dire les signaux λ et ν en fonction du temps, dont la
relation avec les variables de commande est donnée par l’équation (4.88) page 145.
Ces allures sont représentées sur la figure 4.38. On constate que le fait d’avoir défini
ν(kT ) = +νm(k) ∀k ∈ N entraîne nécessairement des discontinuités de l’allure temporelle
de l’angle de rotation (fig. 4.38(b)) lors du passage d’une période à une autre : celles-ci ne
correspondent en rien aux retournements de l’aile générant la circulation rotationnelle, et ne
relèvent donc pas directement du contrôle du vol vertical. On pourrait alors envisager que
ces légers sauts puissent être par la suite atténués par un filtre de type passe-bas, présent
naturellement à travers la dynamique intrinsèque des actionneurs en rotation, ou bien
rajouté en amont lors du calcul de la loi de commande4. Dans tous les cas, cela n’invalide
pas la méthode employée pour le calcul de la commande : cette dernière est en effet basée sur
un modèle moyen, un choix pertinent dans la mesure où la fréquence de battement est très
supérieure à la dynamique propre de l’engin. Ceci a pour conséquence de mettre en évidence
4Des méthodes plus élaborées de raccordement et d’interpolation pourraient évidemment être envisagées.
171
Discussion
0   T 2T 3T 4T
−80
−60
−40
−20
0
20
40
60
80
t
(de
g)
(a) Angle de battement λ(t)
0  T 2T 3T 4T
−80
−60
−40
−20
0
20
40
60
80
t
(de
g)
(b) Angle de rotation ν(t)
Fig. 4.38 – Allure des entrées du modèle en boucle fermée
deux échelles de temps pour le système : une échelle de temps courte (dynamique rapide),
correspondant aux mouvements des ailes durant une période et une échelle de temps plus
longue (dynamique lente), caractérisant les déplacements dans l’espace du microdrone. Les
légères variations induites par la prise en compte de ces discontinuités ne seront donc pas
ou très peu sensibles à travers les mouvements de l’engin. Enfin, rappelons que la loi de
commande en elle-même s’est révélée par ailleurs suffisamment robuste pour prendre en
compte de légères différences de modélisation.
Pour finir, il a été montré que le réglage des paramètres αz et βz de la loi de commande
permettait de gérer le compromis entre la précision en boucle fermée et les variations rapides
(chattering) des variables de commande (λm νm Φ). Or ces variations peuvent être reliées à
la consommation énergétique des actionneurs : un chattering important accroîtra celle-ci,
et inversement. L’énergie E consommée par les actionneurs apparaîtra donc de manière
intuitive comme directement proportionnelle à l’intégrale des variations de la commande :
E ∝
∑
i
(
u(i+ 1)− u(i)
T
)2
T (4.141a)
∝ 1
T
(∑
i
[λm(i+ 1)− λm(i)]2 +
∑
i
[νm(i+ 1)− νm(i)]2 +
∑
i
[Φ(i+ 1)− Φ(i)]2
)
(4.141b)
Ceci fait apparaître deux voies possibles pour réduire E : augmenter la période T de
calcul de la commande ou supprimer l’un des trois termes du membre de droite de (4.141b).
Le premier choix revient à réduire la fréquence de la commande sans changer celle du
battement : la fréquence de calcul de la commande fU serait alors définie comme un sous-
multiple de la fréquence de battement f :
fU =
f
kU
kU ∈ N∗ (4.142)
ce qui revient à calculer et appliquer la commande tous les kU battements. La seconde
possibilité consiste à réduire le nombre de degrés de liberté en commande, en figeant une
ou deux des composantes de U .
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Fig. 4.39 – Commande calculée à f/3
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Fig. 4.40 – Commande calculée à f/5
On présente sur les figures 4.39 et 4.40 les résultats pour des valeurs de kU respecti-
vement égales à 3 et à 5 : on constate que le système reste stable, mais que la précision
s’en trouve naturellement dégradée, avec une erreur oscillant avec une amplitude pouvant
atteindre 30%. L’énergie consommée est pour sa part réduite de respectivement 52 et 70%.
Ici encore, la pertinence de cette solution sera déterminée en fonction du cahier des charges
du microdrone : pour certaines missions (observation en haute altitude par exemple), des
oscillations de 30 cm à environ 1 Hz seront vraisemblablement acceptables, tandis qu’elles
se révèleront plus problématiques pour des missions à l’intérieur de bâtiments.
La figure 4.41 montre la réponse du système lorsque seule l’amplitude du battement
λm est commandée, la rotation et le déphasage étant fixés à des valeurs respectivement
égales à νm0 = 60˚et Φ0 = 15˚. On constate que l’allure en boucle fermée reste stable,
au prix ici encore d’une légère dégradation des performances (dépassement initial et temps
de réponse accrus). La réduction de la consommation énergétique est de 64%. Par contre,
une commande en rotation ou en battement seuls (figs. 4.42 et 4.43) ou bien en rotation
et déphasage (fig. 4.44) ne parvient pas à stabiliser le système, qui diverge plus ou moins
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Fig. 4.41 – Commande en battement seul : U = (λm)
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Fig. 4.42 – Commande en rotation seule : U = (νm)
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Fig. 4.43 – Commande en déphasage seul : U = (Φ)
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Fig. 4.44 – Commande en rotation et en déphasage : U = t(νm Φ)
rapidement. Il semble donc à l’étude de ces résultats que l’amplitude du battement soit un
paramètre essentiel pour la stabilisation et le contrôle selon l’axe vertical par backstepping.
Toutefois, il serait bon de rappeler pour finir que selon l’approche employée au cours de cette
étude la loi de contrôle doit assurer simultanément les deux tâches a priori indépendantes
que sont l’équilibrage du modèle, c’est-à-dire la génération d’un effort moyen équilibrant le
poids, et la stabilisation autour d’une consigne donnée. En supposant que l’équilibrage soit
assuré par le biais d’un moyen annexe (commande indépendante par exemple), un contrôle
ne mettant en œuvre qu’une seule entrée pourrait alors s’avérer plus efficace que dans le
cas présent.
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Le travail mené tout au long de ces trois années de thèse a permis de dégager des résul-
tats probants dans le domaine émergent de la modélisation et du contrôle des microdrones
à ailes battantes, et d’ouvrir différentes perspectives pour l’orientation des travaux futurs.
Durant la première partie de cette étude il a été développé un modèle de simulation OSCAB
de la mécanique du vol d’un microdrone à ailes battantes. La configuration choisie pour
cette thèse s’inspire du vol du colibri et de certains insectes battant leurs ailes dans un plan
quasi-horizontal, ce qui leur offre la possibilité d’accomplir un vol stationnaire ou à basses
vitesses. Ce modèle admet comme entrées les mouvements de chaque aile en fonction du
temps, et fournit en sortie les déplacements dans l’espace selon les 6 degrés de liberté de
l’engin. L’approche choisie, basée sur un calcul local des vitesses aérodynamiques couplé à
des modèles analytiques ou semi-empiriques des efforts générés, contraste avec les méthodes
globales rencontrées auparavant pour modéliser le vol stationnaire, et qui assimilent le plan
de battement des ailes à un disque sustentateur. L’intérêt du choix opéré ici réside dans la
possibilité d’étudier l’influence détaillée des cinématiques selon les trois degrés de liberté
de chaque aile, et donc de permettre par la suite un contrôle plus fin de la dynamique du
vol.
La difficulté inhérente à la modélisation exacte des phénomènes aérodynamiques mis en
jeu ont amené à faire certaines hypothèses lors de l’écriture d’OSCAB. Parmi celles-ci, on
a fait le choix de ne pas prendre en compte certains phénomènes pour lesquels il n’existe
pas de modèle satisfaisant à l’heure actuelle ou dont les effets peuvent se compenser mu-
tuellement. Ces hypothèses seront naturellement susceptibles d’être remises en question, et
c’est pourquoi il ne semble pas préférable de poursuivre davantage sur la voie de la modé-
lisation théorique des phénomènes aérodynamiques sans un recalage préalable à l’aide de
mesures expérimentales adéquates. Ainsi il s’avérerait utile de coupler les résultats obtenus
ici avec ceux de la thèse menée actuellement à l’ONERA par A. Peray [Peray et al. 2005],
qui exploite les résultats des installations de mesures hydrodynamiques de REMANTA à
des fins de modélisation et d’identification.
Toutefois, rappelons ici encore que l’objectif de OSCAB n’est pas d’améliorer la com-
préhension et l’étude du vol battu d’un point de vue strictement aérodynamique, mais bien
de servir comme outil de base à des simulations orientées mécanique du vol. En ce sens, des
comparaisons avec des résultats expérimentaux pour des configurations identiques ont mon-
tré que l’allure des efforts instantanés simulés à travers OSCAB était suffisamment proche
des efforts réels mesurés pour pouvoir considérer celui-ci comme un modèle exploitable à
des fins de synthèse de lois de commande en boucle fermée.
Les ailes ont été supposées complètement rigides dans OSCAB, on pourrait par consé-
quent envisager d’améliorer la modélisation en incorporant les effets de couplage aéroé-
lastique, c’est-à-dire les relations entre les déformations des ailes supposées souples et
l’écoulement aérodynamique environnant. Distinguons ici l’aéroélasticité « passive », qui
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modéliserait les déformations des ailes sous les efforts exercés par l’écoulement, de l’aéroé-
lasticité « active », où les déformations de ailes seraient générées par des actionneurs et
modifieraient en conséquence l’écoulement alentour. Si cette dernière semble plus intéres-
sante en termes de contrôle et de gain de performances (voir le flip de certains insectes),
elle nécessiterait de raffiner davantage les modèles aérodynamiques ; de plus on ignore à
l’heure actuelle si la structure ainsi que les actionneurs de l’aile du futur microdrone seront
capables d’un tel contrôle actif des déformations. À l’opposé, l’aéroélasticité passive néces-
siterait seulement la connaissance des caractéristiques mécaniques des matériaux pouvant
constituer l’aile, ainsi que la valeur des efforts aérodynamiques appliqués : les différents
mécanismes qui génèrent en amont ces dits efforts n’auraient donc pas à intervenir à ce
niveau. Des études récentes [Combes et Daniel 2003] semblent néanmoins montrer que la
déformation des ailes est principalement d’origine inertielle, et que l’influence des forces
aérodynamiques sur celles-ci peut être négligée en première approximation. Le couplage aé-
roélastique n’interviendrait donc que dans un seul sens, les déformations des ailes — liées
à leur mouvement et à leur inertie — modifiant les efforts aérodynamiques. Une étude est
par conséquent programmée en 2006 dans le cadre de REMANTA afin d’enrichir le code
OSCAB avec une modélisation de la souplesse des ailes et de son effet dans le calcul des
forces aérodynamiques. Plus généralement, un bouclage avec les activités des autres dépar-
tements impliqués dans le PRF permettra ainsi d’insérer dans le simulateur les différents
modèles d’actionneurs, de matériaux, etc. à mesure que ceux-ci seront disponibles.
La modélisation des cinématiques au moyen de réseaux de neurones et l’optimisation
des paramètres de ces derniers par des algorithmes génétiques ont permis de retrouver cer-
tains résultats expérimentaux, en particulier le fait qu’une rotation en avance de phase par
rapport au battement engendre un supplément de portance. Les cinématiques optimales en
battement et en rotation ainsi déterminées ont permis d’améliorer sensiblement la portance
globale, et donc d’augmenter la charge utile potentielle du drone en vol stationnaire. Il s’est
toutefois avéré délicat de choisir un seul paramètre pour l’optimisation, et c’est pourquoi
des études se concentreront plus spécifiquement sur la recherche de méthodes d’optimisa-
tion multicritères adaptées, notamment dans le cadre d’un stage de master encadré par
Th. Le Moing à l’ONERA.
OSCAB est un modèle orienté essentiellement à des fins de simulation, et sa structure
modulaire ainsi que l’approche bidimensionnelle par tranches ne permettent pas la mise
en forme de celui-ci sous une forme canonique de type X˙ = F (X,U) pour la recherche de
lois de commande en boucle fermée. Il a donc été nécessaire d’élaborer plusieurs modèles
de synthèse simplifiés, correspondant aux déplacements suivant les différents axes en vol
longitudinal. La nature nécessairement périodique des entrées a orienté les recherches vers
l’utilisation de modèles moyens, qui supposent que les variables d’état sont égales sur une
période à leur valeur moyenne, hypothèse justifiée dans le cas d’une fréquence de battement
suffisament élevée comme c’est le cas ici (35-40 Hz). Le contrôle a ensuite été obtenu par
backstepping, en assurant la stabilisation des différents états vers des valeurs entraînant la
convergence de l’erreur X − Xc vers 0. La boucle fermée ainsi réalisée se compose donc
d’un modèle de synthèse moyen, utilisé pour calculer à t = kT (k ∈ N) la commande
appliquée durant la période suivante t ∈ [kT ;(k + 1)T [ au modèle continu OSCAB. Cette
méthode a fourni d’excellents résultats, tant en termes de performances dynamiques (temps
de réponse et dépassement) que statiques (précision). La reconstruction de la vitesse par
un observateur à modes glissants a également donné de très bons résultats, et permet
d’envisager de remplacer sur le futur microdrone certains capteurs de vitesse matériels
par des observateurs (capteurs logiciels) de ce type. Les cinématiques optimales obtenues
auparavant ont par ailleurs été insérées dans la boucle de commande, et les performances
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restent bonnes, malgré les différences entre les entrées adoptées dans les modèles de synthèse
et ces cinématiques optimales. Le travail accompli durant cette partie a mis en évidence
le manque relatif d’outils méthodologiques adaptés à la commande de systèmes fortement
non-linéaires à entrées périodiques. C’est pourquoi un autre stage de master — encadré
par M. Ouladsine au LSIS — aura pour but d’approfondir ce domaine, en adoptant pour
cela un point de vue essentiellement théorique.
La poursuite des travaux dans le domaine de la commande passerait naturellement par
la synthèse des différents sous-cas de vol étudiés en un seul modèle représentant l’ensemble
du vol longitudinal. À cet effet, on peut songer aux approches multi-modèles [Pedrycz 1996]
ou à la commande floue. Une autre possibilité, qui permettrait de s’affranchir des difficultés
rencontrées lors de la recherche de modèles de synthèse sous forme analytique, consisterait
à utiliser un modèle entièrement neuronal (de type « boîte noire ») [Doncieux 2003]. L’ap-
prentissage serait réalisé en fonction des sorties de OSCAB soumis à différentes entrées.
L’avantage offert par cette approche est qu’elle permettrait d’incorporer directement les
réseaux de neurones modélisant les cinématiques optimales : les paramètres commandés
seraient alors directement les poids et biais de ces réseaux, qui influeraient sur les cinéma-
tiques de battement en temps réel. On ne devra toutefois pas perdre de vue le fait que les
dispositifs employés pour les actionneurs des ailes devront s’avérer dans ce cas capables de
modifier en temps réel la forme des signaux de battement, ce qui semble à l’heure actuelle
très délicat compte-tenu de la taille réduite de l’ensemble du dispositif et des technologies
actuellement disponibles. Un autre inconvénient est que la pertinence du modèle serait
fortement corrélée à la qualité de l’apprentissage : ce dernier devra donc s’effectuer sur
une variété d’exemples suffisamment importante. D’un point de vue plus général, l’objectif
global à plus long terme sera la stabilisation et la commande du modèle dans l’ensemble
de son domaine de vol, c’est-à-dire suivant tous les degrés de liberté, ceci afin de profiter
de toute l’agilité offerte par un tel concept.
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Modélisation et contrôle du vol d’un microdrone à ailes battantes
Résumé
Les récents progrès des microtechnologies permettent le développement de drones d’en-
vergure inférieure à 15 cm, susceptibles de réaliser des missions d’observation ou d’inter-
vention en milieu risqué. La possibilité de vol en présence d’obstacles ou en espace fermé
nécessite une grande agilité à basse vitesse et des capacités de déplacement silencieux,
pour lesquelles un concept à ailes battantes — inspiré du vol des insectes et du colibri —
semble être le plus prometteur. Dans le cadre de cette thèse, nous avons donc développé
un modèle de simulation de type mécanique du vol d’un tel engin, à partir de résultats
antérieurs concernant l’aérodynamique du vol des insectes. Nous avons ensuite déterminé
les cinématiques de battement optimales à l’aide d’algorithmes heuristiques, avant de cher-
cher à commander en boucle fermée ce système non linéaire naturellement instable. Une
technique inspirée du backstepping a permis d’obtenir de très bonnes performances, en
statique comme en dynamique.
Mots-clés : microdrone, ailes battantes, modélisation, simulation, aérodynamique insta-
tionnaire, optimisation, commande non-linéaire
Modelization and flight control of a flapping-wing Micro Air Vehicle
Abstract
Recent progress made in the domain of microtechnologies allow the design of very
small-sized Micro Air Vehicles (MAVs), whose wingspan is inferior than 15 cm, suitable for
observation or intervention in hazardous environments. The ability to fly among obstacles
or indoor requires both a great agility at low speed and silent displacements, for which the
concept of flapping wings — inspired by the flight of insects and hummingbirds — seems to
be the most promising. During this thesis, a flight-dynamics-oriented simulation model has
been programmed, based upon previous results about the unsteady aerodynamics of insect
flight. An optimization of the flapping kinematics through heuristical methods has then
been performed, as well as a closed-loop control of this nonlinear and naturally unstable
system. A backstepping-based approach has given very good performances for both static
and dynamic domains.
Keywords : Micro Air Vehicle, flapping wings, modelization, simulation, unsteady aero-
dynamics, optimization, nonlinear control
Discipline : automatique
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