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ABSTRACT 
A new definition of state for N-D systems is given in a noncausal context. This 
definition is based on a deterministic Markoviau-like property. It is shown that, for the 
particular case of (AR) %D systems, it yields systems that can be described by a 
special kind of first-order equations. The solutions of these equations can be simulated 
by means of a local line-by-line computational scheme. 
1. INTRODUCTION 
The main motivation of this paper is to examine the concept of state for 
N-D systems. However, for simplicity of exposition, we will concentrate 
mainly on discrete 2-D systems. The theory of dynamical systems has been 
mainly concerned with 1-D systems, with phenomena evolving in time. 2-D 
systems have been introduced to describe phenomena depending on two 
independent variables, often regarded as spatial variables, as in image 
analysis. 
Our approach to 2-D systems is inspired by some of the recent work [5] in 
the area of 1-D dynamical systems. However, an important difference which 
we will emphasize is the following. Whereas the 1-D systems considered in 
[5] are defined over time, and have therefore a natural preferred direction 
(namely forward time, past and future), we will not view 2-D systems as 
having a preferred direction. In fact, when considering 2-D systems there are 
*On leave from the Grupo de Matematica Aplicada, Faculdade de Ciencias, Universidade 
do Porte. Supported by the Calouste Gulbenkian Foundation, Portugal. 
LINEAR ALGEBRA AND ITS APPLICATIONS 122/123/124:1OQ3-1038 (1989) 
0 Elsevier Science Publishing Co., Inc., 1989 
1003 
655 Avenue of the Americas, New York, NY 10010 0024-3795/89/$3.50 
1004 P. ROCHA AND J. C. WILLEMS 
problems in which it is indeed natural to consider both, one, or none of the 
independent variables as having a preferred forward direction. Just as in 1-D 
systems, it may or may not be natural to introduce a preferred direction. All 
these situations are valid. In this paper we will consider systems without 
preferred directions, since we believe that most situations in image analysis or 
with spatial coordinates are connected to this case. Note that this point of 
view is rather different from many of the papers on 2-D systems, where a 
sector of the plane is chosen as representing the “past”. Another difference 
of our approach is that, as in [5], we will not take the input-output structure 
as our initial vantage point. We will view a discrete 2-D system simply as a 
family of functions defined on 2’ and view the state as a convenient set of 
latent variables. 
Most of the contributions in the area of 2-D systems deal with 2-D 
systems in input-output form and with state-space representations of these 
systems. The main ideas in this field were introduced by Attasi [l], Roesser 
[4], and Fornasini and Marchesini [2]. The theory of discrete 2-D systems 
developed by these authors is based on the notion of 2-D causality with 
respect to a prespecified (partial) ordering of Z ‘. It is in this context that, in 
[2], a definition of a 2-D system in input-output form is given and state 
concepts are introduced. 
In this paper we will propose a new definition of discrete 2-D system as 
well as a new concept of state. In this framework we will discuss the question 
of state-space representations. 
The paper is organized as follows. 
In Section 2 we give a definition of 2-D system and specify the class of 
systems to be considered in the sequel. 
In Section 3 we introduce the notion of Markovian system. 
In Section 4 we consider Markovian (AR) systems and present a theorem 
on the representation of such systems. This constitutes the basic result of the 
paper. 
State-space systems are introduced in Section 5. 
Finally, in Section 6 we discuss some aspects of the problem of simulating 
2-D systems in state-space form. We will pay special attention to the 
recursive computation of solutions. 
Concluding remarks are presented in Section 7. 
All proofs are given in the appendix. 
2. 2-D SYSTEMS 
In this section we will define the class of linear, shift-invariant, and 
complete 2-D systems and relate this class to the family of what we will call 
autoregressive 2-D systems. The notions we introduce here are the 2-D 
STATE FOR 2-D SYSTEMS 1005 
analogues of the notions studied in [5] for 1-D systems. For generality, we 
will start with a basic definition for an N-D system. 
DEFINITION 2.1. An N-D system is characterized by a parameter set 
T c [w “, a signal space W, and a subset 8 of W T which will be called the 
behavior of the system. The system ): defined by T, W, and ‘33 is denoted by 
Z := (T, W, 23). 
The intuitive content of this definition is as follows. An N-D system is 
defined by N independent variables taking their values in T c RN. For 1-D 
dynamical systems T is the time set. In image analysis T consists of the 
spatial variables, usually R ‘, Z 2, or { 1,2,. . . , L }” (if we assume that the 
images appear as L x L pixels), etc. The phenomenon which we are describ- 
ing is specified by attributes which take their values in the space W. Often W 
is the space Rq: the phenomenon is described by q real-valued attributes. In 
image analysis W may be the discrete set { 0, 1, . . . , k } if we assume k grey 
levels, etc. Now, each realization of the phenomenon yields a trajectory 
w : T + W. We assume that the phenomenon is governed by certain laws. 
These laws let us conclude that a certain trajectory can and others cannot 
occur. This yields the behavior !!3 c W T; 8 consists of those trajectories 
compatible with the laws governing the phenomenon. 
EXAMPLES. In [5, 61 many examples of 1-D systems are given. We will 
now present two examples of 2 and 3-D systems. 
1. Zmuge processing. Let w i : Z 2 + R denote the unprocessed picture 
and ws: Z 2 + R the processed picture. Assume that ws is a convolution 
ws = G * wi of wi with G: i2 2 -+ R a specified kernel (think for simplicity of 
G as having compact support) [that is, w,(k, I) = C~Z_J~QI_ ,G(k - k’, 
1 - Z’)wl(k’, Z’))]. This defines a 2-D system (Z2, lR2, %J) with %3 := 
{(wi, w2): 2’ + R21w, = G * wr}. 
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where E: R 3 + R 3 is the electric field, B : R 3 + R3 the magnetic field, 
j : lR3 -+ BP3 the electric current density, and p: R 3 + R the electric charge 
density. v * denotes the divergence, v x the curl, co the dielectric constant 
of free space, and c the speed of light. This defines the 3-D system 
(R3,R3XW3X!&!3XW,8) with ~:={(E,B,j,p):lR3+W3XR3XR3X 
W J(E, B, j, p) satisfies (M)}. 
In the sequel we consider only the special class of 2-D systems with 
T = h 2 and W = WQ, for some integer 4. 
DEFINITION 2.2. The SD system Z = (Z 2, IF! 4, ‘B ) is linear if C!3 is a 
linear subspace of (WQ)z2. 
Of the many symmetries which one can study for dynamical systems, 
time invariance is one of the most important and most elementary ones. For 
2-D systems the analogous property is shift invariance. We will consider two 
operators ui and u2, on (Wq)z2, defined as follows. ai: (Rq)z2-+ (Rq)” 
(i=1,2); ui associateswith w:Z2-+R~ afunction u1w:Z2+k!q such that 
a,w(t,, t2) := w(t, + 1, t2), and will be called the kj? shift; the action of the 
down shij3 a2 is given by u,w(t,, t2) := w(t,, t2 + 1) V(t,, t2) E H 2. The 
operators a;’ and u;l are respectively the right shijl and up shifi, and 
u,k, u,” for k E Z are defined in the obvious way. Observe that the operators 
ui and a2 commute. 
DEFINITION 2.3. Z = (k2,WQ, B) is a shifl-invariant 2-D system if 
ui!3 = %, i = 1,2. 
Our examples 1 and 2 are both linear and shift-invariant. 
In this paper we will consider the following class of 2-D systems described 
by the behavioral equations involving the signal w and its shifts: 
k, 4 
c c R,,,w( k + k’, I + 1’) = 0 Vk,lEH, 
k’- -k, Z’= -I, 
where R k,l, is a real g X q matrix for -k,<k’<k, and -l,<l’<I,. 
Introducing the polynomial matrix in two variables R E R gxq [ sl, SF ‘, s2, ST ‘1 
defined by 
qs,, s;‘, s2, si’) := c CRk’&s; 
1’ k’ 
STATE FOR 2D SYSTEMS 1007 
allows us to write this behavioral equation as 
R(u,,u,‘,u,,u,-‘)w=O (AR) 
This defines the 2-D system Z = (Z 2, Iwq, B) with B = B(R) := 
kerR(a,, a;‘, 
to (wg)z*. 
a,, a;‘) and R(u,, a; ‘, a,, ai’) viewed as a map from (R”)” 
We will call the systems described by such behavioral equations 2-D AR 
systems. (AR stands for auto regressive.) Thus each AR system (Z ‘, Iw 4, B) is 
described by a g E N and a polynomial operator in two variables, 
R(u,,u,1,u2,u,‘):(IWq)z2+(IWg)Z. 
The 1-D version of AR systems has been studied in detail in [5]. It was 
shown in particular that AR systems are characterized by linearity, time 
invariance, and completeness (or equivalently, closure in the topology of 
pointwise convergence). 
A similar result holds, in fact, for 2-D systems. A subset of h2 of the form 
Z={(k,Z)~B~[k~<k<k~, Z,<l<Z,} for some -cn<kk,gk2<+m, 
- 00 G 1,~ 1, G + co, is called an interval in Z2. If k,, k,, l,, and 1, are 
finite, then we will call Z a finite interval. 
DEFINITION 2.4. A shift-invariant 2-D system Z = (Z 2, Iw 4, 8) is corn- 
plete if {WEB} = { w][ E LB]{ for all finite intervals I C Z”}. 
Our first result establishes the connection between the class of linear, 
shift-invariant, and complete 2-D systems and the class of 2-D AR systems. 
THEOREM 2.1. Let 2 = (Z 2, Iw q, 23) be a 2-D system Then the following 
conditions are equivalent: 
(1) Z is an AR system. 
(2) Z is a linear, shift-invariant, and complete system. 
(3) 93 is a linear, shift-invariant, closed subspace of (Rq)” equipped with 
the topology of pointwise convergence. 
Proof, See Appendix. 
REMARK 1. It is important to remark that, whereas R(s,, SF’, s2, sll) 
uniquely determines B = ker R(u,, a,‘, a,, a; ‘), there are for a given B 
many polynomial matrices describing this behavior. Simply take R’ = UR 
with U any unimodular polynomial matrix [that is, U(s,, s;‘, s2, s;i) is 
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square and det U(s,, SC’, ss, SF’) = s$sf 2 f or some d,, d, E Z]. Then clearly 
kerR’(a,,a~‘,a,,u~‘)=kerR(u~,u~‘,u,,u~’). 
REMARK 2. Contrary to the 1-D case (where we can always assure that 
the number g of scalar autoregressive equations necessary to describe a 1-D 
AR system is not greater than q), nothing can be said about the number of 
scalar 2-D AR equations which are necessary to represent a linear, shift- 
invariant, and complete 2-D system. This is illustrated in the example below. 
EXAMPLE. 
Let 
R(s,, s;‘, 82, SF’) 
for some g E N, and consider the 2-D system I: defined by Z = (Z 2, Iw, %J) 
with B = kerR(u,,u~‘,u,,u~‘). It is not difficult to see that Z cannot be 
represented by less that g scalar 2-D AR equations. 
3. MARKOVIAN SYSTEMS 
Let Z = (T, W, !J3) be an N-D system. When would we want to call 93 a 
“state” behavior, or, to borrow a term from the theory of stochastic processes, 
when would we want to call Z “Markovian”? Is there a relation between !-IJ 
being a state behavior and the fact that 8 can be described by behavioral 
equations which are firstorder in ui and us? Those are the questions which 
we will examine in the sequel of this paper. Because it is customary to do so 
in mathematical system theory, we will use the notation X for the signal 
space of a Markovian system. Also, we will concentrate on N-D systems 
where the parameter set T is an interval of Z “, that is, T = {(k 1, k 2,. . . , k N) 
~Z~lli~k~<Z& i=l,..., N}forsome -oo~ZI~Z~~+oo.However,all 
definitions immediately generalize to intervals in IwN. 
Let Z = (T, W, FJ) be an N-D system, and let T’ c T. Then ZI,,, the 
restriction of Z to T’, is defined by ZJ,, := (T’, W, ‘BJ,,) with, as usual, 
%!jlr,:= {w’~ WT’13we!B such that wIT,=w’}. Let T,,T,cT. Then we 
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will say that !?3 is (T,, T,)-concatenable if 
Here wi A 
U’,,r,) 
w2 denotes the element w E W Tl ” Tz such that w Jr1 = wi and 
wiTz = w2* 
For t’=(ti,tL ,..., tA)EZN, t”=(t;‘,ti’,..., tr;‘)EZN, define the dis- 
tance d(t’, t”) =EjYllt[ - tl’l. We will caIl (tl, t2 ,..., tk), ti E Z”, i E 
{L...,k}, a path if d(ti,ti+l)= 1 for i E {l,..., k - l}. We wiII caIl it a 
straight path if d(t,, tk) = k - 1. 
As an aside, observe the following relation between convex sets and 
intervals. We will call T c if N conuex if every straight path (t,, . . . , tk) with 
t,, t, E T is completely contained in T, that, is tj E T Vi E (1,. . . , k}. It is 
easy to see that T is convex iff it is an interval 
Let T,, TO, T_ c ZN. Then T, and T_ are said to be separated by TO if 
each straight path (tl, t,,. . ., tk) with t, E T, and t, E T_ must contain a 
point ti E TO for some i E { 1,. . . , k }. This is illustrated in Figure 1. 
We now come to our crucial definition of the Markov property. 
DEFINITION 3.1. Let T be an interval in Z! The N-D system Z = 
(T, X, 23) is said to be Markovian if for all triples of subsets (T,, TO, T_ ), 
T,, TO, T_ C T, such that T, and T_ are separated by TO, there holds that B 
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Observe that 
PROPOSITION 3.1. Let T be an interoal of Z “, T’ c T be a subinterval of 
T, and Z = (T, X, 8) be an N-D system. Then, if Z is Markovian, so is 
ZIY. 
Let us now explain the intuitive content of the above definition. First 
note that the crucial idea of state-given what is happening on the boundary, 
then what can happen on one side and what can happen on the other side are 
independent-is expressed by the concatenability condition of our definition. 
Note however that (contrary to what is often done in the theory of Markov 
2-D stochastic processes [7]) we do not require one of the sets T_ or T, to 
be bounded. Such an assumption is in fact difficult to accept, since it is not 
even required in 1-D systems. Second, note that the property expressed in 
Proposition 3.1 is very much a part of our definition: we want the concaten- 
ability property not only for partitions T,, TO, T_ of the whole parameter set 
T=T+uT,uT_, but also for all triples T+,T,,T_ with T, U ToU T_ 
possibly a strict subset of T. In fact, we shall see later on that one can restrict 
the sets T, U TO U T_ for which we want the concatenability property of 
Definition 3.1 to hold a great deal further, in particular to intervals, but in 
any case it does not suffice to consider only partitions of T. 
For 1-D systems it is easy to prove the following 
PROPOSITION 3.2. Let 2 = (T, W, 23) be a 1-D dynamical system, with 
T an interoal in Z. Then Z has the Markov property iff 
Here W~AW, denotes the element w of WT such that wl(_,,to]nT= 
to 
WJ- m, $1 f- T and Wl[to,m)nT = WZ![to,m)nT. 
Proof. See Appendix. n 
The upshot of this proposition is that for 1-D systems it actually suffices in 
Definition 3.1 to look at sets T_ = T n( - oo, to), TO = {t,}, T, = T n(t,, oo). 
In particular T_ u TO u T, = T. We would like to emphasize that such simple 
partitions are not sufficient, for N-D systems with N > 1, to guarantee that a 
Markovian system is describable by first-order behavioral equations. This is 
shown in the following example. 
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EXAMPLE. Let Z = (Z 2, R, 8) be the 2-D system described by the 
equations 
(a,-$)w=o. 
It can be shown that, for every partition (T_ , To, T, ) of Z 2 such that T, 
separates T_ and T,, B is (T_ U T,, T, U T, )-concatenable. However, the 
above equations cannot be reduced to a first order description (i.e. to 
equations involving only w , u 1w, 02* ‘w or w , 0; ‘w , u2’ ‘w ). 
For the sake of simplicity, from now on we will concentrate our attention 
on discrete 2-D systems. We will first show that, for this particular case, it is 
enough to restrict T, U T, U T_ in Definition 3.1 to a special kind of subsets 
of T, namely elementary squares and lines. 
A subset Y of E 2 will be called an elementary square if 9’ = {(tl, t2), 
(tl+ 1, tg),(tl+ 1, t, + l),(tp tz + 1)) f or some (tl, t2) E Z2. A line in T is a 
subset dp c T such that Y = {(t’, t”)l(t’, t”) = (tl, t2)+ z(u,, 02), z E Z} n T 
for some (tl, t2) E h2 and (or, u2) E {(O,l),(l,O)}. 
We will say that I: = (T, X, B) (and %) are square-concatemdde if Z], 
is Markovian for all elementary squares 9’. Analogously Z will be called 
line-concatenable if Z], is Markovian for all lines 9. Further Z (and B ) are 
said to be square-complete if { w E 8 } e { w I9 E ‘B ]Y for all elementary 
squares 9’ c T}. 
PROPOSITION 3.3. Let Z = (Z 2, X, B) be a shifi-invariant and complete 
2-D system. Then Z is Markovian iff ‘23 is 
(1) square-complete, 
(2) square-concatenable, and 
(3) line-concatenuble. 
Proof. See Appendix. n 
In [6] it is proven that a complete, time-invariant 1-D system Z = (Z, X, B) 
is Markovian iff it can be described by a behavioral equation which is 
first-order, that is, iff there exists f: X x X + R such that {x E 93 } = 
{ f(x(t + l), x(t)) = 0 for all t E Z}. Proposition 3.3 allows to conclude that a 
similar result holds for 2-D systems. In fact, squarecompleteness for Z = 
(Z2,X,8)meansthatthereis f:XXXxXxX-+lR~suchthat{x~!B}~ 
{ f(x(t,, t2>, dt, + 1, t2), x(t, + 1, t2 + 11, x(t,, t2 + 1)) = 0 for all (tl, t2) E 
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Z 2 }. Moreover, square-concatenability means that the four-point law ex- 
pressed by f can be decomposed into two three-point laws in the following 
way.Therearef;:XXXXX-*[Wg~, i=1,2,3,4,suchthat 
* fi(x(t,,t2),x(t,+1,t2),x(t,,t2+1)) =Oand 
f,(x(t,+1,t2+1),x(t,+1,t,),x(t,,t,+l))=Ofora~(t,,t2)E22 
f3(x(tl+l,t2),x(tl,t2),x(tl+1,t2+11))=Oand 
e f4(X(t,,t2+1),X(tl,t2),X(tl+1,t2+l))=Oforall(t,,t2)EE2. I 
Thus, every complete, shift-invariant, Markovian 2-D system can be described 
by pairs of 2-D first-order behavioral equations. Note however that, unlike for 
1-D systems, the converse is not necessarily true, as the condition of line 
concatenability must also be satisfied. 
4. MARKOVIAN AR SYSTEMS 
The fact that a complete, time-invariant 1-D system is Makovian iff it can 
be described by first-order behavioral equations implies, in particular, that an 
AR system Z = (Z, [w “, %) is Markovian iff there exists a first-order matrix 
R(s) = R, + R,s such that LI3 = B(R). Thus, linear, time-invariant, and 
complete Markovian systems are exactly those which can be described by 
first-order equations 
R,x(t +1)+ &x(t) =o QtEE, 
with R,, R, E lWgXn (it is always possible to choose g G n). 
A similar result holds, it turns out, for 2-D systems. First, however, we will 
prove some auxiliary results concerning square and line concatenability. 
LEMMA 4.1. Let Z = (Z2,[Wn, 23) be a square-complete AR system. 
Then, if Z is square-concatenable, it can be described by a behavioral AR 
equation Ex + Fa,x + Ga,r + Haiaax = 0, where E, F, G, H E [w gXn are 
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such that: 
(1) [E F G H] has fill row rank, 
(2) im(E)nim(H) = {0}, 
(3) im(F)nim(G) = (0). 
Proof. See Appendix. n 
REMARK. Conditions 2 and 3 of the lemma express the fact that Z can 
be described by two pairs of first-order behavioral equations [i.e. equations of 
the form (R, + R,cri + R&)x = 0, with j, i = 1, - 1 and R,, R,, R, E [Wlxn 
for some positive integer I]. More concretely, condition (2) means that Z can 
be described by behavioral equations 
(A, + Rio, + C&,)x = 0, 
( A, + B,a;’ + Q,‘)x = 0 (BE) 
for suitable real matrices Ai, Bi, C, (i = 1,2), while condition (3) means that 
Z can also be described by 
(W 
for some real matrices A,, Bi, C, (i = 1,2). 
In order to characterize the line-concatenability of an AR system Z = 
(Z 2, [w n, B), we will consider the horizontal and the vertical behavior of Z. 
These can be defined as follows. For t E Z, denote by Zl(t) the horizontal 
line .Zl(t) := {(t,, t)(t,E B} and by _EP(t) the vertical line Zz(t) := 
{(t, t2)lt2 E Z}. Clearly, as Z is shift-invariant, B]lPl(tj a B]Z,(Oj and %]9Zt”z(tj 
= ~l~2(o) for all t E H. Let %i:= B],,,, and B,:= BllZcO,. Then %i and 
532 are both subspaces of ([w n)z and can be viewed respectively as the 
behaviors of the 1-D “line” systems Z,:= (&I%“, Bi) and 8, := (Z,IW”, B2). 
We will say that B 1 is the horizontal behavior of Z, while BZ is its vertical 
behavior. 
Obviously, Z is line-concatenable iff Z, and Z, are Markovian. Thus 
LEMMA 4.2. Let Z = (Z2,Rn, 23) be a square-complete AR system, 
B3,:= B12,p,(0J, and B,:= BlY2,00. litlen Z is line-concatenable iff it can be 
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described by behavioral AR equations of the form: 
E,x + F,a,x = 0, 0.1) 
E,x + G,u,x = 0, (1.2) 
E,x + F3cr1x + G,u,x + H,u,u,x = 0 (1.3) 
such that (1.1) describes Bl and (1.2) describes Bz. 
EXAMPLE. Let Z = (H2,R2, ‘93) be the system described by the following 
behavioral equations: 
xi - u,x, = 0 (2.1) 
x2 - ulxl + u,r, = 0 (2.2) 
with r = col(x,, x2). (2.1) and (2.2) clearly imply that us?x2 = x2. Therefore 
(2.1) does not describe B2. Moreover it is not difficult to check that 
B2= {x:Z +Rs]u2Xi=X1 and u$.r2 = x2}, implying that there is no first- 
order description for this behavior. 
This example shows that the fact that (1.1) must represent (i.e. describe) 
B i precisely and (1.2) must represent B 2 precisely imposes some conditions 
on the matrices E,, F,, E,, G,, E,, F3, G,, H,. Unfortunately these conditions 
are somewhat involved. 
Given E,, F, E Wglxn, E,, G, E Iw g2Xn, E,, F3, G,, H, E [w g~Xn, define 
the matrix [E F G H] as follows: 
E, F, 0 0 
[EFGH]:= i2 
0 El Fl 
0 G, 0 , 
0 E, 0 G, 
_E3 F3 G, H,_ 
[E F G HJ is said to satisfy condition Cl if, whenever there exists a 
unimodular matrix U E Rsxs[s, s-l] such that 
U(% C)[ E + Fu, + Gu, + Hu,u2] = 
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or 
$JiK’)[ E + Fa, + Ga, + Hu,uz] = 
and D(s, s- ‘) has full row rank, then the polynomial matrix lI(s, s- ‘) is a 
left multiple of E, + F,s. Analogously, [E F G H] is said to satisfy condition 
C2 if, whenever there is a unimodular matrix U E R sxs[s, s-l] such that 
$J2, %‘> [ E + Fu, + Gu, + Hu,u,] = 
or 
and D(s, s-l) has full row rank, then the polynomial matrix II(s, s-‘) is a 
left multiple of E, + G,s. 
It is possible to prove that, in Lemma 4.2, (1) is equivalent to saying 
that [E F G H] satisfies condition Cl, while (2) is equivalent to say that 
[E F G H] satisfies C2 (see Appendix). 
Intuitively, condition Cl expresses the fact that all restrictions imposed 
on Y3 i by (1.2) and (1.3) are implied by (1.1). Similarly, condition C2 means 
that all the restrictions imposed on Bs by (1.1) and (1.3) are already implied 
by (1.2). 
The next result characterizes a Markovian AR 2-D system in terms of the 
corresponding behavioral equations, and is a corollary of Proposition 3.3 and 
Lemmas 4.1 and 4.2. 
THEOREM 4.1. Let Z=(Z2,1F8”, %) be an AR 2-D system. Then Z is 
Markovian iff it can be described by behavioral equations of the following 
type: 
E,x + F,u,x = 0, (3.1) 
E,r + G,u,x = 0, (3.2) 
E,x + F&x + G,u,x + H,u,u,x = 0, (3.3) 
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where El,F1~Rglxn, Ez,Gz~iRgzXn, E3,F3,G3,H3ERg3Xn (for some 
positive integers g,, g,, and g3), such that the following conditions hold: 
(1) (i) [E F G H] has full row rank, 
(ii) im(E)nim(H)= (0) = im(G)nim(F), 
(2) (i) (3.1) represents BI precisely, 
(ii) (3.2) represents ‘13, precisely. 
Proof. See Appendix. n 
be de- When E, = F3 = G, = H3 = 0, simpler sufficient conditions can 
rived. In fact, it is not difficult to prove that: 
COROLLARY 4.1. Suppose that the 2-D system Z = (Z 2, R”, B 
scribed by the following behavioral equations: 
) is de- 
(E, + F,a,)r = 0, (4.1) 
(E, + F,u,)x = 0. (4.2) 
Then, if the polynomial matrices col[E, + Fjs, Ej],col[ Ei + Fis, Fj] (i, j = 
1,2; i # j) have full row rank, Z is Markovian. Moreover (4.1) describes 8, 
and (4.2) describes !B2. 
5. STATE SPACE SYSTEMS 
In this section state-space systems will be defined as a special type of 
Markovian systems. As a motivation we will start with the definition of 1-D 
state-space systems. 
The case of 1-D systems where a preferred time direction (i.e. past and 
future) is recognized has been widely studied in [5, 61. The following 
definition was introduced. 
DEFINITION 5.1. A discrete 1-D system in state-space form is defined as 
Z := (T, W, X, B), where T = Z is the time set, W the signal space, X the 
state space, and B c (W X X)r the behavior of the system. % is required to 
satisfy the axiom of state: 
- (WI, “Ih(W2~ x2) (5 23 . i to I 
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Here (wi, xi)~(ws, x2) denotes the element (w, x) E (W X X)’ such that 
(w, r)lC-,,lOj = ? wl, ~i)l~~~,~,) and (w, r)l~,,,,oo~ = (~a, rZ)l~t,,mr The inter- 
val notation is used to denote intervals in Z. 
The preference for a certain time direction is clearly reflected by the 
asymmetry in the axiom of state: if the states xi and x2 of wi and ws 
coincide at to, then wi and ws are concatenable with respect to the partition 
{( - co, to), [to, co)}, but the same does not necessarily hold for the partition 
{( - co, tol~(to~ WI>. 
To deal with systems with no privileged time direction, a “symmetrized” 
version of the above axiom of state should be considered. 
DEFINITION 5.2. A discrete 1-D bilateral state-space system is defined as 
Z := (T, W, X, 23) where T = Z is the parameter set, W the signal space, X 
the state space, and 23 c (W X X)r the behavior of the system. B is required 
to satisfy the bilateral axiom of state: 
- (Wl> i Xl) A (%%)E’13 (T,.Ts) 
The first condition of the bilateral axiom of state is nothing more than the 
axiom of state in Definition 5.1; the second is the axiom of state for the 
“time-reversed” system corresponding to 2. This is, the variable x is a state 
variable both forwards and backwards in time. 
It is not difficult to prove that 
PROPOSITION 5.1. Let X = (Z, W, X, %), with 23 C (W X X)‘. Then Y3 
satisfies the bilateral axiom of state iff for every interval 1 c Z and fm all 
triples of subsets (T,, TO, T_ ) of I such that T, and T_ are separated by TO, 
the following holds: 
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Here, (w,, x1) A (w,, x2) denotes the element (w, x) E(W X X)zI,,,r2 
(T,,T,) 
Note that the concatenabihty property expressed in this proposition does 
not privilege any special choice of (T,, T,), as the roles of T, and T_ can be 
interchanged. The concept of state that we next introduce for N-D systems 
(N > 1) is a generalization of this property. 
DEFINITION 5.3. A discrete N-D state-space system is defined as Z := 
(Z N, W, X, B), where W is the signal space, X the state space, and 8 c ( W 
x X)Z” the behavior of the system. ‘$3 is required to satisfy the Axiom of 
N-D state: For every interval I C ZN and for all triples (T,, TO, T_ ) of 
subsets of I such that T, and T_ are separated by T,, the following holds: 
{T,=T+uT,, T,=T_, (w,, x1) E Blf> (w2, x2> E Bfl,, %ITo= XZIT”) 
The behaviors ‘B’:= III,%3 := {x E XZN13w E WZN s.t. (w, x) E 8} and 
B w := II,B are respectively called the state behavior and the external 
behavior of Z. It is not difficult to see that both Z and Z” := (Z N, X, B’) are 
Markovian systems. 
The system Z is said to be a state-space realization of Z” := (Z “, W, B “). 
Clearly, every N-D system Z = (ZN, W, B”-‘) admits a trivial state-space 
realization Z = (Zy W, Bm, B), where 8 = {(w, x) E (W X B”‘)ZNI~ E B3” 
and x( t ) = w V t E Z N }, i.e., the state x associated with w consists, at every 
point, in the whole function w. As a consequence, the state space will often 
be infinite-dimensional. However, if Z” is an AR system, there will also exist 
a state-space realization with finite-dimensional state space. This is stated in 
our next result. For simplicity, only the case of 2-D systems has been 
considered. 
PROPOSITION 5.2. Let 2” = (Z2, (WQ, B”‘) be an autoregressive 2-D sys- 
tem. Then there is a positive integer n and a subspace 23 of (IT8 qX lRn)Z2 
such that Z := (Z 2,~q, R”, 23) is a state-space realization of 2” and, 
moreover, the behavior ‘$3 of Z is described by AR behavioral equations. 
Proof. See Appendix. n 
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It was proven in [6] that an AR 1-D system Z = (Z,Iw9,1w”, 23) is a 
state-space system iff there are equations of the form 
ax=Ax+Bu, 
w=Cx+Du (9 
[with u E (Iw’)’ for some 1, and A, B, C, D real matrices of suitable di- 
mensions], such that 23 = {( w, x) E (lwq xlw”)x]3U E (rw”)z s.t. (w, X, U) 
satisfies (S)}. 
As for the bilateral state property, there holds: 
PROPOSITION 5.3. Let Z = (Z,IW9,1Wn, !8) be an AR 1-D system. Then Z 




for some real matrices E, F, M, and N. 
Proof. See Appendix. n 
In other words, Z is a bilateral state-space system iff its state behavior is 
Markovian and the external behavior is related to the state behavior by means 
of a static relation. This also holds for N-D systems (N > 1). In particular, for 
the case of AR 2-D systems: 
THEOREM 5.1. Let Z = (Z 2, Iwq, Iw”, !I3) be an AR 2-D system. Then I: is 
a state-space system iff TJ can be described by the behavioral equations 
E,x + F,a,x = 0, (5.1) 
E,r + G,a,x = 0, (5.2) 
E,x + Fpp + G,u,x + H,u,u,x = 0, (5.3) 
Nx+Mw=O (5.4) 
for some real matrices E,, F,, E,, G,, E,, F3, G,, H,, M, N such that Equa- 
tions (5.1)-(5.3) satisfy the conditions of Theorem 4.1 for the system 
Z”=(Z2,W”, %%X). 
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Proof. See Appendix. 
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REMARK. Equation (5.4) can also be written as 
w2 = N'x + Lw,, 
w1 free, 
w=T 
where T is a permutation matrix, or equivalently as 
w2 = N’x, 
w1 free, 
for some invertible matrix T. 
To illustrate our concept of state, we next give some examples of 
state-space realizations. 
EXAMPLE 1. Let 2” = (Z 2, Iw , B “) be described by the following behav- 
ioral equation: 
[ cJ2 + (u2” +l)a, + a,a,2] w = 0. (6) 
Let x = col[ x1, x2, x3, x4, x5] be defined by x1 := u&J,w,, x2 := u,u,w, xg := 
u,‘u,w, xq := urw, xs := w. Then, if w is a solution of (6) (w, x) satisfies 
the following equations: 
ii 0 0100u,+  1 0 0 1 0 1 [ -1 0 -10 0  -1 00  0 II x=0, (7.1) 
([ 0 0001’ Cl 0 1 0 1 u + 1 0 l O 0 0 1 O 1 0 l II x=o, (7.2) 
w=[o 0 0 0 l]r (7.3) 
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Conversely, given any situation (w, x) of (7), w will satisfy Equation (6). 
Moreover, it is not difficult to check that (7.1) and (7.2) fulfill the conditions 
of Corollary 4.1. Therefore they describe a Markovian system. This shows 
that Z = (Z 2, 03, R ‘, B), with %3 described by Equations (7), is a state-space 
realization of Z”. 
EXAMPLE 2. Let BW c (W2)z" be the behavior described by the follow- 
ing equation: 
It is not difficult to verify that the system Z = (Z2,1w2,1w7, B) described by 
the behavioral equations 
iI oloooooo+oo 0 000001 1 0 0 10 0 I 2 [ 00  -l 0 0 -1 0 -10 0-l  0 0 11 x=o, 
0 oooolooo+llllol 0000010’ 1 [ 0 0 0 0 0 0 -1 0 I) x=o, 
0000100 
z”=o [ 1 ox 1 0 0 0 0 
is a state-space realization of Z” = (Z 2, [w 2, B “). 
6. RECURSIVE COMPUTATIONS 
Let Z = (Z2,1wq, Iw”, 93) be a 2-D state-space system, and consider a 
representation of B: 
E,x + F,a,x = 0 
E,x + G,a,x = 0 
E,r +G,a,x + F,a,x + H,u,u2r =0 (9) 
and 
Mw+Nx=O, 
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as derived in Theorem 5.1. As we shall see, this representation is very useful 
in order to specify what initial conditions are required to compute a solution, 
and provides a recursive method for computing solutions. This method 
consists basically in what we will caIl a line-by-line computational scheme. In 
order to compute the values of a solution (w, x) we wiU proceed as follows. 
Let Ps(i) be a vertical line in h2 as defined in Section 4. As an initialization 
step, the values on P2(0) are computed from initial conditions given on this 
line. For k = 1 2 , ,..*> the values on Z2(k) will be computed from the values 
on 92(k - 1) and from initial conditions given on 6pz( k) itself. For k = 
- 1, - 2,. . . ) the values on Y2(k) will be computed from the values on 
Z2(k + 1) and initial conditions on Z2(k). Of course, an analogous scheme 
can be implemented considering horizontal lines instead of vertical ones. We 
will only be concerned with equations (9) which describe the state behavior 
Bx. Once the values of x are computed, the values of w can easily be 
obtained through the relation Mw + Nx = 0. 
Define the following matrices, with entries in R[s]: 
P(s) := E, + G,s, 
Q(S) := Qo + QIS~ 
where Qo := coI[ F,, Fs] and Qr := col[O, Hs], and 
R(s) := R, + R,s 
with R, := col[ - E,, - EJ and R, := col[O, - Gs]. It is easy to check that 
(9) is equivalent to 
P( u2)x = 0, (10.1) 
Qb2Z)v = W~zb- (10.2) 
As the conditions of Theorem 5.1. are supposed to hold, (10.1) describes 
the vertical behavior Bg. Moreover, it will follow that: 
LEMMA 6.1. Consider the equations 
P(u)u=O, (11.1) 
Q(u)2 = R(+, (11.2) 
P(u)z = 0 (11.3) 
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in (R”)‘, with P, Q, and R us in (10). Then, for every solution v of(11.1) 
there exists a z such that (11.2) is satisfied. Further, any such z will also 
satisfy (11.3). Analogously, for every solution z of (11.3) there exists a v 
such that (11.2) is satisfied; moreover, v will also satisfy (11.1). 
This result implies that the values of any solution of (10) can be computed 
by the following line-by-line computational scheme: 
0. Compute a solution ra of P(a)x, = 0. 
Define x(0, e) = 3ca. 
For k = 1,2,... 
k. Compute a solution rk of 
Compute a solution x_k of 
Wk 
(12) -k 
Define r(k;) = xk and x( - k;) = x_~. 
Lemma 6.1 guarantees that Equations (12)k and (12) _k are solvable 
(k = 1,2,. . .) and that their solutions satisfy P(u)x, = 0 = P(u)x-,. 
In view of the above, it is now clear that in order to compute solutions of 
(10) it is enough to obtain a method for computing solutions of (ll.l)-(11.2) 
and of (11.2)-(11.3). We will only analyze Equations (ll.l)-(11.2). The case 
of Equations (11.2)-(11.3) can be dealt with in a similar way. Note, more- 
over, that as Equation (11.2) does not restrict the solutions of (11.1) these 
equations can be solved separately. 
The structure of the solution set of (11.1) has been studied in 
detail in [6, Chapter 41. We will describe the results here only to the extent 
which they are relevant for our purposes. 
Recalling that P(u) = P,u + P,, consider first Equation (11.1) 
P,uv + Pov = 0 
with v:H -+W” and P,, Po~W gXn. This equation defines a Markovian 1-D 
system (h, W”, ker( P,u + P,)), with P,u + P,, viewed as an operator from 
(W”)’ to (IRg)‘. The structure of the solutions of (11.1) is as follows. Some 
components are free; some components are determined by these free vari- 
ables and initial conditions. Also, ail solutions will take values in a subspace of 
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Iw “. In general, this subspace is a strict subspace, resulting in components 
which are identically zero. More precisely, there will exist integers n,, n,, n3, 
n, + n2 + n3 < n, an injective matrix C E IW”~(“~+“~+“~), and matrices A+ E 
(~(n,+n,)x(n,+n,), A- E @Q+%)x(%+“,), B+ E ~(“,+“e)X%, B- E ~(‘Q+n,)xn~ 
such that (11.1) is equivalent to both 
Vl 




v(t) =c 02 (t). 
i I 03 
This shows that in order to compute a solution, one can choose freely v3(t) 
for t nonnegative and VI(t) for t nonpositive, in addition to v,(O). 
Next consider Equation (11.2) 
Q(u)z = R(+, (11.2) 
where we will consider v: Z + Iw” as given, and wish to compute 
z:Z +Iw”. 
Regarding Q(a) = Qiu + Q0 as a matrix pencil, it follows from [3] that 
there are real invertible matrices U and V such that: 




Further, the blocks D,(o) can essentially be of five types: 













. . of size k, x k,, 
* u 




I .I . . of size k, x k,, 1 U 
L 
u 1 
5. *y *.* 
u 1 I 
of size k, x (k, + 1). 
Thus, to derive the structure of the solutions of (11.2) it is enough to 
study the structure of the solutions of D(u)z* = S(u)u, where o is given, 
D(u) is of one of the types 1-5, and S(u) = S, + S,u. 
Suppose first that D(u) = - J + Ku as in type 1. Without loss of general- 
ity K can be taken to be the identity matrix, yielding 
z*(t+l)=Jz*(t)+Sov(t)+S,u(t+l). (13) 
To compute a solution of this equation, z*(O) can be chosen freely and 
the other values will be completely determined by this initial condition and 
by v. 
If D(u) is of type 2, it can be reduced to the form 
0 
[ 1 1 ’ I E R-k,, 
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by premultiplication by the unimodular matrix 
In this case, recalling that by assumption the restrictions on u are redundant, 
the equation D(a)z* = S(a)0 will be equivalent to 
z’(t)=S,u(t)+S,u(t+l)... +s&+k,) 04) 
for some real matrices S,, . . . , Sk%. 
If D(a) is of type 3, then 
[D(u)] -l= 
-1 -u g . . 
. t-11 k,-l'uk,-l . . . 
. . . 





implying that the equation D(a)z* = S(u)u is equivalent to 
z*(t) =S($(t)+ . . . +S;3u(t +k3) (15) 
for suitable real matrices Sd, . . . , S;,. The structure of the solution of (15) and 
(14) is similar. 
The case when D(u) is of type 4 is analogous to the previous case, now 
with u replaced by u-l, yielding 
z*(t) =s,l'u(t)+s;'u(t-1)+ . * * +s;;u(t -k4). (16) 
Finally, suppose that D( u ) is of type 5, and that z * = col[ z:, . . . , nr 1. It 
is easy to see that now the equation D(u).z* = S(u)u will be equivalent to 
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both 
[z~YJt+li= - [:?I (t)+S,v(t)+S,u(t+1) (17) 
and 
(t)+S,u(t-1)+S,u(t). (18) 
This shows that in order to compute a solution z*, given v, one can choose 
freely z:(t) for t nonnegative and z:(t) for t nonpositive in addition to 
(z,*,..., zi”_ ,)(O)* 
Coming back to the structure of the solutions of (11.2), with 0 given, we 
can conclude the following. Some components are free, some components are 
determined by the free variables and initial conditions together with the 
values of u, and some other components are uniquely determined by o. 
REMARK. The updating scheme for z is not necessarily first-order [cf. 
Equations (14)-(16)]. However, it is a local updating scheme in the sense 
Nunker of Ixitially 




FIG. 2. Number of free variables and initial conditions for unique solution. 
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that, if o, z E (R”)‘, the only values of v necessary to compute z(t) are 
v(t - n) )..., v(t) )... v(t + n) (note that k,, k,, k, < n). 
An analogous situation occurs with the solutions v of (11.2) if z is 
considered to be given. 
This gives the updating structure for the proposed line-by-line computa- 
tional scheme, and hence shows how the solutions of (9) can be computed. 
The required initial conditions are illustrated in Figure 2. 
7. CONCLUSION 
In this paper N-D systems have been considered in a noncausal frame- 
work. Following the behavioral approach, a definition of N-D system was 
given which does not involve an a priori distinction between input and 
output. A new concept of state was introduced with basis on the Markov 
property for deterministic N-D systems-this property can be seen as the 
generalization to the N-D case of the Markovian property introduced in [6] 
for deterministic 1-D systems. 
It was shown that for the particular case of AR 2-D systems, the state 
property is equivalent to the existence of a representation of the system in 
which the state behavior is described by means of a special kind of first-order 
behavioral equations, and the external behavior is connected with the state 
behavior by means of a static (zero-order) relation. Moreover, it turns out that 
this special representation can be used to simulate the solutions of state-space 
systems by means of a local line-by-line computational scheme. 
APPENDIX 
Proof of Theorem 2.1. The equivalence of (2) and (3) is an immediate 
generalization of Proposition 4 in [5] to the 2-D case. To prove that any 
linear, shift-invariant, and complete 2-D system Z = (Z’, Wp, ‘B) is an AR 
system, we introduce the following notation and definitions: 
L := (R 4)Z2. 
L* := {v E (lR’x~)z2~v has compact support}. 
sr and s”s are operators in L* defined by S”rv(t,, ts) = v(t, - 1, ts), 
s”zv(tr, tz) = v(t,, t, - 1) yt,, tz) E z2 vv E L*. 
(a;): L* X L + II3 is defined by (a, b) = Cct,,t,jEZa(tl, t,)b(t,, t2) 
V(a, b) E L* X L. 
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Clearly (a, a$) = (gia, b), i = 1,2, V(a, b) E L* X L, i.e., Si is the dual 
of ui. 
L* can be identified with R’xq[s,, s;‘, s2, s,‘] by means of the isomor- 
phism Q(o) = xct,,fejEZ 2v(tl, t,)s+~ Vu E L*. It is easy to see that Q(Fj2)) 
= siQ(z)) (i = 1,2), and therefore the operator gi in L* is identified with 
multiplication by si in IR’~~[s,, s;‘, s2, SC’]. From now on we will identify 
L* with @(L*) and gi with si. 
Our proof will be based on the following elementary facts. 
FACT 1. L* is a finitely generated free module over the Noetherian ring 
R[s,, s;‘, s&3> sz’ 1. More concretely, L* = C~zl,R[sl, s;‘, s2. s,‘]e,, where 
(e l,...,eq) is the standard basis of R”9. 
FACT 2. B’:={vEL*l(v,w)=OVwEB} isaniR[sl,s;‘,s2,s~‘]- 
s&module of L*. 
FACT 3. LetNbeaNoetherianring, M=Nm,+...+Nm,(m,EM, 
i=l , . . . ,I) a finitely generated j?ee module over N, and S and N-s&module 
of M. Then there are ideals Il,. . . , .ll in N such that S = J,m, + . . . + .llml. 
FACT 4 [8]. Every ideal J in a Noetherian ring N is finitely generated, 
i.e., there are j, ,..., j,EJsuch thutJ=Nj,+ ... +Nj,. 
It follows from this that there exist rl,. . . , rg E L* such that 8 ’ = 
lR[s,, s;‘, se, s,‘]r, + . . . +lR[s,, s;‘. s‘p s;‘]re. 
Now, let X := { w E (R9)“I( s:‘&, w) = (q, +J,fzw) = 0 yt,, t2) E 
k2, i=l ,...,g}. We will see that 1=(B*)l. Since sps@iEBL for all 
(tl,t2)EZ2 and i=l,..., g, it is obvious that (23 ‘)l c 3E. To verify that 
dc(F3~)*,letw~X,andbbeanarbitraryelementof Bl.Thenbcan 
be written as b = b’r, + * *. + bgrg, where for i = 1,. . . , g, b’ = 
c (t,, tZ) E zzbl,, t,s:‘s2 (b;,, t2 E R). Thus, 
(h,w)=i$l(biri>W)= i ( i=l 
= C c b;l,,2(s:ls4ri,w) =O, as w E x. 
i=l (t,,~)cZ2 
Therefore wE(BL)‘,yielding X=(T3L)L. 
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Finally, as B is a closed subspace of (Wq)z*,zwe have (8 1 ) 1 = 8, and 
we conclude in this way that B = {w E (R4)Z IR(a,, a;l, a,, u;‘)w = 0}, 
where R is the g x 9 polynomial matrix defined by R := col[ rr, . . . , rg]. This 
shows that condition (2) of the theorem implies (1). The reciprocal implica- 
tion is obvious. n 
Proof of Proposition 3.2. “Only if”: Let to E T, and consider the parti- 
tion {T+,T,,T- } of T defined by Tp =( - 00, to)nT, T,= {t,}, T, = 
(to, + m)n T. Clearly T_ and T, are separated by To. Therefore, as Z is 
supposed to be Markovian, B is (T_ U T,,, T, U T,)-concatenable. This clearly 
implies that { wi, ws E B, wxt,) = w,(tO)} =+ { wI~w2 E B}. 
“If”: Suppose that { wi, wa E %, to E T, w,(tO)z wz(tO)} * { wlhw, E 
‘B}, andlet (T_ ,T,,T+) b e a triple of subsets of T such that T_ U T, U bT+ = T 
and such that T, and Tp are separated by T,. Assume further, without loss 
of generality, that T=~,‘UZ~UZ,‘UZ! UftU ... Uf,kUZ~UZgkUZk 
u fk+‘, with 0 
k k+l k k 
u Id u u ii = 
j=l j=l 
and where the subintervals 
below: 
T 0, u Zk =T_, u Z:=T,, 
j=l j==l 
ii, Z!, Ii, Zj, ii+’ (j = l,..., k) are as indicated 
Let Zj f Z! U Zi,U Zi (j = l,..., k). It is not difficult to see that B lI is 
(I{ u Z,$ Zi U Zi)-concatenable, and Bll,uZ:,vl,+, is (I, U f& f: U Zl:,)- 
concatenable (I = 1,. . . , k - 1). This implies that B is (T_ U To, T, U To> 
concatenable. The fact that Z is Markovian follows now easily by noticing 
that the condition T, U To U T_ = T can be dropped. n 
Proof of Proposition 3.3. Suppose that Z is Markovian. Since elementary 
squares and lines are subintervals of Z 2, it is clear (by Proposition 3.1) that Z 
is square and line-concatenable. To see that Z is squarecomplete, define a 
and B(J) as follows: a := {(u, 0): Z + X X XlVT E Z 3x E ‘B s.t. 
(x(t,*),r(t+l;))=(u,u)}, B(a):= {x:Z~+X)VtEZ (x(t;),x(t+l;)) 
E 8 }. Note that Z( 6’) := (a, X X X, 8) is a shift-invariant and complete 1-D 
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system. Moreover, defining P(t) := {(t, t,)] ta E Z}, we will clearly have that 
21 9e(tj U 9e(t + 1j is Markovian, implying that Z( a ) is (1 - D) Markovian. 
We will first see that !-I3 = B( ~9). Th e inclusion B c B( iI> is obvious. To 
prove the reciprocal one, let x E B(a). Then, there are elements x1 and x2 
in B such that (x( - l;), x(0;)) = (rr( - l;), xX0;)) and (x(0;), x(1;)) = 
(x2(0;), x,(1;)). Let Z(t) := U:=_,=-!?(t) (t E IV). As .1(l) is an interval of 
z27 %(I, is Markovian. This implies that 
Xl A x2 E W(l) 
(a -l,u-wo),~p(o)u~(1)) 
[because .9(O) separates 9( - 1) and Y(l), and x,],(,) = ~s]~(~)]. There- 
fore, also rIIoj E %lro,. A simple inductive reasoning shows that, for all 
t E NY XII(t) E w(t)’ and, as I: is complete, this means that x E 8. 
Now, as Z(a) is Markovian and complete, it is possible to prove (by 
similar arguments to the above) that 
Therefore, it follows from the definition of %( 8) that {x E B(J)} = 
{xl~~E(~)l~forallelementarysquares~~~C~},yieldingthat B=B(a) 
is square-complete. 
Note that in order to prove that conditions (l), (2) and (3) imply that Z 
is Markovian, it is enough to show that the concatenability property holds for 
partitions (T,, T,, T_ ) of intervals T C Z 2. We will only treat in detail the 
case where T = [a, b] x [c, d] is a finite interval of B2 and the separation set 
To is as indicated in Figure 3. (The interval notation will be used to denote 
intervals in Z.) 
All the other cases can be analyzed using the same kind of arguments. 
(a,d) t&d) 
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Let T = [a,b] x [c, d]. Suppose that T,, TO, and Tp are as indicated in 
the figure and that x1, x2 E 8 are such that xs]r, = xr]r,. As Z is square- 
concatenable [by assumption (l)] , 
w :=x1 A x2 
(T,UT,,T"UT-) 
satisfies w 1 y E ‘23 ) 9 for all elementary squares 9’ c T. 
Denote Z := ( - co, a - 11 X [c, d] and J:= [b + 1, co) X [c, d], and con- 
sider 2 E WI ” T ” I defined by 
$:=x1 /j w /j x2. 
(I,T) (T, J) 
Clearly, also x’ satisfies i], E 8 1 9 for all elementary squares 9’ c Z U T U J. 
Let Z(t) := {(tl, t)lt, E Z} (t E Z). As Z is also assumed to be line-con- 
catenable, x”lzccc, E 8]z(cj and x”]Xu”(d, E B]8cdr This means that there are 
elements X- , x+ E B such that x- ]z(cj = ?I,(,) and X+ ]zc(dj = It]Xcdr De- 
note X- := U ,..x(t)> z+:=Ut>d z(t) (where all t’s are integers), and 
define 
x* := x- A x” A Lx+. 
(.F,ZuTuI) (luTuJ,X'+) 
Clearly x*]~ E B I9 for all elementary squares 9’. Thus, as B is square- 
complete [assumption (3)], we conclude that x* E 23. 
Finally, as by construction 
x*IT = x1 A x2, 
(T,uT,,T,UT-) 
this yields that B is (T, U TO, T_ U T,)concatenable. 
Proof of Lemmu 4.1. First note that, as Z = (Z 2, R “, ‘93) is supposed to 
be linear and shift-invariant, there is a linear subspace L of R4” such 
that !I!],= L for all elementary squares 9’ c Z2. Moreover, there exist 
matrices E, F, G, H E Rgx” such that [E F G H] has full row rank and 
L = ker[ E F G H]. Thus, by the square completeness of C, x E % iff 
E&t,)+ Fx(t,+l,t,)+Gr(t,,t,+l)+Hx(t,+l,t,+l)=O 
v(t,, t2) E z2. 
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Let now col[a, b, c, d],col[a’, b, c, d’] E L. As Z is square-concatenable, also 
col[a’, b, c, d] and col[a, b, c, d’] will be elements of L. This means that 
L = L, n L,, where L, := {col[a, b, c, d*] E lR4”ld* E R” and 3d E R” s.t. 
col[a, b, c, d] E L} and L, := {col[a*, b, c, d] E R4nlu* E R” and 3u E R” 
s.t. col[u, b,c,d] EL}. The subspaces L, and L, can be written as L,= 
ker[ A, B, C, 0] and L, = ker[O B, C, D,], for suitable matrices A,, B,, C, E 
R ‘1 Xn and B,, C,, D, E R ‘zxn, yielding 
ker[E F G H] =ker 
This implies that there is a matrix T E [w(‘l+‘~)~g such that 
Moreover, rank T[ E F G H] = rank[E F G H] = g, implying that rank T 
= g. Further, as TE = col[A,,O] and TH = col[O, D,], im(TE)nim(TH) = (0) 
Finally, let z E im(E) n im( H). Then there exist zr, z2 E R” such that 
Ez, = z = Hz,. Thus TEz, = Tz = THz, and Tz E im(TE) n im(TH). This 
implies that Tz = 0, and as T is injective, .z = 0. We conclude in this way 
that im(E)nim(H)= (0). The proof that im(F)nim(G)= (0) is analogous. 
FACT. Let Z: = (Z2,1Rn, 93) be described by the following behavioral 
equations: 
E,x + F,a,x = 0, 0) 
E,x + G,u,r = 0, 
E,x + F3u1x + G,a,x i H,u,u,x = 0. (3) 
Consider the conditions Cl and C2 defined in Section 4. Then (1) describes 
B3, iff condition Cl holds. Analogously (2) describes B2 iff condition C2 
holds. 
Proof. We will only show the first equivalence. The proof of the second 
one is similar. 
“Only if”: Let U(s, s-‘) be a unimodular matrix such that U(u,, UC ‘) 
[E + Fu, + Gu, + Hap,] = col[ D(u,, a; ‘)a2 + M(u,, a; ‘), II(u,, a; ‘)I, 
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with D(s, s- ‘) full row rank. Then (1) (2), (3) are equivalent to 
(El + F,u,)x = 0, (1) 
rI(ul&)x=O, (4 
D( 01, up) u,x + M(u,, u;‘)Lx = 0. (5) 
Consequently, the elements of 93, also satisfy Equation (4). This means that 
the solutions of (1) are contained in the solutions of (4) and therefore there 
will be a polynomial matrix L(s, 8-i) such that lI(s, s-l) is a left multiple of 
E, + F,s. 
“If”: Note that Equations (l), (2) (3) are equivalent to 
(E, + F,o,)x = 0, (1) 
(E,+F,u,)u,x=O, (6) 
where Q(s) = col[G,, G, s, G, + Hss] and R(s) = col[ - E,, - E,s, 
- E, - F3s]. Moreover, (6) and (7) can be written as 
0 El+ Flu, x 
- Rh) Q(ul) u2x = ” I[ 1 (8) 
and there is a unimodular matrix U(s) = col[(U,(s) U2(s)), (U,(s) U,(s))] such 
that 
%,)(E, + 0,) + u,h)Qh) = o(ul) 
Gb,)(E, + FP,) + u4h)Qh) lr I o ’ 
with D(s) full row rank. [Note that D(s) is a g.c.d. of E, + F,s and Q(s).] 
Thus, U*(s) = col[(O U(s)), (I O)] is a unimodular matrix such that 
U*(u,)(E+Ful+Gu,+Hu,az) = col[D(u,)u2 - U2(u,)R(ul), - U,(u,)R(u,), 
E, + F,u,], and condition Cl will imply that col[ - U,(s)R(s), E, + Fs] is a 
left multiple of E, + F,s. Consequently there exists a polynomial matrix L(s) 
such that L( s)(E, + F,s) = - U,(s)R(s). Th is implies that Equations (1) (6) 
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(7) are equivalent to 
(E, + F,a,)x = 0, (1) 
Consider now the following 1-D equations: 
(E,+F,u)u,=O, (10) 
D( u)u, = u,( u)R( u)q. (11) 
As D(s) has full row rank, D(u) is surjective. Thus, for every solution 
oi of (10) there is oa such that (11) is satisfied. Further, ea is a solution 
of (101 To prove_ this, let V’(s) =_ col[(&(s) u&(s)), @s(s) u,(s))]. 
Then U,( s)U,( s) + U,( s)U,( s) = 0 and U,( s)D( s) = E, + F,s. This implies 
that - u,(s)U,( s)R(s) = i?,(s)U,( s)R(s) = - U,(s)L(s)(E, + F,s). Thus, 
p_remultiplying both sides of (11) by v,(u) yields ~i(u)D(u)u, = 
U,(u)L(u)(E, + F,u)u,. As ui is a solution of (lo), this becomes (E,+ 
F,u)u, = 0, i.e., u2 also satisfies (10). In terms of Equations (1) and (9) this 
has the following interpretation. Let x E (Rn)Z2, 3’ = {(t,O) E Z21t E a}, 
and suppose that x 1 3 satisfies (1). Then xlhe admits an extension X+ E (W n)Z2 
such that X+ IX+ satisfies (1) and (9) [here X’+:= {(ti, tz) E Z2]t2 >, O}]. A 
similar reasoning shows that x]~ also admits an extension x- such that 
X- I*_ satisfies the behavioral equations (1) (9) (here X- is defined in the 
obvious way). This implies that x I2 can be extended to B2 as an element of 
B, yielding the fact that (1) induces Bi. n 
Proof of Theorem 4.1. To prove this result it is enough to note that, 
when Z is line-concatenable [i.e., (2) is satisfied], condition (1) (ii) implies 
that Z is square-concatenable. Let 5” = {(t,, t2), (t, + 1, t2), (t,, tz + l), 
(ti + 1, ta + l)} and xi, x2 E !131Y such that ri(t, + 1, t2) = xz(t, + 1, ta) and 
ri(t,, t, + 1) = xa(t,, t, + 1). As im(E)nim(H) = {0}, 
Eq(t,, tz> +Fx,(t, + 1, t,)+ Gq(t, + 1, t,)+ Hx2(t, + 1, t, + 1) = o, 
I.e., 
x := x1 A *2 
(T+uG,T,ur) 
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(with T = {(tl, tz)} To = {(tl + 1, t,),(t,, t, + l)}, Tp = {(tl + 1, t, + 1))) sat- 
isfies the behavioral equations in 9’. Now, if Z is line-concatenable, the same 
kind of argument as in the proof of Proposition 3.3 (“if” part) shows that x 
can be extended to Z ’ as an element of 8. Therefore x E B 19, and B I9 is 
(T, U To, T_ U T,)-concatenable. Analogously, we can prove that B I9 is 
(T: U T,‘, TL U T,‘)-concatenable, with T$ = {(tl, t, + l)}, TL = 
{(tl + 1, t,)}, and T,’ = {(tl, tz),(tl + 1, t, + 1)). This suffices to show that Z 
is squareconcatenable. n 
Proof of Proposition 5.2. Let Z” = (Z2,1wq, BW) be an AR system, and 
suppose that ‘Bw is described by the behavioral equation R(a,, u2)w = 0, 
where R(s,, s2) := Z~J~=oRijs~sh and Rij E Iwg’Q, i = 0,. . . , a, ’ 
0 , . . . , b. Define the variable z := S(a,, a,’ ) w, with S(s,, s; ‘, s2, s; ‘) 
= --(I b col[s;=s~~,..., si a -b s s ] Theibehavior B 
a f2+2 
S2,...,SlS2 >..., 12 f .=S’B ca:i z. 
described by autoregressive equations. Moreover it is easy to verify that B ’ is 
(T, U To, T_ U T,)-concatenable for all triples of subsets T,, T_, To of B2 
such that { T,, To, T_ } is a partition of B 2, T, is a vertical or horizontal line, 
and T, and I’-. are separated by To. This will imply that 93’ can be 
described by behavioral equations of a special form. In fact, taking To to be a 
vertical line in Z2, it is possible to see that B” can be described by a 
behavioral equation 
[M,(u2)+M,(u2)a,l~=o, (1) 
for some polynomial matrices M,(s) and M,(s). Analogously, taking To to be 
a horizontal line in Z ’ shows that %’ can also be described by 
P&J,) + wJ,bJ2)~ = 0, (2) 
for some polynomial matrices N,(s) and N,(s). Suppose that the vertical and 
horizontal behavior associated with ‘B” are given, respectively, by the follow- 
ing equations: 
P,(u,)z = 0, 
P,( q)z = 0. 
(3) 
(4) 
Assume further that Mi(s) = C~~,,M,!sj, q(s) = C;;,Njsj, Pk(s) = X$p{sj 
(i = 0,l; k = 1,2), and let Z= max{ m,,m,, no, ni, pi, p2}. Define a new 
variable x := S( ui, a,‘, -1 u2,u2 )z, where S= col[s,‘s~ ,..., sis;‘,..., s:sk], 
and consider B ‘2 ’ := {(z, X)]Z E BZ and x = .?(~,,a,~, u,;u~‘)z}. It can be 
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verified that B ‘* ’ satisfies the axiom of 2-D state. Finally, as .a incorporates 
w -i.e., there is a projection operator II such that w = IIz -also $3 := 
{(WY z)lw E Bf” and x = SW } satisfies the axiom of state. Thus B := 
(Z ‘, R q, Iw “, B ) (where n is the size of r ) is a state-space realization of I”. 
Moreover, by construction, I: is an AR system. H 
Proof of Proposition 5.3. “Only if”: Let Z = (Z,Iwq,Iw”, 8) be an AR 
state-space system. It follows from the axiom of state that if (w, x) E %, then 
the value of w at any point t E B does not depend on (w, ~)lz,(~) once x(t) 
is given. Thus $3 = {(w, x) E(IW~ XR”)‘lx E ‘23” and Vt E Z (w, x)(t) E 
S(t)}, with S(t) C Rq XR” Vt E B. As B is a shift-invariant and linear 
subspace of (W’J x Rn)Z, there is a linear subspace L of Iwq X R” such that 
S( t ) = L Vt E 72. Moreover, L can be represented as the kernel of a linear 
operator defined on [w 4 x R “. Therefore there will exist matrices M and IV, of 
suitable sizes, such that B = {( w, X) E (Rq xlR”)‘lx E 23’ and Mw + Nx = 
O}. Now to complete our proof it is enough to show that BX can be described 
by a first-order behavioral equation Ex + Fx = 0. Let 8 := {(a, b) E Iw n X 
R”IVt E Z 3x E 8 s.t. (x(t), x(t + 1)) = (a, b)}. As 8 is a linear subspace of 
aB n x R n, there are matrices E and F such that (a, b) E a iff Eu + Fb = 0. 
Define B(a) := {x E (R”)ZIVt E Z (x(t), x(t + 1)) E a}. We will see that 
%” = %(a). The inclusion BX c B(a) is obvious. To prove that 93(a) c B3”, 
let x E B(a). Then, there exist elements x1 and x2 E B such that 
(x(O), x(l)) = (r,(O), r,(l)) and (a( - I), r(O)) = (~a( - I), r,(O)). Now, as 
x,(O) = x(O) = x2(O) and 8” is Markovian, x^:= x,Axr~ 8. As a conse- 
quence, xI,_r,r) = fl[_,,,) E Bf3xl~~1,11. Analogously,” we can prove that 
“I[-k,k] E w-k,k] for all k E N, and, because BX is complete, we conclude 
that x E %*. Therefore x E B’ iff Ex(t ) + Fx(t + 1) = 0 Vt E Z, yielding the 
desired result. 
The reciprocal implication is obvious. w 
Proof of Theorem 5.1. To prove the “only if” part it is enough to show 
that 8 = {(w, X) E (Iwq XlR”)z2~x E 23’ and Mw + Nx = 0) for some suit- 
able matrices M and N. Let (tr, tz ) E Z 2, and consider the partition 
{T+,T,,T_} of Z2 such that T+=0, T,= {(tf,t;)}, and T_ =Z2\To. 
Given (w,, x,),(w,, rz) E %, define w’ and 20” in (Wq)‘” as follows: 
w’(t,, t2) = w2(r,, t2) if (tr, t2) + (tP, t;), w’(tP, t;) = wr(t;, t;), 
w”(tl, t2) = w,(t,, t2) if (tl, t2) Z (t:, t;), and w”(tP, tzo) = w2(tP, t:). The 
axiom of state implies that if x,(t,, t2) = x2(t,, t2), then (w’, x2),(w”, xl) E B. 
This means that if (w, X) E ‘B, given x(t,, t2), the value w(t,, t2) is indepen- 
dent of (w, ~)lZ~~~~t,,tz~~. Now the fact that the structure of B is as indicated 
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above easily follows from the same kind of arguments as in the previous 
proof. 
The “if” statement is easy to verify. 
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