Abstract-We discuss the accuracy of the time-discrete phase noise model described by a random walk with symbol-period spaced Gaussian increments. While this model is widely used for its simplicity, it is strictly valid in the slow phase regime only. It is customary to consider this model as a worst case, but a clear understanding of the phase dynamics which can be reliably represented may not be readily available.
I. INTRODUCTION
Oscillators play a key role in electronic and optical systems for telecommunications, since they generate the reference signals for frequency conversions and synchronization purposes. An ideal oscillator should provide periodic signals and a precise time reference, but real devices are subject to unwanted noise, that makes such signals no longer perfectly periodic. It is, therefore, crucial to characterize the temporal instability and spectral dispersion of real oscillators. In the literature, these instabilities are collectively referred to as phase noise [1] . Phase noise can cause distortion or complete loss of incoming information in traditional receivers and high bit error rates in phase modulated applications. Phase noise is caused by short-term and long-term random fluctuations in the phase of a waveform, due to time domain instabilities and their effects in the frequency domain. Long-term instabilities may be due to aging of the resonator material (e.g., in quartz oscillators). Short-term instabilities are more critical and are caused by noise sources such as thermal, shot, and flicker noise in physical components [2] .
It is, therefore, clear that an accurate measure of phase noise intensity and features are needed in order to characterize the quality of a reference signal generated by an oscillator. To this end, proper mathematical models have been defined to describe the channel impaired by phase noise. Moreover, the implementation in a computer simulator requires a discretetime model. Since different models can be proposed for this purpose, it is important to evaluate their accuracy in representing the true continuous-time channel. In this paper we present a comparison between discretetime models of the channel impaired by the Wiener phase noise [3] operating under different sampling rates. The Wiener phase noise yields a channel with memory and continuous state which has been studied in [4] - [7] , by considering a discrete-time model in which the sampling rate is equal to the symbol rate. First, we consider the mean square error (MSE) as the comparison metric and we show how the choice of the sampling rate affects the difference between the models as a function of the phase noise intensity. Then, we deepen our analysis in terms of the information rate (IR), which can be estimated by the simulation-based estimation method described in [8] - [11] .
II. PHASE NOISE MODEL
The continuous-time system model for the phase noiseimpaired system is depicted in Fig. 1 . The binary information sequence is generated at a bit rate equal to r b . The information sequence is then modulated by means of a linear modulation, such as quadrature amplitude modulation (QAM), with constellation size M . Note that an M -symbol modulation is associated with a spectral efficiency b = log 2 M bits per channel use. The modulated sequence is denoted as {x k }. In Fig. 1 the block referred to as "phase noise model" generates the random phase noise phasor e jθ(t) . The transmit filter, with square-root raised-cosine frequency response, has impulse response p(t). The receive filter is the corresponding matched filter with impulse response p * (−t); note that p(t) and p * (−t) are assumed to be optimal in the sense that they guarantee the absence of inter-symbol interference (ISI) at the proper sampling intervals in the absence of phase noise. The modulated, received and filtered signals are denoted by ν(t), r(t) andỹ(t), respectively. The sampled signalỹ k =ỹ(kT ) is obtained at symbol period T .
The phase noise process is here considered as a Wiener process, so that the random phase is generated by integrating a white Gaussian process, denoted as w(t) and characterized by zero mean and power spectral density η, thus obtaining
where the notation´t denotes the integral operation from a generic initial instant until time t. The phase noise intensity can be controlled by the parameter η. The continuous time model (1) can be also described in discrete time. The phase noise samples at time instants iT s (i = 0, 1, 2, . . .), where T s denotes the sampling period, are
in which δ i =´i
Gaussian increments with variancê
Discrete-time signals can be upsampled by a factor equal to N u , with respect to the symbol frequency f symb = r b /log 2 M , in order to correctly represent in discrete time the square root raised cosine filters. The phase noise samples at symbol time instants kT = kT s N u (k = 0, 1, 2, . . .) are then given by
where
Thus the T s -spaced Gaussian increments δ i can be accumulated over N u consecutive elements to yield the T -spaced Gaussian increments. The standard deviation σ Δ of the Tlag Gaussian increments is the single model parameter which allows one to simply set the phase noise intensity. The standard deviation σ Δ has an angular dimension (radians or degrees).
Referring to Fig. 1 , the output is given byỹ k =ỹ(kT ), in whichỹ(t) = [ν(t)e jθ(t) + n(t)] ⊗ p * (−t), where ⊗ denotes the continuous-time convolution operator. If the phase rotation θ(t) is slowly-variant with respect to the symbol interval T = 1/f symb , we can assume θ(t) to be constant over the support of the receiver filter response. Under this assumption, the classical discrete symbol-time model of the phase noise channel shown in Fig. 2 arises, in which the sampling rate f s = f symb . We call this the "symbol time" model. The phase noise sample at symbol time θ k is given by (3), the received sequence {y k } is an approximation of the received sequence for the continuous-time model {ỹ k } and n k denotes the independent and identically distributed (i.i.d.) AWGN samples. The discrete-time overall pulse g k is given by
is the overall impulse response with raised-cosine transform. The received signal of the symbol time model is thus given by
Let us now consider a general discrete-time model in which the sampling rate is f s = N u f symb . Fig. 3 shows the discretetime version of the continuous-time system model in which the transmitted sequence is upsampled by factor N u with respect to the symbol frequency and the received one is downsampled by the same factor N u . In the figure, blocks with the upward and downward arrows perform interpolation and decimation, respectively. We refer to this as the "oversampling" model. The discrete-time version of p(t) is p i = p(iT s ) where T s is the sampling period. The phase noise samples ϕ i are given by (2) , {x k } and {y k } are the input and output sequences, respectively. Their upsampled versions at frequency f s = N u f symb are denoted as {x i } and {y i }, respectively. The output sequence {y k } can be regarded as another approximation of the received sequence {ỹ k } of the continuous-time model.
The idea behind the choice of upsampling the continuoustime signals is the fact that the larger the sampling rate, the closer the description of the continuous-time version. It is expected that this oversampling model gives a more accurate representation of the continuous-time model with respect to the symbol time one.
III. MSE ANALYSIS
As a preliminary performance metric, we compare the discrete-time models considering the MSE between {y k } and {y k }, normalized with respect to the mean square value of {y k }. Using formulas, one has where the expectation E{·} is approximated by the sample mean evaluated over a sufficiently large length-N interval
We found that N = 10 5 is a good compromise value, as it yields an error on the MSE estimate within about 0.1 dB, which we have observed in several measurement trials.
Our analysis is performed for a QAM input modulation with constellation of size M = 16 and in the absence of thermal noise. Numerical results of our tests show that for different values of M there are no significant variations on the MSE. Fig. 4 shows the MSE in dB, as a function of σ Δ in degrees, for M = 16 and various values of N u . Since the smaller σ Δ , the smaller the phase noise intensity, one notices that the MSE between the two schemes monotonically decreases with the reduction of the phase noise intensity, in agreement with the fact that the two proposed models are obviously more similar when the phase noise is light. The interesting point is that, for a fixed value of σ Δ , the MSE monotonically increases for increasing values of N u and tends to saturate. An explanation of this behavior is that the greater N u , the larger the number of samples that describe the various signals for every symbol period T , and the better the signal representation in discrete time of the continuous-time signals. However, increasing too much the oversampling factor does not allow to have a better representation. Numerical results show that the additional gain in terms of MSE using N u = 256 rather than N u = 16 is approximately 0.3 dB. This result demonstrates the fact that there is no appreciable advantage in using sampling rate values N u > 16.
Our results show that for very strong phase noise, such as values of σ Δ > 70°(not visible in Fig. 4) , the MSE approaches 0 dB, suggesting that for very strong phase noise the transmitted symbol constellation is subject to a purely random rotation. Moreover, in this scenario y k and y k are uncorrelated because the elements of the sequence {y k } are completely random due to the ISI introduced by the receive filter on the noisy signal, as it is possible to see in Fig. 5 . On the other hand, since in the symbol time model the phase rotation is applied after the filtering, the effect of a strong phase noise on the transmitted sequence is a purely random rotation. In this case, the assumption of θ(t) slowly-variant with respect to T , which justifies the symbol time model, is absolutely not true and the symbol time model cannot be compared with the oversampling one.
IV. INFORMATION RATE ANALYSIS
Considering two discrete-time jointly stationary stochastic processes X = {x k } (input process) and Y = {y k } (output process), assuming discrete and continuos values respectively, using the notation u
where the approximation holds for sufficiently large n. In the case of the Wiener phase noise channel, the phase noise process, denoted by Θ, can be described as
where mod 2π indicates the modulo operation defined as
Gaussian variables with zero mean and unitary variance and θ 0 can be assumed to be uniformly distributed in [0, 2π).
The phase noise process is a special case of a first-order Markov process where the conditional probability density function (pdf), given the previous realization, depends only on the phase difference and has the following folded Gaussian form in [0, 2π) [5] :
Therefore, the computation of the pdfs p(y n 1 ) and p(y n 1 |x n 1 ) can be based on a trellis diagram and the IR can be estimated according to (5) Let us review the used computation algorithm in the case of a finite-state first-order Markov process S with realizations {s k } and characterized by the transition probability P (s k |s k−1 ) [4] , [5] . We make the following assumptions:
• the channel input process X is a sequence of i.i.d. discrete random variables from the alphabet X ; • state and input processes S and X are independent;
• the current state depends only on the previous state and the current input symbol; • given the input and the state, the channel is memoryless. As described in [11] , p(y n 1 ) can be obtained as
where α(s n ) can be recursively computed by a forward recursion of a forward-backward algorithm, e.g., the Bahl, Cocke, Jelinek, Raviv algorithm (BCJR) [12] , operating on a trellis diagram with |S| states, in which it may be interpreted as a path exponential metric. 2 In fact, for the generic α(s k ), one can write
Using a similar approach, one can obtain p(y
where the metric α (s k ) can be computed by an algorithm similar to that used for α(s i ) as
. Making use of the described algorithm, it is possible to evaluate the pdfs required for the IR estimation by simulation, since the input sequence {x n 1 } can be generated and transmitted over the channel and the output sequence {y n 1 } observed. The phase noise process Θ presents a continuous state so that the state complexity of the previous algorithm is infinite, strictly speaking. In order to overcome this problem we can exploit the auxiliary channel theorem that allows to estimate an upper bound and a lower bound on I(X ; Y) [11] , [13] . If q(y n 1 |x n 1 ) is the pdf that describes an auxiliary channel, which represents a simplified version of the "real" one, and q(y
, it is possible to estimate these bounds as
so that
I(X ; Y) ≤ I(X ; Y) ≤ I(X ; Y).
2 logα(sn) is a metric in a strict sense.
The pdfs q(y n 1 ) and q(y n 1 |x n 1 ) can be computed by relations similar to (8) and (9), respectively, in which γ(s n ) and γ (s n ) are defined as described in Subsection IV-A In [4] , [5] , the authors proposed a finite-state auxiliary channel in which the channel phase belongs to a finite set, according to a quantization of the phase process Θ. Accordingly, we can define the quantized phase process Θ q = {s k } as confined in the discrete alphabet specified by
The quantities r i = 2πi/L can be interpreted as the centroids of the quantization regions, defined as
The larger the number of quantization levels L, the better the approximation offered by the auxiliary channel. Note that, since p(θ 0 ) = 1/2π, P (s 0 ) = 1/L can be assumed. The transition probabilities depend on σ Δ according to (7) . In particular, the larger σ Δ (strong phase noise), the more probable the transitions between "distant" states. Moreover, if σ Δ is small (light phase noise), self-state transitions, or "no transition", and possibly transitions from a state to a "close" one are predominant.
These probabilities can be analytically derived considering the quantization performed on the continuous states of the phase noise process Θ that assigns θ k (mod 2π) to the state s k if it belongs to the region
In [4] , an approximation of (12) is proposed by considering
in which similar manipulations are used. In [5] , the authors state that (12) allows to obtain a lower bound on the IR tighter than that obtained by (13) , especially for small values of L.
Since for the oversampling model an analytical form of the transition probabilities is not known, we have to estimate them by means of simulation. We propose to estimate the transition probabilities by quantizing a realization of the process Θ and measuring the frequency of the possible events. Denoting by R i and R j the event {θ k ∈ R j } and {θ k−1 ∈ R i } for notational conciseness, the estimate of the probabilities P (R j |R i ) by means of relative frequencies in N independent tests [14] can be formulated as
where n(R i ) and n(R j , R i ) denote the numbers of occurrences of R i and the pair (R j , R i ) in N tests, respectively. The approximation entailed by the estimation process causes the estimates {P (R j |R i )} to lack the symmetries of the true transition probabilities. However, a symmetric version P (R j |R i ) may be readily obtained by computing the average over all the estimated transition probabilities corresponding to identical increments. The accuracy of the evaluation improves for larger values of N ; we found that N = 2 × 10 6 may be a good compromise value.
A. Lower Bound
It is now possible to evaluate a lower bound (10) on the IR. From (4), it follows that for the symbol time model the k-th output of the auxiliary channel can be described as
so that p(y k |s k , x k ) has Gaussian distribution with mean x k e js k and per-component noise variance σ 2 . For M -QAM complex input symbols from an alphabet X , uniformly distributed with P (x k ) = 1/M , one can write
The algorithm has to be initialized with α(s 0 ) = P (s 0 ) = 1/L. According to the auxiliary channel theorem, the evaluation of the IR for the oversampling model can be performed using the same auxiliary channel (14) . It suffices to compute γ(s k−1 , s k ) and γ (s k−1 , s k ) in (15) replacing y k with y k generated by the oversampling model in Fig. 3 .
As discussed before, for the oversampling model we can use the estimatesP (s k |s k−1 ) in place of P (s k |s k−1 ). Similarly to the symbol time model, if we define the phase process Φ = {ϕ i } for the oversampling model, we do not need to quantize a realization of Φ for the evaluation of the transition probabilities, since we have at our disposal the symbol time version of the received signal. In order to estimate the realization of the phase process that affects y k , we can neglect the independent thermal noise process and define
where the symbol ∠ denotes the angle of a complex number and {θ k } are phase noise samples, which can be interpreted as filtered symbol-time versions of {ϕ i }.
B. Upper Bound
For the computation of the upper bound (11), the conditional pdf of the true channel p(y
The generic pdf can be obtained as follows, (y k |x k ) , because of the dependence of the output on the previous inputs, a different method for the computation of the conditional pdf has to be considered. We now propose a continuous-value recursive computation of p(y n 1 |x n 1 ) similar to that which leads to (9) . To the best of our knowledge, this method is a novel alternative for the symbol time model.
Since we have to consider the continuous realization of Θ described by (6) , one can write
where p(θ n |θ n−1 ) is described by (7) . A forward recursion can be performed to compute the generic f k (θ k ), as it can be shown by
The algorithm can be then initialized with f (θ 0 ) = p(θ 0 ) = 1/2π. Since (16) does not admit a closed-form solution, the computation has to be performed numerically, meaning that we can only obtain an approximation of the true upper bound.
Alternatively, the numerical evaluation can be performed with the same method employed in the computation of the lower bound, considering a sufficiently larger number of quantization levels of the space of phase states only for the evaluation of p(y n 1 |x n 1 ). For the symbol time model, our results are compliant with those presented in [5] .
V. NUMERICAL RESULTS
In order to obtain an accurate measure of the lower bound I(X ; Y) a proper length n of the transmitted and observed sequences must be chosen. We observed that n = 10 5 is an adequate value and that the behavior of the IR, as a function of n, does not depend on the size of the constellation, the value of σ Δ , and the value of the signal-to-noise ratio (SNR), defined as the ratio between the symbol energy and the AWGN power spectral density.
The quality of the auxiliary channel depends on the number of quantization levels L. We observed that, in the presence of light phase noise, the IR converges for L ≥ 16, while for very strong phase noise L ≥ 64 is needed. This result does not depend on the size of the constellation. Moreover, as mentioned in [5] , the proper value of L depends on the SNR, as can be intuitively explained by the fact that the IR estimation is affected by the quantization noise and by the additive thermal noise. For a fixed value of L, the accuracy of the bound is therefore dominated by quantization of the phase space at high SNR. We also observed that, for the oversampling model, the adequate value of L is higher for larger constellation size (M = 256 and larger). We found that L = 128 is a good compromise value to obtain a reliable IR estimation at SNR values up to 30 dB for both the symbol time model and the oversampling model for M = 16.
While we were able to evaluate an upper bound on the IR for the symbol time model considering a higher-level quantization of the space of phase states for the evaluation of p(y n 1 |x n 1 ) only, we could not evaluate an upper bound on the IR for the oversampling model, since the auxiliary channel does not keep into account the ISI introduced by the receiver filter on the phase noise samples. Fig. 6 shows the transition probabilities for L = 64, σ Δ = 0.5 rad, and several values of N u . It is possible to see that for N u ≥ 2 the probability to remain in the same state increases significantly with respect to the case of the symbol time model (N u = 1). This means that self-transitions are more probable for N u ≥ 2. Therefore, N u = 1 seems to represent a worse representation of the continuous-time channel model. Moreover, one can observe that there are no further changes for N u > 16, confirming the preliminary results of the MSE analysis. to Fig. 7 , the IR lower bound for N u > 1 is larger than the IR theoretical upper bound for N u = 1, proving that indeed the symbol time model is a worst case. Moreover, one can note that the IR tends to saturate for N u ≥ 16. For example, the gain in terms of SNR with respect to the symbol time model, for σ Δ = 0.5 rad and I(X ; Y) = 1.2 bits/channel use, is about 0.93 dB for N u = 2 and about 1 dB for N u = 16. As already observed by means of the MSE analysis, the oversampling model gives a better representation of the "true" channel and the performance with the symbol time model is a worst case of the realistic performance. Moreover, N u = 16 is sufficient to accurately represent the continuous-time channel. From Fig. 8 it is also clear that the IR improvement is more significant for stronger phase noise. This is an expected result, as in Section III it was shown that the difference, in terms of MSE, between the models is higher for stronger phase noise. Fig. 9 shows the lower bound on the IR, as a function of SNR, for 16-QAM L = 128, σ Δ = 0.125 and 0.4 rad, and several values of N u . The behavior of the IR is similar to that observed for 4-QAM. This is another result we observed by the MSE analysis: the difference between the oversampling and the symbol time models is independent from the constellation size. Similar results have been obtained for larger constellation sizes and are not shown here for ease of presentation.
VI. CONCLUSIONS
In this paper, we have discussed the accuracy of the widely used symbol time model of a Wiener phase noise channel.
The analysis, based on the MSE and the achievable IR, has consistently shown that this simple model provides a good representation of the physical continuous-time phase noise channel for low phase dynamics. For larger phase dynamics the symbol-time model represents a worst case. In fact the physical channel model is characterized by larger IR, despite it exhibits some ISI caused by the time varying signal phase rotation at the input of the receiver filter.
