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ABSTRACT
Aprendizado de máquina tem se tornado uma ferramenta essencial
para qualquer sistema de tomada de decisão. Devido a limitações
de performance impostas por arquiteturas tradicionais que utilizam
Central Processing Units (CPUs), para aplicações mais críticas, méto-
dos de aceleração comGraphical Processing Unit (GPU) eApplication
Specific Integrated Circuit (ASIC) têm sido empregados. No entanto,
quando aplicadas a sistemas embarcados, estas apresentam limi-
tações relacionadas a tamanho físico e complexidade. Para resolver
estes problemas, a utilização da tecnologia Field Programmable Gate
Array (FPGA) tem se mostrado promissora devido a sua grande efi-
ciência, paralelismo real, reconfigurabilidade e flexibilidade. Diante
disso, este estudo tem como objetivo, além de fazer uma revisão
aprofundada da bibliografia, apresentar arquiteturas projetadas
em FPGA que buscam minimizar tais limitações, maximizando a
eficiência, sem perda de performance significativa e de modo a via-
bilizar sua utilização em sistemas embarcados. Resultados mostram
ganhos em performance acima de 95% quando utilizando um hard-
ware especialista desenvolvido em FPGA utilizando o algoritmo de
aprendizado de máquina K-Nearest Neighbor (KNN).
KEYWORDS
FPGA, Aprendizado de máquina, Aceleração de Hardware e Sis-
temas Embarcados.
1 INTRODUÇÃO
A necessidade de miniaturização de dispositivos com o intuito de
atender premissas impostas por sistemas embarcados como os uti-
lizados em Internet das coisas (IoT) e a demanda crescente por
sistemas inteligentes cada vez mais independentes, como os exigi-
dos na indústria 4.0, veículos autônomos, e-health, smart cities,
entre outros, é um grande desafio e uma oportunidade para a im-
plementação eficiente de algoritmos de classificação, como, por
exemplo, os algoritmos de aprendizado de máquina.
Tecnologias atuais buscam executar o processamento de difer-
entes algoritmos em um espaço de tempo muito curto, permitindo
sua utilização em aplicações de tempo real em sistemas embarcados
com baixos recursos. Um exemplo desses algoritmos são os utiliza-
dos nas técnicas de Aprendizado de Máquina (AM) ou aprendizado
de máquina. Estas aplicações necessitam de uma alta acurácia e
executam algoritmos computacionalmente complexos, resultando
na necessidade de hardware de alta performance [Du and Du 2018].
Atualmente, a maioria das aplicações que envolvem AM é pro-
cessada em arquiteturas híbridas utilizando CPUs de uso geral e/ou
GPUs. Em um datacenter, onde virtualmente não há limitações de
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recursos (energia, espaço físico, memória e processamento), tal ar-
quitetura atende aos requisitos. No entanto, devido às limitações
dos sistemas embarcados o uso desta arquitetura se torna limitado.
Neste trabalho vamos investigar os possíveis ganhos em eficiên-
cia na utilização do FPGA em sistemas embarcados, através da
utilização ou não de um algoritmo de aprendizado de máquina acel-
erado em hardware, no próprio FPGA. O FPGA é uma tecnologia
promissora que oferece ganhos em performance, aliados ao baixo
consumo de energia em uma arquitetura flexível. O estudo visa
responder algumas perguntas sobre a performance de aplicações
em um hardware com limitação de recursos, comparando-os com
as mesmas aplicações porém sem a utilização dos recursos de acel-
eração do FPGA. O método escolhido para testes foi o método KNN
de aprendizado de máquina, constantemente utilizado em sistemas
embarcados, por ser um algoritmo relativamente simples porém
com alto custo computacional.
2 CONCEITOS BÁSICOS E TRABALHOS
RELACIONADOS
Nesta seção apresentamos os conceitos básicos das tecnologias en-
volvidas no trabalho, mesclados em uma revisão bibliográfica apro-
fundada nas áreas de aplicações do FPGA em sistemas embarcados e
aprendizado de máquina. Nesse contexto, foram avaliados trabalhos
relacionados a IoT, ASIC e implementação de processadores em
FPGA.
2.1 FPGA e a Internet das Coisas (IoT)
FPGA são circuitos integrados reprogramáveis que contêm blocos
de lógica programável. As principais características de um chip
FPGA são sua flexibilidade, confiabilidade e paralelismo. Permitem
aos designers desenvolverem uma lógica digital customizável em
campo [Moore 2017] e que podem ser eletricamente programados
para se tornar quase qualquer tipo de sistema ou circuito digital
[Kuon et al. 2008].
O paradigma FPGA aliado a evolução dos sistemas embarcados
em sistemas System on Chip (SoC) trouxe novas possibilidades para
sua utilização, sendo uma delas em sistemas relacionados a IoT.
Circuitos lógicos eletrônicos são descritos na tecnologia FPGAs
através das linguagens denominadas Hardware Description Lan-
guage (HDL), que permitem programar a estrutura, operação e
design dos circuitos. A linguagem HDL possui uma descrição tex-
tual composta de operadores, expressões, estruturas e operações
de entrada e saída. Ao invés de gerar um assembly executável no
computador, o HDL provê um mapa de portas, algumas vezes men-
cionados como bitstream. O mapa de portas obtido é carregado
no dispositivo FPGA com objetivo de verificar sua operação. A
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linguagem permite descrever qualquer circuito digital de forma
estrutural e comportamental.
Um exemplo de aplicação de FPGA em sistemas embarcados é o
apresentado por Rodríguez et al. [2018], que desenvolvem um frame-
work utilizado no desenvolvimento de sistemas cyber-physical para
computação na borda (Edge Computing). A arquitetura apresentada
oferece um hardware dinamicamente adaptável com alto desem-
penho em sistemas embarcados explorando o paralelismo a níveis
de tarefa e de dados. Nela é possível ajustar os recursos de hardware
em tempo de execução de modo a atender as mudanças de requi-
sitos de energia, performance e tolerância a falhas. Concluiu-se
que utilizando o framework o processamento ficou 13 vezes mais
rápido e 9,5 vezes mais eficiente energeticamente do que sua versão
equivalente puramente baseada em software.
O uso de IoT na indústria tem se tornado cada vez mais uma real-
idade. Rupani and Sujediya [2016] propuseram uma implementação
para sensoriamento de sistemas industriais baseados em FPGA uti-
lizando o paradigma IoT. Foi apresentado um conceito de utilização
em monitoramento com o objetivo de criar um sistema de baixo
custo, robusto, amigável e de monitoramento 24 por dia em tempo
real. Os autores conclui que o FPGA é uma tecnologia apropri-
ada para monitoramento e controle em tempo real para sistemas
industriais, suportando um grande número de dispositivos.
2.2 ASIC versus FPGA
Aplicações que executam tarefas específicas de alta performance
onde é necessário o máximo de eficiência geralmente utilizam um
hardware ASIC específico para sua execução. Com o surgimento do
FPGA estudos surgiram com o intuito de mostrar sua viabilidade
em utilizá-los em substituição ao ASIC.
Hou et al. [2012] apresentaram uma arquitetura de um divisor de
frequência de alta acurácia tendo sua implementação feita tanto de
ASIC quanto em FPGA. O estudo relacionou os recursos necessários
e os desafios para cada tecnologia. Foram utilizados como hardware
FPGA o XC3S400 da Xilinx e para o ASIC tecnologias de 180 nm
e 90 nm. O estudo concluiu que ambas apresentam uma excelente
acurácia. No entanto, para o ASIC foi mencionada a necessidade de
uma área física muito maior devido a dificuldade em implementar
operações de ponto flutuante, necessitando de muitos gates, e que
devido a esse fato essa tecnologia pode se tornar inapropriada em
algumas situações especiais.
Uma comparação das tecnologias FPGA e ASIC para o desen-
volvimento de circuitos foi apresentado por Greggain [1990]. Os
autores analisaram o processo de desenvolvimento, a metodologia,
o design e os custos envolvidos para ambos. Foram implementados
quatro circuitos em ASIC e em FPGA, utilizando como hardware
FPGA o Xilinx, Altera e Actel. O estudo mostrou que dos quatro
circuitos, dois eram impossíveis de serem implementados em FPGA
devido a limitações de hardware e os outros dois foram de sete
a nove vezes mais lentos que seu equivalente em ASIC. Segundo
o autor, tal fato se deve às limitações do circuito lógico e dificul-
dades no roteamento. O autor menciona também a metodologia
de implementação bottom-up e top-down que requer muito mais
disciplina do que a metodologia interativa utilizada com o FPGA.
O trabalho concluiu que, embora seja muito difícil comparar tec-
nologias tão diferentes, o ASIC leva vantagem sobre o FPGA, pois
a performance do circuito é melhorada em termos de velocidade,
consumo de energia, redução de custos e confiabilidade do circuito.
Embora o ano de publicação seja antigo, o estudo é importante pois
mostra a inviabilidade do FPGA na época e nos permite constatar
o enorme salto dado por essa tecnologia nos dias atuais. Novos
dispositivos híbridos combinando CPU e GPU com FPGA estão
sendo lançados, além de soluções que minimizam suas restrições.
Por exemplo, em uma tentativa de mitigar algumas restrições
dos circuitos FPGA relacionados principalmente à sua performance
e tempo de compilação, Podobas et al. [2020] apresentam o conceito
de Coarse-Grained Reconfigurable Architectures (CGRA). Segundo
a metodologia de prototipação CGRA, aumentando-se a granulari-
dade do circuito programado é possível obter-se sistemas digitais
maiores e mais especializados além de um aumento na performance.
O trabalho concluiu que o FPGA pode superar as GPUs se levar-
mos em consideração sua performance relacionada a sua eficiência
energética, porém, o estudo ressalta que o escopo não abrange ar-
quiteturas com alto grau de complexidade sendo necessário mais
tempo de pesquisa.
Abid and Izeboudjen [2015] compararam o FPGA com o ASIC
em aplicações de baixo consumo de energia. Foram utilizados para
o estudo hardwares FPGA da Xilinx e Altera mais recentes para a
época e ASIC utilizando tecnologias de 0.13 µm. O estudo analisou
o consumo de energia estática e dinâmica dos componentes para as
duas arquiteturas em dois projetos diferentes, um circuito contador
e um circuito de transformação de imagens. O estudo mostra que o
consumo de energia utilizando ASIC é muito menor que o FPGA,
porém o estudo chama a atenção para que o autor descreve como
Embedded FPGA (e-FPGA), onde o FPGA Core é incluído em uma
arquitetura SoC visando flexibilidade e trazendo melhor eficiência
no consumo de energia. Os experimentos mostraram que o menor
consumo de energia foi obtido utilizando o chip Cyclone FPGA,
porém o mesmo foi 20 vezes maior que seu equivalente em ASIC.
O estudo conclui que o FPGA nunca irá competir com o ASIC no
quesito consumo de energia devido a arquitetura intrínseca do
ASIC, porém o estudo deixou a possibilidade para utilização do
FPGA na área de prototipação de circuitos ou quando a necessidade
de flexibilidade é mais importante que o consumo de energia. Nesses
casos, tal como na área de sistemas embarcados, a utilização do
FPGA é viável.
Kuon and Rose [2007] propuseram uma nova metodologia para
mensurar de forma quantitativa as diferenças entre circuitos im-
plementados em FPGA e seu equivalente em ASIC nos quesitos,
área ocupada, consumo de energia e performance. O estudo utilizou
para comparação tecnologia FPGA e ASIC de 90 nm. A metodologia
empregou o uso de benchmarks, escritos em HDL, selecionados de
forma a assegurar que sejam sintetizados similarmente em ambas
as arquiteturas. Para efeitos de comparação foi utilizado o hardware
FPGA Altera Stratix II. Adotou-se na comparação o pior e o melhor
cenário de acordo com a velocidade do hardware FPGA utilizado.
Verificou-se que o FPGA ocupou em seu pior caso 54 vezes mais
área que um ASIC e no melhor caso 9,5 vezes mais. Em relação à
performance o FPGA foi em seu pior caso 6,7 vezes mais lento que
o ASIC e em seu melhor caso 2,5 vezes mais lento. Em relação ao
consumo de energia o FPGA foi 52 vezes maior que o ASIC no pior
caso e no melhor caso 5,3 vezes. O estudo concluiu que arquiteturas
em FPGA utilizando apenas o que o autor chamou de elementos
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Figure 1: CPU, GPU, FPGA, ASIC Tradeoffs. Fonte: [Shimoni
2018]
lógicos Look-up Table (LUT) são em média 35 vezes maiores e de
3,4 a 4,6 vezes mais lentos que sua versão em ASIC.
2.3 Sistemas híbridos ASIC e FPGA
Na Computação, aceleração de hardware é a utilização de uma
arquitetura feita exclusivamente para atender a um propósito es-
pecífico de forma a executar as operações mais eficientemente do
que se a mesma fosse feita utilizando um software para uma CPU
de uso geral. Um exemplo clássico de aceleração é a utilizada para
cálculo de ponto flutuante. Operações de ponto flutuante são muito
mais rápidas utilizando Floating Point Unit (FPU) do que se feitas
exclusivamente pela CPU.
A Figura 1 apresenta o compromisso existente entre as tecnolo-
gias na hora de se projetar mecanismos de aceleração de hardware.
Quanto mais eficiente o hardware menos flexível ele é, ou seja, mu-
danças são mais difíceis de serem implementadas. Por outro lado,
quanto mais flexível o hardware mais fácil é a implementação de
mudanças, porém, ao custo de eficiência.
Sistemas com processadores FPGA possuem como principal car-
acterística a flexibilidade, porém, quando a premissa é performance,
sistemas ASIC são implementados em sacrifício à flexibilidade.
Quando a performance é necessária, mas, sem abrir mão totalmente
da flexibilidade, sistemas híbridos podem ser a solução. Associando
processadores desenvolvidos em hardware ASIC com partes de-
senvolvidas em FPGA, pode-se aliar performance e eficiência sem
abdicar completamente da flexibilidade.
Também com base no hardware FPGA Stratix-II, Brzoza-Woch
and Nawrocki [2015] utilizaram Aplicação Orientada a Serviço -
Service Oriented Application (SOA), em um conceito experimental
de web service utilizando FPGA em conjunto com Microcontro-
lador - Microcontroller Unit (MCU). O estudo criou uma arquitetura
que pode ser reconfigurável com o objetivo de executar atividades
computacionalmente intensivas de forma mais eficiente.
A ideia de utilizar sistemas híbridos não é nova. Salcic [1997]
elaborou um sistema híbrido composto de MCU e FPGA e o chamou
de PROTOS. O objetivo dessa arquitetura foi de aliar a flexibilidade
de um software à reconfigurabilidade do FPGA a fim de atender as
premissas impostas pelas aplicações embarcadas. Como exemplo
de aplicação da arquitetura foi implementado um semáforo onde
o controle foi executado pelo FPGA e a configuração e reconfigu-
ração foi executada pela MCU. O estudo concluiu que, utilizando a
reprogramabilidade do microcontrolador e a reconfigurabilidade
do FPGA, o poder conjunto das tecnologias pode ser utilizado efi-
cientemente.
Vavouras et al. [2016] propuseram a utilização de um circuito
híbrido FPGA e ASIC de um pâncreas artificial. Tal sistema, se-
gundo o estudo, é muito mais confiável e muito mais tolerante a
falhas que os sistemas atuais por justamente utilizar o FPGA em sua
elaboração. Quando uma falha permanente é detectada as técnicas
tradicionais permitem que o módulo seja isolado do restante do
circuito. Utilizando FPGA, tal falha poderia ser corrigida recon-
figurando a região do chip onde a falha ocorreu ou realocando a
funcionalidade para outra área do chip caso a falha ainda persista
após a reconfiguração. O pâncreas artificial foi projetado utilizando
Very High Speed Integrated Circuit Hardware Description Language
(VHDL) com hardware FPGA Xilinx ML605 Virtex 6. O estudo con-
cluiu que no circuito empregado a Probabilidade de Falhas por Hora
- Probability of Failures per Hour (PFH) foi 5100 vezes menor para
falhas permanentes com um acréscimo de 2,4 vezes na área uti-
lizada e a PFH foi 85 vezes menor para falhas transientes com um
acréscimo de 1,6 na área.
2.4 FPGA e processadores SoftCores
O termo SoftCore refere-se a CPUs implementadas exclusivamente
utilizando a tecnologia FPGA. Com base nessa premissa muitos
fornecedores desenvolveram suas próprias versões, como o NIOS2,
LEON3 e PicoBlaze. Pesquisadores utilizam esses processadores
ou criam suas próprias versões em seus estudos, principalmente
devido a sua flexibilidade. Processadores desenvolvidos em FPGA
permitem ser otimizados para atender as particularidades de um
projeto. Alguns processadores desenvolvidos por terceiros vêm com
o código fonte em linguagens HDL, o que permite ao pesquisador
modificá-los conforme a necessidade.
Prado [2019] em seu estudo comparou microcontroladores com
processadores SoftCore no que diz respeito a performance, custo,
flexibilidade e consumo de energia. Foi sintetizado para o estudo
processadores SoftCores capazes de executar as mesmas instruções
de 8 bits dos microcontroladores da família 16F84 da Microchip. O
processador foi comparado com os microcontroladores PIC16F84 e
PIC16F877. Os resultados do estudo mostraram que o SoftCore foi
em todos os aspectos mais eficiente que os microcontroladores orig-
inais. Os mais avançados processos de Integração de Larga Escala
- Very Large Scale Integration (VLSI) aliado a flexibilidade ofere-
cida pelo FPGA foram papéis chaves para velocidade e eficiência
energética, conferindo uma grande vantagem em relação aos micro-
controladores. A única desvantagem mencionada foi a necessidade
de projetos mais complexos e um tempo maior de verificação mas
que poderiam se tornar insignificantes caso estes SoftCores fossem
disponibilizados pelos fornecedores. O FPGA foi 6,9 vezes mais
rápido e 28 vezes mais energeticamente eficiente com praticamente
o mesmo custo.
2.5 Aprendizado de máquina em FPGA
A aceleração de hardware através do FPGA tem sido utilizada com
sucesso em sistemas embarcados onde os recursos são limitados,
necessitando assim o máximo de eficiência, um exemplo disso é
sua aplicabilidade em aprendizado de máquina. Estudos mostram
que o ganho de eficiência obtido com o FPGA tem tornado essa
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plataforma mais atrativa para desenvolvimento, uma vez que as
perdas impostas por limitações de hardware podem ser em grande
parte eliminadas adotando uma utilização mais eficiente dos recur-
sos fornecidos pelo FPGA em uma batalha constante entre perfor-
mance e eficiência [Diniz et al. 2017]. A aceleração de hardware
fornecida pelo FPGA também tem sido aplicada com sucesso na
aceleração de algoritmos de Deep Learning (DL) em particular Co-
volutional Neural Network (CNN) em aplicações de reconhecimento
de imagens relacionados ao Computer Vision (CV) [Shawahna et al.
2019].
Possa et al. [2011] apresentaram umametodologia para utilização
de aceleração de hardware com FPGA. Foram analisados diversas
arquiteturas de hardware bem como exploradas diversas interfaces
de comunicação com a CPU, analisando sua performance, recursos
utilizados, consumo de energia e métodos de implementação. O
estudo concluiu que a escolha da arquitetura e interfaces têm papel
fundamental na performance final. Com a utilização de aceleração
de hardware é possível conseguir uma redução significativa no
consumo de energia e aumento de performance, tornando possível
sua utilização em sistemas embarcados.
Afifi et al. [2015] mostram o ganho que é possível obter utilizando
a aceleração de hardware fornecida pelo FPGA em aprendizado de
máquina com o algoritmo Suport Vector Machine (SVM), inclusive
comparando-as com as GPUs com resultados promissores para o
FPGA. Segundo os autores, FPGA é poderoso o suficiente para exe-
cutar o SVM pois é altamente paralelizável, reconfigurável e muito
eficiente na utilização dos recursos computacionais disponíveis.
Com um FPGA Zilinx operando a 337 Mhz máquina Siddiqui
et al. [2019] mostraram um ganho de 8 vezes em clusterização e 9,6
vezes em reconhecimento de imagens utilizando aprendizado de
máquina pelo método K-means em comparação a um processador
ARM equivalente. O mesmo apresentou uma eficiência energética
1,7 vezes maior que outras arquiteturas equivalentes (ARM Cortex-
A7 CPU, nVIDIA GeForce GTX980 GPU e ARM Mali-T628).
Zhao et al. [2017] apresentaram um modelo mostrando os gan-
hos na utilização do FPGA na aceleração de algoritmos de machine
learning CNN e SVM. Esse mesmo trabalho o comparou com proces-
sadores ARM e GPU, além de procurar desenvolver uma arquitetura
padrão de implementação otimizado que pudesse ser utilizada facil-
mente. O estudo conclui que a aceleração de hardware proveniente
da utilização do FPGA aumenta consideravelmente a performance
de algoritmos de Aprendizado de Máquina (AM).
Frances-Villora et al. [2016] apresentaram o conceito de Exterme
Machine Learning (EML) e sua implementação em FPGA aplicados
a sistemas em tempo real. O trabalho avaliou três arquiteturas se-
lecionando a que melhor atendia as premissas de processamento
em tempo real, concluindo que o FPGA é uma plataforma eficiente,
pequena e flexível de modo a trazer novas possibilidades para im-
plementação de aprendizado de máquina em sistemas do tipo SoC.
Cambre et al. [2008] relacionaram a eficiência energética de um
processador desenvolvido em FPGA com o tamanho atribuído ao
cache de memória. O estudo concluiu que tamanhos otimizados de
cache de memória resultam em menores consumos de energia.
Estudo semelhante foi realizado por Xu et al. [2012], porém o
mesmo analisou a performance de sistema multiprocessados basea-
dos em FPGA. O estudo concluiu que o ganho de performance em
processadores dual-core aumenta juntamente com a complexidade
computacional, quando comparados ao cálculo de 64-bits ou mais o
tempo de processamento foi reduzido em torno de 50% no sistema
dual-core.
Sun and Cheng [2012] propuseram uma arquitetura para sis-
temas embarcados baseado em Artificial Neural Networks (ANN)
utilizando FPGA para classificação de doenças cardíacas, tendo com
base as informações fornecidas pelo eletrocardiograma (ECG). A
implementação em FPGA foi 5000 vezes mais rápida e gastou 4000
vezes menos energia que sua implementação feita utilizando smart-
phones. O autor conclui também que é possível uma redução de
98,7% de utilização de área, 99,1% de economia de energia depen-
dendo da arquitetura utilizada, porém com o sacrifício do tempo de
resposta.
Como se pode notar em todos esses trabalhos, devido às suas car-
acterísticas, a aplicação do FPGA em aprendizado de máquina tem
sido promissora, principalmente para os algoritmos que podem se
beneficiar do paralelismo, como por exemplo o SVM e KNN. O hard-
ware apresenta uma grande eficiência também para as arquiteturas
de DL, citando alguns exemplos o CNN e ANN.
Essas afirmações são evidenciada por Nurvitadhi et al. [2017]
onde se discute a eficiência do FPGA e sua possível aplicação para
AM. Recentemente, Mittal [2020] onde o autor discute sobre a acel-
eração em algoritmos que utilizam CNN, citando o FPGA como
uma tecnologia promissora e Abdelrahman [2020] onde fala sobre
a aceleração de aprendizado de máquina utilizando FPGA e CPU.
Wei et al. [2019] em seu estudo focaram na otimização do pro-
jeto de hardware de um CNN para utilização em operações com
inteiros com baixa largura de bits utilizando quantização. O estudo
conclui que com a utilização de números inteiros, CNNs podem ser
implementados eficientemente em hardware de baixo consumo de
energia com apenas uma pequena perda na acurácia.
3 ARQUITETURAS PROPOSTAS
Apresentaremos a seguir o desenvolvimento de 2 (duas) arquite-
turas implementadas em FPGA com o projeto em HDL: a primeira
foi denominada SoftCore e a segunda SoftCore com hardware KNN
especialista. O objetivo será avaliar a viabilidade dessas arquiteturas
em aplicações embarcadas, cujo emprego de algum tipo de aceler-
ação de hardware seja imprescindível. Já na Seção 4, as arquiteturas
serão avaliadas, utilizando implementações do algoritmo KNN.
A arquitetura nomeada SoftCore não possui aceleração de hard-
ware e será utilizada principalmente para comparações, enquanto a
arquitetura SoftCore com hardware KNN especialista utiliza acel-
eração de hardware e tem como objetivo avaliar o ganho em per-
formance e eficiência. Nessa arquitetura toda a informação a ser
classificada é enviada ao hardware especialista, desenvolvido em
HDL, o qual realiza o processamento e retorna a classe predita.
Para o desenvolvimento das arquiteturas foi utilizada a DE2-115,
originalmente desenvolvido pela Altera e atualmente pertencente a
Intel, que possui o chip Cyclone IV.
O FPGA DE2-115 possui uma quantidade bastante limitada de
elementos lógicos. Esses elementos permitem armazenar as con-
figurações do circuito desenvolvido e as entradas e saídas, para
interface com os elementos internos da arquitetura e o software
desenvolvido. Os elementos lógicos em particular limitam a quanti-
dade de circuitos que podem ser configurados na linguagem HDL.
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Figure 2: Arquitetura Softcore. Fonte: Desenvolvido pelo Au-
tor
Devido a quantidade de elementos lógicos disponíveis no hard-
ware, algumas limitações foram impostas à arquitetura SoftCore
com hardware KNN especialista. Uma delas foi o número máximo
de exemplos utilizado para treinamento do modelo que teve que
ser reduzido a no máximo 18.
3.1 Arquitetura Softcore
A arquitetura SoftCore está apresentada na Figura 2. Ela contém um
único processador descrito por software. O propósito do SoftCore é
executar os experimentos de aprendizado de máquina sem utilizar
a aceleração de hardware. O SoftCore executará o algoritmo em
sua totalidade, tanto a aplicação quanto também executar a parte
do algoritmo responsável pelo aprendizado de máquina.
Além do processador SoftCore, esta arquitetura é composta por:
• Memory Management Unit (MMU). Uma MMU é um disposi-
tivo de hardware que traduz endereços virtuais em endereços
físicos. É geralmente implementada como parte da CPU, mas
pode também estar na forma de um circuito integrado sepa-
rado.
• Phase Locked Loop (PLL). Um PLL é um sistema de controle
que gera um sinal de saída que está em fase com o sinal
de entrada. Existem diferentes tipos, o mais simples é um
circuito eletrônico composto de um oscilador variável e um
detector de fase em loop retro-alimentado. O oscilador gera
um sinal periódico, o detector de fase compara a fase do sinal
com a fase do sinal de entrada, ajustando o oscilador para
manter a fase em sincronismo.
• NIOS2 é a CPU responsável pelo processamento das in-
struções. O NIOS 2 é um processador 32-bits de arquitetura
embarcada feita especificamente pela Altera para utilização
com FPGA.
• O SDRAM Controller permite designers criarem sistemas
em dispositivos FPGA que facilmente se conectam a SDRAM
Memory.
• Avalon é o barramento de dados responsável pela inter-
conexão dos componentes dentro da CPU.
Figure 3: Softcore com hardware especialista. Fonte: Desen-
volvido pelo Autor
• TIMER 0 e TIMER 1 são os temporizadores responsáveis nas
operações críticas que envolvem sincronismo, liberando a
CPU para realizar outras tarefas.
• Joint Test Access Group (JTAG) é uma interface de progra-
mação e teste de circuitos digitais, padronizada com o IEEE
1.149,1. Originalmente desenvolvido para a programadores
lógicos, o JTAG também é frequentemente utilizado para
microcontroladores.
• CLOCK50 é o oscilador que produz um sinal de 50 MHz que
é utilizado como referência para o Chip FPGA.
• USB Blaster é a conexão física entre a placa de desenvolvi-
mento DE2-115 e o computador.
• Synchronous dynamic random-access memory (SDRAM) é o
chip de memória Random Access Memory (RAM) disponível
na placa de desenvolvimento DE2-115.
3.2 Arquitetura Softcore com hardware KNN
especialista
Esta segunda arquitetura desenvolvida, representada pela Figura 3,
executará os mesmos experimentos de aprendizado de máquina re-
alizados na primeira arquitetura. Porém, esta utilizará de aceleração
de hardware para a execução da parte do algoritmo responsável
pelo aprendizado de máquina. A arquitetura é idêntica a arquitetura
SoftCore, porém com adição de um hardware especialista nomeado
“Machine Learning” e responsável pelo aprendizado de máquina.
Parte do algoritmo será executado em uma arquitetura SoftCore e a
parte do algoritmo responsável pelo aprendizado de máquina será
executado em uma arquitetura de hardware FPGA.
O objetivo do hardware especialista é acelerar o processo de
classificação dos dados, tornando-o mais eficiente. Utilizando o
paralelismo e a eficiência do FPGA em uma arquitetura completa-
mente definida por software utilizando HDL espera-se que o tempo
necessário de execução diminua consideravelmente.
4 EXPERIMENTOS
Com base nas arquiteturas desenvolvidas foram conduzidos experi-
mentos com o objetivo de aferir a performance do aprendizado de
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Característica do Dataset: Multivariável
Número de instâncias: 150
Área: Vida
Característica dos atributos: Real
Número de atributos: 4
Data de doação: 1988-07-01
Tarefas associadas: Classificação
Valores faltantes? Não
Table 1: Dataset Iris
Fonte: https://archive.ics.uci.edu/ml/datasets/iris
máquina com e sem aceleração de hardware. Foram realizados dois
experimentos, um para cada arquitetura projetada.
Todos os experimentos tiveram a performance do algoritmo de
aprendizado de máquina KNN testada utilizando o conjunto de
dados (dataset) Iris. A tabela 1 mostra as características do conjunto
de dados utilizado.
O método de seleção de amostras (instâncias) para treinamento
será o sequencial balanceado, de forma que a base de treinamento
tenha sempre o mesmo número de amostras para cada classe pre-
sente no dataset. Neste modo será selecionado um elemento de cada
classe de forma sequencial até que o número de exemplos seleciona-
dos para treinamento seja igual ao número desejado, respeitando
as restrições de cada projeto.
O conjunto de dados foi dividido em treinamento e teste. Por
motivos de comparação, o número de exemplos de treinamento
para esse experimento foi limitado a 18
4.1 Avaliação da arquitetura Softcore
Este experimento utiliza a arquitetura SoftCore e tem como obje-
tivo aferir a performance e a acurácia do aprendizado de máquina
sem a utilização do módulo especialista KNN. Todo o processo de
classificação é executado em um arquitetura SoftCore sem nenhum
hardware especialista, desenvolvida utilizando a linguagem C.
A Figura 4 mostra a acurácia do algoritmo de classificação KNN
para valores de k entre 1 e 18. O intervalo de confiança da predição
foi calculado com 95% de confiabilidade.
Para o cálculo do intervalo de confiança foi levado em conta o






, onde n é o total de amostras e x o total de acertos na predição da
classe.
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, onde f é a estimativa da proporção p.
A Figura 5 mostra os mesmo experimento porém com ênfase nos
tempos de execução. Para cada valor de K foram mostrados a acurá-
cia e o tempo médio de classificação de cada exemplo do conjunto
Figure 4: Acurácia do KNN em Software. Fonte: Desen-
volvido pelo Autor
Figure 5: Acurácia e Tempo de Execução do KNN em Soft-
ware. Fonte: Desenvolvido pelo Autor
de dados Iris bem como o intervalo de confiança com 95% de con-
fiabilidade pelo método bootstrapping, método de reamostragem
proposto por Bradley Efron em 1979 [Hesterberg 2011].
4.2 Avaliação da arquitetura Softcore com
hardware KNN especialista
Este experimento utiliza a arquitetura SoftCore com KNN em hard-
ware especialista e tem como objetivo aferir a performance e a
acurácia do aprendizado de máquina com a utilização do módulo
especialista KNN.
Nessa arquitetura o SoftCore é responsável pela execução do soft-
ware, enquanto o módulo especialista, responsável pela execução
do KNN. A função do software se reduz a apenas ler as informações,
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Figure 6: Acurácia e Tempo de Execução do KNN em Hard-
ware. Fonte: Desenvolvido pelo Autor
enviar ao modulo especialista e obter os resultados. Já o módulo es-
pecialista “Machine Learning” fará todo o trabalho de classificação
da informação e retorno para tratamento por parte do software,
poupando assim tempo de processamento.
O experimento foi executado uma vez para cada valor de K,
sendo que a acurácia mostrou-se idêntica a arquitetura SoftCore
apresentado na Figura 4. Já a Figura 6 mostra os tempos de execução
e a acurácia para cada valor de K e seus intervalos de confiança.
Para cada valor de K foram mostrados a acurácia e o tempo médio
de classificação de cada exemplo do conjunto de dados Iris bem
como o intervalo de confiança com 95% de confiabilidade utilizando
o método bootstrapping.
A Figura 7 evidencia o ganho de performance entre o classifi-
cador KNN sem aceleração de hardware que utiliza a arquitetura
SoftCore e o classificador KNN que utiliza a arquitetura SoftCore
com hardware KNN especialista. O ganho máximo obtido foi de
aproximadamente 600 vezes para K=13 em relação ao SoftCore.
O tempo médio individual de classificação foi de aproximada-
mente 18 milissegundos sem aceleração e 25 micro-segundos com
aceleração de hardware, sendo o experimento com aceleração de
hardware 99,86% mais eficiente que seu equivalente sem a aceler-
ação.
Ainda na Figura 7 é evidenciado o ganho emperformance entre as
arquiteturas SoftCore com hardware KNN especialista em relação
ao SoftCore. O resultado do experimento mostra um ganho no
tempo de execução entre 300 e 600 vezes em relação a arquitetura
SoftCore.
5 CONCLUSÃO
O FPGA é um paradigma que abre muitas possibilidades de desen-
volvimento para sistemas embarcados e IoT. Sua reconfigurabili-
dade permite que a funcionalidade do dispositivo seja adequada
às mudanças de regras de negócio. Mesmo depois do dispositivo
configurado, o paralelismo real permite que os processos não sejam
concorrentes pelos mesmos recursos e sua reconfiguração parcial
Figure 7: Ganho emperformance no tempo de execução pelo
Hardware. Fonte: Desenvolvido pelo Autor
permite que o dispositivo seja modificado sem que afete o sistema
atual em execução. Essas características são o grande diferencial
desta tecnologia.
O FPGA, em muitos casos, é utilizado para prototipar sistemas
ASIC até o projeto estar exaustivamente testado para ser disponi-
bilizado definitivamente em chips com tecnologia padrão, dimin-
uindo os custos de produção. A eficiência energética e performance
quando comparado com os ASIC são inferiores, porém, a possibili-
dade de reconfiguração e adequação do hardware ao processo, torna
a solução atrativa economicamente. Sua deficiência, bem conhecida
pelos engenheiros, é compensada por sua flexibilidade.
Comparando os dois experimentos realizados verificou-se um
ganho de performance de 99,98%, sem alteração na acurácia, entre a
arquitetura que possuía o módulo especialista “Machine Learning”
e o que não possuía, sendo este um ganho bastante significativo.
O estudo também realizou uma revisão da literatura com o intuito
de verificar o estado da arte da tecnologia FPGA no contexto de
sistemas embarcados e aprendizado de máquina. Verificou-se que
sua eficiência, reconfigurabilidade, flexibilidade e paralelismo são
uma ferramenta ideal para aplicações com aprendizado de máquina,
considerando os algoritmos que podem ser representados com total
paralelismo em hardware.
O desenvolvimento do hardware especialista em FPGA para o
algoritmo de aprendizado de máquina KNN foi bastante desafiador,
principalmente devido as restrições de recursos no hardware, que
diminuíram o número máximo de exemplos suportados pelo mó-
dulo especialista. Essas restrições serão melhor exploradas em um
trabalho futuro, onde pretende-se desenvolver algoritmos em soft-
ware por divisão e conquista, através de execuções parciais, para
atingir a meta de se resolver problemasmaiores, em uma abordagem
híbrida de software e hardware. Pretende-se também expandir o
estudo para outros algoritmos de aprendizado de máquina.
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