Abstract. We classify the homogeneous polynomials in three variables whose toric polar linear system defines a Cremona transformation. This classification includes, as a proper subset, the classification of toric surface patches from geometric modeling which have linear precision. Besides the well-known tensor product patches and Bézier triangles, we identify a family of toric patches with trapezoidal shape, each of which has linear precision. Furthermore, Bézier triangles and tensor product patches are special cases of trapezoidal patches.
Introduction
While the basic units in the geometric modeling of surfaces are Bézier triangles and rectangular tensor product patches, some applications call for multi-sided C ∞ patches (see [8] for a discussion). Krasauskas's toric Bézier patches [10] are a flexible and mathematically appealing system of such patches. These are based on real toric varieties from algebraic geometry, may have shape any polytope ∆ with integer vertices, and they include the classical Bézier patches as special cases. For descriptions of multisided patches and toric patches, see [6] .
More precisely, given a set of lattice points in Z n with convex hull ∆, Krasauskas defined toric Bézier functions, which are polynomial blending functions associated to each lattice point. This collection of lattice points and toric Bézier functions, together with a positive weight associated to each lattice point is a toric patch. Choosing also a control point in R d for each lattice point leads to a map Φ : ∆ → R d whose image may be used in modeling. If we choose the lattice points themselves as control points we obtain the tautological map τ : ∆ → ∆, which is a bijection. If the tautological map has a rational inverse, then the toric patch has linear precision.
The lattice points and weights of a toric patch are encoded in a homogeneous multivariate polynomial F (x 0 , . . . , x n ) with positive coefficients, with every such polynomial corresponding to a toric patch. In [5] it was shown that the toric patch given by F has linear precision if and only if the associated toric polar linear system, T (F ) = x 0 ∂F ∂x 0 , x 1 ∂F ∂x 1 , . . . , x n ∂F ∂x n , defines a birational map Φ F : P n −→ P n . This follows from the existence of a rational reparameterization transforming the tautological map into Φ F . The polar linear system is toric because the derivations x i ∂ ∂x i are vector fields on the torus (C × ) n ⊂ P n . When T (F ) defines a birational map, we say that F defines a toric polar Cremona transformation. We seek to classify all such homogeneous polynomials F without the restriction that the coefficients are positive or even real. This is a variant of the classification of homogeneous polynomials F whose polar linear system (which is generated by the partial derivatives ∂F ∂x i ) defines a birational map. Dolgachev [4] classified all such square free polynomials in 3 variables and those in 4 variables that are products of linear forms.
Definition. Two polynomials F and G are called equivalent if they can be transformed into each other by successive invertible monomial substitutions, multiplications with Laurent monomials, or scalings of the variables.
The property of defining a toric polar Cremona transformation is preserved under this equivalence. Our main result is the classification (up to equivalence) of homogeneous polynomials in three variables that define toric polar Cremona transformations.
Theorem 1. A homogeneous polynomial F in three variables that defines a toric polar Cremona transformation is equivalent to one of the following
(1) (x + z) a (y + When a = 0 and d = 1 in (2), we obtain the polynomial (x+y+z) b , which corresponds to a Bézier triangular patch of degree b used in geometric modeling. Similarly, the polynomials F in (1) correspond to tensor product patches, which are also common in geometric modeling. These are also recovered from the polynomials in (2) when d = 0, after multiplying by z b . Less-known in geometric modeling are trapezoidal patches, which correspond to the polynomials of (2) for general parameters a, b, d. Their blending functions and weights are given in Example 1.13.
Corollary 2. The only toric surface patches possessing linear precision are tensor product patches, Bézier triangles, and the trapezoidal patches of Example 1.13.
The polynomials of Theorem 1(3) cannot arise in geometric modeling, for they are not equivalent to a polynomial with positive coefficients.
We remark that the notion of linear precision used here and in [5] is more restrictive than typically used in geometric modeling. There, linear precision often means that there are control points in ∆ so that the resulting map ∆ → ∆ is the identity. We include these control points in our definition of a patch to give a precise definition that enables the mathematical study of linear precision. Nevertheless, this restrictive classification will form the basis for a more thourough study of the general notion of linear precision for toric patches.
In Section 1, we review definitions and results from [5] about linear precision for toric patches, including Proposition 1.4 which asserts that a toric patch has linear precision if and only if a polynomial associated to the patch defines a toric polar Cremona transformation, showing that Corollary 2 follows from Theorem 1. We also show directly that polynomials associated to Bézier triangles, tensor product patches, and trapezoidal patches define toric polar Cremona transformations. In particular, this implies that trapezoidal patches have linear precision. In Section 2, we prove that the above equivalence preserves the property of defining a toric polar Cremona transformation. Then we give our proof of Theorem 1. Three important ingredients of this proof are established in the remaining sections. In Section 3, we show that if all factors of F are contracted, then F has two such contracted factors and we identify them. In Section 4, we classify the non contracted factors of F , and we conclude in Section 5 with an analysis of possible singularities of the curve defined by F .
Most of our proofs use elementary notions from algebraic geometry as developed in [2] . The only exceptions are in Section 4.2, where we blow up a binomial curve to compute its arithmetic genus, and Section 5, which uses the resolution of base points of a linear series.
Notation. We shall use the term linear system on P 2 both for a vector space of forms and for the projective space of curves that they define. More generally a linear system on a surface defines a rational map to a projective space. A common factor in the linear system can be removed without changing this map, so we shall say that two linear systems are equivalent if they define the same rational map. For example, F, G, H ≡ xF, xG, xH .
Linear precision and toric surface patches
We review some definitions and results of [5] . See [3, 10, 13] for more on toric varieties and their relation to geometric modeling.
Let ∆ ⊂ R n be a lattice polytope (the vertices of ∆ lie in the integer lattice Z n ). This may be defined by its facet inequalities
Here, ∆ has N facets and for each i = 1, . . . , N, h i (s) := v i , s + c i is the linear function defining the ith facet, where v i ∈ Z n is the (inward oriented) primitive vector normal to the facet and c i ∈ Z.
Let A ⊂ ∆ ∩ Z n be any subset of the integer points of ∆ which includes its vertices. Let w = {w a : a ∈ A} ⊂ R > be a collection of positive weights. For each a ∈ A, Krasauskas defined the toric Bézier function
Then (β a (s) : a ∈ A) are the blending functions for the toric Bézier patch of shape (A, w). Given control points b = {b a : a ∈ A} ⊂ R m we may define the map
.
Precomposing the function β a (s) with a homeomorphism ψ : ∆ → ∆ gives a new function β a (ψ(s)). Using these new functions in place of the original functions β a in (1.2) does not change the shape Φ(∆) but will alter the parameterization of the patch.
The toric Bézier patch of shape (A, w) has linear precision if the tautological map
a∈A β a (s) is the identity. While this may not occur for the given blending functions, Theorem 1.11 in [5] asserts that there is a unique reparameterization by a homeomorphism ψ : ∆ → ∆ so that (β a (ψ(s)) : a ∈ A) has linear precision. Unfortunately, these new functions β a (ψ(s)) may not be easy to compute. The toric patch of shape (A, w) has rational linear precision if these new functions β a (ψ(s)) are rational functions or polynomials. This property has an appealing mathematical reformulation.
Given data (A, w) as above, suppose that d := max{|a| := a 1 + · · · + a n : a ∈ A} is the maximum degree of a monomial x a for a ∈ A. Define the homogeneous polynomial
The toric polar linear system of F A,w is the linear system generated by its toric derivatives,
Proposition 1.4 (Corollary 3.13 of [5] ). The toric patch of shape (A, w) has rational linear precision if and only if its toric polar linear system (1.3) defines a birational isomorphism P n −→ P n .
We illustrate Proposition 1.4 through some examples of patches with linear precision. , then the toric Bézier functions are
The polynomial is
and its associated toric polar linear system is
which defines the identity map P 1 → P 1 . Thus the toric patch with shape (A, w) has rational linear precision.
Substituting s = d · t and removing the common factor of d d , the toric Bézier functions (1.6) become the univariate Bernstein polynomials, the blending functions for Bézier curves. Up to a coordinate change, this is the only toric patch in dimension 1 which has rational linear precision [5, Example 3.15] . More precisely, the toric polar linear system of a homogeneous polynomial F (x, y) that is prime to xy defines a birational isomorphism P We specialize to the case n = 2 for the remainder of this paper. We call this map, or any map obtained from it by linear substitution, a standard quadratic Cremona transformation. There is a second, non standard, quadratic Cremona given by [x :
We leave the computation of its contracted curves and the resolution of its basepoints as an exercise for the reader. 
and the homogeneous polynomial is
Removing the common factor (x + z) a−1 (y + z) b−1 from the partial derivatives of F A,w shows that By Proposition 1.4, this patch (1.10) has rational linear precision. This is well-known, as after a change of coordinates, these blending functions define the tensor product patch of bidegree (a, b), which has rational linear precision. 
Its toric polar linear system is
which defines the identity map P 2 → P 2 . Thus the patch with blending functions (1.12) has rational linear precision. These blending functions are essentially the standard bivariate Bernstein polynomials, which are used in Bézier triangles and have linear precision. . Then the toric Bézier functions are (1.14)
The partial derivatives of F A,w have common factor (x + z)
Removing this and performing some linear algebra shows that
This has a base point at [1 : 0 : −1] of multiplicity 1 and one at [0 : 1 : 0] of multiplicity d. To see that it defines a birational map, work in the affine chart where x + z = 0, and assume that x = 1 − z. Then the corresponding rational map is
Changing coordinates, this is (y, z) → (yz d−1 , z), which is a bijection when z = 0. . Bézier quad patches on a sphere bounded by circular arcs of minimal type (2, 4) [11] are also trapezoidal. Some quad patches on rational canal surfaces [9] can be represented by trapezoidal patches with b = 2. The full possibilities for the use of the trapezid patch in modeling have yet to be developed.
Toric polar Cremona transformations
We classify toric surface (n = 2) patches with rational linear precision through the algebraic relaxation of classifying the homogeneous polynomials (forms) F = F (x, y, z) ∈ C[x, y, z] whose toric polar linear system defines a birational map
F , and the same for the other variables y and z. We will write F = 0 or simply F for the reduced curve defined by F in P 2 .
Definition 2.1. Let F be a form. The vector space T (F ) := xF x , yF y , zF z defines the toric polar linear system of curves on P 2 and the toric polar map
which maps curves in T (F ) into lines in the target P 2 . We say that F defines a toric polar Cremona transformation if this map is birational.
We establish some elementary properties of such forms F and linear systems T (F ), and then give our classification of forms that define toric polar Cremona transformations.
Equivalence of forms.
There are some transformations which send one form defining a toric polar Cremona transformation into another such form. Those which are invertible define an equivalence relation on forms, and our classification is up to this equivalence.
Lemma 2.2. A form F defines a toric polar Cremona transformation if and only if every power F
a for a > 0 defines a toric polar Cremona transformation.
Proof. The toric polar linear systems of F and F a are equivalent,
The linearity of differentiation implies that F (x, y, z) defines a toric polar Cremona transformation if and only if F (ax, by, cz) defines a toric polar Cremona transformation, for all non zero a, b, c ∈ C. Call this scaling the variables. Multiplication by a monomial also preserves the property of defining a toric polar Cremona transformation. 
Lemma 2.3. A form F defines a toric polar Cremona transformation if and only if

Proof. It suffices to check that T (xF ) ≡ T (F ). Note that T (xF ) is
which is T (F ). The last equivalence follows by removing the common factor x and applying the Euler relation, which is xF x + yF y + zF z = deg(F )F .
The calculations in the proof of Lemma 2.3 hold when the exponents a, b, c are any integers. Consequently, F may be any homogeneous Laurent polynomial. For example,
is a Laurent form defining a toric polar Cremona transformation. (This is the form of Theorem 1(3) with d = 1 multiplied by the monomial x −2 y −1 z −1 .) A third class of transformations are the invertible monomial transformations.
3 be three exponent vectors and consider the map
Lemma 2.5. The formula (2.4) defines a rational map P 2 −→ P 2 if and only if |α| = |β| = |γ|. This map is invertible if and only if α − γ and β − γ form a basis for {v ∈ Z 3 : |v| = 0}.
We prove Lemma 2.5 later. Suppose that A := {α, β, γ} ⊂ Z 3 satisfies the hypotheses of Lemma 2.5 so that the map ϕ A :
where a := (a, b, c) T and Aa is the multiplication of the vector a by the matrix A whose columns are α, β, γ. When A ∈ Mat 3×3 Q is invertible and satisfies the hypothesis of Lemma 2.5, we call ϕ * A an invertible monomial transformation. Under the hypotheses of Lemma 2.5, the condition that A is invertible is equivalent to |α| = 0.
Lemma 2.7. A form F defines a toric polar Cremona transformation if and only if
where A 1 is the first row of the matrix A. Thus
as A is invertible. Thus we have the relation between the toric polar linear systems
A (T (F )) for any homogeneous polynomial F . The lemma follows as ϕ A is birational.
] be the ring of Laurent polynomials, the coordinate ring of the torus (C * ) 3 . This is Z-graded by the total degree of a monomial. Forms 
and suppose that we have s, t ∈ (C * ) 3 with ϕ(s) = ϕ(t). After rescaling in the source, we may assume that t = (1, 1, 1). In particular, s is a solution of
for some λ ∈ C * . But we also have (2.9)
Since |α| = |β| = |γ|, solutions to (2.9) include the diagonal torus ∆ := {(a, a, a) : a ∈ C * }, so we see again that ϕ is defined on the dense torus (C * ) 3 /∆ of P 2 . This map on the dense torus is an isomorphism if and only if points of the diagonal torus are the only solutions to (2.9), which is equivalent to the condition that the exponents α − γ and β − γ are a basis for the free abelian group {v ∈ Z 3 : |v| = 0}.
2.2.
Proof of Theorem 1. Let F be a form defining a toric polar Cremona transformation. We first classify the possible irreducible factors of F , and then determine which factors may occur together. The classification of the factors of F occupies Sections 3, 4, and 5. Under the rational map ϕ F each component of each curve in the toric polar linear system is either contracted (mapped to a point) or mapped to a dense subset of a curve. As F ∈ T (F ), this in particular holds for the curve F = 0, whose components correspond to the irreducible factors of F . (We always take the reduced structure on this curve, that is, we consider the set of zeroes of F , not the scheme defined by F .) An irreducible factor of F is contracted, respectively not contracted, if the corresponding component of the curve F = 0 is contracted by the linear system T (F ), respectively not contracted. There are three possibilities for the factors of F . (1) F has no contracted factors, or (2) F has only contracted factors, or (3) F has both contracted and non contracted factors. We get information about the factors of F from a simple, but useful restriction lemma. Proof. Write F = G n H with G and H coprime. Then
After factoring out G n−1 , restricting to G = 0, and factoring out nH we obtain
A cornerstone of our classification is that there is a strong restriction on the singularities of the curve F = 0. A singular point p of a curve is ordinary if locally near p, the curve consists of r > 1 smooth branches that meet transversally at p. In Section 5 we prove the following theorem. Since the toric polar map ϕ F is birational, each component of a curve in the toric polar linear system T (F ) is either contracted or mapped birationally onto a line, and at most one component of a curve is not contracted. This in particular holds for F .
Corollary 2.13. At most one factor of F is not contracted.
In Section 4 we classify the possible non contracted factors of F .
Theorem 2.14. If F is an irreducible form defining a curve with no singularities outside the coordinate lines whose toric polar linear system maps this curve birationally onto a line, then F is equivalent to one of the following forms,
(1)
Example 1.13 with a = 0 and b = 1 shows that the second class of forms define toric polar Cremona transformations, and the following example shows that the first class also does. To help see the equality (2.16), note that −xF
This example shows that the algebraic relaxation (seeking polynomials F with arbitrary coefficients whose toric polar linear system is birational) of the original problem from geometric modeling has solutions which do not come from geometric modeling, as the coefficients of F cannot simultaneously be made positive.
In Section 3, we study the possible contracted factors of F and prove the following lemma. We now present a proof of Theorem 1, following the three cases of (2.10).
2.2.1. F has no contracted factors. In this case, Corollary 2.13 implies that F has a single irreducible factor. Since this factor is not contracted it is equivalent to one of the forms described in Theorem 2.14. Since these forms define toric polar Cremona transformations, Lemma 2.2 implies that any power of such a form defines a toric polar Cremona transformation. In particular, F defines a toric polar Cremona transformation. This establishes part (2) of Theorem 1(2) when a = 0 and also part (3).
F has only contracted factors.
We outline the proof in this case, which is carried out in Section 3. Suppose first that F defines a toric polar Cremona transformation. By Lemma 2.17, every contracted factor is a binomial. We first show that any two contracted factors of F are simultaneously equivalent to (z + x) and (z + y) , and in particular they meet outside the coordinate lines.
Suppose that all factors of F are contracted, then we show that F has at least two irreducible factors. We next show that if F has three or more factors, then we may assume that they intersect transversally at [1 : 1 : −1]. Hence F = 0 has an ordinary singularity of multiplicity at least 3, which contradicts the last part of Theorem 2.12. Therefore F is equivalent to
with a, b > 0. By Example 1.9, any such form defines a toric polar Cremona transformation, which completes the proof of Theorem 1(1).
F has both contracted and non contracted factors.
By Corollary 2.13, F has a unique non contracted factor. It also has a unique contracted factor. Indeed, any two contracted factors meet outside the coordinate lines, and so the curve F = 0 is singular outside the coordinate lines. Then Theorem 2.12 implies that all factors of F are contracted, a contradiction. All that remains is to examine the different possibilities for the factors of F . We show that the non contracted factor cannot be equivalent to x 2 + y 2 + z 2 − 2(xy + xz + yz). We then show that if the non contracted factor is equivalent to (x + z) d + yz d−1 , then (after putting it into this form) the contracted factor is x + z. Example 1.13 shows that all possibilities
with a ≥ 0 and b > 0 define toric polar Cremona transformations, which completes the proof of Theorem 1. These claims about the non contracted factors are proven in the following two lemmas. The condition that Q and G meet only on the coordinate lines implies that the only factors of (2.20) are s, t, or s + t. But this implies that A = a = 0, contradicting our assumption that G was a non trivial factor of F . Proof. Suppose that F has two factors, Q := (x + z) d + yz d−1 with d ≥ 1 and a contracted factor G, which is necessarily a binomial. Multiplying G by a monomial and scaling, we may assume it has the form α + (−1) a x A y a z −A−a with A ≥ 0 and A, a coprime. By Theorem 2.12, G and Q can meet only on the coordinate lines. We solve Q = 0 for y to obtain y = −(x + z) d /z d−1 and then substitute this into G to obtain
If we multiply this by z A+ad if a ≥ 0 and by z A (x + z) −ad if a < 0 (and replace a by −a), this becomes either
Since G and Q can meet only on the coordinate lines, the only possible factors of these polynomials are x, z, and x + z. Neither x nor z can be a factor as A = ad and the coefficients are non zero, so x + z is the only factor. But then we must have a = 0, α = 1, and A = 1, so that G = 1 + xz −1 , or, clearing the denominator, G = x + z.
contracted factors
We study the contracted factors of a form F that defines a toric polar Cremona transformation. We first prove Lemma 2.17, that any contracted factor of F is a binomial.
Proof of Lemma 2.17. By Lemma 2.11, the restrictions of the toric polar maps of F and of G to the curve G = 0 coincide. Let T (G) be the toric polar linear system of G. Since it contracts G, T (G)| G = xG x , yG y , zG z | G is one-dimensional, and so T (G) is only two-dimensional. Thus there is a linear relationship among the toric derivatives of G, q 1 xG x + q 2 yG y + q 3 zG z = 0 . Writing G = i m i as a sum of terms m i = α i x a i y b i z c i , we see that q 1 a i + q 2 b i = q 3 c i for all i. Thus we may assume that q 1 , q 2 , q 3 ∈ Z and they are coprime. Permuting variables, we may assume that the q j are non negative. Since G is homogeneous, say of degree d, we have a i + b i + c i = d, and so
Thus G(x, y, 1) is a weighted homogeneous polynomial of degree q 3 d. Since G is irreducible, the only possibilities are G(x, y, 1) = x or G(x, y, 1) = y (neither can occur as F is coprime to xyz), or G(x, y, 1) = x a + αy b with a and b coprime, α = 0 and (q 1 + q 3 )a = (q 2 + q 3 )b. Since G is irreducible, z does not divide G and G(x, y, 1) must have degree d. Therefore after possibly interchanging x and y we see that G has the form claimed.
Any two contracted factors may be put into a standard form.
Lemma 3.1. If G and H are two contracted factors of F , then, up to equivalence GH = (x + z)(y + z).
In particular, any two contracted factors of F meet outside the coordinate lines.
Proof. Up to a permutation of the variables, each factor is a prime binomial of the form
where A, a ≥ 0 are coprime and α is non zero. By Theorem 2.12, F has at most one singularity outside the coordinate lines. Points common to two factors of F are singular, so the factors G and H define curves that meet at most once outside the coordinate axes. To study such points, we dehomogenize and set z = 1. Multiplying G and H by monomials, we may suppose that they have the form
Since these are irreducible binomials, 1 = gcd{|A|, |a|} = gcd{|B|, |b|}, and since they are coprime Ab − Ba = 0. The points common to the two components are the solutions to G = H = 0. The number of solutions to such a zero-dimensional binomial system is |Ab−Ba| [14, § 3.2]. Since there can be at most one such point, |Ab − Ba| = 1. Interchanging the roles of (A, a) and (B, b) if necessary, we may assume that Ab − Ba = 1. Under the invertible substitution x = x b y −a and y = x −B y A , (3.2) becomes α + x and β + y. Scaling x and y and rehomogenizing, we may assume that the binomials are x + z and y + z.
Lemma 3.3. If F has only a single irreducible factor, then that factor is not contracted.
In particular a form with all factors contracted must have at least two factors.
Proof. Let G be the irreducible factor of F , then F = G a for some a > 1. By Lemma 2.2 the toric polar map ϕ F of F coincides with the toric polar map ϕ G of G. If G = 0 is contracted, then, as in the proof of Lemma 2.17, T (G)| G is one-dimensional and thus T (G) is only two-dimensional so that xG x , yG y and zG z are dependent. But then ϕ G , and hence ϕ F , cannot be birational.
We classify forms F defining a toric polar Cremona transformation with all factors contracted. Proof. Suppose that all factors of F are contracted. By Lemma 3.1, we may assume that two of the irreducible factors of F are x + z and y + z. We only need to show that there are no further contracted factors of F . Suppose there is another contracted factor. After multiplying by a monomial, this will have the form
with γ ∈ C * and C > 1. By Theorem 2.12, F has at most one singularity outside of the coordinate lines, and so this factor must meet the other factors only in the point [1 : 1 : −1] where they meet. It follows that γ = ±1 and C = |c| = 1. We see that the only possible irreducible factors of F are x + z , y + z , z 2 − xy , and y − x .
Since these four factors have distinct tangents at [1 : 1 : −1], the singularity of F at this point is ordinary. By the last part of Theorem 2.12, F can have at most two distinct factors through [1 : 1 : −1] so the theorem follows.
Irreducible polynomials
We classify irreducible factors of F which are not contracted by the toric polar Cremona transformation. Specifically, we prove the following theorem.
Theorem 2.14. If F is an irreducible form defining a curve with no singularities outside the coordinate lines whose toric polar linear system maps this curve birationally onto a line, then F is equivalent to one of the following forms,
Since the curve F = 0 is rational, it has a parameterization γ : P 1 → P 2 which determines F up to a constant. The composition of γ with the toric polar Cremona transformation of F is a map P 1 → P 2 of degree 1. We will deduce from this and the location of the singularities of F that there are exactly three distinct irreducible factors appearing in γ.
Applying quadratic Cremona transformations puts γ into a standard form from which the hypothesis on the singularities of F = 0 restricts F to be equivalent to one of the forms of Theorem 2.14. An important technical part of this argument is the local contribution to the arithmetic genus of a singular point of a binomial curve, which we compute in Section 4.2.
Linear factors in γ.
Suppose that F is a form of degree d that satisfies the hypotheses of Theorem 2.14 and let γ := [f : g : h] : P 1 → P 2 parameterize the curve F = 0. Then f , g, and h are are coprime forms of degree d on P 1 . Because the toric polar map ϕ F sends the image of γ (the curve F = 0) isomorphically onto a line, the map P 1 → P 2 with components (4.1) f F x (γ), gF y (γ), and hF z (γ) has degree 1, and thus these forms become linear after removing common factors. We study their syzygy module to show that there are only three distinct irreducible factors in f gh. Choose homogeneous coordinates [s, t] on P 1 with st coprime to f gh. As γ parameterizes F , we have F (γ) ≡ 0 on P 1 . Differentiating with respect to s and t gives
Using the Euler relations sf s + tf t = df (and the same for g and h) gives the syzygy
Multiplying the first row of (4.2) by f gh gives a second syzygy, so we have
An equivalent set of syzygies is given by the rows of the matrix
Since the three components (4.1) share a common factor whose removal yields linear forms (p, q, r) with the same syzygy matrix, r = −p − q and the removal of common factors from the first row of (4.4) gives the syzygy (−q, p, 0). There are three sources for common factors of the first row of (4.4).
(1) Common factors of f and f s , of g and g s , or of h and h s , (2) common factors of some pair of f , g, or h, and (3) common factors of f s h − f h s and g s h − gh s .
A common factor of the third type that is not of type (1) or (2) vanishes at a point p ∈ P 1 where rank
The Euler relation implies that we also have (4.5) rank f s g s h s tf t tg t th t ≤ 1 , and so t is a common factor of the third type. Suppose now that t(p) = 0. Then (4.5) shows that the differential of γ does not have full rank at p, and so the the curve F = 0 is singular at γ(p). But such a singular point must lie on a coordinate line of P 2 and so one of f , g, or h vanishes at p. Without loss of generality, suppose that f (p) = 0. Then f s (p)h(p) = 0, as f s h − f h s vanishes at p, and so the common factor vanishing at p divides either f s or h, and is therefore a factor of type (1) or (2). Thus t is the only factor of type (3) that is not of type (1) or (2) . As f gh is coprime to t, the common factor t has multiplicity 1. Now suppose that ℓ is a linear factor of f gh with ℓ a , ℓ b , and ℓ c exactly dividing f , g, and h, respectively. Then ℓ a+b+c exactly divides f gh and ℓ a+b+c−1 exactly divides the entries in the first row of (4.4). It follows that if the prime factorization of f gh is ℓ
k , then the common factor of the first row of (4.4) is
This has degree 3d + 1 − k. Since the entries in the first row of (4.4) have degree 3d − 1, and removing this common factor gives linear forms, we have that 3d − 1 = 1 + 3d + 1 − k , or k = 3. Thus there are exactly three distinct linear factors dividing f gh. We compute δ (0,0) , the contribution at the origin to the arithmetic genus of a curve C with germ
Arithmetic genus of binomial germs.
where u(0, 0) = 0. Write p a (C) for the arithmetic genus of a curve C.
Lemma 4.7. Let C be a curve on a smooth surface S with germ (4.6) given in local coordinates (x, y) of a point p ∈ S. If C is obtained from C by a sequence of blowups in p and points infinitely near p and is smooth at all points infinitely near p, then
Proof. Recall the formula [7, Cor V.3.7] for the arithmetic genus of the strict transform C ′ of a curve C obtained by blowing up a point of multiplicity a in C,
Let C be defined near p by (4.6). Then C has multiplicity min{a, b} at p. If min{a, b} = 1, then C = C and (4.8) becomes p a ( C) = p a (C).
If a = b, then C consists of a smooth branches meeting pairwise transversally at p. Blowing up p separates these branches so that C ′ = C. By (4.9), we have
which establishes the lemma in this case. We complete the proof by induction on the maximum of the exponents of x and y. Suppose that a < b. Then C is tangent to the curve y = 0 at p and so to compute the blowup C ′ , we substitute x = xy in (4.6) to obtain
The exceptional divisor (y = 0) has multiplicity a, and the curve C ′ has local equation (x a − y b−a )u ′ , where u ′ (x, y) = u(xy, y) and so u ′ (0, 0) = 0. Since a, b − a < b = max{a, b}, our induction hypothesis applies to C ′ to give
Using (4.9), this becomes
which completes the proof.
4.3.
Classification. Suppose that γ : P 1 → P 2 parameterizes the curve F = 0. We may assume that the three linear forms dividing components of γ are s, t, and ℓ := −(s + t). Since the components are relatively prime forms of degree d, there are seven possibilities for γ, up to permuting components and factors.
We assume that all exponents appearing here are positive. We deduce Theorem 2.14 from Theorem 4.10.
Proof of Theorem 2.14. Suppose that γ has the first form in Theorem 4.10(1)
which satisfies x 2 + y 2 + z 2 − 2(xy + xz + yz) = 0, the curve in Theorem 2.14(1). Suppose that γ has the second form in Theorem 4.10(1) a to obtain
Since ℓ = −(s + t), we have
This gives all curves of the form in Theorem 2.14(2).
We prove Theorem 4.10 in the following subsections.
Curves of type I. Suppose that
is a rational curve of type I. If γ parameterizes a curve satisfying the hypotheses of Theorem 2.14, then it can be singular only on the coordinate lines. Since all six exponents appearing in γ are positive, these singularities occur at the coordinate points. As γ is rational, its arithmetic genus must equal the sum of its δ-invariants at these singular points.
In , and multiplying by 2, we obtain
We may assume that the coordinates and forms s, t, ℓ have been chosen so that a is the maximum exponent and thus d − a is the minimum. We have a ≥ d − c and b ≥ d − a, and there are two cases to consider
We study each case separately, beginning with c ≥ d − b.
for γ and the solutions (a, b, c)
The other two symmetric solutions give equivalent curves. Lastly, the solutions (a, b, c) = (d−1, 1, 1) give the expressions
which become the expressions (4.16) under x ↔ z and t ↔ ℓ.
4.5.
Reduction to curves of type I.
4.5.1. Quadratic Cremona transformations. We will show how curves of types II-VII are equivalent to curves of type I through quadratic Cremona transformations. We will sometimes use the non standard quadratic Cremona transformation
Permuting the variables gives five other non standard quadratic Cremona transformations.
Curves of type II. Suppose that
has type II. We show that this may be transformed into a curve of type I by induction on d. We will either transform γ into a curve of type I or one of type II of lower degree. Since a + b < d = (d − c) + c, interchanging s and t if necessary, we may assume that b < c. Applying the standard Cremona [xy : xz : yz] transformation and removing the common factor of t
There remains a common power of s that we can remove. There are three cases to consider. We now apply the non standard Cremona transformation [z 2 : xz : xy] and remove the common factor t c−b ℓ a+b to obtain
If b < c − b, then we remove the common factor t b to obtain a curve of type I. 
Removing the final common factor ℓ min{d−a−b,a+b} gives another curve of type II, but of lower degree. 
There remains a common power of t that we can remove. There are three cases to consider.
(1) If b > d − a, we factor out t d−a to get the type I curve,
(2) If b = d − a, we instead apply the non standard Cremona transformation [y 2 : xy : xz] to γ and factor out t b ℓ a to get the type I curve,
which has type II, and we have already shown how to reduce a curve of type II to a curve of type I. 
Singularities of polynomials
Fix a form F with prime factorization
for its square free part, the product of its prime factors. In the following theorem we do not distinguish between the curves F = 0 and √ F = 0. We prove Theorem 2.12 by studying the resolution of base points of the toric polar linear system T (F ) at a singular point p on √ F = 0 not lying on the coordinate lines. In the resolution, there is a tree of exceptional rational curves lying over p. We show that the leaves of this tree are exceptional curves above p that are not contracted by the lift of the toric polar map, but are components of the lift of √ F = 0. This implies that there is at most one such leaf and its exceptional curve has multipicity 1, and that all other components of this lift, including the strict transforms of the components of √ F = 0, are contracted by the toric polar map. Thus there is at most one such singular point, and if it is ordinary, then F has two branches at this point.
Any common factor in T (F ) = xF x , yF y , zF z is a multiple component of
is a common factor of xF x , yF y , zF z . Removing this factor we get the vector space
where F x := n 1 xF 1,x · · · F r + · · · + n r xF 1 · · · F r,x , and the same for F y and F z . Notice that
In particular any common factor for form in T (F ) is a factor of √ F and is thus one of the F i . But no F i is a common factor, so forms in T (F ) are coprime.
Let p be a multiple point of the curve √ F = 0 outside the coordinate lines. It is a common zero of the forms in F x , F y , F z , as well as all partial derivatives of √ F , and is therefore a base point for T (F ). Resolving this base point and possibly infinitely near base points gives a tree of exceptional rational curves lying over p. We are only concerned with leaves of this tree so we assume that p = p 0 , p 1 , . . . , p r are successive infinitely near base points that we blow up to resolve the base locus of √ L F lying over p. In particular we assume that p 1 lies on the exceptional curve over p, the point p 2 lies on the exceptional curve over p 1 , and etc. and that there are no base points infinitely near to p r . Thus there is a unibranched curve that is smooth at p r and passes through all these infinitely near points. These are some, but not necessarily all of the infinitely near base points at p.
We denote by π 1 : S 1 → S 0 = P 2 the blow up of the point p 0 , and by E 0 the exceptional curve of this map. Inductively we denote by π i : S i → S i−1 the blowup of the point p i−1 ∈ S i−1 and by E i−1 the exceptional curve of this map. Write E i also for the total transform in S k for k > i of the exceptional curve E i of π i+1 : S i+1 → S i . The map π : S r+1 → P 2 is then the composition of the blowups π i for i = 1, . . . , r + 1. Let µ 0 ( T (F )) be the minimal multiplicity at p of a curve in T (F ). Then the linear system T (F ) (1) on S 1 is generated by the strict transforms of curves in T (F ) having multiplicity µ 0 ( T (F )) at p. Set µ 1 ( T (F )) to be the minimal multiplicity at p 1 of a curve in T (F ) (1) . Then the linear system T (F ) (2) on S 2 is generated by the strict transforms of curves in T (F ) (1) having multiplicity µ 1 ( T (F )) at p 1 .
Inductively, we obtain linear systems T (F ) (i) with multiplicities µ i ( T (F )) at p i .
For any curve C in T (F ), define the virtual transform C (i) in T (F ) (i) for i = 1, ..., r, to be unique member of this linear system that is mapped by π 1 • · · · • π i to C in P 2 . Thus the virtual transform C (i) of C on S i is the sum of the strict transform of C (i−1) and µ i−1 (C (i−1) ) − µ i−1 ( T (F )) E i−1 , where µ i−1 (C (i−1) ) is the multiplicity of C (i−1) at p i−1 .
We consider the virtual transform √ F (r+1) in T (F ) (r+1) , and claim that it contains the leaf E r as a component. For this we follow the line of argument in [1] , Section 8.5. We compare multiplicities and show that the inequality
is strict. We reduce this to a local calculation at p. First, let L P be the polar linear system of F defined by the partial derivatives F x , F y , F z . Let √ L P be the linear system obtained by removing the fixed component of L P . By linearity, F ℓ = aF x + bF y + cF z is the partial derivative of F with respect to the linear form ℓ = ax + by + cz. In the Euler relation dF = xF x +yF y +zF z locally at p, the coordinates x, y, z are units. Therefore, locally at p, a general form in the toric polar linear system xF x , yF y , zF z is a linear combination of F and its partial derivative F ℓ with respect to some linear form ℓ that vanishes at p. In particular, such a general form has the same multiplicities as F ℓ (compare [1] Section 7.2 and in particular Remark 7.2.4). So we may compute µ i (T (F )) and µ i ( T (F )) locally at p, replacing F = 0 and √ F = 0 with their germs f and √ f at p, and considering their partials derivatives (polars) with respect to linear forms that vanish at p. In particular µ i (T (F )) = µ i (f ℓ ) for a general polar f ℓ with respect to a linear form ℓ that vanishes at p. We also change coordinates so that x, y are local coordinates at p, and let f x , f y be the germs of the polars with respect to x and y.
We now analyze these germs. For any two germs g, γ of curves at p, we write [g, γ] p for their local intersection multiplicity at p. If γ is unibranched, then this is simply the order of vanishing of the pullback of g along a local parameterization of γ. Let f = f On the other hand, if e j (f ) is the multiplicity of the strict transform f j on S j of f at p j and µ i (f (i) ) is the multiplicity of the virtual transform f (i) of f at p i , then Furthermore, the restriction of the linear system T (F ) (r+1) to the exceptional curve E r has degree equal to µ r T (F ) , the multiplicity of T (F ) at p r .
Proof. Since the virtual multiplicity of √ F at p r is strictly greater than the multiplicity of the linear system by Lemmas 5.2 and 5.3, the first part follows. The multiplicity of T (F ) (r) at p r is precisely the number of intersection points between the general member of T (F ) (r+1) and the exceptional curve E r , so the second part also follows.
Proof of Theorem 2.12. The toric polar linear system T (F ) is equivalent to T (F ) and √ F = 0 belongs to the later system. Assume that p is a singular point of √ F = 0 outside the coordinate lines. The point p is then a base point of T (F ). The set of infinitely near base points of T (F ) at p is finite, so it has at least one point p r without further infinitely near base points. By Corollary 5.4, the exceptional curve E r on S r+1 of this point is a component of the virtual transform √ F (r+1) on S r+1 . Since the linear system T (F ) defines a birational map, the restriction of its base point free lift T (F ) (r+1) to E r must have degree 0 or 1. But this degree is µ r > 0, so µ r = 1 and E r must be mapped isomorphically to a line. Therefore all other components must be contracted and there can be no further multiple points of √ F outside the coordinate lines. At an ordinary multiple point p of √ F the multiplicity of T (F ) is one less than the multiplicity of √ F , so the last part follows.
