Partially defined Boolean functions (pdBf)´Ì µ, where Ì ¼ ½ Ò are disjoint sets of true and false vectors, generalize total Boolean functions by allowing that the function values on some input vectors are unknown. The main issue with pdBfs is the extension problem, which is deciding, given a pdBf, whether it is interpolated by a function from a given class of total Boolean functions, and computing a formula for . In this paper, we consider extensions of bidual Horn functions, which are the Boolean functions such that both and its dual function are Horn. They are intuitively appealing for considering extensions because they give a symmetric role to positive and negative information (i.e., true and false vectors) of a pdBf, which is not possible with arbitrary Horn functions. Bidual Horn functions turn out to constitute an intermediate class between positive and Horn functions which retains several benign properties of positive functions. Besides the extension problem, we study recognition of bidual Horn functions from Boolean formulas and properties of normal form expressions. We show that finding a bidual Horn extension and checking biduality of a Horn DNF is feasible in polynomial time, and that the latter is intractable from arbitrary formulas. We also give characterizations of shortest DNF expressions of a bidual Horn function and show how to compute such an expression from a Horn DNF for in polynomial time; for arbitrary Horn functions, this is NP-hard. Furthermore, we show that a polynomial total algorithm for dualizing a bidual Horn function exists if and only if there is such an algorithm for dualizing a positive function.
Introduction
The concept of a partially defined Boolean function (pdBf) [5, 8] is a natural generalization of the familiar concept of a Boolean function, by allowing that the function values on some input vectors are unknown. Those pdBfs have many applications, in particular in computer science and knowledge engineering.
For example, a classical application of pdBfs is in the design of switching circuits. A customary method in that field is to specify the inputs on which the circuit must output 1 and the inputs on which it must output 0; the output on the remaining inputs remains unspecified and is considered as "don't care". Another application of pdBfs is with the representation of incomplete information about cause-effect relationships [8] . E.g., the effect of a number of facts (e.g., a patient is male, is a smoker etc.) on a specific disease (e.g., cancer) can be modeled as a Boolean function ´Ü ½ Ü ¾ Ü Ò µ, where the arguments Ü represent presence of the facts, and the value of tells whether the disease is present or not. Since in general the results of all combinations of the facts on the disease will hardly be known, the relationship can be properly modeled by a pdBf. Furthermore, pdBfs have applications in machine learning. E.g., consider concept learning [1, 2, 32] in the following setting: Given a language of Ò Boolean valued attributes, find a hypothesis for their correlation, i.e., a function from a fixed class of Boolean functions , that accurately approximates the actual correlation, which is an in , after seeing a reasonably small number of examples, i.e., values of on particular vectors selected by the learning algorithm. In our terms, the algorithm gradually refines a pdBf until finally a total Boolean function is output. In this context, it is interesting to know whether the pdBf given by the considered examples implicitly defines a function from ; if this is recognized, the algorithm can stop and output which describes the exact correlation.
More formally, a pdBf is a pair´Ì µ of sets Ì and of true and false vectors in ¼ ½ Ò , respectively, where Ì
. Clearly, each pdBf can be completed to some total Boolean function . In general, however, one is interested to know whether this is possible for some from a particular class of Boolean functions, i.e., whether an extension in exists such that Ì Ì´ µ and ´ µ, where Ì´ µ (resp., ´ µ) denotes the set of true (resp., false) vectors of . This is known as the extension problem, and corresponds in a sense to the satisfiability problem of Boolean formulas.
The extension problem and variants thereof have been investigated for a number of classes of Boolean functions [8, 6, 5, 28] . Among these classes are Horn functions, which are of central interest in many domains. A function is Horn if it can be represented by a DNF (disjunctive normal form) in which each term contains at most one negative literal. It is well-known that the Horn functions are those whose set ´ µ of false vectors is closed under intersection (see Section 2); they play an important role in artificial intelligence, logical databases, and logic in computer science, cf. [16, 7, 21] . As shown in [28, 6] , a Horn extension of a pdBf can be found in polynomial time. In fact, a Horn extension for´Ì µ exists precisely if the true vectors Ì are disjoint from the closure of the false vectors under intersection. However, this characterization shows that the Horn extension problem is, in a sense, asymmetric in the input Ì and . From a conceptual point, we could ask for a more balanced role of Ì and in the condition for a Horn extension. Thus, we might search for suitable additional constraints to reach this goal.
A natural and suggestive possibility at hand is to require a dual behavior between Ì and , since 0 and 1 are dual values. This leads to the concept of bidual Horn functions: A function is bidual Horn, if ´ µ is closed under intersection and, dually, Ì´ µ is closed under union (i.e., under disjunction of vectors); that is, both and its dual are Horn.
Observe that besides bidual Horn functions, other possibilities for balancing the role of Ì and exist.
E.g., in [14] the class of submodular functions has been investigated, where a function is submodular if and its contra-dual are Horn, and in [13] where both the antecedent and the consequent may be empty. Thus, if the true vectors are seen as legal state descriptions, then they are fully characterized by dependencies of literals from false facts, and the illegal states are characterized by similar dependencies of literals from true facts. This property is preserved if truth and falsity are interchanged.
Secondly, the bidual Horn functions constitute an intermediate class between the classes of positive functions and Horn functions, which retains many of the benign properties of positive functions. In particular, apart from syntactical and semantical properties, certain important computational problems which are intractable for Horn functions are for bidual Horn functions, like for positive functions, polynomial (see below). Most importantly, any irredundant prime DNF of a bidual Horn function contains the same number of term, and the computation of a shortest DNF expression from an arbitrary Horn DNF, which is NP-hard for arbitrary Horn functions, is proved to be polynomial. Observe that few similar subclasses of Horn functions are known; e.g., the class of quasi-acyclic Horn functions [20] , which is incomparable to the class of bidual Horn functions. Since bidual Horn functions are polynomial-time recognizable, this means that our algorithms can be added to a tool-box for tractable recognition and handling of important problems on Horn functions.
The main contributions of this paper can be shortly summarized as follows.
We introduce the class of bidual Horn functions, À , and investigate their properties. In particular, we present characterizations of bidual Horn functions in terms of their prime implicants, and we characterize the shortest DNF expressions of a bidual Horn function , measured on the one hand by the smallest number of terms (term-shortest DNF) in a DNF for , or, on the other hand, by the smallest number of literals (literal-shortest DNF), which corresponds to the length of the DNF. Based on this, we develop polynomial time algorithms for recognizing a bidual Horn function from a given Horn DNF, as well as for computing a term-shortest or literal-shortest DNF. These are positive results, since computing a termshortest or a literal-shortest DNF of an arbitrary Horn DNF are well-known NP-hard problems [3, 27, 18] .
We present an algorithm that decides the existence of a bidual Horn extension for a given partially defined Boolean function´Ì µ in Ç´Ò Ì µ time, where Ò is the dimension of the Boolean vectors. and describe how a Horn DNF for such an can be output in Ç´Ò Ì ´ Ì · µµ time. Moreover, we show that finding term-shortest or literal-shortest bidual Horn extensions in DNFs are NP-hard problems.
We address the problem of computing all bidual Horn extensions of´Ì µ, and give evidence that a procedure for enumerating the bidual Horn extensions ³ ½ ³ ¾ of´Ì µ with polynomial delay between subsequent outputs is hard to find. In fact, we show that given a bidual Horn extension ³ of Ì µ, deciding whether another bidual Horn extension ³ exists is at least as hard as the positive duality problem [4] , i.e., given two positive DNFs ³ , decide whether represents the dual of the function represented by ³. The positive duality problem and equivalent problems have been tackled by many researchers, but no polynomial algorithm is known [23, 4, 15, 11, 24] . This strongly supports that a polynomial time algorithm for the unique bidual Horn extension problem, i.e., deciding whether a pdBf Ì µ implicitly defines a total bidual Horn function is difficult to find.
We study transformation problems between different representations for bidual Horn functions, in particular (Horn) DNF formulas and characteristic set [25, 24, 26] (or bases [10] ), which are a vector-based representation of arbitrary Horn functions that has received much interest in the context of knowledge representation and reasoning (see Section 6 for details). We show that the transformation between a Horn DNF of and its (unique) characteristic set can be done in polynomial time, i.e., given a Horn DNF of , the characteristic set of is constructible in polynomial time and vice versa. Furthermore, we show that several transformations between representations of and its dual are polynomial-time equivalent to the well-known problem of dualizing a positive function [4, 11, 15] . Namely, the transformation betweeń µ the characteristic set of and a Horn DNF of ;´ µthe characteristic set of and the characteristic set of , and´ µ a Horn DNF of and a Horn DNF of , i.e., dualization of a bidual Horn function.
This can be seen as a positive result, because it is believed that for an arbitrary Horn function , the transformation between the characteristic set of and an Horn DNF of is strictly harder than the problem of dualizing a positive function [24] .
The remainder of this paper is structured as follows. In the next section, we recall some basic concepts, fix notations, and formulate major computational problems on Boolean functions. In Section 3, we introduce bidual Horn functions and study recognition from a formula. Issues on bidual Horn extensions are considered in Section 4. In Section 5, we turn our attention to shortest DNF expressions of bidual Horn functions and shortest bidual Horn extensions. In Section 6, we consider the transformation problems for bidual Horn functions. In the final Section 7, we address further issues and conclude the paper. Some proofs are omitted; they can be found in [12] .
Preliminaries
We use letters and Ù Ú Û to denote vectors in ¼ ½ Ò , and use ¼ ´¼ ¼ ¼µ and ½ ´½ ½ ½µ. In general, we also allow Ò ¼; the set ¼ ½ ¼ contains a single vector, which is the empty vector´µ. As usual, Ú Û (resp., Ú Û) denotes the intersection (resp., union) (i.e., the componentwise conjunction (resp., disjunction)) of vectors Ú and Û; e.g., if Ú ´½½¼¼µ and Û ´½¼½¼µ, then Ú Û ´½¼¼¼µ and Ú Û ´½½½¼µ. On the computational side, the following problems have been extensively studied for many classes of Boolean functions: (Recognition) : Given a formula ³, does the function represented by ³ belong to ? (Extension) : Given a pdBf´Ì µ, does there exist an extension of´Ì µ such that ¾ ?
In case of the extension problem, one is usually also interested in a representation of , e.g., by a formula ³. Variants of this problem concern inquiring the uniqueness of an extension, and generation of all extensions (i.e., representations thereof). We shall study the above two problems for the class of bidual Horn functions, which is introduced in the next section.
Bidual Horn Functions
We start with a formal definition of bidual Horn functions. 
It is well-known that the dual of any positive function is positive as well. As a consequence, if is positive, then both and are Horn; thus, Proposition 3.1 À , i.e., the bidual Horn functions properly generalize positive functions.
The first problem we address is recognition of bidual Horn functions from a given formula ³ representing a function . The definition of biduality implies a naive exponential algorithm which checks the intersection and union condition on ´ µ and Ì´ µ, respectively. This algorithm is not much satisfactory, however, as it uses exponential space in the worst case. Algorithms in polynomial space are feasible, but a polynomial time algorithm is unlikely to exist, which is a consequence of the following result. 
Bidual Horn Extensions
In this section, we address the problem of finding bidual Horn extensions for partially defined Boolean functions. Recall that a partially defined Boolean function is a pair´Ì µ, of true vectors Ì and false vectors . The extension problem, deciding whether´Ì µ has a bidual Horn extension, is a relaxation of the problem of actually finding a bidual extension. Since usually a constructive algorithm for the extension problem gives rise to an algorithm for the latter, we first consider the extension problem.
Let us look at Horn functions for a moment. The existence of Horn extensions of a pdBf´Ì µ is characterized by the following simple criterion, which can be checked in polynomial time:´Ì µ has a Horn extension if and only if Ì Ð ´ µ [28, 6] . Thus, the obvious necessary condition Ì Ð ´ µ is also sufficient.
For bidual Horn functions, we obtain an analogous necessary condition for the existence of an extension:
Ì µ has a bidual Horn extension only if Ð ´Ìµ Ð ´ µ .
It appears that checking this condition is expensive; as shown in [12] , the test is co-NP-complete. Fortunately, intractability of the extension problem is not a consequence thereof, as this necessary condition is not sufficient in general, as shown by the following example. ¾ Thus, the attempt to obtain a polynomial time algorithm for the bidual Horn extension problem from simple characterizations as in the case of Horn functions fails. Nonetheless, we can fortunately show that the problem is polynomial, and that a bidual Horn extension can be output in polynomial time. We need some further concepts. ´ Üµ is Horn, and that co-Horn functions have properties that are dual to the properties of Horn functions. For example, the set ´ µ of a co-Horn function is closed under union, opposed to closedness of under intersection. Therefore, for each Ú ¾ Ì´ µ, a unique maximal Û ¾ ´ µ exists such that Û Ú.
Note that a pdBf´Ì µ has a bidual Horn extension if and only if a pdBf´Ì µ has a Horn extension and a reverse pdBf´ Ì µ has a co-Horn extension such that . Thus in the context of pdBfs´ Ì µ instead of´Ì µ, we define the canonical concept for co-Horn functions in a dual way. For Û ¾ , let us define
and let co-Ê´Ûµ be the set of canonical co-Horn terms of Û, which are all terms Ø such that AE´Øµ Ç ´Ûµ and È´Øµ with ¾co-Á´Ûµ for Ú ¼ and the negative term
We first note simple relations between canonical Horn terms and co-Horn terms. Step 1. Construct the bipartite graph ´Ì µ .
Step 2. Compute all connected components (
Step 3. if Ä´ µ holds for all then output "Yes" else output "No" fi;
Halt. Step 1. The graph ´Ì µ is shown in Figure 1 : Step 3. We first compute the labels Ä´Ùµ of the vertices Ù by (4.5) and (4.7):
¾
Thus, the connected components of have labels Ä´ ½ µ ½ , Ä´ ¾ µ ½ , Ä´ ¿ µ ½ and Ä´ µ ½ . As a consequence, BH-EXTENSION outputs "Yes" (i.e.,´Ì µ has a bidual Horn extension).
Step 3'. By choosing Ð ½ from Ä´ ¾ µ, Ä´ ¿ µ, and Ä´ µ, we obtain a bidual Horn extension 
Computing all bidual Horn extensions
In this subsection, we briefly address the complexity of computing all bidual Horn extension of a pdBf It appears that even deciding, given a bidual Horn extension, whether an additional bidual Horn extension exists (rather than outputting one) is not easy. In fact, this problem is at least as hard as the positive duality problem (i.e., given positive DNFs ³ and , decide whether ³ ). The latter problem is is polynomially equivalent to a number of other problems, cf. [4, 11, 23, 15] , but no polynomial time algorithm is known to date. Given an instance of the Sperner saturation problem, we construct the instance of our problem as follows: Proof. Follows from Theorem 4.9 and the result in [4] that a polynomial total time algorithm for dualizing a positive function exists if and only if the positive duality problem is polynomial.
¾
In the light of the open status of the positive duality problem, finding a polynomial time algorithm that decides whether another bidual Horn extension exists (similarly, whether a unique one exists) appears to be not straightforward.
Shortest Bidual Horn DNFs and Extensions
In this section, we consider the issue of shortest DNF representations of a bidual Horn function , and of shortest bidual Horn extensions. More precisely, we consider the following problems: Compute (i) a term-shortest DNF, and (ii) a literal-shortest DNF, respectively, from a given Horn DNF of a bidual Horn function; similarly, compute (iii) a term-shortest bidual Horn extension, and (iv) a literal-shortest bidual Horn extension for a given pdBf´Ì µ.
A DNF ³ is called term-shortest (resp., literal-shortest) if there is no DNF containing fewer terms (resp., a smaller total number of literals), which represents the same function ; a term-shortest (resp., literal-shortest) among the Horn DNFs that represent bidual Horn extensions of a pdBf´Ì µ is called a term-shortest (resp. literal-shortest) bidual Horn extension of´Ì µ.
It is known [3, 27, 18] that problems (i) and (ii) for a general Horn function are both co-NP-hard. However, we shall show below that these problems for a bidual Horn function can be solved in polynomial time. Problems (iii) and (iv) turn out to be intractable.
Shortest DNFs for bidual Horn functions
Clearly, any term-shortest DNF is irredundant, and any literal-shortest DNF is irredundant and prime. Furthermore, there is a term-shortest DNF among prime ones. Thus we first describe some structural properties of irredundant prime DNFs of a general Horn function, which were proved in [19] .
Since every prime implicant of a Horn function is Horn, the set of all prime implicant of is split into the set of all pure Horn prime implicants ÀÓÖÒ´ µ and the set of all positive prime implicants È Ó×´ µ. 
Now let us restrict our attention to bidual Horn functions.
Lemma 5.2 Let be a bidual Horn function. Then all pure Horn prime implicants of are essentiaĺ hence irredundantµ.
Proof. Let Ø ½ ´Î ¾È´Ø ½ µ Ü µÜ be a pure Horn prime implicant of , and let Ú be the vector defined by ÇAE´Úµ È´Ø ½ µ. Obviously, Ø ½´Ú µ ½, and hence ´Úµ ½. We claim that Ø ½ is the unique prime implicant of such that Ø ½´Ú µ ½, which completes the proof. For this, let us assume that Ø ¾´ Ø ½ µ is a prime implicant of satisfying Ø ¾´Ú µ ½, that is, È´Ø ¾ µ ÇAE´Úµ´ È´Ø ½ µµ . We call Ø ¼ a right-ancestor (resp., left-ancestor) of Ø with respect to Ä if either Ø ¼ is the right-parent (resp., left-parent) of Ø, or Ø ¼ is a right-ancestor (resp., left-ancestor) of the right-parent (resp., left-parent) of Ø. Furthermore, we call a right-ancestor (resp., left-ancestor) 
Since Ø ¿ is a right-ancestor of Ø ¼ , Lemma 5.9 tells that È´Ø ¿ µ È´Ø ¼ µ; hence, (5.11) and (5.12) become Step 1. Compute an irredundant prime Horn DNF ³ ¼ of from ³. Step A natural issue is whether a term-shortest resp. literal-shortest bidual Horn extension of´Ì µ, can be computed in polynomial time. These problems are intractable, however.
Theorem 5.14 Given a pdBf´Ì µ, computing (i) a term-shortest, or a (ii) literal-shortest bidual Horn
³ of´Ì µ is NP-hard.
Proof. Part (i) follows from the reduction in the proof of [6, Theorem 9] which shows that deciding whether a pdBf´Ì µ has an extension represented by a DNF of at most terms, is NP-hard; this holds even if is fixed to 2. With a given 3-uniform hypergraph À ´Î µ, i.e., is a collection of 3-element subsets of a finite set Î , associate a pdBf´Ì µ, Since every positive function is bidual Horn, it follows that some term-shortest extension of´Ì µ is bidual Horn. Furthermore, deciding 2-colorability of a 3-uniform hypergraph À is a well-known NPcomplete problem (cf. [17] ). As a consequence, computing a term-shortest bidual Horn extension of Ì µ is NP-hard.
For part (ii), we reduce the classical NP-hard problem of deciding whether a graph ´Î µ has a vertex cover of size at most [17] For conjunction, the concept of characteristic set has been studied e.g. in [25, 24] , and is also known as base [10] . The translation between the characteristic set and DNFs of Horn functions is an important problem which has been studied repeatedly [25, 24, 26] . Briefly, it appeared that a good algorithm for this problem is not straightforward and the intrinsic difficulty of this task is not known to date. In this section, we study the characteristic set of bidual Horn functions and consider major transformation problems on them. These results also allow us to characterize the difficulty of dualizing a bidual Horn function , i.e., given a Horn DNF for , compute an irredundant prime (Horn) DNF for . 
¾
The following theorem shows a relation between the sizes of the characteristic set and the number of terms in term-shortest Horn DNFs for bidual Horn functions. 
The lower bound for Ñ £ in Theorem 6.8 holds for general functions whose set of true vectors Ì´ µ is closed under union. However, the upper bound does not hold for such functions in general, because Ñ £ may be exponential with respect to £ ´Ì´ µµ .
Let us finally consider the dualization of a bidual Horn function , which is the task of computing an irredundant prime Horn DNF for from a given Horn DNF ³ for . We note at this point that may be exponential with respect to ³ . For example, let be a positive function represented by ³ Ï Ò ½ Ü Ü Ò· of ¾Ò variables, which is clearly bidual Horn. In this case, is represented by Ï ¾ Ò· Ü ½ ¡ ¡ ¡ Ü Ò . We can see that ³ and are the unique prime DNFs for and , respectively, and that ³ ´ ¢´Òµµ ´ ¢´¾ Ò ¡ Òµµ. In such cases, the running time of a dualization algorithm is usually measured by its input size and output size, and is called polynomial total time if its running time is polynomial in the combined input size ³ and output size [23, 4, 11] .
An interesting problem with this respect is dualization of a positive function, where the input formula is a positive DNF ³. Many practical problems are known to be equivalent to this problem [11] , but it is not known to date whether it has a polynomial total time algorithm or not [4, 11, 23, 15] . However, the recent result by Fredman and Khachiyan [15] shows that the problem is solvable in Ç´Ñ Ó´ÐÓ Ñµ µ time, where Ñ is the number of terms in and ³.
From results in [24, 26] , which have been found in similar form in the database domain [11] , the following is known about general Horn functions. 
The above results tell that transformation problems seem to become easier if functions are restricted to be bidual Horn.
Conclusion and Further Research
In this paper, we have introduced bidual Horn functions, which are Boolean functions such that both and its dual are Horn. This class of functions is motivated by the unbalanced treatment of positive and negative information through Horn functions in the extension problem of partially defined Boolean functions (pdBfs). We also emphasize that bidual Horn functions are natural generalization of positive functions with respect to the closure properties.
We have studied the semantical and computational aspects of bidual Horn functions, focusing on the recognition problem, i.e., deciding whether a given (possibly restricted) formula ³ represents such a function, and on the extension problem, i.e., deciding whether for a given pdBf´Ì µ a bidual Horn function exists that interpolates on´Ì µ. In the course of this investigation, we have determined characterizations and properties of bidual functions.
The class of bidual Horn functions appears to be an interesting intermediate class between the classes of positive and Horn functions. As for positive functions, any irredundant prime DNF is a term-shortest DNF for a bidual Horn function, but it is no longer unique. Besides a term-shortest DNF, also a literal-shortest DNF for a bidual Horn function can be computed from a Horn DNF in polynomial time; both problems are NP-hard for arbitrary Horn functions. Thus, bidual Horn functions are a nontrivial restriction of Horn functions for which these problems are polynomial. Furthermore, we have shown that dualizing a bidual Horn function is polynomially equivalent to dualizing a positive function. For the extension problem, we have presented an algorithm which decides about existence of a bidual Horn extension for a pdBf´Ì µ in Ç´Ò Ì µ time and outputs a DNF in Ç´Ò Ì ´ Ì · µµ time. Moreover, we have shown that finding a term-shortest or literal-shortest bidual Horn extension is NP-hard, and that a polynomial algorithm for deciding whether´Ì µ has a unique bidual Horn extension is difficult to find.
Our results show that from the computational point of view, bidual Horn functions benign generalize positive functions to a subclass of Horn functions. Further issues on bidual Horn functions are considered in the extended report [12] . In particular, the closure of À under renamings (i.e., a change in polarity of part of the variables) is considered there. While the recognition problem is still polynomial, the extension problem is intractable.
Possible topics of future research are the development of a good algorithm for enumerating all bidual Horn extensions, as well as approximation of a term-shortest or literal-shortest bidual Horn extension.
