Abstract. We consider two categorifications of the cohomology of a topological space X by taking coefficients in the category of differential graded categories. We consider both derived global sections of a constant presheaf and singular cohomology and find the resulting dg-categories are quasi-equivalent and moreover quasi-equivalent to representations in perfect complexes of chains on the loop space of X.
Introduction
In this paper we categorify the cohomology of topological spaces by considering coefficients in the category of differential graded categories. We begin with the calculation of derived global sections RΓ(X, k), for k a field and X a locally contractible space. By definition these are derived global sections of a constant sheaf. We categorify by considering the constant presheaf k not as a presheaf of rings, but as a presheaf of dgcategories with one object, where we equip dg-categories with the Morita model structure. In this model structure k ≃ Ch pe , which is fundamental to our construction. Hence we call categorified cohomology Morita cohomology. We write H M (X) for the dg-category RΓ(X, k) computed with this model structure. The following characterization as categorifiedČech cohomology follows once we establish a local model structure on presheaves of dg-categories.
Theorem 16. Given a good hypercover {U i } i∈I of X one can compute H M (X) ≃ holim i∈I op Ch pe .
To categorify singular cohomology we recall the action of simplicial sets on dg-categories, (K, D) → D K . If we fix the second variable this construction is well-known to give a Quillen adjunction from sSet to dgCat. Then for a topological space X one defines categorified singular cohomology as Y (X) ≔ Ch pe Sing * X . Here Ch pe denotes perfect chain complexes over an arbitrary commutative ring. We call Y (X) the category of ∞-local systems and we prove the following comparison theorem:
Theorem 22. The category H M (X) is quasi-equivalent to the category of ∞-local systems Y (X).
Homotopy invariance and a Mayer-Vietoris theorem are easy to establish for ∞-local systems and hence for Morita cohomology. The category Y (K) is closely related to the based loop space of X, as is shown by the next result. Here we denote by Ch pe C * (ΩX) the category of representations of the dg-algebra C * (ΩX) of chains on the space of (Moore) loops which have perfect underlying complex.
Theorem 26. If X is a pointed and connected topological space, the category Y (X) is quasi-equivalent to Ch pe C * (ΩX) .
We then establish a method of computing Ch pe C * (ΩX) if X is a CW complex. One can compute the Hochschild homology of Morita cohomology in several cases. For example for a simply connected space HH * (H M (X)) ≃ H * (L X), where the right hand side is cohomology of the free loop space. This follows from results available in the literature. Let us also mention here that a very explicit description of Morita cohomology is proved in the companion paper [16] :
Theorem. Let X be a CW complex. Then the dg-category H M (X) is quasi-equivalent to the dg-category of homotopy locally constant sheaves of perfect complexes.
All of these results are from the author's thesis.
Relation to other work. We collect some ideas and results from the literature which are related to the constructions here and in [16] . This is not meant to be an exhaustive list. Our results can be considered as a version of derived or higher non-abelian cohomology for topological spaces. Cohomology with higher categorical coefficients is considered for example in [31] where Simpson constructs the higher non-abelian cohomology stack of the de Rham stack of a smooth projective variety as a certain internal hom-space in geometric stacks. Considering a simplicial set K as a constant stack Toën and Vezzosi construct a derived mapping stack Map(K, RPerf), where RPerf is the moduli stack of perfect complexes. This appears for example in [28] . The construction of ∞-local systems in Section 4 is a non-geometric version of this, which is already somewhat interesting and more tractable then the mapping stack. Morita cohomology is also closely related to the schematic homotopy type of [20] . In fact, Morita cohomology is equivalent to the category of perfect complexes on the schematic homotopy type, as follows readily from the characterization as homotopy locally constant sheaves. (This was pointed out to me by Jon Pridham.) For a different view of the schematic homotopy type see [29] .
There is an analogue of the main theorem of [16] in the coherent setting: Under suitable conditions global sections of the presheaf of dg-categories associated to the structure sheaf of a scheme can be computed as the category of perfect complexes of coherent sheaves. This appears for example as Theorem 2.8 in [32] referring back to [15] . The equivalence between ∞-local systems and homotopy locally constant sheaves that is obtained by combining this paper with [16] is a linear and stable version of results in [35] or [30] , where the corresponding result for presheaves of simplicial sets is proved by going via the category of fibrations. Another view on locally constant functors is given in [5] .
Outline. After briefly recalling some technical results and definitions in Section 2 we define a local model structure on presheaves of dg-categories and define their cohomology in 3.1. We also characterize fibrant presheaves of dg-categories as hypersheaves. We then explicitly hypersheafify the constant presheaf in 3.2 and use this to define Morita cohomology H M (X) and compute it as the homotopy limit of a constant diagram with fiber Ch pe indexed by the distinct open sets of a good hypercover. In Section 4 we define a category of ∞-local systems from the cotensor action of simplicial sets on dg-categories, and show it es equivalent to H M (X) in 4.1. We use this to identify H M (X) with representations of chains on the loop space, in 4.2. Section 4.3 is then concerned with providing an explicit method for computing the category of ∞-local systems. In 4.4 we collect some results about finiteness of H M (X) and show how to compute Hochschild (co)homology in some cases. We conclude by computing some explicit examples in Section 5.
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2. Preliminaries 2.1. Notation and conventions. We assume the reader is familiar with the theory of model categories, but will try to recall all the less well-known facts about them that we use. In any model category we write Q for functorial cofibrant replacement and R for functorial fibrant replacement. We write mapping spaces (with values in sSet) in a model category M as Map M (X, Y). All other enriched homspaces in a category D will be denoted as Hom D (X, Y). In particular we use this notation for differential graded hom-spaces, internal hom-spaces and hom-spaces of diagrams enriched over the target category. It should always be clear from context which category we enrich in.
We will work over the (underived) commutative ground ring k. We assume characteristic 0 in order to freely use differential graded constructions. Most of Section 3 will moreover assume k is a field. Ch = Ch k will denote the model category of chain complexes over the ring k equipped with the projective model structure where fibrations are the surjections and weak equivalences are the quasi-isomorphisms. Note that we are using homological grading convention, i.e. the differential decreases degree. We write Ch pe for the subcategory of compact objects in Ch, these are exactly the perfect complexes. Ch dg denotes the dg-category whose object are fibrant and cofibrant objects of Ch. Note that there is a natural identification of the subcategory of compact objects in Ch dg with Ch pe .
Differential graded categories.
We recall some important definitions and results about dg-categories. Basic references are [21] and [37] . Many technical results are proved in [33] . Let dgCat denote the category of categories enriched in Ch. Given D ∈ dgCat we define the homotopy category H 0 (D) as the category with the same objects as D and
. If D is a model category enriched in Ch we define LD as its subcategory of fibrant cofibrant objects. We say D is a dg-model category if the two structures are compatible, that is if they satisfy the pushout-product axiom, see for example the definitions in Section 3.1 of [37] . Then Ho(D) ≃ H 0 (LD), where we take the homotopy category in the sense of model categories on the left and in the sense of dg-categories on the right. Recall that there are two model structures on dgCat. Firstly there is the Dwyer-Kan model structure, denoted dgCat DK . Recall the functor D → D-Mod sending a dg-category to its model category of modules, i.e. D-Mod is the category of functors D → Ch and strict natural transformations. This is naturally a cofibrantly generated model category enriched in Ch whose fibrations and weak equivalences are given levelwise. We usually consider its subcategory of fibrant and cofibrant objects, L(D-Mod). Remark 1. The construction of the model category D-Mod follows Chapter 11 of [14] , but there are some changes since we are considering enriched diagrams. We sketch the argument here for lack of a reference. Let I and J denote the generating cofibrations and generating trivial cofibrations of Ch. The generating (trivial) cofibrations of D-Mod are then of the form h X ⊗A → h X ⊗B for A → B ∈ I (resp. J), where h X denotes the contravariant Yoneda embedding. As in Theorem 11.6.1 of [14] we transfer the model structure from Ch discrete(D) . This works since h X is compact in D-Mod and so are its tensor products with the domains of I, ensuring condition (1) of Theorem 11.3.2 holds. For the second condition we have to check that relative J ⊗ h X -cell complexes are weak equivalences. Pushouts are constructed levelwise. The generating trivial cofibrations of Ch are of the form 0 → D(n). Since the pushout U ← 0 → D(n) is weakly equivalent to U we are done.
Remark 2. In order to satisfy the smallness assumption we will always assume that all our dg-categories are small relative to some larger universe. 
The unit is the one object category k, which is cofibrant in either model structure. While dgCat is not a monoidal model category there is a derived internal Hom space and the mapping spaces in dgCat Mor can be computed as follows [36] : Let RHom(C , D) be the dg-category of rightquasirepresentable C ⊗ D op -modules, i.e. functors F : C ⊗ D op → Ch such that for any c ∈ C we have that F(c, −) is isomorphic in the homotopy category to a representable object in D op -Mod and moreover cofibrant. Then RHom is right adjoint to the derived tensor product ⊗ L . Moreover Map(C , D) is weakly equivalent to the nerve of the subcategory of quasiequivalences in RHom(C , D). We will quote further properties of this construction as needed. We will need the following lemma relating the two model structures. This means we can compute homotopy limits in dgCat Mor by computing the homotopy limit of a levelwise Morita-fibrant replacement in dgCat DK . We will abuse notation and write R for the dg-algebra R as well as for the 1-object dg-category with endomorphism space R concentrated in degree 0. Recall that there is a model structure on differential graded algebras over k with unbounded underlying chain complexes, which can be considered as the subcategory of one-object-categories in dgCat DK .
Remark 3. While we are working with differential graded categories we are facing some technical difficulties for lack of good internal hom-spaces. It would be interesting to know if another model of stable linear (∞, 1)-categories, e.g. [26] , could simplify our treatment. In fact, M can be turned into a simplicial category in the sense that there is an enrichment Map and there are a tensor and cotensor which can be constructed from the simplicial and cosimplicial resolutions. Let a cosimplicial resolution A * ∈ M ∆ and a simplicial set K be given. Consider ∆K, the category of simplices of K, with the natural map u : [14] . Hence on the level of homotopy categories the two bifunctors together with Map give rise to an adjunction of two variables. This is of course not a Quillen adjunction, but it is sensitive enough to the model structure to allow for certain derived functors. We will quote further results about this construction as needed.
Homotopy ends.
We will freely use homotopy limits in model categories, see [14] for background. Since they are less well-treated in the literature we recall the construction of homotopy ends of bifunctors. Recall that an end is a particular kind of limit. Let α(I) denote the twisted arrow category of I: Objects are arrows, f : i → j, and morphisms are opposites of factorizations, i. 
Details on this view on homotopy ends can be found (dually) in [19] . The canonical example for an end is that natural transformations from F to G can be computed as A Hom(FA, GA). A similar example of the use of homotopy ends is provided by the computation of mapping spaces in the diagram category of a model category Map(
The case of simplicial sets is dealt with in [12] . In general, we have the following lemma. Assume M I exists with the injective model structure and let Q and R denote cofibrant and fibrant replacement in this model category.
Lemma 2. Consider a right Quillen functor H
which is weakly equivalent to
Proof. The V -structure exists by standard results in [22] . It is in fact a model V -category. One can check the pushout-product axiom levelwise; this is enough as cofibrations are defined levelwise. Hence the derived functor is (F, G) → i H(QFi, RGi). On the other hand i H(Fi, Gi) is the composition of levelwise hom-spaces with the limit,
But then the derived functor is the composition of derived functors,
. This is a little subtle, since our aim is to avoid fibrantly replacing at the level of diagram categories. However, the levelwise derived functor RH from (M op )
is a derived functor. This is the case since levelwise fibrant replacement gives a right deformation retract in the sense of 40.1 in [11] since (s × t)
* preserves all weak equivalences and levelwise H preserves weak equivalences between levelwise fibrant objects. If M is monoidal and a model category, but not a monoidal model category, then we can still construct an M -enrichment of M J pro j as a plain category, which will of course not be a model category enrichment. We define Hom M J (A, B) = j Hom(A( j), B( j)), see [22] . Note that this enrichment is not in general derivable, i.e. weak equivalences between cofibrant and fibrant pairs of objects do not necessarily go to weak equivalences. So defining a suitable substitute for RHom takes some care, see the proof of Lemma 6. We have to consider this case since our example of interest is M = dgCat, which a symmetric monoidal category and a model category, see [37] , but not a symmetric monoidal model category. (The tensor product of two cofibrant objects need not be cofibrant.)
Now fix a locally contractible topological space X, for example a CW complex, and consider presheaves on Op(X). We consider the Grothendieck topology induced by the usual topology on X and write the site as (Set
Op(X)
op , τ). In other words τ is just the collection of maps represented by open covers. (We will not use any more general Grothendieck topologies or sites.) We let J = Op(X) op . Our aim is to localize presheaves on Op(X) with respect to covers in τ.
Recall that a left Bousfield localization of a model category N at a set of maps S is a left Quillen functor N → N S that is initial among left Quillen functors sending the elements of S to isomorphisms in the homotopy category. We need to know that left Bousfield localizations of M I exist.
Lemma 3. Assume N is a cellular and left proper model category and let S be a set of maps. Then N S exists. The cofibrations are equal to projective cofibrations, weak equivalences between are S -local weak equivalences and fibrant objects are S -local objects.
Proof. This is Theorem 4.1.1 of [14] .
Recall for future reference that an object P is S -local if it is fibrant in N and every f : A → B ∈ S induces a weak equivalence Map
Given a set N we write N · M ≔ ∐ N M ∈ M for the tensor over Set and extend this notation to presheaves.
Here h − denotes the covariant Yoneda embedding X → Hom(−, X).
We have assumed M and hence M J is cellular and left proper. Since H τ is a set the localization M J τ exists. We have now localized with respect toČech covers. We are interested in the local model structure which is obtained by localizing at all hypercovers.
Remark 6. By way of motivation see [9] for the reasons that localizing at hypercovers gives the local model structure on simplicial presheaves, i.e. weak equivalences are precisely stalk-wise weak equivalences.
Definition.
A hypercover of an open set W ⊂ X is a simplicial presheaf U * on the topological space W such that:
(1) For all n ≥ 0 the presheaf U n is isomorphic to a disjoint union of a small family of presheaves representable by open subsets of W. We can write U n = ∐ i∈I n h U (i) n for a set I n where the U
n U is the n-th matching object computed in simplicial presheaves over W.
Intuitively, the spaces occurring in U 1 form a cover for the intersections of the U (i) 0 , the spaces in U 2 form a cover for the triple intersections of the U (i) 1 etc. To everyČech cover one naturally associates a hypercover in which all U n+1 → (cosk n U * ) n+1 are isomorphisms. Note that despite the notation U n is not an open set but a presheaf on open sets that is a coproduct of representables. We denote by I = ∪I n the category indexing the representables making up the hypercover. Associated to any hypercover of a topological space is the simplicial space n → ∐ i∈I n U i n which is also sometimes called a hypercover. Hypercovers are naturally simplicial presheaves. We work with presheaves with values in a more general model category. The obvious way to associate to a simplicial object in a model category a plain object is to take the homotopy colimit.
Definition. Let the set of hypercovers in M J be defined aš
where we take the levelwise tensor and the homotopy colimit in M J with the projective model structure. Since disjoint union commutes with cofibrant replacement we could equivalently take the limit of U n over ∆ op , the opposite of the simplex category. 
To compute cohomology we need to compute the derived functor of global sections. First we need to know that pushforward is right Quillen. The arguments in the proofs of the following two lemmas are Propositions Proof. To prove the result for the localization with respect to covers we use the universal property of localization applied to the map
which is left Quillen and sends hypercovers to weak equivalences and hence must factor through 
* and by the above it is a right Quillen functor. As usual we write Γ or Γ(X, −) for (π X ) * where π X : X → * .
Definition. Let C be a presheaf with values in a model category M and let C # be a fibrant replacement for C in the local model category M J τ defined above. Then we define global sections as
In Section 3.2 we will compute C # if C is constant. Since a hypersheaf satisfies F (X) = holim i F (U i ) for some cover {U i } we can also think of global section as a suitable homotopy limit. A concise formulation of this will be given in Theorem 16.
Definition. Consider the presheaf k that is constant with value k ∈ dgCat and let k # be a fibrant replacement for k. Then we define Morita cohomology
One can also consider the version with unbounded fibers, RΓ(X, Ch).
Remark 8. As usual RΓ(∅, k) ≃ 0, the terminal object of dgCat.
Remark 9. The term cohomology is slightly misleading as our construction corresponds to the underlying complex and not the cohomology groups. It is an interesting question whether there is an analogue to taking cohomology and how it relates for example to semi-orthogonal decomposition as defined in [4] .
We finish this section with two lemmas on the fibrant objects and weak equivalences in the local model structure.
Definition. We call a presheaf F a hypersheaf if it satisfies
The limit is over I op = ∪I n ; we could write it holim n holim i∈I n F (U (i) n ) which can be considered as holim n∈∆ F (U n ) using the convention above. This condition is also called descent with respect to hypercovers.
For the next Lemma we need M to have a certain homotopy enrichment over itself. For simplicity we specialise to M = dgCat Mor .
Lemma 6.
Levelwise fibrant hypersheaves are fibrant in the above model structure.
Proof. We need to show that for a levelwise fibrant presheaf F the hypersheaf condition on F implies that F isȞ τ -local, i.e. that whenever ǫ : hocolim(U * · 1) → h W · 1 is inȞ τ then Map(hocolim(U * · 1), F ) ≃ Map(h W · 1, F ). We will show that both sides are weakly equivalent to Map dgCat Mor (1, F (W)). We need a suitable derived hom-space between hypersheaves of dgcategories with values in dg-categories. We define RHom
where RHom is Toën's internal derived Hom of dgcategories. First note that
The first weak equivalence holds since h W (V) is just the indicator function for V ⊂ W and the second since the homotopy end over a bifunctor that is constant in the first variable degenerates to a homotopy limit, by comparing the diagrams. Then we observe holim V⊂W F (V) ≃ F (W) if F satisfies the hypersheaf condition. We claim that this implies Map( RHom(A, B) ), see Corollary 6.4 in [36] . Moreover the mapping space in diagram categories is given by a homotopy end, see Lemma 2.
Putting these together we see
which is Map(1, F (W)) again by applying the hypersheaf condition twice.
Remark 10. The theory of enriched Bousfield localizations from [2] says that in the right setting M J τ is an enriched model category and fibrant objects are precisely levelwise fibrant hypersheaves. However, this theory requires that we work with a category M that is tractable, left proper and a symmetric monoidal model category with cofibrant unit. The characterization of fibrant objects in particular depends on the enriched hom-space being a Quillen bifunctor. While dgCat Mor is left proper and equivalent to a combinatorial and tractable subcategory, cf. [17] , it is wellknown dgCat Mor is not symmetric monoidal. Tabuada's equivalent category Lp of localizing pairs has a derivable internal Hom object, but is not a monoidal model category either. In fact, tensor product with a cofibrant object is not left Quillen. Consider the dg-category S (0) that is the linearization of a → b. The example S (0) ⊗ S (0) in dgCat gives rise to
which is again a tensor product of cofibrant objects that is not cofibrant. Then Hom(S (0), −) cannot be Quillen either. 
) note that the homotopy end can be computed as follows:
Here we use fibrant replacement and a cosimplicial resolution in M J . But now holim V G (V) = lim V RG (V) by fibrancy of the diagram RG . So it suffices to consider W Hom(Q * F(W), RG (W)) where RG (W) = lim V⊂W RG (V)). But an end is just given by the collection of all compatible maps, and every map from Q i F (W) to RG (W) is determined by the maps from Q i F (W) to RG (V), which factor through Q i F (V). So the end over the V is the same as the end over all W and
This completes the proof.
Remark 11. If M is a symmetric monoidal model category then by Remark 10 fibrant objects are precisely levelwise fibrant hypersheaves and are again determined on a hypercover and Lemma 7 holds again.
Sheafification of constant presheaves.
Our aim now is to compute a hypersheafification of the constant presheaf with values in a model category.
Recall that X is a locally contractible topological space and that we have fixed a model category M that is cellular and left proper. We now assume that M is moreover homotopy enriched over itself and has a cofibrant unit. We will also need that the derived internal hom-space commutes with homotopy colimits. The example we care about is M = dgCat Mor . The fact that holim RHom(A i , B) ≃ RHom(hocolim A i , B) in dgCat follows from Corollary 6.5 of [36] . The one object dg-category k is a cofibrant unit. We write P for the constant presheaf with fiber P ∈ M . First we need to quote two lemmas about comparing homotopy limits. Given a functor ι : I → J, recall the natural map e j : ( j ↓ ι) → J from the undercategory, sending (i, j → ι(i)) to ι(i). Proofs . For topological spaces these are Theorems 6.12 and 6.14 of [8] and the proofs do not depend on the choice of model category.
We will also rely on the following results from [10] . Let X be locally contractible. Then we can define the (nonempty) set {U s } s∈S of all bases of contractible sets for X.
Definition. Fix a basis of contractible sets U
s for X. Let P be a constant presheaf with fiber P ∈ M and define a presheaf L This construction proceeds via constructing rather large limits, so even the value of L s on a contractible set is hard to make explicit. The following lemma is the first step towards showing that our construction does indeed give a hypersheaf.
Lemma 12. Consider a constant presheaf P with fibrant fiber P ∈ M on Op(X). Then on any contractible set U
Proof. Consider U as a category. We need to show that holim U op P ≃ P. The crucial input is that the weak equivalences V → * give rise to U ≃ hocolim V⊂U V ≃ hocolim U * via Proposition 11. Now consider any N ∈ M and a cosimplicial resolution N * . Then we have the functor K → N ⊗ K defined in the introduction which is left Quillen, as is shown in Corollary 5.4.4 of [18] . Hence it preserves homotopy colimits and we have:
Finally, we use the fact that M has internal hom-spaces. Replace N above be the cofibrant unit. Then we conclude:
In the second line we use the fact that RHom(−, P) sends homotopy colimits to homotopy limits. 
Proposition 13. For two choices

P(U)
And our aim is to show the arrow on the right is a weak equivalence. By considering RHom(1 ⊗ hocolim * , P) as in the proof of Lemma 12 it suffices to show hocolim i∈I hocolim V∈U s(i) V → hocolim U∈U s U is a weak equivalence. But if we apply Proposition 11 this is weakly equivalent to hocolim i∈I W i → X, which is a weak equivalence by Proposition 10. If X is locally contractible then it has a basis of contractible open sets. Moreover one can associate a hypercover to any basis. For details on the construction see Section 4 of [10] and note that a basis is a complete cover.
Proposition 15. If P is constant then the natural map P → L P is a weak equivalence of presheaves.
Proof. To show that L resolves P it is enough to observe that L P (U) ≃ P for contractible U by Lemma 12. Now the contractible opens give rise to a hypercover on which P and L P agree and that restricts to a hypercover on every open set. By Lemma 7 that suffices to prove the proposition.
With Proposition 15 we can compute RΓ(X, P) as L P (X). Note that since we have not used functorial factorization this is not a functor on the level of model categories but only on the level of homotopy categories.
Definition. We will call a cover in (Set
Op(X) op , τ) a good cover if all its elements and all their finite intersections are contractible. Correspondingly a good hypercover is a hypercover such that all its open sets U (i) n are contractible.
We will now consider a good hypercover {U i } i∈I . For computations it is easier not to consider the full simplicial presheaf given by open sets in the cover but only the semi-simplicial diagram of nondegenerate open sets, obtained by leaving out identity inclusions. Proof. We consider a fibrant replacement L P as in Definition 3.2. Let I index the connected open sets of U * . Then we have: Note that we can of course take the hypercover associated to aČech cover in this theorem. In fact, since we are concerned with locally constant presheaves we could also compute in theČech model structure, but considering hypercovers simplifies the theory.
Theorem 16. Let U * → h X be a good hypercover of a topological space X. Let P be a constant presheaf on X. Then RΓ(X, P) ≃ holim I op P ≃ holim
We conclude this section with some results on functoriality.
Lemma 17. Let f : X → Y be a continuous map and let P X or Y denote the constant presheaf with fiber P on X or Y. Then RΓ(X, P) ≃ RΓ(Y, R f * (P)).
Proof. The fact that RΓ• R f * ≃ RΓ follows immediately from π Y, * • f * = π X, * and the fact that all these maps preserve fibrations.
Lemma 18. With notation as above there is a functor from RΓ(Y, P Y ) to RΓ(X, P X ).
Proof. Γ is a covariant functor. From Lemma 17 we have a natural weak equivalence RΓ(Y, R f * (P X )) → RΓ(X, P X ). Let P • → P • be a fibrant replacement. It is then enough to construct a map
Remark 13. With P = Ch pe this gives functoriality for Morita cohomology if we use functorial factorizations. Note that our computation using good covers is not functorial unless we pick compatible covers. However, if X and Y have bases of contractible sets which are suitably compatible there is a natural comparison map between homotopy limits. 
Infinity-local systems
Singular cohomology with coefficients in dgCat.
We will now consider the categorification of singular cohomology, given by the dgcategory of ∞-local systems. Here we consider dg-categories over an arbitrary commutative ring k. Recall from 2.3 that while the model categories on dgCat are not simplicial, there is a bifunctor sSet op × dgCat DK → dgCat DK that induces a natural Ho(sSet) cotensor action on Ho(dgCat DK or Mor ). We write this as (
Definition. We define the dg-category of ∞-local systems on a simplicial set K as Ch pe K . We write Y (K) for Ch pe K . For a topological space X we recall the (unpointed) singular simplicial set Sing * (X) and define Y (X) ≔ Y (Sing * (X)). We also define Y u (K) = Ch dg K and Y u (X) = Ch dg Sing * (X) .
Remark 15. We are using the Dwyer-Kan model structure for simplicity, but of course we think of Ch pe as a Morita fibrant replacement of k and one can show that Y (K) is weakly equivalent to k K as constructed in dgCat Mor , cf. the proof of Theorem 22.
As we will mainly consider topological spaces via the functor Sing * in this section we restrict attention to compactly generated Hausdorff spaces so that Sing * is part of a Quillen equivalence. 
Corollary 21. The functor K → Y (K) sends homotopy colimits to homotopy limits.
Since Sing * sends cofibrations of topological spaces to cofibrations in sSet the lemma also holds for Y : CGHauss → dgCat op DK . Moreover, as Sing * is a Quillen equivalence it preserves weak equivalences and homotopy colimits. Then the last result can be interpreted as a Mayer-Vietoris theorem:
This definition of ∞-local systems looks a little indirect. But note that an ∞-local systems does provide us with an object of (Ch pe ) n for every nsimplex of K. One can consider an explicit simplicial resolution (Ch pe ) * as constructed in [17] to see this is the data one would expect. Section 4.2 will provide a more explicit way of looking at ∞-local systems, but first we show that ∞-local systems are equivalent to Morita cohomology. Fix a topological space X with a good hypercover {U i } i∈I .
Theorem 22. The dg-categories H M (X) and Y (X) are isomorphic in Ho(dgCat DK ).
Proof. By Proposition 10 there is a weak equivalence hocolim U * ≃ X. Let I = ∪I n by the indexing category. Then we can consider the data of the category I as a simplicial set n → I n with the induced face and degeneracy maps, or in fact as a simplicial space where every I n is considered as a discrete space. Then we can consider the comparison map from U n to ∐ I n * sending every connected open to a distinct point to get hocolim ∆ U n ≃ hocolim ∆ I n where we take homotopy colimits of simplicial spaces. Then I * considered as a simplicial space has free degeneracies in the sense of Definition A.4 in [10] . Hence we can apply Theorem 1.2 of [10] and find |I * | ≃ hocolim ∆ I n . So the simplicial set I * is weakly equivalent to Sing * X and it suffices to analyse Ch pe I * . 
Corollary 23. The functor X → H M (X) is homotopy invariant and sends homotopy colimits to homotopy limits.
Proof. This is immediate from Theorem 22 and the topological versions of Lemma 19 and its corollaries.
Definition.
With this equivalence in mind we can define the Morita homology H M (K) of a simplicial set K as Ch pe ⊗ K.
Note, however, that computing this involves a cosimplicial resolution in dgcategories which looks difficult to produce.
Loop space representations.
In this section we move from the rather abstract action of simplicial sets on dgCat to representations of a dgalgebra. For this we will have to move between dgCat and the category of linear simplicial categories. First recall that the natural smart truncation functor τ ≥0 from Ch to Ch ≥0 extends to a functor from dgCat to dgCat ≥0 , which we also denote τ ≥0 . This functor is right Quillen with left adjoint the inclusion functor. Further recall the category sModCat k of categories enriched over simplicial k-modules and the natural Dold-Kan or Dold-Puppe functor DK : dgCat ≥0 → sModCat that is defined hom-wise. DK and its left adjoint N, normalization, form a Quillen equivalence between nonnegatively graded dg-categories and sModCat. For details see section 2.2 of [32] or [34] . In V.5 of [13] explicit looping and delooping functors for simplicial sets and simplicial groupoids are constructed. For arbitrary simplicial sets there is a functor G : sSet → sGpd with right adjoint W. Together they form a Quillen equivalence. The obvious composition with the normalization functor NkG : sSet → dgCat DK is left Quillen. Essentially this lets us consider a simplicial set as a dg-category. The restriction of G to simplicial sets with a single vertex is a Quillen equivalence with simplicial groups. Next we consider the enriched hom-space RHom(D, Ch dg ) of dgcategories. As in the introduction, for any dg-category D we consider L(D-Mod), where L just restricts to the quasi-equivalent subcategory of fibrant and cofibrant objects. Let us write this as Ch dg D . We note that this is quasi-equivalent to RHom (D, Ch dg ) . This is immediate from the definition if D is cofibrant. Otherwise consider a cofibrant replacement j : D → QD and note that D-Mod and QD-Mod are Quillen equivalent via j * by the results of Section 4.1 in [37] . This shows that the comparison map of underlying dg-catgeories is quasi-essentially surjective. Moreover j * is compatible with shifts, so the equivalence of homotopy categories implies that the hom-spaces of D-Mod and QD-Mod are quasi-isomorphic and this proves that j * is a quasi-equivalence. Proof. The proofs for Ch dg (−) and Ch pe (−) are identical, so let us abusively write Ch for both. By the Yoneda embedding it is enough to prove
for arbitrary dg-categories D. (In fact an isomorphism of connected components of the mapping space would be enough.) The left-hand side is Map sSet (K, Map dgCat (D, Ch)) by the usual adjunction. Meanwhile, for the right-hand side we have the following computation. We use the adjunctions ⊗ L ⊣ RHom, ι ⊣ τ ≥0 (inclusion and truncation), N ⊣ DK (Dold-Kan), k ⊣ U (free and forgetful) and G ⊣ W (looping and delooping). For legibility we contract DK • τ ≥0 to DK and suppress ι and U.
as LHS is a groupoid
Hence it suffices to show that W(DK (RHom(D, Ch) )) is weakly equivalent to Map(D, Ch) = Map(1, RHom(D, Ch)). Since any simplicial set K is weakly equivalent to Map( * , K) we consider the following.
Here we use some of the same observations as before and note moreover that G * ≃ * , the trivial simplicial groupoid. Here the unit 1 is the one object category with morphism space DK(k) respectively k.
Notation. If X is a topological space we write NΩX for N(kG Sing * (X)).
We can restrict from the dg-category N(ΩX) to a more familiar dg-algebra if X is connected and pointed. Let ΩX denote the topological group of based Moore loops on X. Then C * (ΩX) ≔ C * (ΩX, k) is a dg-algebra.
Lemma 25. Let X be a pointed and connected topological space. C * (ΩX) considered as a dg-category with one object is quasi-equivalent to NΩX.
Proof. Sing * X is a connected simplicial set and by the existence of minimal Kan complexes has a reduced model K, i.e. there is a weakly equivalent simplicial set with a single vertex. Then we have G Sing * X ≃ GK as simplicial groupoids and thus as simplicial categories. It follows that N(kG Sing * X) ≃ NkGK. Finally, there is a weak equivalence of simplicial groups between GK and Sing * ΩX.
Since quasi-equivalent dg-categories have quasi-equivalent categories of modules by our earlier discussion we have the following corollary. We can sum this up as a slogan: Morita cohomology is controlled by chains on the loop space. We will construct explicit models for C * (ΩX) in Theorem 29.
Example 1. The category of loop space representations of S 2 is quasiequivalent to the category of bounded chain complexes with a degree 1 endomorphism. This follows since the homology algebra of ΩS 2 is equivalent to a polynomial algebra on a single generator in degree 1. See Section 5 for more examples.
Cellular computations.
The previous computations correspond to computingČech cohomology and singular cohomology of topological spaces. This is often not the most effective way of computing, and it becomes very cumbersome when we deal with coefficient categories.
In this section we will write down a simpler way of computing a model for Ch pe C * (ΩX) if X is a CW-complex. This model will be given by representations of an algebra B(X) with a generator in degree e−1 for every e-cell (with an inverse if e = 1). One could think of this as categorified cellular cohomology. The case for Ch dg C * (ΩX) works exactly in the same manner and for simplicity we write Ch (−) for both cases again. Note that if X has no 1-cells and k is a field one can construct B(X) as a cofibrant dg-algebra weakly equivalent to C * (ΩX). Next we compute an explicit model for Ch NΩ(X) . The plan is to proceed by induction on the cells of X. To perform this we first need good models for the cofibrations
Then k → S (n) and S (n − 1) → D(n) are the generating cofibrations for the model structure on dg-algebras. First we observe that S (n − 1) ≃ NΩS n if n > 1. In other words S (n − 1) provides a model for singular chains on ΩS n equipped with the Pontryagin product. This is of course well-known, but one can also prove it directly using our set-up, see Example 4 in Section 5. We also need to know that there is a map D(n) → NΩB n compatible with S (n − 1) → D(n). This follows by the lifting property of the cofibration S (n − 1) → D(n) with respect to the trivial fibration NΩB n → * . These are the building blocks needed to associate to any connected CWcomplex X a dg-algebra B(X) that approximates the way X is glued from cells. The following result already appears in [1] .
Theorem 28. Associated to every connected CW complex X with cells in dimension ≥ 2 there is a cofibrant dg-algebra B(X) with one generator in degree n − 1 for every n-cell, that is quasi-equivalent to N(ΩX).
In particular Y (X) ≃ Ch pe B(X) and Y u (X) ≃ Ch dg B(X) . In the next theorem we will consider the case of 1-cells.
Theorem 29.
Associated to every connected CW complex X there is a dgalgebra B(X) with one generator in degree n − 1 for every n-cell with n ≥ 2, and with two inverse generators in degree 0 for every 1-cell 
Proof. Let us define S 
. These are all pullback diagrams of fibrant objects with one map a fibration, hence they are homotopy pullbacks as dgCat DK is right proper since every object is fibrant. Since the diagrams are levelwise quasi-equivalent their pullbacks are quasi-equivalent, and thus also isomorphic in Ho(dgCat Mor ). But since D → Ch D sends colimits to limits by Lemma 27 it also follows that
The colimit in the exponent is how we have defined B(X). Now consider the general case. First to obtain B(X 2 ) note that any attachment map from S 1 factors through X 1 , so we can repeat the previous step as often as required. Attachment of higher-dimensional cells works in exactly the same manner, we just have to replace S * (0) by S (n − 1) and D * (1) by D(n). To extend to infinite CW-complexes we have to check the same argument goes through for filtered colimits. Since the maps X <α → X ≤α are cofibrations the filtered colimit is a homotopy colimit and commutes with NΩ. So NΩX ≤λ ≃ hocolim α<λ NΩX α and we can define B(X ≤λ ) as colim α<λ B(X ≤α ).
Remark 17. To use this computation in practice we need to identify the degree n − 1 element y of B(X <α ) that corresponds to the image of S n−1 . Then we adjoin a new generator x with dx = y. This can of course be quite non-trivial. There are some examples in Section 5.
Remark 18. By construction B(X) is Morita-equivalent to NΩX, but it does not follow from the construction whether the two dg-algebras are isomorphic in Ho(dgAlg). In fact Kontsevich shows in [23] that the dg-algebra of chains on the loop space of a finite connected CW complex is always of finite type. By contrast if X is an infinite CW-complex then B(X) is usually not homotopically finitely presented. For example consider B(CP
) where x 1 is in degree 1. Next we consider properness for Y (X). The category H M (X) is locally proper if all cohomology groups of X with coefficients in local systems are finite dimensional and concentrated in finitely many degree. This is for example the case if X has a finite good cover. Then the hom-spaces are finite limits of perfect chain complexes. This is in contrast to Ext-groups of local systems, which can be large even if X is very well behaved, for example if X is a smooth projective variety [7] . The example X = S 1 shows that we cannot expect Y (X) to be proper in general. Ch S 1 is the category of complexes of Z-representations, with infinitely many connected components.
Proposition 31. If π 1 (X) has only finitely many irreducible finitedimensional representations then there exists a compact generator A and
Proof. We define A to be the sum of all the irreducibles. This clearly generates the dg-category. By Lemma 2.6 of [38] 
op -Mod) pe we deduce that Y (X) is the subcategory of compact objects in End(A)-Mod. The second statement is clear.
The proposition applies for example if the fundamental group is finite. Then we can take A to be the group ring. Example 2. Let X be simply connected. Then we can take A = k and find
The second quasi-isomorphisms follows for example from results in [16] . In particular Y (X) ≃ C * (X, k) in dgCat Mor . Then Y (X) is proper if and only if C * (X, k) is a perfect complex. If C * (X, k) is homotopically finitely presented then Y (X) is moreover smooth and saturated.
If Y (X) has a compact generator it becomes much easier to compute secondary invariants. In particular we can compute Hochschild homology and cohomology. For definitions and background see [21] . Since Hochschild homology and cohomology are Morita-invariant we can compute them on a generator of a dg-category if there is one. Example 2 implies the following proposition. Here HH stands for either HH * or HH * .
Proposition 32. Let X be simply connected, then HH(Y (X))
HH(C * (X)).
So we can compute Hochschild (co)homology of Morita cohomology from minimal models (in the sense of Sullivan).
Proposition 33. For any space X there are isomorphisms HH(Y u (X)) HH(C * (ΩX)) HH(B(X)).
Proof. The first isomorphisms follows from Corollary 8.2 in [36] , the second isomorphism follows since Hochschild (co)homology is Moritainvariant.
Examples
In this section we compute some examples of Morita cohomology. We will mainly use the characterization in terms of C * (ΩX) or the dg-algebra B(X) defined in Section 4.3. In the following whenever an element has a subscript, this will denote its degree.
Example 3.
We begin with the case X = S Here Ch pe I is the path object in dg-categories, see for example [17] . In particular Hom * (k, k) k ⊕ k [1] , which is exactly cohomology of S 1 , as predicted. Note that the category H M (S 1 ) is highly disconnected, in fact isomorphism classes of simple objects are naturally in bijection with k * . Of course k * has a geometric structure, and one way of interpreting large sets of isomorphism classes of objects is to consider a moduli stack of objects of H M (X). We will not follow this direction here.
Example 4. If n > 1 then H
M (S n ) ≃ Ch pe S (n) , i.e. the category of perfect chain complexes with an endomorphism in degree n − 1. Proof 1. This is a consequence of the quasi-isomorphism S (n) → N(Ω Sing * S n ) which follows form the well-known computation of H * (Ω Sing * S n ).
Proof 2. We can also compute B(S 2 ) using the method of Theorem 29 by gluing two copies of B 2 along S 1 . The resulting dg-algebra has one invertible generator with two trivialising homotopies, which is quasiisomorphic to k[x 1 ] = S (1). Once we know the case n = 2 we can inductively compute S n = D n ∐ S n−1 D n and note that S (n) ≃ D(n) ⊗ L S (n) D(n). Note that we can use this construction of B(S n ) in the proof of Theorem 29. There is no circularity as we only need a model for spheres in dimension less than n to compute B(S n ). ] as a Hopf algebra, in particular the Pontryagin products agree. To relate this to the above description identify y 2n = α 2n−1 α 1 + · · · + α 1 α 2n−1 . The dg-algebra B(X) is larger since it is quasi-free (i.e. the underlying graded associative algebra is free), while H * (ΩCP n ) is only quasi-free as a commutative dgalgebra. We conclude with the following example of a space with trivial Morita cohomology.
Example 11. Consider Higman's 4-group H with the following presentation:
This is an acyclic group without non-trivial finite dimensional representations. Its classifying space BH is known to be a finite CW complex. For references see e.g. [3] . It is easy to see that the Morita cohomology of BH is quasi-equivalent to Ch pe .
