Consider a stationary Gaussian random field on R d with spectral density f (λ) that
Introduction
For a stationary Gaussian random field Z(s) on R d , we have the spectral representation
where M is a complex valued Gaussian random measure. The spectral measure F is defined as F (dλ) = E(|M (dλ)| 2 ) which yields the covariance function of Z,
that is, K(x) = cov(Z(s + x), Z(s)). When F has a density f , we call it the spectral density of Z. Moreover, if K ∈ L 1 (R d ), then we have the inversion formula
The behavior of the spectral density for large values of |λ| plays a central role in characterizing the local properties of the Gaussian random field Z, where |λ| is a usual Euclidean norm. In this paper, we assume that the spectral density f of Z satisfies
where θ > d to ensure integrability of f . That is, we assume a power law for the tail behavior of the spectral density and do not assume any specific parametric form of the spectral density. We propose estimators of c and θ in (1) which control the tail behavior of the spectral density for a stationary Gaussian random field when the data are observed on a grid within a bounded domain and study their asymptotic properties under the fixeddomain asymptotics (or infill asymptotics) [see, e.g. Cressie (1993) and Stein (1999) ]. Some information on the fixed-domain asymptotics is given in Section 2. The proposed estimators are obtained by minimizing an objective function that can be viewed as a weighted local Whittle likelihood, in which Fourier frequencies near a pre-specified nonzero frequency are considered. This approach is similar to the local Whittle likelihood method introduced by Robinson (1995) for estimating a long-range dependence parameter in time series analysis. We establish consistency and asymptotic normality of the proposed estimators of c and θ, respectively, when the other parameter is known. Also, we obtain the consistency result of the estimator for θ with any fixed c > 0.
In the following two subsections, we describe relationships between tail behavior of the spectral density and statistical properties of a random field, and we recall some related methods on estimating tail parameters in the literature. In Section 2, we explain our settings and assumptions, and in Section 3, we introduce our estimators and state the main theorems for the asymptotic properties of the proposed estimators. Simulation studies are given in Section 4. Section 5 discusses some issues related to our approach and possible extension of the current work. All proofs are given in Appendices.
Tail behavior of the spectral density
The tail behavior of the spectral densities is a main criterion for verifying the equivalence of probability measures generated by stationary Gaussian random fields. The latter is useful for determining the optimality of prediction errors of linear predictors. For example, let P be the probability measure corresponding to the spectral density f which is assumed to be true and P 1 be another probability measure with the spectral density f 1 for a mean zero stationary Gaussian random field Z. If for some θ > d, 0 < f (λ)|λ| θ < ∞ as |λ| → ∞ and (2)
for any R > 0, then two probability measures P and P 1 are equivalent. Further details of equivalence of Gaussian probability measures and the conditions for equivalence can be found in Ibragimov and Rozanov (1978) , Yadrenko (1983) and Stein (1999) . The condition (2) together with f 1 (λ)/f (λ) → 1 implies that the best linear predictor (BLP) under an incorrect probability measure P 1 is asymptotically equivalent to the BLP under the correct P . We refer to Stein (1999) for further details. The decay rate of the spectral density as |λ| → ∞ is related to the smoothness of a random field. For example, for a stationary Gaussian random field Z, suppose that its covariance function K(x) satisfies
for some k and 0 < α ≤ 2. In this case, α is the fractal index that governs the roughness of sample paths of Z and the fractal dimension D of the trajectories of Z is given by 
as |λ| → ∞.
By assuming (1), the fractal index α under our assumption becomes α = θ − d. Throughout the paper, we assume that Z(s) has zero mean for simplicity. The parameter c in (1) also has some interpretation. For example, consider the Matérn spectral density which is widely used for modeling the second-order structure of a random field,
The Matérn spectral density has three parameters, (σ 2 , ρ, ν), where σ 2 is the variance parameter, ρ is the scale parameter and ν is the smoothness parameter. Since the Matérn spectral density satisfies
as |λ| → ∞, we have c ≡ σ 2 ρ 2ν /π d/2 and θ ≡ 2ν +d. Here σ 2 ρ 2ν , which is a function of c, is known as a microergodic parameter (Zhang 2004 ). The microergodicity of functions of parameters determines the equivalence of probability measures so that the microergodic 3 parameter is the quantity that affects asymptotic mean squared prediction error under fixed-domain settings [see, e.g., Stein (1990a Stein ( , 1990b Stein ( , 1999 ]. It is well known that not all parameters can be estimated consistently under the fixed-domain asymptotics, but the microergodic parameter can be estimated consistently [see, e.g., Ying (1991 Ying ( , 1993 
Related works
There are a number of references that construct estimators for θ based on fractal properties of processes when d < θ ≤ d + 2. For example, Kent and Wood (1997) estimated fractal dimension using increments of a stationary Gaussian process on R and Chan and Wood (2000) proposed increment-based estimators for both Gaussian and non-Gaussian processes on R 2 . Constantine and Hall (1994) estimated effective fractal dimension using variogram for a non-Gaussian stationary process on R. There is also a number of references regarding the estimation of a microergodic parameter. Ying (1991 Ying ( , 1993 The limit function, g c,θ (λ) is integrable by choosing τ such that 4τ − θ > −d. When d = 1, simple differencing is preferred as discussed in Stein (1995) . Then, 4τ will be replaced with 2τ in our results in Section 3. Other differencing method can be considered as long as it can alleviate peakness near origin of the spectral density.
For simplicity of notation, in the subsequent analysis, we assume that we observe 
We consider the periodogram only at Fourier frequencies, 2πm
, where x is the largest integer not greater than x. A smoothed periodogram at Fourier frequencies is defined bŷ
with weights W h (K) given by
where
For positive functions a and b, a(λ) b(λ) for λ ∈ A means that there exist constants C 1 and C 2 such that 0 < C 1 ≤ a(λ)/b(λ) ≤ C 2 < ∞ for all possible λ ∈ A. For asymptotic results in this paper, we consider the following assumption. Assumption 1. For a stationary Gaussian random field Z(s) on R d , let f (λ) be the corresponding spectral density. 6
as |λ| → ∞, for some constants c > 0, θ > d.
(B) f (λ) is twice differentiable and there exists a positive constant C such that for |λ| > C,
and (10)
are uniformly bounded for j, k = 1, ..., d.
Main Results
Asymptotic properties of a spatial periodogram and a smoothed spatial periodogram under the fixed-domain asymptotics were investigated by Stein (1995) and Lim and Stein (2008) . They assume that the spectral density f satisfies Assumption 1. There is some overlap between Assumption 1 (A) and (C), and the latter says that the spectral density f (λ) is bounded near the origin. This stronger condition is used to find asymptotic bounds of the expectation, variance and covariance of a spatial periodogram at Fourier frequency 2πJ /m by m and J for J = 0. However, consistency and asymptotic normality of the smoothed spatial periodogram at Fourier frequency 2πJ /m are available when lim 2πJ /m = µ = 0, that is, J should not be close to zero asymptotically.
Since we make use of asymptotic properties of the smoothed spatial periodogram at such Fourier frequencies in this paper, Assumption 1 (C) may not be necessary. Indeed, we are able to remove Assumption 1 (C) to prove the consistency and asymptotic normality of the smoothed spatial periodogram with an additional condition on θ in Theorem 1. We focus only on a smoothed spatial periodogram in the following theorem, but results for a smoothed spatial cross-periodogram can be shown similarly. Throughout the paper, let p −→ denote the convergence in probability and d −→ denote the convergence in distribution. Theorem 1. Suppose that the spectral density f of a stationary Gaussian random field Z(s) on R d satisfies Assumption 1 (A) and (B). Also suppose that 4τ > θ −1, d < θ < 2d
and
where (11) follows. Remark 2. The condition d < θ < 2d is not very restrictive. θ < d + 2 makes the random field Z(s) to have fractal sample path. As we mentioned in Section 1.2, many authors only consider this case. The condition θ < 2d is more relaxed than
To estimate the parameters, c and θ, we introduce the following objective function to be minimized.
, 
where g 0 ≡ g 1,θ0 . The following theorem establishes the consistency and asymptotic normality of the estimatorĉ. (14), we havê
Remark 3. We can prove Theorem 2 for J such that lim m→∞ 2πJ /m = µ and 0 < µ < π instead of the specific choice of 2πJ /m = (π/2)1 d , which we have chosen for simplicity of the proof.
When we choose a constant function Λ and C = (1/2)π 2 , we have
For the Matérn spectral density given in (5) 
where n is the sample size, and σ 2 0 and α 0 are true parameters. Note that m is the sample size of Y τ φ which is the τ times differenced lattice process of Z(s) so that m = n − 2τ for the simple differencing and m = n − 4τ for the Laplace differencing. Since π 1/2 c = σ 2 α 2ν for d = 1, we have the same asymptotic variance as in (17) . However, our approach has a slower convergence rate since η < 1/3 when d = 1 as we used partial information. This is also the case for a local Whittle likelihood method in Robinson (1995) . 9
To estimate θ, we assume that c > 0 is fixed. The proposed estimator of θ is then given byθ
where Θ is the parameter space of θ. The consistency and the convergence rate of the proposed estimatorθ are given in the following Theorem.
Theorem 3. Suppose that the spectral density f of Z satisfies either Assumption 1 (A) and (B) with d < θ < 2d or Assumption 1 (A)-(C). Also suppose that 4τ > θ − 1 and h = Cm −γ for some C > 0 where γ satisfies d/(d + 2) < γ < 1. Further, assume that J satisfies 2πJ /m = (π/2) 1 d and the true parameter θ is in the interior of the parameter space Θ which is a closed interval. Then, forθ given in (18), we havê
In addition, if c is known as the true value c 0 ,
and if c is different from the true value,
Remark 4. The consistency ofθ is not enough to prove the asymptotic distribution of θ since we have θ in the exponent of m in the expression of L(c, θ). For determining the asymptotic distribution, we will make use of the rate of convergence given in (20) . However, we were not able to prove asymptotic distribution when c is a fixed positive constant other than the true value due to the slower convergence rate given in (21) . The rate given in (20) for a known c is not optimal and the optimal rate is obtained in Theorem 4.
Remark 5. We could consider the estimator of c by minimizing L(c,θ), whereθ is obtained with any fixed c. That is,
However, consistency ofc is not guaranteed. Instead,c−c 0 = O p (1) can be easily derived.
From Theorem 3, we show the following result on the asymptotic distribution ofθ. 
Remark 6. Note that we have a different convergence rate forθ compared to the convergence rate forĉ given in Theorem 2. The additional term log m is from the fact that θ is in the exponent of m in the expression of L(c, θ).
Numerical Results
In this section, we study performance of our proposed estimators based on simulated data. A real data example can be found in Wu (2011).
Simulation studies
We first give an example on R. Consider the spectral density that corresponds to a damped oscillation covariance function on R introduced in Yaglom (1987) . The damped oscillation covariance function is given by
for x ∈ R, where α and ω 0 are positive. The corresponding spectral density is
for λ ∈ R, where A = σ 2 α/π, a = α 2 − ω First of all, the effect of different τ is marginal on the estimates with respect to the Bias and the STD. Table 1 gives the Bias and the STD ofĉ given θ = θ 0 . Table 2 gives the Bias and the STD ofθ given c = c 0 . The Bias and the STD decrease overall as m increases which is consistent with our theoretical findings. When |K|/m increases (i.e. more frequencies are used), the STD decreases as one can expect. On the other hand, mostly the Bias for |K|/m = 0.3 increased compared to the Bias for |K|/m = 0.2. This shows that we need to investigate choice of bandwidth h for better performance of the proposed method. We will discuss more on this issue in Section 5. Table 3 shows the  11 Bias and STD of the estimateθ given fixed c. We have larger Bias when c is not the true value while the STD does not change much. The Bias decreases as m increases, but the rate is slow. These results are expected from our theoretical finding (21) . The second example is the Matérn spectral density given in (5) on R 2 . We consider two sets of parameters; (1) (σ 2 , ρ, ν) = (1, π, 1) and (2) The results are overall comparable to the results in the first example, which illustrates the theoretical findings on R 2 .
Discussion
We have proposed estimators of c and θ that govern the tail behavior of the spectral density of a stationary Gaussian random field on R d . The proposed estimators are obtained by minimizing the objective function given in (13) . As mentioned in Section 3, this objective function is similar to the one used in the local Whittle likelihood method when a kernel function Λ in W h (K) is constant. The weights in (13) is controlled by h, a bandwidth, which can be interpreted as a proportion of Fourier frequencies to be considered in the objective function. In our theorems, we assume h = Cm −γ for some constant C and appropriate γ. The simulation study shows that the choice of h affects the estimation result. In the proofs, we use a smoothed spatial periodogramÎ τ m and its properties. Thus, if we could find the optimal bandwidth that minimizes the mean squared error ofÎ τ m , it can be used as a guideline for h. However, finding the mean squared error ofÎ τ m needs explicit first order asymptotic expressions of the bias and the variance ofÎ τ m (λ), which need further investigation. Another quantity that affects the performance of the estimator is τ , the number of differencing. From the asymptotic result, any τ that satisfies 4τ > θ − 1 when we use a Laplace differencing (2τ > θ − 1 when we use a simple differencing for d = 1) should produce a consistent estimator. However, there is no practical guideline on the choice of τ when we estimate θ. On the other hand, the simulation results show that variability (STD) does not depend much on the choice of τ while there are some variation in bias. Thus, one simple recommendation is to try several values of τ and consider an averaged quantity. One could investigate a leading term in bias and see the possibility to reduce bias due to the choice of τ .
It will be more useful if we can estimate the parameters c and θ together. One approach is already considered by estimating θ with unknown c but we have only the Table 1 : Estimation of c with known θ for the spectral density given in (24) Table 2 : Estimation of θ with known c for the spectral density given in (24) Table 3 : Estimation of θ with unknown c for the spectral density given in (24) consistency result. We conjecture that the asymptotic distribution is normal after removing the bias term but it is challenging to show the asymptotic distribution due to the term m θ in the objective function.
Assumption 1 (A) implies that the spectral density is regularly varying at infinity with exponent −θ. Together with a smoothness condition (Assumption 1 (B) ), it satisfies assumptions (A1) and (A2) in Stein (2002) , which includes slowly varying tail behavior. Assumptions (A1) and (A2) in Stein (2002) guarantee that there is a screening effect, that is, one can get a nearly optimal predictor at a location s based on the observations nearest to s (see Stein (2002) for further details). Our results show that one can estimate tail behavior using only local information. This can be seen as an analogue to a screening effect.
As introduced in Section 1.1, c is related to a microergodic parameter. The previous references on the estimation of microergodic parameters under the fixed-domain asymptotics are limited in a sense that they assume the parametric covariance model such as the Matérn model or its variants with known θ. The consistency and asymptotic distribution of MLE and Tapered MLE for the isotropic Matérn model were established in Du et al. (σ 2 , ρ, ν) = (1, π, 1), (c 0 , θ 0 ) = (π, 4) (σ 2 , ρ, ν) = (1, π, 1), (c 0 , θ 0 ) = (π, 4) particular parametric model for the spectral density and we establish both consistency and asymptotic distribution of the estimator. The restriction on d is also less limited since we only need 4τ > θ − 1 and θ > d. The condition θ > d is required to guarantee the integrability of f , which is necessary for all spectral density functions. The parameter θ is related to a fractal index when d < θ ≤ d + 2 so that our method can be used to estimate the fractal index. One advantage of our method compared to other methods for estimating the fractal index is that we can handle the data on R d with d ≥ 3. A possible application of our work is surface metrology in which surface roughness is of interest. For example, our method can be used to measure the uniformness of gray scale levels on 3-D image of materials where each 3-D pixel has a gray scale value.
Appendix A. The properties of g c,θ (λ)
Some properties of g c,θ (λ) are discussed in this Appendix. These properties will be used in the proofs given in Appendix B. The proof is given in Wu (2011) . Recall that
For a function g c,θ (λ), let ∇g denote the gradient of g with respect to λ and letġ andg denote the first and second derivatives of g c,θ (λ) with respect to θ, respectively. That is,∇g = (∂g/∂λ 1 ,
d for a fixed ρ that satisfies 0 < ρ < 1. Since we assume that the parameter space Θ is a closed interval in Section
Although Lemma 1 can be shown for any fixed ρ with 0 < ρ < 1, we further assume that ρ is small enough so that all Fourier frequencies near (π/2)1 d considered in L(c, θ) are contained in A ρ .
Lemma 1.
The following properties hold for g c,θ (λ).
(c) There exist K L and K U such that for all λ ∈ A ρ and all θ 1 , θ 2 ∈ Θ,
(d) ∇g,ġ,g,ġ/g and ∇(ġ/g) are uniformly bounded on Θ × A ρ .
Appendix B. Proofs of Theorems in Section 3
Proof of Theorem 1. If f (λ) satisfies Assumption 1 (A)-(C), (11) and (12) hold by results in Stein (1995) and Lim and Stein (2008) . To prove (11) and (12) when only Assumption 1 (A) and (B) hold, we need to show that the effect of f (λ) on |λ| ≤ C is negligible. Let I f,τ m (λ) be the periodogram at λ from the observations under f (λ) and
Note that
(11) and (12) 
for some positive constants v 1 and v 2 since φλ j /2 ± πJ j /m stays away from zero and π when m is large. Note that φ = m −1 .
We prove the remaining theorems under Assumption 1 (A) and (B) with d < θ < 2d for simplicity. When we consider Assumption 1 (A)-(C) without θ < 2d, we only need to replace the reference to Theorem 1 with the reference to Lim and Stein (2008) .
Proof of Theorem 2. To show weak consistency ofĉ, we consider upper and lower bounds ofĉ. Let
. Then, we have
which can be rewritten as
with probability one. Note that both g c,θ0
converge to g c,θ0 ((π/2)1 d ) by continuity of g c,θ (λ) and m
((π/2)1 d ) in probability by Theorem 1. Thus, it follows thatĉ converges to c in probability.
For the asymptotic distribution ofĉ, note that we have
from Theorem 1 and
follows from (B.5) and (B.6).
To prove Theorems 3, we consider following lemmas. < r u ) = 1 using a similar contradiction argument.
To prove Theorem 4, we consider the following Lemma. The convergence of lower and upper bounds to the same distribution implies (B.23).
To show (B.24), we rewrite the LHS of (B.24) as
