Abstract. In recent years, with the continuous improvement of the computer's ability of data processing, and the rapid development of image processing and pattern recognition technology, the traffic information automatic detection technology based on video has become a research focus in the intelligent transportation field. This article presents an overview of the state-of-theart methods of automatic traffic abnormality detection and their extensions. In this paper, we introduced automatic traffic abnormality detection methods based on trajectory analysis, based on optical flow, based on image visual features descriptor and contrasted their advantages and disadvantages.
Introduction
Automatic traffic abnormality detection through visual surveillance is one of the critical requirements for Intelligent Transportation Systems (ITS). Abnormal events in traffic video mainly include: vehicle error, vehicle retrograde, vehicle overweight, speeding, traffic jams, littering, illegal lights, illegal parking, vehicle accidents, illegal U-turn and so on. Figure 1 shows several major traffic anomalies. Automatic traffic abnormality detection methods can be categorized into three part, based on trajectory analysis, based on optical flow and based on image visual features descriptor. In recent years, trajectory analysis based methods received much attention when performing other abnormal behavior detection methods. Hence, this paper will introduce trajectory-based abnormality detection methods in great article content while introduce other methods in a small amount of content.
Trajectory-based abnormality detection in traffic scenes
A surveillance activity is defined by a set of atomic actions and composed by the action sequence. Trajectory points are samples drawn from each action and relate the duration and ordering of actions. Motion trajectories provide rich spatiotemporal information about an object's activity, therefore visual abnormal behavior detection based on trajectory analysis received much attention. The framework of trajectory-based abnormality detection is shown in figure 2 . The main module of the framework is abnormality detection methods. In recently, various methods are investigated to model the trajectories. All these methods can be categorized into two parts, based on unsupervised or supervised. Next, we'll introduce trajectory acquisition and preprocessing, unsupervised methods, supervised methods respectively.
Trajectory acquisition and preprocessing
Intelligent visual surveillance for road vehicles generally use vehicle tracking to get the trajectory. The vehicle-tracking algorithms can be classified into four major categories: region-based tracking algorithms [1] , active contour-based tracking algorithms [2] , feature-based tracking algorithms [3] , and model-based tracking algorithms [4] . The primary algorithms along with their strengths and weaknesses for vehicle-tracking algorithms are summarized in table 1. Table 1 . Summary of the vehicle-tracking algorithms.
Major categories Strengths and weaknesses References
Region-based tracking algorithms
Work well while only a few vehicles. Cannot handle the occlusion and cannot acquire 3-D pose of vehicles.
[1], [5] , [6] Active contour-based algorithms Provide more efficient descriptions of objects. Cannot handle the occlusion and sensitive to the initialization. [2] , [5] , [7] Feature-based tracking algorithms Stable for deformation and brightness change. Unable to deal occlusion, overlapping. The stability is poor. [3] , [8] , [9] , [10] Model-based tracking algorithms Robust and can be applied in cases in greatly change the orientations. Requirement for 3-D models and high computational cost.
[4], [11] , [12] , [13] , [14] , [15] Region-based tracking algorithms dependents on the variation of the image region corresponding to moving object. For these the background image is maintained dynamically and the motion region is usually detected by subtracting the background from the current image. Active contour-based algorithms represents the outline of moving objects as contours and are updated dynamically in successive frames. Feature-based tracking algorithms recognition and tracking of objects by extracting elements, clustering them into higher level features, and then matching the features between images. Model-based tracking algorithms localize and tracking vehicles by matching a projected model to the image data.
A raw trajectory can be represented as sequence of dynamical measurements that characterizes how objects move in the traffic video. A common trajectory representation is a flow sequence like 1 2 { , ,..., }
(1) Where the flow vector [ , , , ] 
An objects' dynamics, position [ , ] x y , velocity[ , ]
x y v v , at time t as extracted through. Since occlusions or illumination changes may block the view of the objects in certain image frames, the trajectories are time-varying and have unequal length. It is hard to ensure a meaningful comparison between differing sized trajectories and meaningful clusters. Therefore, steps must be taken to solve this problem. Most researchers use trajectory normalization or dimensionality reduction to manipulate raw trajectories in ways that fixed length.
Normalization ensures that all trajectories have the same length. The existing methods in the stage of length normalization have zero padding [16] , track extension [4] , resampling [28] and smoothing [18] . In zero padding, extra 0 t f = are added to the end of a trajectory. Track extension uses the dynamics at the last tracking time to estimation extra trajectory points. Resampling guarantees all trajectories will be the same length by interpolating the original trajectory while smoothing uses a number of simple filters or a low-resolution signal decomposition to remove noise from the trajectory.
Dimensionality reduction techniques manipulate trajectories into a more computationally manageable space. The classic dimensionality reduction techniques are vector quantization [19] , polynomial fitting [20] , multi-resolution decomposition [21] , subspace methods [22] and kernel methods [23] . After dimensionality reduction, the new space is chosen by assuming a trajectory model and finding parameters that best describe the model.
Trajectory-based abnormality detection based on unsupervised methods
The framework of trajectory-based abnormality detection based on unsupervised is shown in figure. 3. To handle different motion patterns more effectively and efficiently, a training database of trajectories with fixed length is available for grouping into coherent clusters according to global motion flows after preprocessing. The process of group is clustering homogeneous trajectories into same clusters (paths). After clustering, the database of trajectories will be divided into different path. In detection process, the distance between new trajectory and centers of different paths are calculated. Therefore, the new trajectory will be classified into a path based on the minimum distance. If the distance is less than a threshold, the trajectory is defined as abnormal. The summary of widely used clustering techniques for trajectory-based abnormality detection is shown in table. 2. [20] , [24] , [25] Using standard Euclidean distance and iterative optimization to find all of the clusters.
Hierarchical clustering [21] , [22] Contains agglomerative and divisive which define similarity relationships between trajectories in a tree-like structure following a bottom-up or top-down procedure, respectively.
Neural networks [26] , [27] Trajectories can be clustered in a low-dimensional arrangement preserving topological properties by self-organizing map (SOM). Each output node of the neural network corresponds to a single route and neighboring nodes correspond to more similar routes.
Online clustering [28] , [29] The large training database of trajectories does not need to be collected before building routes. New tracks are seen they can be incorporated into the model set.
Trajectory-based abnormality detection based on supervised methods
The common models of abnormality detection algorithms based on supervised are Bayesian networks, Poisson distribution, GMM (Gaussian Mixture Model), HMM (Hidden Markov Model) and SVM (Support Vector Machine). The main frame for trajectory-based abnormality detection based on supervised methods is shown in figure 4 . 
Based on Bayesian networks.
Bayesian networks methods are based on the assumption that normal data occur in high probability regions of a stochastic model while anomalies occur in the low probability. x was not generated from model P and it can be classified as an anomaly.
In paper [31] , use a statistical representation of interactions based on Dynamic Bayesian Networks (DBNs) to encode causal relationships in a probabilistic framework and classify unknown couples of trajectories. We use the Instantaneous Topological Map (ITM) algorithm to define the DBN's state by creating a topological map based on trajectory observations. In the paper [32] , the normality of ship actions in the port area is evaluated with an online cumulative measure yielded by an Event-based Dynamic Bayesian Network. The probabilistic model is created by storing a rich set of normal situations, where for normality we mean behaviors compliant with a fixed set of parameters related to different ships and vessels. Once the normal trajectories are acquired, the system, by analyzing the spatial and temporal evolution of any ship moving in the harbor, is able to recognize if the ship is acting according to one of the normal behaviors or not, and in the latter case an abnormal situation is detected.
Based on HMM.
An HMM is a probabilistic model composed of a number of interconnected states in a directed graph, each of which emits an observable output. Each state is characterized by two probability distributions: the transition distribution over states and the emission distribution over the output symbols. The framework of HMM is shown in Figure. 5. HMM always be used to establish the route pattern within each cluster. In the abnormal detection, each new trajectory is compared against all the HMMs and the anomaly is determined if the maximum likelihood is lower than the abnormality threshold obtained in learning part.
The framework for trajectory-based abnormality detection based on HMM is shown in figure 6 . In the training phase of HMM, the set of training trajectories for a class are segmented into a certain number of subtrajectories. Gaussian mixture-based modeling represents a robust way of estimating the PDF for each subtrajectories. Then estimate the parameters of Gaussian mixtures using the expectation-maximization (EM) algorithm. For each class, represented by a separate HMM, we set the number of states equal to the maximum number of subtrajectories in all the training set trajectories for that class. Each state of the HMM is modeled by a mixture of Gaussians. The subtrajectories formed the states of a markov model. Once the number of states is fixed, the complete set of model parameters describing the HMM are given by the triplet:
Where j π is the probability of the T , the trajectory is defined as abnormal. There are many excellent trajectory-based abnormality detection algorithms based on HMM. Morris and Trivedi [33] proposed a three-stage hierarchical framework for unsupervised visual scene description and live analysis. Such framework indicated important image points, connects them through spatial routes, and probabilistically modelled spatio-temporal dynamics with a hidden Markov model (HMM). Li and Porikli [34] propose traffic event detection by using Gaussian Mixture Model (GMM)-HMM in compressed video with highway scenes. Their work aims at detecting highway events by extracting region densities in DCT domain and classifies them, such as high-and low-density heavy congestions using HMM states for each type. Swears et al. [35] proposed a hierarchical agglomerative HMM-based trajectory clustering and activity pattern learning method. Zou et al. [36] have implemented a traffic incident detection and classification model of different traffic conditions for signaled intersections using HMM.
Based on SVM.
SVMs are a set of classification and regression techniques based on the concepts of statistical learning theory and risk minimization [37] . SVMs are linear classifier with largest interval in feature space and employed to the nonlinear case with the introduction of kernel methods [38] .
The two class SVM theory states that the optimal classification function can be found by maximizing the margin as shown in figure 7 . The margin is defined as the distance along the direction of w between the two hyperplanes parallel to the classification plane. The classification plane can be defined as The basic idea of trajectory clustering rely on SVM is to extract the trajectories of moving objects from video sequences, and cluster together groups of trajectories sharing similar features while leaving out the anomalous ones; testing a new trajectory for anomaly detection will thus be only a matter of comparing the new trajectory with the cluster model [39] . As a single class classifier seems to be well suited for anomaly trajectory detection, single-class SVMs are widely used. In reference [40] , the detected trajectories are initially transformed in fixed-dimension feature vectors; then the training data are clustered using a single-class SVM, thus detecting the hyper volume in the feature space containing all the normal trajectories. Identifying anomalous trajectories is just a matter of checking if a new trajectory falls outside the computed hyper volume.
Abnormality detection based on other methods

Abnormality detection based on optical flow in traffic scenes
Besides the method based on trajectory, domestic and foreign scholars launched by video image optical flow field analysis method for studying the traffic anomaly detection. Based on optical flow of traffic anomaly detection using optical flow field technology to build each video frame certain characteristics, and then under normal traffic energy measurement model is set up, finally on the basis of the model for the detection of abnormal events.
Reference [41] proposed approach exploits a novel density-based clustering method and highlights three traffic density levels based on optical flow. It contains "offline" mode and "online" mode. The "offline" mode models the motion patterns while the "online" mode distinguishes irregular motions. Non-identified clusters are treated as suspicious and tracked over the scene. In reference [42] , a scene is overlaid by a grid of particles initializing a dynamical system defined by the optical flow. Time integration of the dynamical system provides particle trajectories and these trajectories are used to locate regions of interest. Linear approximation provides behavior classification through the Jacobian matrix and the eigenvalues determine the dynamic stability of points in the flow. The algorithm is repeated over sequential clips of a video in order to record changes in eigenvalues, which may imply changes in behavior. Reference [43] considers that the traffic accident brings abundant information on motion directions. In the modeling process, the orientation map for each video frame is constructed based on the optical flows. Then, an entropylike energy function is used to measure the orientation information of the connected region for each orientation map. The highest measure of these connected regions in each orientation map is considered as its energy measure. Finally, a Gaussian model is established to learn the normal energy fluctuation range based on the energy sequence. In the detection process, use the energy to detect if there is exists a traffic accident. An abnormal crowd behavior detection method based on the crowd optical flow and unsupervised feature extraction is proposed in reference [44] . In this method, spectral clustering is used to find the optimal number of models to represent normal motion patterns. Then, HMMs is used to cope with the variable number of motion samples.
Abnormality detection based on image descriptor in traffic scenes
Besides the method based on trajectory and based on optical flow, abnormality detection based on image descriptor have been proposed in recent years.
In reference [45] , novel object behavior descriptor directional motion behavior descriptors are proposed. This descriptor considers not only the occupancy information of each object, but also its direction and speed information. These descriptors are accumulated to generate a directional motion behavior map which models the normal traffic status. During detection steps, we first extract the directional motion behavior map from the newly observed video and then measure the differences between the normal behavior map and the new map. If new direction motion behaviors are very different from the descriptors in the normal behavior map, then the corresponding regions in the observed video contain traffic abnormalities. The traffic surveillance videos have a large number of vehicles, bicycles, pedestrians with different behaviors, and the different parts of the traffic scene have different characteristics. Li [46] use image description method and Gaussian distribution modeling based on the local invariant feature to detect traffic anomaly. This algorithm firstly divides the traffic video into a number of video cubes in temporal domain, and then each video cube is divided into video blocks in spatial domain. Using Locality-constrained Linear Coding (LLC) algorithm to visual codebook approach to describe each block of video cube. Based on the descriptor of the image block, count the category number of the block (CNB) of a video block. Then, a Gaussian distribution model for estimating the probability of normal traffic with respect to the CNB is learned. The learned Gaussian distribution model is then used to detect the traffic anomaly from the test traffic video. Eventually, the results of all video blocks are fused to achieve the final decision. Reference [47] presents a SIFT-Bag based generative-to discriminative framework for video event recognition in unconstrained news videos. Firstly, each video clip is encoded as a bag of SIFT feature vectors, the distribution of which is described by a Gaussian Mixture Models (GMM). Then, the SIFT-Bag Kernel is designed for characterizing the property of Kullback-Leibler divergence between the specialized GMMs of any two video clips. Sun [48] proposes to model the spatio-temporal context information in a three levels of context hierarchical way based on SIFT: 1) point-level context (SIFT average descriptor), 2) intra-trajectory context (trajectory transition descriptor), and 3) inter-trajectory context (trajectory proximity descriptor). To obtain efficient and compact representations for the latter two levels, encode the spatiotemporal context information into the transition matrix of a Markov process, and then extract its stationary distribution as the final context descriptor.
Conclusions and future work
Automatic traffic abnormality detection continues to be a popular topic in the intelligent transportation field. Based on trajectory analysis methods, we summarized the trajectory acquisition and preprocessing, trajectory-based abnormality detection based on unsupervised methods and trajectory-based abnormality detection based on supervised methods. Then, we summarized the abnormality detection methods based on optical flow and based on image visual features descriptor. Each method has its advantages and disadvantages. Although automatic traffic abnormality detection has been existing for not many years, it has already garnered great achievements. Future studies should focus on exploring new solutions of automatic traffic abnormality detection algorithm and improving the robustness and accuracy of already available methods.
