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SUMMARY
Computer assisted pronunciation training (CAPT) system has been designed to help
students improve their speaking skills by providing automatic pronunciation scores and
diagnostic feedback. Its mispronunciation detection performance highly depends on the
quality of the ASR acoustic model trained with a non-native corpus, and the binary detec-
tors verifying whether the current pronunciation is correctly articulated. Meanwhile, its
diagnostic ability is dependent on the choice of the modeled units (e.g., phone, articula-
tion manner, and place), and whether the made decision of selected verifiers/classifiers is
interpretable. In this thesis, we show our effort to improve the mispronunciation detection
of Mandarin and enrich diagnostic feedback for second language learners. The problem is
tackled from the perspective of acoustic modeling, verification and feedback generation of
Mandarin phones and tones.
For the acoustic modeling part, speech attributes and soft targets are respectively pro-
posed to help resolve phone and tone’s hard-assignment labels, which are not optimal for
describing irregular non-native pronunciations. Subsequently, multisource information or
better trained acoustic model can provide more accurate features for mispronunciation de-
tectors. Experimental results show that enhanced features can bring consistent improve-
ment for Mandarin phone/tone mispronunciation detection.
For the verification part, segmental pronunciation representation, usually calculated by
frame-level averaging in a DNN, is now learned by the memory components in a BLSTM,
which directly uses sequential context information to embed a sequence of pronunciation
scores into a pronunciation vector to improve the performance of mispronunciation detec-
tors. This improvement is observed both in the phone and tone’s mispronunciation detec-
tion task.
For the feedback generation part, with the help of phone-, articulatory-, and tone-level
posterior scores and interpretable decision trees, we can visualize nonnative mispronuncia-
xvi
tions and provide comprehensive feedback, including articulation manner, place, and pitch
contour-related diagnostic information, to help L2 learners. Experimental results confirm





With accelerating globalization, more and more people with various native language (L1)
backgrounds are willing or required to learn second languages (L2). Among them, English
is the most popular foreign language, only in China the number of English learners has
reached to 270 million in 2012 [1]. Mandarin is also a growing L2 language, and the
Chinese Ministry of Education reported that there are roughly 100 million people around
the world learning Mandarin [2, 3]. The shortage of qualified L2 language teachers has
thus become a serious problem, and computer assisted language learning (CALL) systems
can play a key role in alleviating the lack of qualified teachers and offering flexibility in
terms of time and space constraints. As an essential component of CALL, the computer
assisted pronunciation training (CAPT) subsystem is designed to help students improve
their speaking skills by providing automatic pronunciation scores and diagnostic feedback.
Powered by automatic speech recognition (ASR) engines, CAPT not only measures
pronunciation quality at a segmental level (e.g., individual phonetic units [4, 5, 6, 7, 8, 9,
10, 11, 12, 13, 14]), but mispronunciations at the supra-segmental level (e.g., stress [15,
16, 17, 18], tone [19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30], and intonation [31, 32])
could be also detected. The mispronunciation detection performance highly depends on
the quality of the ASR acoustic model trained with a non-native corpus, and the binary de-
tectors verifying whether the current pronunciation is correctly articulated. In addition to
accurately detect non-native learners’ mispronunciations, a good CAPT system also needs
to provide comprehensive corrective feedback for students to improve their pronunciation
quality. This ability depends on the choice of the modeled units (e.g., phone, articula-
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tion manner, and place), and whether the made decision of selected verifiers/classifiers is
interpretable.
The quality of the non-native acoustic model is often heavily dependent on the quality
of phone-level labeling of the non-native corpora used for training the phone models for
pronunciation scoring. Labeling non-native speech data is intrinsically much more chal-
lenging than labeling native speech data. In [33, 34, 35], it was observed that L2 learn-
ers’ mispronunciations contain many “distortion errors”, i.e., the erroneous pronunciation
is often between two canonical phones, rather than a straight-forward phonemic substitu-
tion. Therefore, standard forced-assigned human labeling of phone categories inevitably
generates noisy phone labels for the acoustic model training. As phonetic annotation is
a subjective task, even for linguistic experts, annotator subjectivity adds another layer of
uncertainty to the ground-truth labels.
Faced with the challenge of inconsistency in non-native phone-based labeling, and
imperfect phone modeling, automatic speech attribute transcription (ASAT) [36] is here
utilized to extract speech attribute features (e.g., articulation manner, place) to enhance
the quality of subsequent mispronunciation detectors. This idea is inspired by the shar-
ing mechanism of speech attribute, i.e., each speech attribute feature is sharable among a
group of phones, which allows it to pool more training data than an individual phonetic
category. Therefore, speech attribute classifiers are not too sensitive to individual phone-
level labeling errors and could be more robustly trained. Compared with a traditional phone
based mispronunciation detection system, mispronunciation detectors trained with phone-
attribute based features can bring consistent improvement.
Similar to phonemes, the acoustic distribution of non-native Mandarin tone productions
often falls between two canonical tone categories or does not resemble any canonical tonal
categories [37, 38, 39]. Consequently, forced-assigned standard tone categories in train-
ing tone models may also reveal to be suboptimal. Different from phones, where a set of
broad phone units (manner and place) [36] can be used to describe how a phone is pro-
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nounced, tone productions are mainly characterized by pitch contours, where pitch height
and slope are used to differentiate tones’ realizations [40, 41, 42]. However, different tones
have different pitch heights and slopes so that broad tone units might not exist, and speech
attribute-like features used in phone mispronunciation system are not suitable for allevi-
ating the side effects brought by noisy tone labels. Thus, soft targets [43, 44, 45, 46] are
here proposed for our tone model design. Unlike [43, 44, 45, 46], which apply soft targets
for model compression, we use soft targets to help resolve the hard-assignments of non-
native tone labels. Compared with hard targets (one-hot targets) [47], soft targets are the
posterior probability of a given event, which are more suitable for describing non-native
tone production. With soft targets and Kullback-Leibler (KL) divergence [48] training, we
have observed a substantial relative equal error rate (EER) reduction from an already-strong
speaker independent deep neural network (DNN) based CAPT system.
Another challenge to face when design CAPT systems is that mispronunciation de-
tectors (verifiers) are trained with averaged frame-level pronunciation scores within each
phone or tone’s segment [4, 5, 49]. This averaged pronunciation vector ignores the dy-
namic changes of frame-level scores and might be suboptimal to model humans’ percep-
tion, where a sequence of frame-level information is fed into a human brain to decide
whether the current phone/tone is correctly pronounced. To tackle that issue, we lever-
age upon the memory components in the long short-term memory (LSTM) network [50]
to store context information. Next, we use learned sequential information to embed a se-
quence of pronunciation scores into a pronunciation vector for the final mispronunciation
detection. Experimental results show the effectiveness of the proposed method for phone
and tone mispronunciation detection.
Lastly, how to generate instructive feedback still remains challenging. Although tra-
ditional pronunciation score or phone-based feedback can help learners to improve their
pronunciations, its major assumption is that learners are aware of which articulatory move-
ments (e.g., manner and place of articulation) have to be corrected in order to restore the
3
pronunciation of the canonical phone. Unfortunately, that is a challenging task for L2
beginners. To tackle this challenge, we take advantage of a large non-native corpus and
deep learning techniques to train accurate articulatory classifiers, which allow us to directly
measure pronunciation quality and give corrective feedback based on articulation manner
and place. Specifically, knowledge-guided and data-driven decision tree based classifiers
trained with articulatory-level features are proposed to analyze how inaccurate articulatory
movements lead to detected mispronunciations. For example, if the unaspirated retroflex
affricate phone /ZH/ is detected to be mispronounced as its dental counterpart /Z/, we can
traverse its decision path from current leaf node to the root node to know lower expected
retroflex posterior or higher unexpected dental posterior results in current mispronuncia-
tion. Consequently, its corrective feedback could be formulated as, “Try to move your
tongue tip backwards so that the edges of your tongue are touching your hard palate”.
1.2 Main Contributions
The goal of this thesis is to improve the mispronunciation detection of Mandarin and enrich
diagnostic feedback for second language learners. Our contributions are summarized as
follows:
For the visualization of non-native pronunciation part, DNN-based speech attribute de-
tectors are proposed to generate articulatory-level posteriors to analyze the characteristics
of non-native pronunciations in addition to the conventional phone-related posterior scores.
Experimental results show that our large non-native corpus can facilitate the full usage of
DNN for much better estimation and detection, especially for each articulatory category,
shared by a group of phones. More importantly, non-native pronunciation is often between
two canonical phones, rather than belonging to predefined phone category. Therefore, artic-
ulatory features (a set of broad phone units) are more suitable for describing how non-native
pronunciations are realized by L2 learners.
For the acoustic modeling part, speech attributes and soft targets are respectively pro-
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posed to help resolve phone and tone’s hard-assignment labels, which are not optimal for
describing irregular non-native pronunciations. Subsequently, multisource information or
better trained acoustic model can provide more accurate features for mispronunciation de-
tectors. Experimental results show that enhanced features can bring consistent improve-
ment for Mandarin phone/tone mispronunciation detection.
For the verification part, segmental pronunciation representation, usually calculated by
frame-level averaging in a DNN, is now learned by the memory components in a BLSTM,
which directly uses sequential context information to embed a sequence of pronunciation
scores into a pronunciation vector to improve the performance of mispronunciation detec-
tors. This improvement is observed both in the phone and tone’s mispronunciation detec-
tion task.
For the feedback generation part, with the help of phone-, articulatory-, and tone-level
posterior scores and interpretable decision trees, we can visualize non-native mispronunci-
ations and provide comprehensive feedback, including articulation manner, place, and pitch
contour-related diagnostic information, to help L2 learners. Experimental results confirm
that our proposed decision trees can provide accurate diagnostic feedback.
1.3 Thesis Outline
The rest of this thesis is organized as follows:
In chapter 2, an overview of previous work pertinent to the proposed research is pro-
vided. We also give brief introduction of the corpora used in this study.
In chapter 3, multisource information, e.g., phone- and articulatory-level posteriors, are
utilized to analyze non-native pronunciations. This data analysis motivates the design of
our phones’ mispronunciation detectors introduced in chapter 4.
In chapter 4, we show our efforts in improving Mandarin phone mispronunciation de-
tection. Meanwhile, some examples are given to demonstrate the efficiency of proposed
speech attribute feature and BLSTM-based verifier.
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In chapter 5, we start with data analysis on non-native tone productions, then present
our efforts on improving Mandarin tone mispronunciation detection. Some examples are
given to show why soft target and longer sequential information is critical in verifying
tone’s pronunciation correctness.
In chapter 6, we investigate the phone-dependent decision tree’s diagnostic ability. Both
qualitative and quantitative analyses on the designed decision trees are presented.
In chapter 7, we conclude this thesis and discuss possible future work.
6
CHAPTER 2
BACKGROUND AND LITERATURE SURVEY
In this chapter, an overview of the mispronunciation types made by L2 learners is given
in Section 2.1. Techniques related to mispronunciation detection and corrective feedback
generation are introduced in Section 2.2. Finally, commonly adopted performance mea-
surements and the description of native and non-native corpora used in this dissertation are
summarized in Section 2.3 and 2.4, respectively.
2.1 Mispronunciation Types
2.1.1 Phonetic Errors
Mispronunciations that occur at a segmental level are most commonly categorized as in-
sertion, deletion, and substitution errors[51, 52]. Insertion and deletion errors refer to a
phoneme pronunciation inserted or omitted before or after another phoneme, respectively.
These errors might result from L2 learners’ unfamiliarity with foreign language production.
For example, consonant clusters are not allowed in Mandarin, so Chinese learners of En-
glish are likely to omit some consonants in an English syllable with consonant cluster [53],
e.g., word “attempt” /ax t eh m p t/ might be mispronounced as /ax t eh m/ or /ax t eh m p/.
Substitution errors occur when the canonical phone pronunciation is replaced with another
one. It is well-known that the L2 learning process is heavily affected by a well-established
habitual perception of phones and articulatory motions in the learners’ primary language
(L1) [54], which often causes the abovementioned replaced mispronunciations. For exam-
ple, aspiration does not exist in Romance language, such as French, Italian and Spanish, so
L2 learners taking a Romance language as their mother language are more likely to mispro-
nounce Mandarin aspirated phones /P/, /T/, and /K/ as their unaspirated counterparts /B/,
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/D/, and /G/ [55]. Moreover, some mispronunciations just deviate a little from the canonical
sound, rather than the absolute phone category substitution. We call these mispronuncia-
tions as distortion errors [33, 34, 35], and they can be corrected by slightly adjusting the
current articulation manner and place.
2.1.2 Prosodic Errors
Mispronunciations that occur at the supra-segmental level can be categorized as stress,
rhythm, and intonation errors [51, 52]. The information loss caused by supra-segmental
mispronunciation would fail to convey correct word meaning, intent, and emotion of the
speaker. Lexical stress is a specific emphasis assigned to a syllable where higher pitch,
greater loudness, and longer duration can be observed. In some English words, it serves
to disambiguate lexical terms by proper placement of primary stress, e.g., “\’insert” vs.
“in\’sert”. For tonal languages, e.g., Mandarin and Vietnamese, lexical tones are used to
differentiate syllable meanings, e.g., ma1 (mother), ma2 (hemp), ma3 (horse), and ma4
(scold) have the same toneless syllable, namely ma, yet different tone markers. Regarding
rhythm, it refers to some temporal pattern of how a sequence of syllables is spoken. For
stress-timed languages, e.g., English, stress occurs at the regular intervals, and the duration
of stressed syllables are longer than unstressed counterparts. In contrast, for syllable-timed
languages, e.g., French, each syllable is produced at a steady rate, which is unaffected by
stress differences. Therefore, we can imagine that French L2 learners of English might
mis-equalize each syllable’s duration. Finally, intonation describes how the voice rises and
falls in speech; it is characterized by the variation in pitch and used to indicate the attitudes
and emotions of the speakers and to signal the difference between statements and questions.
Obviously, mis-realized pitch will cause miscommunication.
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2.2 Mispronunciation Detection and Corrective Feedback Generation
In general, a CAPT system armed with appropriate evaluation and feedback components
is able to detect abovementioned pronunciation errors and provide corrective feedback. In
this thesis, we focus on detecting and diagnosing Mandarin phones and tones’ substitution
errors, which have been carefully labeled in our used non-native corpus iCALL [55]. In-
deed, some researchers analyzed different non-native corpora and found that the number
of substitution error is much larger than the number of insertion and deletion error [56,
57]. Below, we make a literature survey on phone and tone’s error detection and feedback
generation.
2.2.1 Detecting and Diagnosing Phonetic Errors (phone substitution)
ASR acoustic models have been a key component in CAPT systems because they can be
used to calculate acoustic scores for assessing the pronunciation quality. The acoustic
model used in ASR-based CAPT systems evolved from the original template-based model
[58, 59] to the context-dependent Gaussian mixture hidden Markov model [60, 61, 62, 49].
Now the state-of-the-art mispronunciation detection performance is achieved by introduc-
ing DNN-HMM acoustic model [4, 5, 6, 11, 12, 13, 14]. A template-based detection frame-
work was first introduced in [58], where an isolate-word template-based speech recognizer
was built for calculating children’s pronunciation scores. [59] improved its performance by
extracting word-level features from the aligned path for extra verification. Subsequently,
deep belief networks (DBN) posteriorgrams replacing Mel-frequency cepstral coefficients
(MFCCs) were explored to achieve a better alignment path [63]. Although template-based
solutions have achieved an acceptable accuracy, a superior mispronunciation detection re-
sult was delivered with a statistical model-based framework, where various approaches
based on hidden Markov model (HMM) likelihood probability, or posterior probability
have been proposed. For example, the log-likelihood ratio (LLR) was adopted in [60] as
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a confidence score to measure the difference between native-like and non-native acoustic
phone models. Subsequently, Witt and Young [61] took the ratio between the likelihood
score from forced alignments and the likelihood score from open phone loop decoding into
account and proposed the Goodness of Pronunciation (GOP) score. Along with its vari-
ations [62, 49], the GOP score has been widely used to detect mispronunciations. More
recently, metric-related and discriminative training criteria have been proposed in [7, 64]
to enhance the GMM-HMM or DNN-HMM based acoustic model. Consequently, more
accurate GOP scores can be calculated and used in the CAPT systems.
While GOP scores can measure L2 learners’ pronunciation quality and return a deci-
sion as to whether a current phone is mispronounced, an extra verification step could further
enhance its performance. Specifically, mispronunciation detection can be formulated as a
binary classification/verification task, where segmental phone features (e.g., phone poste-
riors and GOP scores) along with their corresponding segmental level pronunciation labels
(correct/incorrect) are paired and used to train binary verifiers (e.g., ANN [65], SVM [49]
and decision tree [66]). Trained classifiers assign posterior probabilities to each non-native
production to see how likely the given phone is correctly pronounced. To alleviate the train-
ing data shortage problem, a new ANN-based verifier with shared hidden layers is proposed
in [5], where the last output layer consists of M logistic regression classifiers, each for clas-
sifying one phone. In addition to using likelihood or posterior scores as input features,
articulatory information, e.g., the position of the tongue [67] and acoustic landmarks [68],
were also employed to train classifiers for binary mispronunciation detection.
Although the abovementioned model-based CAPT systems have attained satisfactory
mispronunciation detection results, those systems only focus on binary detection and lack
the capability of providing diagnostic feedback. Therefore, researchers in [69, 70] mod-
ified the training labels, and classifier approaches were used for discriminating confusion
pairs including canonical phone and its most frequent mispronounced counterparts. For
example, Sébastien et al. [71] investigated the effectiveness of audiovisual features for dis-
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tinguishing confusion pairs from L2-learners of Swedish. A comprehensive comparison
for detecting a confusion pair, including using different features (e.g., acoustic phonetic,
MFCC, GOP), can be found in [70]. Meanwhile, another CAPT framework called ex-
tended recognition network (ERN) was proposed in [72, 73, 74]. The phone recognition
network is first expanded by adding common phonetic error patterns. Then this ERN is
used to force align learners’ utterances. By contrasting the canonical form with the forced
aligned phone sequence, the ERN method can provide some diagnostic information related
to phone substitution, i.e., phone /A/ has been substituted with phone /B/. The perfor-
mance of these approaches is highly dependent on the quality of collected L1-dependent
phone error patterns, which are obtained either from consulting with linguistic experts or
comparing specific L1-L2 pair’s phonological difference [72]. Phonological rules were also
automatically derived by aligning the manual transcriptions of L2 speech with the canoni-
cal pronunciations [73, 74]. More recently, L1-dependent mispronunciation tendencies, in
terms of articulation manner and place, were summarized and added into ERN to detect
“distortion errors”, which deviate a little from the canonical sound, rather than the absolute
phone category substitution [34].
While the target specific L1-L2 based CAPT systems can use summarized error pat-
terns to provide corrective feedback, the collection of common phonetic errors is time-
consuming, and L1-dependent. Therefore, unsupervised mispronunciation pattern discov-
ery is a research topic of rising interest. Wang et al. [8] used posteriorgram as feature
to perform unsupervised clustering to discover common error patterns directly from data.
Mao et al. [75] analyzed the clusters and found that some could represent phone category
substitution error, some clusters were interpreted to “distortion error”. Qian et al. [9] pro-
posed a two-pass recognition framework. In the first pass, an ERN including canonical
phone and its anti-phone is used to force align learners’ utterances to search regions where
there are possible errors. In the second pass, free phone recognition is carried out in the
detected region to reveal the phonetic identities of the detected mispronunciation errors.
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2.2.2 Detecting and Diagnosing Prosodic Errors (tone substitution)
Generally speaking, different target languages have different prosodic error categories. For
example, lexical stress misplacement can change the part of speech (POS) of some English
words, e.g., “\’object” (noun) vs. “ob\’ject” (verb). In this thesis, our target language is
Mandarin (tonal language), therefore automatic mispronunciation detection of lexical tone
is our major goal. Mandarin tones are mainly characterized by their pitch contours, heights
and durations. Thus, early work [21] adopted a template-based detection framework, where
discrete pitch value and duration of the tested tone is compared with the canonical tone tem-
plate to decide whether the current tone is mispronounced. In [22], the Euclidean distance
was used to calculate the discrepancy between L2 learners’ and ideal contours in the energy
and pitch domains. A superior mispronunciation detection result was achieved with statis-
tical model-based frameworks [23, 24, 25, 26, 27, 28, 29, 30], in which prosody-related
features (e.g., pitch, energy [24, 25, 26, 27, 28, 29, 30], or fundamental frequency variation
[23]) are first extracted to train tone classifiers, e.g., decision tree [27], HMM [24, 25],
GMM [23], and ANN [26]. Subsequently, given a test tone segment, its posterior or good-
ness of pronunciation (GOP) score is used to measure the quality of tone-level pronuncia-
tion. Inspired by recent findings on the role played by cepstral features in tone recognition
within a DNN framework [76, 77], along with the understanding that tone pitch realization
and perception are influenced by the underlying phone units [78, 79], several speech re-
searchers have proposed the use of DNNs to map combined cepstral and tonal features to
tone-related posteriors [28, 29, 30]. Those posteriors are then fed into verifiers to finally
assess the pronunciation correctness of the current tone. Recently, a combination of pitch
contours and tone-related posteriors was reported to achieve better result [26]. If the under-
lying phone sequence is assumed to be known, tone-based ERN [19] was proposed to force
align non-native speech. Compared with phone-based ERN, the tone-based counterpart
does not need to collect frequent error patterns, it just needs to be fully expanded with five
Mandarin tone categories. Although a tone-based ERN approach can provide tone substitu-
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tion feedback to non-native learners, [30] reported that most tone mispronunciations cannot
be categorized to one of standard Mandarin tones. Therefore, [27] proposed a decision tree
trained with pitch related features to interpret the types of tone errors that were made.
2.2.3 Corrective Feedback Generation
After mispronounced phone and tone are detected, a CAPT system with diagnostic func-
tion should be capable of providing feedback to L2 learners and help them improve their
pronunciation. Neri et al. [80] analyzed the percentage of pronunciation errors before and
after using CAPT system and found that an ASR-based pronunciation score is an effective
feedback in correcting some errors made by non-native Dutch learners. However, when fac-
ing lower confidence scores, L2 learners are more likely to feel helpless, because they do
not know what is wrong with their pronunciation and how to improve it with only numeric
scores. Therefore, multimodal feedback, such as native-like pronunciation and articulatory
animation, are proposed to more efficiently help non-native learner correct their mispronun-
ciations. Specifically, synthesized or recorded native-like audio clips [81, 82] are provided
to L2 learners for imitating. Meanwhile, articulatory animation including motions of the
lips, tongue, and mouth as well as the opening of nasal passage is used to help learners
understand the expected articulatory movement [82]. More recently, Engwall [83] utilized
acoustic-to-articulatory inversion to estimate L2 learners’ real articulation, and then com-
pared it with its canonical counterpart. Different from articulatory-level explanation for
phonetic errors, pitch contour and height are frequently used for describing non-native tone
production and generating diagnostic feedback [84, 85, 86], e.g., please keep your pitch
contour exhibit as a high-level straight line without slope for Mandarin Tone1.
2.3 Performance Measurement of Mispronunciation Detection
Many metrics have been proposed to measure the quality of mispronunciation detection
systems. Most of them follow the hierarchical evaluation structure developed in [8] (see
13
Figure 2.1: Hierarchical structure of the metrics for evaluating the systems’ mispronuncia-
tion detection and diagnostic performance (adapted from [8, 87]).
Fig. 2.1). We use five commonly adopted metrics:
1. False Acceptance Rate (FAR): the percentage of the number of all the mispronounced





2. False Rejection Rate (FRR): the percentage of the total number of correct pronunci-





3. Precision: the ratio between the total number of detected mispronunciations and the





4. Recall: the ratio between the total number of mispronunciations labeled by a human






5. Diagnostic Error Rate (DER): the ratio between the total number of correctly detected





The trade-off curve between FAR and FRR is investigated to find the optimal operation
point, where FAR is equal to FRR (e.g., equal error rate). If we treat mispronunciation
detection as an information retrieval task, the precision-recall plot is used to evaluate system
performance. [88] showed that this metric is more informative than FAR-FRR plot when
evaluating binary classifiers on imbalanced datasets, where the number of positive samples
is much smaller than its counterpart.
2.4 Speech Corpora
In this thesis, three Mandarin speech corpora are used to train acoustic models and mispro-
nunciation versifiers. In order to keep the same characteristics of reading-style non-native
speech, two native read speech corpora, (i) 863 LVCSR corpus [89], and (ii) THCHS-30
corpus [90], have been selected. The first native speech corpus is provided by the Chinese
National Hi-Tech Project 863 for Mandarin large vocabulary continuous speech recogni-
tion system development. A total of 94,000 utterances spoken by 160 speakers for about
100 hours have been recorded. The second native corpus was freely released by Tsinghua
University at 2015, it contains about 34 hours continuous Mandarin speech spoken by 60
speakers.
The non-native Mandarin speech corpus used in this study is iCALL [55] provided by
the Institute for Infocomm Research (I2R) at Singapore. It contains 90,841 utterances spo-
ken by 305 non-native learners with a total duration of 142 hours. These learners have
different mother languages including Germanic, Romance, and Slavic. Each learner was
asked to read 300 Pinyin prompts, ranging from short phrases to sentences. All audio
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recordings are manually transcribed (surface pronunciation) by trained annotators, while
the original Pinyin prompts were used as canonical pronunciations. By comparing the
above surface and canonical transcriptions, we can get mispronunciation types at the seg-
mental and supra-segmental levels. Its detailed analysis on the error patterns including
phonetic and tonal errors as well as fluency scores is presented in [55].
2.5 Summary
In this chapter, we first give an overview of mispronunciations occurred at the segmental
and supra-segmental level. The goal of this dissertation is to detect and diagnose phone
and tone’s mispronunciation, therefore a number of previous related work is discussed in
the second section. Finally, we provide a description of system performance measurements
and Mandarin corpora adopted in this thesis.
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CHAPTER 3
VISUALIZING NON-NATIVE PRONUNCIATION THROUGH PHONE AND ITS
ATTRIBUTE DETECTION
In this chapter, our goal is to investigate the feasibility of using multisource information,
e.g, phone- and articulatory-level posteriors, to visualize and analyze non-native phonetic
pronunciations. Section 3.1 first gives an introduction of the techniques used for generat-
ing phone and articulatory-level confidence scores. These scores can be used to indicate
the activity levels for the speech events of interest. Second, Mandarin phones and articu-
latory features are introduced in Section 3.2. Next, our implemented deep learning based
phone and speech attribute classifiers, and their confidence score extraction are described
in Section 3.3 and 3.4, respectively. Finally, experimental setup and results are reported in
Section 3.5, and some non-native pronunciations with visible speech cues are displayed in
Section 3.6.
3.1 Introduction
The automatic speech attribute transcription (ASAT) project [36] was an attempt to mimic
some human speech recognition capabilities with asynchronous speech event detection fol-
lowed by bottom-up knowledge integration and verification. This framework has been
successfully applied to a variety of existing applications in speech processing and informa-
tion extraction [91, 92, 93, 94, 95, 96, 97]. As its front-end speech processing module, a
bank of speech attribute detectors was designed to transcribe an input speech signal into a
time series that describes the level of presence of all the speech attributes of interest, in the
input speech utterance over time.
In previous studies [91, 92, 93, 94, 95, 96, 97], speech attributes were defined as pho-
netic features, e.g., articulation manner and place, which have been proven helpful in im-
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proving robustness toward noise [98], speaking styles, and speaker population [99]. Many
existing pattern classification techniques have been proposed to build speech attribute de-
tectors, e.g., CRFs [91], HMMs [92], DNNs [93], and TDNNs [94]. The posterior or like-
lihood generated by attribute detectors can be used as an input feature for speech visualiza-
tion [36], lattice rescoring [95], language recognition [96], and bottom-up detection-based
ASR [97].
In CAPT research field, speech attribute information can be used to visualize non-native
pronunciations and provide articulatory-level corrective feedback. For example, when the
word “matter” is spoken by Chinese learners of English, the original low-front vowel /æ/ is
likely to be mispronounced as its low-back counterpart [100]. We can use speech attribute
detectors to visualize/estimate learners’ tongue position, and its articulatory-level feedback
could be formulated as, “keep your current height of your tongue, but move it forward to
create the acoustic characteristics of /æ/”. Indeed, it has been reported that L2 learners pre-
fer to receive direct instruction on how to correct mispronunciation at a articulatory-level
[101]. Attracted by the abovementioned preference, researchers have exploited articula-
tory information for L2 learning [83, 101, 102], where an acoustic-to-articulatory inversion
method was adopted to directly provide feedback at an articulatory level, e.g., tongue po-
sition. In [67, 103, 104], rule-based acoustic-articulatory mapping tables were employed
to overcome the difficulty of collecting physical articulatory measurements to map each
phone to its corresponding articulators. However, past work in mispronunciation detec-
tion performance at the articulatory level have been suboptimal due to the use of shallow
models, or the lack of large training non-native corpora [67].
In this thesis, a large non-native Mandarin corpus iCALL [55] is used to facilitate the
full usage of deep neural networks (DNNs) for better modeling and estimation [36, 93].
Specifically, we adopt rule-based acoustic-articulatory mapping method and DNNs are
trained to map frame-level acoustic features to phone- and speech attribute-related pos-
teriors. These frame-based DNN posteriors are used as scores to measure pronunciation
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quality, e.g., correctness of manner and place of current articulation. In addition to being
used as non-native feedback generation, speech cues extracted from trained DNNs can also
provide labeling candidates to annotators for achieving more consistent labeling results and
reducing labeling time [105].
3.2 Mandarin Phones and Speech Attributes
We focus on learners of Mandarin Chinese with European first languages. Each Chinese
character corresponds to one spoken syllable, consisting of an initial, usually a consonant,
and a final, usually a vowel or sometimes a vowel followed by a nasal consonant. There
are a total of 21 syllable initials and 38 syllable finals. In this study, we are concerned
with the mispronunciation of 21 syllable initials, because initial errors are more prone to
cause miscommunication in Mandarin when compared to the errors of syllable finals [106].
Moreover, after analyzing a large-scale, non-native Mandarin corpus, Chen [55] found that
90% of the top 10 mispronounced phones are syllable initials.
Each initial’s articulatory characteristic can be described using its corresponding speech
attribute features [107, 108]. For example, when people pronounce the initial /B/, the air-
flow from the lungs is blocked by the place of articulation “labial”, causing a pressure
difference to build up. Once the closure is opened, the released airflow produces a sudden
impulse causing an audible sound or burst [107, 108]. This whole process is called the
articulation manner “stop”. As articulation place and manner, the speech attribute features
“labial” and “stop” are used to describe how /B/ is produced. In addition to manner and
place of articulation, we also consider voicing and aspiration. When a phone is pronounced,
voicing is used to describe if the vocal cord vibrates; whereas aspiration is used to describe
whether there is a brief puff of air after an obstruction is released. Table 3.1 lists the map-
ping rules between speech attribute and Mandarin initials (consonants) denoted in Pinyin
[109, 110].
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Table 3.1: Speech attributes and their associated Pinyin initials (consonants)





























Figure 3.1: Overview of the phone and speech attribute classifiers training.
3.3 Speech Attribute and Phone Classifiers Training
After compiling the phone-attribute mapping table and obtaining the phone-level forced-
alignment, a bank of speech attribute classifiers is trained to map acoustic features (e.g.,
FBANK) to corresponding articulatory-level forced-alignment as shown in Fig. 3.1. Specif-
ically, a DNN-based classifier is separately trained for each articulatory-motivated attribute
category described in Table 3.1. In addition, a DNN-based phone classifier is also trained
with the senone labels derived from the GMM-HMM acoustic model. In DNNs, Eq. 3.1 is
used to iteratively map the lower-level features into higher-level hidden features, which are
fed into a softmax layer to predict the probability distribution over the predefined classes
al = σ(W lal−1 + bl), (3.1)
ŷ = softmax(Wa∗ + b), (3.2)
where W l and bl are the weight matrix and bias vector of the l th hidden layer, al is its
output after the activation function σ (e.g., sigmoid or relu), W and b are the weight matrix
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and the bias vector of the nonlinear softmax layer, respectively, a∗ is the last hidden layer’s
output, and a0 is equal to the input feature vector.
The above parameters are learned by minimizing the cross-entropy function of the pre-
dicted and true distributions, as shown in Eq. 3.3








where yji and ŷ
j
i are the ground-truth and predicted probability distributions, respectively,
N is the number of the training samples, and C denotes the class number, e.g., C is equal to
7 for the manner classification (stop, fricative, affricative, nasal, liquid, silence, vowels).
After the speech attribute and phone classifiers are well trained, we can use them to
extract multisource information for visualizing and analyzing non-native phonetic pronun-
ciations.
3.4 Speech Attribute and Phone Feature Extraction
A window of 11 speech frames centered on the current frame is fed into each DNN clas-
sifier, which in turn generates a set of confidence scores in terms of posterior probabilities
that the current frame pertains to each speech attribute within the target category. We name
these posteriors as frame-level speech attribute features. Similarly, a DNN phone classifier
analyzes an expanded frame of the input speech signal and produces the posterior proba-
bility that pertains to each tied HMM state, often referred to as a senone. Subsequently, [5,
29] proposed to use Eq. 3.4 to calculate the posteriors of the current frame belonging to
each phone category




where unit P is the target phone category, ot is the input feature at frame t, and s is the
senone label used to compute phone state posterior; {s ∈ p} is the set of all senones
corresponding to unit P . Finally, given the phone boundary ts,te extracted from forced-
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alignment, frame-level phone or speech attribute posteriors within each phone segment are
averaged to produce log pronunciation posterior (LPP) for the target unit P as in Eq. 3.5.
LPP (P ) = logP (P |o; ts; te) =
1
te − ts + 1
te∑
t=ts
logP (P |ot). (3.5)
3.5 Experiments
Non-native Mandarin phone and speech attribute classification experiments are carried out
on the largest non-native Mandarin corpus iCALL [55]. Specifically, two native speech
corpora introduced in chapter 2 and a subset of iCALL with 100 speakers’ data are mixed
together to train our speech attribute and phone classifiers. The remaining part of iCALL
with 195 speakers’ data is used to evaluate our system performance.
3.5.1 Experimental Setup
The open source Kaldi toolkit [111] is used to train our phone classifier: a context-dependent
Gaussian mixture hidden Markov (CD-GMM-HMM) acoustic model is initially trained us-
ing the maximum likelihood (ML) estimation. Then CD-DNN-HMM model is built using
the state level phone alignments provided by the trained CD-GMM-HMM and human la-
beled transcriptions. The DNN acoustic model has six hidden layers, each having 2048
Sigmoid units. Its input is an augmented 11-frame vector, including 5 preceding, the cur-
rent and 5 succeeding frames. Each frame is 40-dimension mean-normalized log-filter bank
feature with up to second-order derivatives.
Regarding to speech attribute classifiers shown in Fig. 3.1, the same data used for the
abovementioned phone classifier training is utilized to train each articulatory-motivated
category described in Table 3.1. These classifiers have the same DNN architecture and
input feature as its phone counterpart, except the dimension of output. For example, the
output dimension of the classifier for articulation manner is equal to 7 (stop, fricative, af-
fricative, nasal, liquid,silence, vowels). The phone-attribute mapping rules shown in Table
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Table 3.2: Classification accuracy for each phone category in the test set, where the overall
performance is 92.1%
Phone Accuracy(%) Phone Accuracy(%) Phone Accuracy(%)
B 95.0 J 88.1 R 93.5
C 76.4 K 92.5 S 88.9
CH 86.6 L 96.6 SH 95.0
D 94.4 M 96.2 T 85.6
F 97.5 N 90.6 X 89.8
G 95.3 P 88.4 Z 88.1
H 98.2 Q 84.1 ZH 89.1
3.1 are used to convert phone-level alignment into speech attribute labels within different
categories for training different classifiers, e.g., place, manner, aspiration, and voicing.







I(yi = ŷi) (3.6)
where variable yi is the i-th segment label assigned by human annotators; and the i-th
predicted label is ŷi = argmaxp∈QLPP (p), where LPP (p) is log pronunciation posterior
of unit p and calculated by Eq. 3.5, Q is the predefined phone set or each articulation cate-
gory shown in Table 3.1. Nsegments is the total number of the testing segments. Originally,
the iCALL corpus only provided phone-level labels, we utilized phone-attribute mapping
rules shown in Table 3.1 to convert each phone-level label to its articulatory counterpart for
calculating the accuracy of articulatory-level classifiers.
3.5.2 Experimental Results and Discussions
Table 3.2 summarizes the classification accuracy (ACC) for each Mandarin phone (conso-
nant). In this study, we are concerned with non-native Mandarin consonant classification
and visualization because Chen [55] analyzed iCALL and found that 90% of the top 10
mispronounced phones are consonants.
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From this table we observe that the combination of DNN and large training corpora can
bring good phone classification accuracy, namely its overall ACC is 92.1%. However, we
can also observe that there exist significant differences among the performance of different
phones. For example, the performance of phone /H/ is the highest 98.2% ACC, and the
lowest counterpart is 76.4% for phone /C/. In this study, pronunciation quality might re-
sult in this observed difference. Namely, more frequently mispronounced phone category
is more likely to have ambiguous pronunciations, which are difficult to be distinguished.
Therefore, its comparatively low ACC is reasonable. We select five phones with the lowest
ACC from Table 3.2, and compare them with top 5 mispronounced phones in iCALL [55].
The comparison result shows that these two groups of phones are the same. Moreover,
phone /C/ was reported to have the largest mispronunciation rate in iCALL [55].
Tables 3.3-3.6 summarize the classification accuracy (ACC) for each speech attribute
shown in Table 3.1. We can observe that the overall ACC of the different articulatory-level
classifiers is promising, e.g., manner(97.0%), place (94.9%), aspiration (96.0%), and voic-
ing (99.4%). Similar to previous work [36, 96], the manner of articulation is often easier
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Table 3.5: Classification accuracy for each aspiration attribute in the test set, where the










to be detected than the place of articulation, and voicing discrimination is the easiest task.
After comparing the overall ACC in Tables 3.2-3.6, we find that articulatory-level classi-
fiers achieve higher ACC than their phone counterpart. This observation might be caused
by following reasons. First, the difficulty of classification task is partially dependent on
the number of class. Obviously, discriminating Mandarin consonants is more challenging
than manner classification, where only 7 speech attributes are needed to be classified. In
addition, the observed superior ACC might be attributed to the sharing mechanism of the
speech attribute, i.e., each speech attribute feature is shared by a group of phones, which
allows it to pool more training data than an individual phonetic category, so that the speech
attribute classifiers are not as sensitive to phone label inconsistency as discussed in our
Introduction chapter, and could be more robustly trained.
To visualize the degree of phone label inconsistency, we compare the histogram of
phone-dependent segmental posterior of native and non-native corpus in Fig. 3.2, where the
phone label given by annotators is Mandarin consonant /J/, one of the top mispronounced
Mandarin phones produced by L2 learners [55, 112]. Native speakers have standard pro-
nunciations so that trained phone classifier can better map acoustic feature into expected
labels in the training set, e.g., higher posteriors close to 1 are observed on the upper panel
of Fig. 3.2. However, for non-native speakers, we see the posterior scores are more evenly
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Figure 3.2: Segmental posterior histograms of Mandarin consonant /J/ computed on native
(upper) and non-native data (lower).
spread out, i.e., the subfigure on the lower panel of Fig. 3.2. This shows that the afore-
mentioned phone classifier achieving good mapping performance on the native task does
not learn well between the non-native productions and force-assigned labels. Obviously,
force-assigned labels are not optimal for labeling non-native productions with high vari-
ability and uncertainty. The above-mentioned segmental posterior is achieved by averaging
frame-level phone posteriors, no logarithm is used.
3.6 Visible Non-native Pronunciation Analysis
The satisfied classification accuracy shown in Tables 3.2-3.6 opens another door to visu-
alize and analyze non-native pronunciations in addition to the conventional spectrogram
reading. Specifically, the speech cues extracted from trained phone- and articulatory-level
classifiers can be used to describe/analyze how non-native pronunciations are articulated.
After understanding the characteristic of non-native speech, researchers can design more
powerful mispronunciation detectors and feedback generators for diagnosing non-native
mispronunciations. Moreover, extracted speech cues can also offer speech insights to an-
notators who are usually not expert trained in spectrogram reading. Subsequently, they
can label more non-native data with better consistency within a fixed labeling time. Fig.
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Figure 3.3: Frame-level posteriors of each phonetic and articulatory category for one non-
native utterance, where the canonical consonants are /J/, /P/, and the human assigned labels
are /Q/, /P/.
3.3 is an example of using multiple types of information to visualize/analyze non-native
pronunciations. In the upper panel, the spectrogram of two syllables and their correspond-
ing consonants are shown, where the consonants outside the parentheses denote canonical
pronunciations, and their counterparts represent surface ones. A subset of phone detection
curves in the second panel show that phone /J/ is mispronounced as /Q/, and the second
phone /P/ is correctly pronounced. This detection result is consistent with human labeling
in the upper panel. Meanwhile, the articulatory-level detection curves shown in the panels
3-6 also make a correct detection. Namely, the unvoiced palatal affricate unaspirated phone
/J/ is detected to be mispronounced as its aspirated counterpart /Q/. Finally, the speech at-
tributes (e.g., stop, labial, aspirated, and unvoiced) related to phone /P/ all have dominant
frame-level posteriors within the range of the second consonant.
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Although phone detection curves alone can diagnose abovementioned mispronunci-
ations, and provide phone-level substitution feedback, e.g., “pay attention, you mispro-
nounced phone /J/ as /Q/”, they might not discover the reason underlying current mispro-
nunciations. However when it’s analyzed at the articulatory-level, we can find that unvoiced
phone /J/ and /Q/ share the same articulation manner, and place, namely affricate-palatal,
and differ only in that /Q/ is aspirated and /J/ is not. Obviously, diagnostic related to “as-
piration error” is closer to the nature of the detected substitution error. Once L2 learners
grasp how to reduce brief puff of air after an obstruction in mouth is released, they are
more likely to avoid following mispronunciations: /B/ → /P/, /D/ → /T/, /G/ → /K/, /Z/
→ /C/, and /ZH/ → /CH/. For each pair, the phone before and after the arrow share the
same articulation manner, and place, differing only in aspiration. In addition to providing
a more systematic diagnostic, speech attribute classifiers achieve higher classification ac-
curacy, thus their frame-level speech cues are more reliable than the counterpart generated
from conventional phone classifier.
Finally, compared with phone features, speech attribute features are more powerful to
describe non-native pronunciations. Take phone /B/ for example, its acoustic realization in
English is voiced. Therefore, affected by their well-established articulatory motions, learn-
ers from English-speaking countries are more likely to mispronounce unvoiced Mandarin
/B/ as its voiced counterpart, which is not in Mandarin phonetic inventory. One utterance
spoken by American learner is shown in Fig. 3.4. Its spectrogram and corresponding
canonical and surface consonants are shown in the upper panel. The phone-related detec-
tion curves shown in the second panel indicate that the first phone /B/ is good pronounced,
and its corresponding speech attribute features “stop”, “labial”, and “unaspirated” all sig-
nify it is correctly pronounced, except voiced/unvoiced detection curves shown in the last
panel. Obviously, phone and speech attribute features can tell a more complete story than
phone features alone.
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Figure 3.4: Frame-level posteriors of each phonetic and articulatory category for one non-
native utterance, where the canonical consonants are /B/, /P/, /T/, and the human assigned
labels are /B/, /B/, /T/.
3.7 Summary
In this chapter, we first give an introduction of the automatic speech attribute transcription
project and its applications in CAPT. Then we introduce the Mandarin phones and speech
attributes. Their corresponding classifier training and feature extraction are described in the
third and fourth section, respectively. Benefit from using large non-native corpus and deep
learning techniques, the high classification accuracy shown in Tables 3.2-3.6 is achieved,
it makes using phone- and articulatory-level features to visualize and analyze non-native
pronunciations become possible and reliable. Finally, some visualized non-native pronun-
ciations are displayed, the speech cues extracted from well-trained classifiers can be used
to diagnose non-native mispronunciations and provide corrective feedback to L2 learners.
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CHAPTER 4
IMPROVING MISPRONUNCIATION DETECTION OF MANDARIN PHONES
WITH MULTISOURCE INFORMATION AND BLSTM-BASED
MISPRONUNCIATION DETECTORS
In this chapter, our goal is to use multisource information and memory-based verifiers
to improve the detection performance of phonetic mispronunciations produced by second
language learners. First, speech attribute scores extracted from well-trained articulatory-
level classifiers are concatenated with conventional phone scores as enhanced features to
improve a baseline system based only on phone information. Next, pronunciation represen-
tation, usually calculated by frame-level averaging in a DNN, is now learned by BLSTM,
which directly uses sequential context information to embed a sequence of pronunciation
scores into a pronunciation vector to improve the performance of subsequent mispronun-
ciation detectors. Finally, the combination of these two techniques achieves a significant
improvement over the traditional DNN-based verifier trained with only phone-related fea-
tures.
4.1 Introduction
A wealth of research has utilized confidence scores [60, 61, 62, 49, 5, 113] derived from
automatic speech recognition (ASR) systems to provide pronunciation scores to the L2
learners. For example, the log-likelihood ratio (LLR) was adopted in [60] as a confidence
score to measure the difference between native and non-native acoustic phone models.
A variation of the posterior probability ratio, a “Goodness of Pronunciation (GOP)” [61]
score, was also proposed to evaluate the L2 learners’ pronunciation quality. Along with its
variations [62, 49], GOP score has been widely used to detect mispronunciations as well.
After formulating mispronunciation detection as a binary classification task, GOP scores
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between a canonical phone and other competing phones are combined into a feature vector,
which is then fed into phone-dependent classifiers (e.g., [5, 49, 65, 66]). The posterior
probabilities obtained from those classifiers are often used as pronunciation scores. How-
ever, when facing lower confidence scores, L2 learners are more likely to feel helpless,
because they do not know what is wrong with their pronunciation and how to improve it
when only given numeric scores. In [113], it was shown that L2 learners could improve
their production of the targeted phones by receiving a corrective feedback about the mis-
pronunciation error at the phone level. More recent research work has thus focused on how
to use automatic mechanisms to generate finer detection results and corrective information,
such as in the phone-based extended recognition network (ERN) [72, 73, 74] approach.
To reduce the amount of resources needed for collecting frequent L1- dependent error pat-
terns, a recent work [6] proposed an acoustic phonological model to automatically learn the
acoustic-phonetic rules from canonical productions of words and annotated mispronuncia-
tion. Consequently, a multi-distributed DNN [6] leveraging learned phonological rules was
then used to accomplish phone recognition and provide phone level corrective feedback.
Although the abovementioned phone-based CAPT systems have achieved satisfactory
mispronunciation detection results, the performance is often heavily dependent on the qual-
ity of phone-level labeling of the non-native corpora used for training the phone models for
pronunciation scoring. Labeling non-native speech data is intrinsically much more chal-
lenging than labeling native speech data. In [33, 34, 35] it was observed that L2 learners’
mispronunciations contain many “distortion errors”, i.e., the erroneous pronunciation is of-
ten between two canonical phones, rather than a straight-forward phonemic substitution.
Therefore, standard forced-assigned human labeling of phone categories inevitably gener-
ates noisy phone labels during acoustic model training. In addition, as phonetic annotation
is a subjective task, even for linguistic experts, annotator subjectivity adds another layer of
complexity to the ground-truth labels.
Faced with the challenges of inconsistency in non-native phone-based labeling and im-
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perfect acoustic modeling, we proposes to leverage upon automatic speech attribute tran-
scription (ASAT) [36] and extract speech attribute information (e.g., articulation manner,
place) to enhance the quality of the input features fed into subsequent mispronunciation
detectors. This idea is inspired by the sharing mechanism of speech attribute, namely each
speech attribute is shared by a group of phones, results in each speech attribute leveraging
more training data from a group of phones, so that the side effect of labeling noise at the in-
dividual phone level is mitigated. In the previous chapter, with the help of large non-native
corpus and deep learning techniques, we have achieved a good speech attribute classifica-
tion accuracy. In fact, Speech attribute features have been used as complementary features
to reduce word error rate in ASR, e.g., [98, 99], where articulatory motivated features are
shown to help improve robustness toward noise, speaking styles and speaker population.
In this chapter, we combine speech attribute and traditional phone features to improve the
performance of phone-level mispronunciation detection.
In addition, we can observe that the frame-level detection curves shown in Fig. 3.3
exhibit dynamic changes within each phone segment. Traditional frame-level averaging
for calculating input vector fed into DNN-based verifier will inevitably lose observed se-
quential information, which might be helpful for non-native mispronunciation detection.
Therefore, BLSTM-based classifier is proposed here to make full use of sequential con-
text information to embed a sequence of frame-level pronunciation scores into a vector for
verifying whether the current phone is mispronounced or not. Compared with the pronun-
ciation representation derived from traditional frame-level averaging [4, 5], the BLSTM
embedded pronunciation vector is expected to contain much more context information and
achieve better mispronunciation detection performance.
4.2 Overview of The Phone Mispronunciation Detection Framework
Fig. 4.1 shows the proposed mispronunciation detection framework, which consists of two
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Figure 4.1: Overview of the phone mispronunciation detection framework.
dependent mispronunciation detector training modules, including DNN (phone), DNN
(phone-attribute), and BLSTM (phone-attribute) mispronunciation verifiers.
4.2.1 Speech Attribute and Phone Feature Extraction
Speech Attribute and phone classifiers training have been introduced in Section 3.3. After
the training of speech attribute and phone classifiers is completed, we can use those classi-
fiers to extract multisource information for subsequent mispronunciation detection. Please
consult Section 3.4 for detailed description of extracting frame-level and segmental-level
features.
4.2.2 DNN-based Mispronunciation Verifier Construction
Similarly to [5, 49], the input features for supervised training consist of two parts, the first
part is the log pronunciation posterior of each phone and speech attribute. The second part
is the log posterior ratio between the canonical unit and each element in its corresponding
full set Q. Therefore, the segmental feature vector of a canonical phone, Pi, is defined as
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follows:
[LPP (P1), LPP (P2)...LPP (PM),
LPP (P1)− LPP (Pi), LPP (P2)− LPP (Pi)...LPP (PM)− LPP (Pi)],
(4.1)
where M is the size of the predefined phone set or the number of speech attributes in each
articulatory-motivated attribute category described in Table 3.1, e.g., M=7 for articulation
manner category (vowel and silence are included). Subsequently, segmental features and
binary labels (correct or mispronounced) are used to train DNN-based mispronunciation
detectors.
4.2.3 BLSTM-based Mispronunciation Verifier Construction
Different from the DNN-based mispronunciation verifier, a sequence of frame-level pos-
teriors is no longer required to be averaged when a recurrent architecture is used. The
posterior sequence can in fact be directly fed into the BLSTM-based mispronunciation
verifier, which will directly generate the verification score. Like DNN segmental feature,
frame-level feature is also extended to contain posteriors and posterior ratios. Yet, a many-
to-one BLSTM-based recurrent architecture is adopted to avoid the frame averaging step.
Similar to sentiment analysis and text classification tasks [114, 115] in natural language
processing, we force the BLSTM to map an input sequence into a fixed-size feature vector
(the output of the hidden layer at the last time step), which is then passed to a softmax layer
for binary classification. The LSTM transition equations are defined as follows:
it = sigmoid(Wixt + Uiht−1 + bi), (4.2)
ft = sigmoid(Wfxt + Ufht−1 + bf ), (4.3)
ot = sigmoid(Woxt + Uoht−1 + bo), (4.4)
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gt = tanh(Wgxt + Ught−1 + bg), (4.5)
ct = ft  ct−1 + it  gt, (4.6)
ht = ot  tanh(ct), (4.7)
where the operation  denotes the element-wise vector product. At each time step t, xt is
the current input feature vector, it, ft, ot and gt are the gate functions defined in [50], ct
is the memory cell and ht is the hidden layer representation. W∗ and b∗ denote the weight
matrix and the bias vector of the corresponding gate functions in LSTM.
Given a calculated frame-level pronunciation posterior sequence x = {x1, x2 · · · xT},
we adopt Eqs. 4.2 - 4.7 iteratively from t = 1 · · ·T to calculate the hidden layer at the last
time step
−→
h . Similarly, the backward hidden sequence’s final output
←−
h is calculated from
t = T · · · 1 and combined with
−→
h as a supervector, which is finally fed into Eq. 4.8 to
predict the probability distribution over pre-defined classes:




h] + b), (4.8)
where W and b are the weight matrix and bias vector of the nonlinear softmax layer. The
BLSTM’s parameters are trained to minimize the cross-entropy function shown in Eq. 3.3.
Finally, a threshold is needed for DNN-based or BLSTM-based verifiers to the find optimal
operation point, where precision is equal to recall.
4.3 Experiments
Non-native Mandarin phone mispronunciation detection is carried out on the largest non-
native Mandarin corpus iCALL [55], where 305 European learners of Mandarin Chinese
had been asked to read 300 Pinyin prompts, providing canonical transcriptions. The surface
transcriptions of iCALL are labeled by three native experts. Upon comparing the above-
mentioned surface and canonical transcriptions, we get each phone’s pronunciation label,
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e.g., correct or incorrect.
295 speakers’ data in iCALL corpus is selected and split into three portions. First, a
subset of iCALL with 100 speakers’ data is mixed with two native speech corpora intro-
duced in chapter 2 to train our speech attribute and phone classifiers. Next, another subset
with 165 speakers’ data is used to train DNN or BLSTM-based binary classifier. Lastly,
the remaining part of iCALL with 30 speakers’ data is used to evaluate our system perfor-
mance. There is no speaker overlap in those three portions. Moreover, our L2 test set is
made up of 5 different L1s, including English, French, Spanish, Italian and Russian. Such
L1 diversity makes mispronunciation detection more challenging, because the error types
made by different L2 learners are influenced by their L1s.
In this study, we are concerned with detecting mispronunciation of 21 consonants in
Mandarin, because consonant errors are more prone to cause miscommunication in Man-
darin when compared to vowel(s) or vowel(s) followed by nasals [106]. Moreover, after
analyzing a large-scale non-native Mandarin corpus, Chen [55] found that 90% of top 10
mispronounced phones are consonants. Table 4.1 lists some statistics of 21 Mandarin con-
sonants in our train and test sets. We can observe that the mispronunciation rate in our test
set is much higher than the train set, with 3.3 samples mispronounced per 100 non-native
productions. The higher mispronunciation rate in our test set is caused by data selection and
refined phone label. Namely, we select speakers with higher mispronunciation rate as our
research targets so that the test set can cover most mispronunciations in real life. Obviously,
the result reported on this test set should be more convincing. Meanwhile, some original
ignored mispronunciation samples are recalled by linguistic experts in Beijing Language
and Culture University.
4.3.1 Experimental Setup
With regard to the phone and speech attribute classifiers shown in Fig. 4.1, their DNNs
configuration and training procedure are the same as in the phone and speech attribute
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Table 4.1: The number of each phone’s correct and mispronounced samples in our exper-
iments, where the overall mispronunciation rates in the train and test sets are 3.3% and
19.2%, respectively
Phone
Train Set Test Set
# Correct # Mispronunced # Correct # Mispronunced
B 10,272 132 193 20
C 2,149 378 28 33
CH 5,652 431 105 48
D 16,486 281 250 24
F 5,492 18 163 3
G 9,921 107 185 6
H 9,912 21 210 1
J 12,779 540 281 45
K 4,335 93 93 25
L 12,033 25 220 0
M 8,509 7 168 1
N 4,849 9 74 2
P 2,821 168 42 15
Q 6,402 632 121 61
R 4,461 44 84 13
S 2,653 196 65 16
SH 13,873 487 245 57
T 7,662 514 96 63
X 11,044 464 210 47
Z 6,750 441 78 51
ZH 10,044 708 225 74
classification experiment described in Section 3.5.1. The open source Kaldi toolkit is used
to train our phone and speech attribute classifiers.
The DNN-based mispronunciation verifiers are trained using the segmental feature vec-
tors shown in Eq. 4.1 along with the corresponding phone level pronunciation labels (cor-
rect/incorrect). Different configurations, e.g.,number of hidden layers (1, 2), or number of
hidden nodes (128, 256, 512), have been evaluated on the development set (one-tenth of
total data for verifiers’ training). The final selected DNN has two hidden layers each with
256 hidden nodes. In iCALL, the phonetic error rate is around 5%, namely the number
of correct samples is much higher than that of the incorrect samples. This data imbalance
will make trained mispronunciation detector have a high precision rate but a low recall rate.
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Therefore, a cost-sensitive objective function is used to balance the ratio between correct
and mispronounced samples.
Similarly to DNN’s segmental phone features, the frame-level features are first extended
to contain posteriors themselves and posterior ratios between the canonical phone and re-
maining phone categories. BLSTM-based mispronunciation detectors are then trained on
a sequence of frame-level vectors according to the phone labels (correct/incorrect). Each
phone’s time boundaries are obtained from forced-alignment. BLSTM- and DNN-based
verifiers are built with the KERAS toolkit [116]. The BLSTMs that have one hidden layer
with 64 or 128 memory cells are investigated. Due to the limited amount of training sam-
ples, e.g., the number of training samples for each phone category is around 2k∼16k, The
architecture with 64 memory cells is finally selected. The Adam optimizing algorithm
[117] is chosen to minimize the cross entropy described in Eq. 3.3. Before training the
BLSTM models, cost-sensitive objective function is applied and data pre-processing step
has been executed to deal with variable length of input sequences. Namely, zero-padding
was performed to pad the shorter tone segment to make every training sample have the same
length. 42-time step, equivalent to 0.42 seconds in duration, is selected as the maximum
length.
In this experiment, the precision and recall introduced in Section 2.3 are used to evaluate
the performance of mispronunciation detectors of Mandarin phone. The reader can treat it
as an information retrieval task.
4.3.2 Experimental Results and Discussions
The Precision-Recall curve shown in Fig. 4.2 is used to illustrate the overall mispronuncia-
tion detection performance of the baseline and our proposed mispronunciation detectors for
Mandarin consonants in the test set. These precision-recall curves are drawn with a single
phone-independent threshold. From this Figure, we can observe that the BLSTM-phone
based system increases equal precision-recall rate from 84.18% to 85.99%, compared with
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Figure 4.2: Comparison of the overall mispronunciation detection performance of the base-
line and our proposed systems.
the DNN-phone based baseline, where direct frame-level averaging is used to calculate the
pronunciation score vector. This observation confirms that the context information char-
acterized and modeled by the BLSTM is helpful for verifying phone mispronunciations.
Fig. 4.3 is an example of modeling context information to increase the recall rate. In the
upper panel, the spectrogram of two syllables and their corresponding expected and surface
consonants are shown outside and inside the parenthesis, respectively. A subset of phone
detection curves in the second panel is used to visualize and analyze these two consonants.
Let us focus on the mispronounced consonant /S/, the frame-level posterior scores for phone
/C/ and /Z/ are dominant in its initial frames, then scores for phone /S/ begin to increase,
and finally the posteriors of these three phones can be all observed at the end of current seg-
ment. Facing this dynamic change of frame-level posteriors, our proposed BLSTM-phone
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Figure 4.3: Frame-level posteriors of each phonetic and articulatory category for one non-
native utterance, where the canonical consonants are /S/, /K/, and the human assigned labels
are /C/, /K/.
based verifier only assigns 0.15 confidence to judge it is correctly pronounced; however,
the DNN-phone based system recognizes it as correct with 0.64 probability. Therefore, if
the threshold is set to 0.5, this mispronounced sample will be ignored by the DNN-phone
based system. Obviously, the BLSTM-phone based verifier is able to model abovemen-
tioned mispronunciation pattern, namely phone /S/ should be classified as mispronounced
when some mis-articulations occur at its beginning, even though they are corrected in its
latter part.
In addition, the precision-recall curves shown in Fig. 4.2 also show that mispronunci-
ation systems trained with appended speech attribute features outperform systems trained
with only conventional phonetic features, independently of using DNN or BLSTM based
mispronunciation detectors. The BLSTM-phone-attribute detectors achieve the highest
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Figure 4.4: Frame-level posteriors of each phonetic and articulatory category for one non-
native utterance, where the canonical consonants are /N/, /G/, /B/, and the human assigned
labels are /N/, /G/, /P/.
equal precision-recall rate, 87.0%. Experimental results demonstrate that combining articulatory-
motivated attributes and phone features is more robust to detect non-native speakers’ mis-
pronunciations. Fig. 4.4 is an example of using multiple types of information to detect
mispronunciations. In the upper panel, the spectrogram of three syllables and their corre-
sponding canonical and surface consonants are shown. A subset of phone detection curves
in the second panel show that /B/ has evident frame-level confidence scores that make the
DNN-phone based system assign some posterior to judge unaspirated stop labial phone
/B/ as properly pronounced. However, this wrong preference is reduced, when the poor
“unaspirated” score of /B/ is observed in the fifth panel. Obviously, speech attribute fea-
tures can provide complementary information to traditional phone system, where the qual-
ity of phone features is not optimal, due to the phone label inconsistency discussed in our
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Table 4.2: The mispronunciation detection performance for individual phones, where the












B 85.0% 90.0% 85.0% 90.0% 10,404
C 87.8% 87.8% 90.9% 90.9% 2,527
CH 87.5% 89.5% 89.5% 89.5% 6,056
D 79.1% 79.1% 79.1% 83.3% 16,767
J 75.0% 77.2% 77.2% 79.5% 13,319
K 82.7% 82.7% 82.7% 79.3% 4,428
P 86.6% 93.3% 86.6% 86.6% 2,989
Q 81.9% 86.8% 86.8% 88.5% 7,034
R 69.2% 76.9% 76.9% 92.3% 4,505
S 87.5% 87.5% 93.7% 87.5% 2,849
SH 89.4% 94.6% 94.6% 94.6% 14,360
T 88.8% 92.0% 92.0% 92.0% 8,176
X 91.4% 91.4% 91.4% 91.4% 11,508
Z 90.1% 90.1% 92.1% 92.1% 7,191
ZH 87.8% 87.8% 85.1% 87.8% 10,752
introduction section. One example of visualizing the degree of phone label inconsistency
is shown in Fig. 3.2 in Section 3.5.2.
Finally, the mispronunciation detection performance of different systems for 15 most
frequently mispronounced consonants is summarized in Table 4.2. A phone-dependent
threshold is used to find the optimal operation point for each phone, where precision is
set the same as recall. Meanwhile, the training size (e.g., the total number of correct and
mispronounced samples) in the test set for each phone category is also shown in the Table
4.2. We can observe that BLSTM-phone based system achieves higher equal precision-
recall rate than DNN-phone system for most phones. A similar improvement tendency
can also be found when DNN-phone and DNN-phone-attribute based systems are com-
pared. However, the comparison between the fourth and fifth column shows that multi-
source information is not always helpful when complex verifier (e.g., BLSTM) is used.
For example, after appending speech attribute features, the equal precision-recall rate of
BLSTM-based verifier for phone /S/ is reduced from 93.7% to 87.5%. We argue that this
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performance degradation mainly results from the shortage of training samples. Namely,
due to appended input, BLSTM-phone-attribute is more complex than BLSTM-phone sys-
tem, thus needs more data to make it more robustly trained. However, Table 4.2 shows that
phone /S/ has only 2,849 training samples. In order to resolve the abovementioned prob-
lem, we build one directional LSTM-phone-attribute system for phone /S/, and find that
the equal precision-recall rate is increased to 93.7%. After adopting the same strategy for
phone /K/, we observe that its performance is increased to 82.7%. This improvement tells
us that the size of training data plays a critical role in applying complex verifier to detect
non-native mispronunciations. Meanwhile, each phone category has a limited number of
mispronounced samples in our test set as shown in Table 4.1; therefore we prefer to use the
overall phone-independent performance shown in Fig. 4.2 to compare the capabilities of
different mispronunciation detectors.
4.4 Summary
In this chapter, the phone label inconsistency discussed in the introduction section and the
satisfied speech attribute classification accuracy achieved in the previous chapter motivate
us to use speech attribute feature to enhance the traditional phone feature vector fed into
mispronunciation detectors. The experimental results show that the combined features can
bring higher equal precision-recall rate. Furthermore, after modeling dynamic changes of
frame-level pronunciation scores, our proposed BLSTM-based verifier can deliver a mean-
ingful improvement in both precision and recall. It supports our initial motivation that




IMPROVING MISPRONUNCIATION DETECTION OF MANDARIN TONES
WITH SOFT TARGET TONE LABELS AND BLSTM-BASED MODELS
In this chapter, we investigate the effectiveness of soft target tone labels and sequential
context information for mispronunciation detection of Mandarin lexical tones. In conven-
tional approaches, prosodic information (e.g., F0 and tone posteriors extracted from trained
tone models) is used to calculate goodness of pronunciation (GOP) scores or train binary
classifiers to verify pronunciation correctness. We propose three techniques to improve
detection of mispronunciation of Mandarin tones for non-native learners. First, we ex-
tend our acoustic tonal model from a deep neural network (DNN) to a bidirectional long
short-term memory (BLSTM) based recurrent neural network (RNN) in order to more
accurately model contextual information from tone-level co-articulation and non-native
tone production. Second, we characterize ambiguous pronunciations where L2 learners’
tone realizations are between two canonical tone categories by replacing hard targets with
posterior probabilities based targets, which are usually referred to as soft targets. Third,
segmental tone features fed into verifiers are here extracted by a BLSTM-based RNN to
exploit sequential context information and improve mispronunciation detection. Experi-
mental results demonstrate that our proposed techniques result in a significant performance
improvement over the traditional DNN-based verifier trained with tone feature extracted
from DNN-based acoustic tonal models.
5.1 Introduction
Lexical tone error is a special type of mispronunciation in tonal languages, such as Man-
darin Chinese, where each word is composed of one to several characters. Each character
is pronounced as a basic syllable with five different tones including four lexical tones and
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Figure 5.1: Pitch contours of standard Mandarin lexical tones. Tone 5 is not depicted as it
does not have a defined pitch contour.

















one neutral tone (5). Mandarin tones are characterized by their pitch contours shown in
Fig. 5.1, where Tone1 keeps high-level pitch height, which is equivalent to singing in En-
glish; Tone2 starts at lower pitch height and keeps rising like in English questions; Tone3
has a dipping pitch contour, there is no equivalent in English, and Tone4 falls from the
highest pitch height to the lowest pitch height like English curt commands. These tones
characteristics are summarized in Table 5.1. The same base syllable when combined with
different tones will result in different lexical meanings; e.g., ma1 (mother), ma2 (hemp),
ma3 (horse) and ma4 (scold) have the same toneless base syllable, namely ma, yet dif-
ferent lexical tones. Some recent studies [106, 118] have proposed to use entropy-based
functional load to measure the importance of tone for Mandarin communication and have
shown that the information loss caused by tone level mispronunciation is as high as its
46
counterpart mispronunciation at the phone level. Therefore, tone classification and mispro-
nunciation detection subsystems [19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30] always play
a key role in Mandarin CAPT systems.
Over the past two decades, many approaches have been proposed to detect tone-level
mispronunciations. A template-based detection framework was first introduced in [21],
where discrete pitch values and the duration of the tested tone are compared with the canon-
ical tone template to decide whether the tone in question is mispronounced. In [22], Eu-
clidean distance was adopted to calculate the discrepancy between L2 learners’ and ideal
contours in terms of energy and pitch. Although template-based solutions have obtained
an acceptable accuracy, superior mispronunciation detection results were attained by lever-
aging upon statistical model-based frameworks [23, 24, 25, 26, 27, 28, 29, 30], in which
prosody-related features (e.g., pitch, energy [24, 25, 26, 27, 28, 29, 30], or fundamental
frequency variation [23]) are first extracted to train tone classifiers, e.g., decision tree [27],
HMM [24, 25], GMM [23], and ANN [26]. Subsequently, given a test tone segment, its
posterior or goodness of pronunciation (GOP) score is used to measure the quality of tone-
level pronunciation. Inspired by recent findings, e.g., 1) cepstral features play an important
role in tone recognition within a DNN framework [76, 77]; 2) tone pitch realization and per-
ception are influenced by the underlying phone units [78, 79], DNNs were hence proposed
to map the combined cepstral and tonal features to frame-level tone posteriors [28, 29, 30],
which in turn are fed into tone verifiers to finally assess the pronunciation correctness of
the current tone.
Although the abovementioned model-based CAPT systems have delivered satisfactory
mispronunciation detection results, there is still potential for further improvement. Com-
pared with phone-level co-articulation, tone realization is influenced by a broader temporal
context (e.g., 2 or 3 neighboring syllables) [119]. In [19, 20], we have demonstrated that
a better tone classification accuracy could be achieved by expanding the temporal infor-
mation provided to the DNN-based acoustic models; nevertheless, the temporal informa-
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tion captured by DNN is limited to the fixed context window spanning several consecutive
speech frames. Furthermore, L2 learners tend to slow down their pronunciation speed and
increase each syllable’s duration due to their unfamiliarity with tone production, especially
for Tone2 and Tone3 [120, 121, 122]. In this chapter, we put forth the use of bidirec-
tional long-short-term memory (BLSTM) based recurrent neural networks [50] in place of
DNNs, because they are more suitable in handling long-term dependencies of acoustic and
prosodic features and could thereby better model tone-level co-articulation and non-native
tone production. More accurate tone posteriors extracted from BSLTM-based acoustic tone
models could thus be fed into a verification module.
In addition, the performance of model-based CAPT system also heavily depends upon
the quality of tone-level labeling of the non-native corpora employed in training the tonal
models used in pronunciation scoring. However, tone pronunciations of non-native learn-
ers often fall between two canonical tone categories. The use of hard targets (one-hot
target [47]) is thus suboptimal, and we propose the use of soft targets for tone modeling.
Soft targets were used in [43, 44, 45, 46] to transfer knowledge acquired from large-size
complex models to small-size DNNs. We instead use soft targets to help resolve the hard-
assignments of non-native tone labels. Soft targets are more suitable for describing non-
native tone realization than hard targets, since, for example, the non-native pitch contour
may lie between two canonical tones or does not resemble any canonical tone at all.
Finally, similar to phonetic counterpart, frame-level tonal detection curves also exhibit
dynamic changes within each tone segment. In order to make full use of this sequential
context information at the verification stage, conventional frame-level averaging in feed-
forward DNN-based verifiers [4, 5] is replaced by a BLSTM, employing learned context
information to embed a sequence of frame-level pronunciation scores into a pronunciation
vector. The proposed BLSTM-based embedded pronunciation vector is expected to contain
more context information for subsequent mispronunciation detection. Our results show that
it is especially useful for verifying pronunciation correctness of Tone2 and Tone3.
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Tone1 Tone2 Tone3 Tone4 Tone5
Cannonical
Tone1 72.6 8.3 7.1 11.7 0.2
Tone2 13.3 67.7 8.0 10.7 0.3
Tone3 12.0 19.3 58.8 9.7 0.2
Tone4 13.5 9.9 7.9 68.4 0.3
Tone5 6.4 6.3 3.6 8.1 75.5
5.2 Modeling Challenges of Non-native Lexical Tones
In this thesis, the first language (L1) of all second language (L2) learners in the adopted
iCALL corpus [55] is non-tonal. In [55], a difficulty of tone learning was quantified in a
confusion matrix shown here in Table 5.2 for the reader’s reference. Other studies in acous-
tics [122], phonetics [121], and language education [120] have also reported the difficulty
for non-tonal L1 learners of Mandarin to perceive and/or produce lexical tones. In the next
two subsections, we elaborate on specific challenges posed by characteristics of non-native
lexical tone productions.
5.2.1 Variability in Pitch Contour of L2 Tone Productions
In iCALL, the acoustic distribution of non-native lexical tone productions often does not
conform to the canonical pitch contours shown in Fig. 5.1. We select one non-native ut-
terance, its pitch contour and human labeling are shown in Fig. 5.2, and we can verify that
the pitch contour of the second syllable not only contains characteristic of Tone4, namely a
falling slope is observed, but also exhibits similar pattern as Tone1, namely the beginning
part of current tone’s pitch contour is a straight line without salient slope and maintains at
a high pitch level like canonical Tone1 behaves in Fig. 5.1. This pattern resembles a Tone1
followed by a Tone4 within the same syllable. (Note that each syllable is expected to take
on only one lexical tone for monosyllabic tonal languages like Mandarin). Due to the fact
that ground-truth tone label being ill-defined, it can result in inevitable labeling noise by
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Figure 5.2: One example of pitch contours of non-native lexical tones, where human as-
signed labels are Tone1 and Tone1
an annotator. In this work, a computational model exploiting soft counting of the different
class labels is proposed to better characterize the underlying heterogeneous acoustic dis-
tributions of non-native lexical tone productions using probability scores, addressing the
technical challenges stemming from the high variability in non-native tone productions.
5.2.2 Prolonged and High-Variance Duration in L2 Tones
Studies have shown that non-native tone productions are often longer than those of native
speakers [37, 38]. The L2 learners’ difficulty of the tone production seems to make L2
speakers reduce their pronunciation speed causing a corresponding increase in the duration
of the non-native tone realization. In this work, we approximate the time durations of
each lexical tone in a native speech corpus (the Mandarin 863 speech recognition corpus
[89]) and non-native speech corpus (iCALL [55]) through time boundaries generated by
forced alignments using acoustic models trained with native and non-native corpora. We
list these approximate time durations in Table 5.3 (for all phonemes) and Table 5.4 (only
considering the phoneme /A/). In both cases, we observe that non-native tones are longer
than those of native tones. The standard deviations (SD) of the durations are also higher
for L2 tones. This implies that simply elongating a fixed-context window spans in a DNN
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Table 5.3: The mean and standard deviation (in milliseconds) of the duration of the four
lexical tones where the underlying phone’s identity is ignored
Tone1 Tone2 Tone3 Tone4
Mean SD Mean SD Mean SD Mean SD
Non-native 302.3 122.6 319.2 123.2 302.7 131.6 263.9 98.0
Native 156.0 63.2 158.2 66.4 153.4 64.2 156.7 71.4
Table 5.4: The mean and standard deviation (in milliseconds) of the duration of the four
lexical tones where the underlying phone’s identity is /A/
Tone1 Tone2 Tone3 Tone4
Mean SD Mean SD Mean SD Mean SD
Non-native 244.0 109.7 289.2 125.6 262.1 126.2 234.7 98.4
Native 132.6 55.9 151.4 69.7 142.2 62.1 147.7 69.5
model might not be enough to characterize duration variability. Along with the fact that
the tone realization is influenced by a broader temporal context (e.g., 2 or 3 neighboring
tones) [119]. BLSTM-based recurrent models are thereby proposed to better characterize
prolonged non-native tone productions.
5.3 Overview of The Tone Mispronunciation Detection Framework
Fig. 5.3 shows both the proposed and the baseline conventional tone mispronunciation de-
tection frameworks, which consist of three blocks: (i) The frame-level tone-related feature
extraction module, in which DNN-based or BLSTM-based acoustic tonal model trained
with hard targets or soft targets is investigated; (ii) the baseline DNN-based tone-dependent
mispronunciation verifier training module, which is based on averaged segmental tone
scores; and (iii) the proposed BLSTM-based tone-dependent mispronunciation verification
training module, where a sequence of frame-level features and the corresponding binary
labels are used to train mispronunciation detectors.
5.3.1 Acoustic Tonal Model Training with Hard Target
Similar to the speech attribute and phone classifier training described in Section 3.3, the




























1. DNN-based Tone Models Trained 
with Hard Targets (Baseline)
2. BLSTM-based Tone Models Trained 
with Hard Targets (Proposed)
3. BLSTM-based Tone Models Trained 
with Soft Targets (Proposed)
Figure 5.3: Overview of the tone mispronunciation detection framework.
dicted and true distributions as shown in Eq. 3.3. Their differences are: 1) the input features
are now extended to contain pitch related features; 2) the ground-truth targets are replaced
with tone-related senones. Due to the fact that each speech frame is labeled by one of
tone-related senones, we call it as hard target (one-hot target).
5.3.2 Mandarin Tones Soft Target Generation
Upon hard targets based acoustic tonal models training completion, we use a tone-based
extended recognition network (ERN) and the trained CD-BLSTM-HMM to decode each
training utterance into a lattice, where each frame is annotated with senone labels (which
share the same toneless phone but own different tone marks) and their probabilities. We
refer to the decoded lattice as soft targets, which are subsequently used to retrain the CD-
BLSTM-HMM model. Similar to the phone-based ERN [72, 73, 74] adopted for phone-
level mispronunciation detection, a tone-based ERN is constructed by expanding each tone-
less syllable into five different tonal syllables. Fig. 5.4 shows an example of a tone-based
ERN, where the toneless syllable sequence is “zhong guo”. The tone-based ERN used as
a grammar (i.e., a language model) is designed to constrain the search space to keep the
trained acoustic model focused on tone discrimination. Namely, each node in the decoded
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Figure 5.4: An example of tone-based ERN.
speech lattice is only allowed to be associated with the provided toneless syllable, yet with
different tone marks.
5.3.3 Acoustic Tonal Model Training with Soft Target
After having generated soft targets, the proposed tone model is trained by minimizing the











where yji and ŷi
j are the j-th dimension value of predicted target and soft targets at a time
i. Gradient descent is used to update parameter θ associated with deep models (e.g., DNN
and BLSTM) to minimize the KL divergence loss.
5.3.4 Non-native Tone Feature Extraction
After the abovemetioned acoustic tonal models/classifiers are well trained, we can use them
to extract tone posteriors for subsequent mispronunciation detection. Please consult Section
3.4 for detailed description of extracting frame-level and segmental-level features. The only
difference is that now variable P in Eqs. 3.4 and 3.5 represents one element in the Mandarin
tone set, which consists of the five predefined Mandarin tone categories and one additional
category for representing non-tone units (e.g., consonants, silence).
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5.3.5 Tone Mispronunciation Verifier Construction
Similar to phone mispronunciation detectors, DNN (baseline) and BLSTM (proposed)
based tone mispronunciation verifiers are trained with extracted tone-related features and
binary labels (correct or mispronounced). Please consult Sections 4.2.2 and 4.2.3 for the
detailed training procedure.
5.4 Experiments
Non-native Mandarin tone mispronunciation detection is also carried out on the largest
non-native Mandarin corpus iCALL [55], where the surface tone label representing the real
tone production of non-native learner is given by three native experts. After comparing
the surface and expected transcriptions, we can get each tone’s pronunciation label, e.g.,
correct or incorrect.
295 speakers’ data in iCALL corpus is selected and split into three portions. First, a
subset of iCALL with 215 speakers data is mixed with two native speech corpora intro-
duced in chapter 2 to train our acoustic tonal models/classifiers. Next, another subset with
50 speakers’ data is used to train DNN or BLSTM-based binary classifier. Lastly, the re-
maining part of iCALL with 30 speakers’ data is used to evaluate our system performance.
Different from non-native data partition in phone mispronunciation experiment, we move
115 speakers’ data from the data used for training binary verifier to our acoustic model
design. Because we find that the acoustic tonal model trained with more non-native data
can generate more reliable soft targets.
In this study, we are concerned with detecting the mispronunciation of 4 lexical tones in
Mandarin. Table 5.5 lists some statistics of these tones in our train and test sets. Similar to
the phone mispronunciation rates shown in Table 4.1, our tone mispronunciation rate in the
test set is also much higher than its counterpart in the train set. This higher mispronuncia-
tion rate in our test set is caused by the previously described data selection and refined tone
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Table 5.5: The number of each tone’s correct and mispronounced samples in our exper-
iments, where the overall mispronunciation rates in the train and test sets are 26.3% and
53.6%, respectively
Tone
Train Set Test Set
# Correct # Mispronunced # Correct # Mispronunced
Tone1 4,448 1,144 446 328
Tone2 3,883 1,531 301 381
Tone3 2,558 1,685 171 332
Tone4 6,687 1,940 550 661
labels. Each selected tone sample in our test set is double checked by Beijing Language
and Culture University graduate students majoring in Chinese phonology. They utilized
their auditory perception and analysis of observed pitch contours to refine the original tone
labels in iCALL.
5.4.1 Experimental Setup
The open source Kaldi toolkit [111] is used to train our acoustic tonal models: a context-
dependent Gaussian mixture hidden Markov (CD-GMM-HMM) acoustic model is initially
trained using the maximum likelihood (ML) criterion. Then CD-DNN-HMM and CD-
BLSTM-HMM models are built using hard targets, e.g., the state level tonal phone align-
ments provided by the trained CD-GMM-HMM and human labeled transcriptions. The
DNN acoustic tonal model has six hidden layers each having 2048 Sigmoid units. Its input
is a window of 21 consecutive speech frames centered at the current frame. Each frame
contains 43-dimensional log mel filter bank (LMFB) coefficients, F0, the probability of
voicing (POV) [123], and the corresponding derived velocity, and acceleration features.
The BLSTM-based architecture has two hidden layers, and 320 memory cells for each
layer.
Once the hard targets based acoustic tonal models training is finished, we use a tone-
based extended recognition network (ERN) and the trained CD-BLSTM-HMM to generate
soft targets, which are used to re-train CD-BLSTM-HMM acoustic tonal model. To have a
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fair comparison, the CD-BLSTM-HMM trained with soft targets has the same architecture
and input feature as its hard targets based counterpart.
Regarding to DNN-based mispronunciation verifiers, they are trained with segmental
feature vectors including tone related posterior and posterior ratio, and their correspond-
ing pronunciation labels (correct/incorrect). Different numbers of hidden layers (1, 2) are
evaluated on the development set (one-tenth of the total data for verifiers’ training). The
structure of 2 hidden layers, each with 128 hidden nodes, achieves the best performance
for tone-dependent verifiers trained with tone features extracted from the BLSTM models.
However, for verifiers trained with tone features extracted from DNN model, the Tone3’s
optimal architecture is 1 hidden layer, each containing 128 neurons. The preferred shallow
DNN verifiers can exhibit better generalization when trained with imperfect tone features,
e.g., Tone3 posteriors and ratios extracted from DNN models. Similar to previous work [4,
5], shallow DNN-based verifiers always yield good performance, due to the limited training
samples.
With regard to BLSTM-based mispronunciation detectors, they are trained on a se-
quence of frame-level vectors according to the tone labels (correct/incorrect). Each tone’s
time boundaries are obtained from forced-alignment. BLSTM and DNN verifiers are built
with the KERAS toolkit [116]. The BLSTMs have one hidden layer each with 64 or 128
memory cells are investigated. Due to the limited training sample, e.g., the number of
training samples for each tone category is around 4k∼8k, 64 memory cells are preferred,
except for Tone2 and Tone3, where 128 memory cells are selected, when the tone features
are extracted from BLSTM-based acoustic tonal models. The Adam optimizing algorithm
[117] is chosen to minimize the cross entropy described in Eq. 3.3. Before training the
BLSTM models, data pre-processing step has been executed to deal with variable length of
input sequences. Zero-padding was performed to pad shorter tone segments to make every
training sample have the same length. 100-time step, equivalent to 1 second in duration, is
selected as the maximum length.
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In this experiment, we adopt false acceptance rate (FAR) and false rejection rate (FRR)
as our measurements. The reason is that our test set has around 53.6% tonal errors (positive
samples), which largely reduces the imbalance between positive and negative samples that
existed in our phone mispronunciation detection experiment. Therefore, measurements that
both take positive and negative samples into account are selected. Please consult Section
2.3 for the detailed measurement calculation.
5.4.2 Experimental Results and Discussions
After collecting the segmental tone features in the test set, well-trained DNN-based classi-
fiers then assign a posterior probability to each non-native tone production to see how likely
the given tone is correctly pronounced. Finally, the generated posteriors along with the tone
labels (correct/mispronounced) are used to draw FAR-FRR detection curve for each lexical
tone category as shown in Fig. 5.5. Meanwhile, the equal error rate (EER), where FAR is
equal to FRR, is highlighted in this figure.
From Fig. 5.5, we can see that the BLSTM-based acoustic tonal model (orange curve)
trained with hard targets achieves a lower EER than its DNN counterpart (blue curve); for
instance, 22% and 13.7% EER reduction is respectively observed for Tone2 and Tone3.
For Tone1 and Tone4, although EER reduction is observed, substantial improvements are
no longer observed across all operation points. We argue that it may due to the imperfect
tone labeling of training samples. Specifically, a more sophisticated data-driven model,
such as BLSTM-based acoustic model, could be more sensitive to noisy training labels than
a simpler connectionist model like a DNN [124]. Moreover, non-native tone labeling is a
challenging task, as discussed in the introduction section; therefore, tone labeling errors
are likely to happen, which in turn bring more challenges into the training procedure of
BLSTM-based acoustic tonal models.
Facing the same issue of unavoidable tone labeling errors, Tone2 and Tone3 yet achieve
significant EER reduction. Long-range dependencies among acoustic and prosodic features
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Figure 5.5: Tone-dependent detection curves and EERs for DNN-based tone mispronuncia-
tion verifiers trained with segmental tone features vectors extracted from different acoustic
tonal models
captured by the BLSTM-based system seem to provide a substantial beneficial effect on
Tone2 and Tone3 modeling. Fig. 5.6 is an example of a testing utterance, where human
assigned labels are Tone3 and Tone4. In Table 5.6, tone-related posteriors produced by
DNN and BLSTM are summarized, where each posterior characterizes how likely the non-
native pronounced tone belongs to each tone category, e.g., the posteriors in lower right
corner of Table 5.6 indicate that both DNN and BLSTM recognized that the second non-
native tone pronunciation belongs to the Tone4 class with a posterior probability value
(confidence score) very close to 1.0. For the first non-native tone production, although the
human annotator and the BLSTM system agreed that it is pronounced as Tone3, the DNN-
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Figure 5.6: Pitch contours of non-native pronunciation, where human assigned labels are
Tone3 and Tone4
Table 5.6: Tone posteriors produced by DNN and BLSTM for Figure 5.6.
Tone3 Tone4
DNN BLSTM DNN BLSTM
Tone1 0.01 0.01 0.04 0.01
Tone2 0.55 0.41 0.0 0.0
Tone3 0.24 0.56 0.0 0.0
Tone4 0.2 0.02 0.96 0.99
based system gives a higher preference to Tone2, assigning to it a confidence score equal
to 0.55 (as shown in the second column of Table 5.6). We think that Tone2 is preferred
by the DNN-based system because its pitch contour is highly similar to Tone2 at the end
of the syllables, e.g., the rising slope in Fig. 5.1. Meanwhile, the DNN-based system also
gives a 0.2 confidence score to Tone4 category. The reason is that the beginning part of this
tone’s pitch contour exhibits a falling slope as canonical Tone4 behaves in Fig. 5.1. The
fixed-context input window of the DNN-based system may therefore fail at capturing all of
the discriminative information existing at the current syllable/tone. That is, the duration of
the pitch contour in Tone3 is around 0.7 second, which cannot be appropriately modeled
by a DNN with only fixed context input.
In addition, the BLSTM architecture is also helpful in modeling tone-level long-range
dependencies with coarticulation influenced by several (2 or 3) neighboring syllables. In
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Figure 5.7: Pitch contours of non-native pronunciation, where human assigned labels are
Tone3 and Tone1
Table 5.7: Tone posteriors produced by DNN and BLSTM for Figure 5.7.
Tone3 Tone1
DNN BLSTM DNN BLSTM
Tone1 0.52 0.0 0.95 1.0
Tone2 0.09 0.02 0.03 0.0
Tone3 0.26 0.97 0.02 0.0
Tone4 0.13 0.01 0.0 0.0
Fig. 5.7, a test utterance is shown, where the human assigned labels are Tone3 and Tone1.
We analyze the syllable marked by Tone3. Although the BLSTM-based system generates
a high 0.97 confidence score for Tone3, the DNN-based system signals a mispronunciation
event by assigning a confidence score as low as 0.26 to it (see the second column in Table
5.7). The DNN-based system wrongly prefers Tone1 (a score of 0.52) over Tone3 since
the non-native pitch contour of the tone in question is similar to canonical Tone1 (see Fig.
5.1), where pitch trajectories are both flat, with no significant rising or falling trajectories.
However, the pitch contour of the tone in question can also be a tone-level co-articulation
product of Tone2 or Tone3, when the preceding tone is Tone4 and the following tone is
Tone1 [119]. The experimental evidence gathered in this section suggest that the context
information captured by the input layer using a fixed context window does not allow the
DNN to correctly model the entire pitch contour of the target tone and properly decide
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Figure 5.8: Pitch contours of non-native pronunciation, where human assigned labels are
Tone4 and Tone1
Table 5.8: Tone posteriors of hard targets and proposed soft targets for Figure 5.8.
Tone4 Tone1
hard target soft target hard target soft target
Tone1 0.0 0.0 1.0 0.44
Tone2 0.0 0.0 0.0 0.0
Tone3 0.0 0.0 0.0 0.0
Tone4 1.0 1.0 0.0 0.56
whether the pitch contour is the canonical Tone1’s realization, or the product of tone-level
coarticulation. Therefore, a BLSTM-based system, which by design can exploit long-range
dependencies of prosodic features, is more suitable for modeling tone-level coarticulation
and prolonged non-native tone production.
Although acoustic tonal models leveraging BLSTM properties have proven to signifi-
cantly enhance tone level mispronunciation detection performance, there is still room for
further improvement. In fact, soft targets can be considered as a probability-based tran-
scription used to retrain BLSTM-based tone models (yellow curves in Fig. 5.5) and the
resulting EERs are further reduced for each lexical tone category. Such an outcome in-
dicates that soft targets could be more suitable for labeling irregular non-native tone pro-
nunciations, namely L2 learners’ tone realizations often fall between two canonical tone
categories and do not belong to a single category. Traditional hard target is not an optimal
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Figure 5.9: Frame-level tone posteriors generated with different tone classifiers.
choice for labeling the above-mentioned non-native tone realizations, as shown in the fol-
lowing example. The proposed soft target labeling strategy is displayed in Fig. 5.8, where
one training utterance is shown, and in Table 5.8, where traditional hard targets and the
proposed soft targets are reported. From Fig. 5.8, we can verify that the pitch contour
of the second syllable not only contains characteristic of Tone4, namely a falling slope is
observed, but also exhibits a similar pattern as Tone1, namely the end part of current tone’s
pitch contour is a straight line without slope and maintains at a high pitch level as canoni-
cal Tone1 behaves in Fig. 5.1. As a consequence, the proposed soft target labeling strategy
allows the acoustic tonal models to assign a confidence score of 0.44, and 0.56 for Tone1,
and Tone4, respectively. In contrast, the traditional hard target solution assigns a 1.0 poste-
rior to Tone1, other tone categories are considered highly not probable, with a confidence
score equal to zero. Finally, the frame-level detection curves generated by the DNN trained
with hard targets, and the BLSTMs trained with hard and soft targets are compared in Fig.
5.9 to demonstrate the efficiency of the proposed soft target training. In Fig. 5.9, we can
see that the frame-level scores generated from the BLSTM (soft target) are more consistent
with the human labeling in the top panel of Fig. 5.9.
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Figure 5.10: Pitch contours of native pronunciation, where human assigned labels are
Tone3 and Tone3
Table 5.9: Tone posteriors of hard targets and proposed soft targets for Figure 5.10.
Tone3 Tone3
hard target soft target hard target soft target
Tone1 0.0 0.0 0.0 0.0
Tone2 0.0 0.38 0.0 0.0
Tone3 1.0 0.62 1.0 1.0
Tone4 0.0 0.0 0.0 0.0
In addition to giving a more accurate description of non-native tone productions, our
proposed soft targets can also characterize tone sandhi [125], which refers to the phe-
nomenon that, in continuous speech, some lexical tones may change their tone category in
certain tone contexts. In Mandarin Chinese, the most common tone sandhi rule is “Tone3
Tone3→ Tone2 Tone3”, where the first Tone3 in a set of two third-tone syllables is con-
verted to Tone2. In the non-native corpus design, we try our best to avoid the abovemen-
tioned tone sandhi. However, the native corpora used to train acoustic tonal models do not
take the tone sandhi into consideration. Therefore, their original tone labels might not be
optimal for tone modeling. In this study, we find that our soft target tone label can auto-
matically reflect the mentioned change. In Fig. 5.10, two consecutive Tone3 spoken by a
native speaker are shown, where the pitch contour of the first Tone3 keeps rising and ends
at high-level pitch height like the canonical Tone2 shown in Fig. 5.1. Facing this tone
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Figure 5.11: Tone-dependent detection curves and EERs for BLSTM-based tone mispro-
nunciation verifiers trained with vectors of a sequence of frame-level tone features extracted
from different acoustic tone models
sandhi, our generated soft targets shown in Table 5.9 assign 0.38 posterior to Tone2, and
0.62 to Tone3. Obviously, compared with conventional hard target labeling, proposed soft
target can partially solve the tone label inconsistency caused by tone sandhi.
Now, let us investigate the improvement brought by better tone feature embedding
learned from a sequence of frame-level tone related features. Unlike DNN-based mis-
pronunciation verifiers trained with simple averaged frame-level features, our proposed
BLSTM-based classifier makes full use of sequential context information to embed a se-
quence of pronunciation scores into a vector for verifying whether the current tone is mis-
pronounced or not. Its corresponding detection curves and EERs are shown in Fig. 5.11,
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Figure 5.12: Frame-level tone posteriors generated with DNN (hard target) tone classifier.
in which EER reductions are observed after introducing BLSTM acoustic tonal models
and soft target training, similar to DNN-based mispronunciation detectors. Contrasting
Figs. 5.11 and 5.5, we can find that the BLSTM-based verifiers attain lower EERs than
their DNN-based counterparts, especially when tone features are extracted from DNN-
based tone models (blue curves). For example, the EER for Tone3 in Fig. 5.5 is equal to
13.1%, which is reduced to 11.3% in the Fig. 5.11. This improvement demonstrates that
the sequential information of frame-level posterior scores learned by BLSTM block can
bring extra gain over traditional DNN-based verifiers, where simple frame-level averaging
results in the loss of useful sequential information.
One example is given in Fig. 5.12, where frame-level posteriors extracted from DNN-
based acoustic model are presented. Regarding the detection curves of first Tone3, we can
observe that the posterior probability scores for Tone4 are dominant in the initial frames,
then posterior probability scores for Tone3 begin to increase (middle frames), and the final
frames are more likely to be classified as Tone2. Facing this dynamic change of frame-
level posteriors, our proposed BLSTM-based verifier assigns a 0.59 confidence score to
judge that it is correctly pronounced; however, the DNN-based system recognizes it as a
correct instance with only 0.44 probability. Therefore, if the threshold is set to 0.5, one
false rejection will be generated. Obviously, the sequential information of frame-level pos-
terior scores stored in the BLSTM block is beneficial to Tone3’s verification. Moreover,
we find that the improvement brought by sequential information becomes smaller when
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Table 5.10: Tones EERs (%) of different verifiers with features extracted from different









features fed into BLSTM-based verifier become long-range context-aware. Namely, ben-
efit from long-range dependencies modeling ability, BLSTM-based acoustic model can
produce more accurate tone features, so that the improvement brought by context-aware
verifier is reduced. A similar tendency can also be observed on Tone2 category. Lastly,
BLSTM-based verifiers achieve comparable Tone1 and Tone4 mispronunciation detection
performance with DNN-based systems. This result indicates that tone features themselves
have already contained good discriminant information, and long-term dependencies learned
by BLSTM-based verifiers are no longer needed for verifying Tone1 and Tone4’s correct-
ness. It should be noted that training BLSTM-based mispronunciation detection systems
is more challenging than training their DNN-based counterparts, especially with regard to
the imperfect human labeling (correct/mispronounced) and inaccurate input tone features.
Finally, Table 5.10 summarizes Mandarin tones’ averaged EERs of different verifiers
with different input tone features extracted from the DNN-based tone model trained with
hard targets and BLSTM-based tone models trained with hard and soft targets. The EER
reductions in each column demonstrate that our proposed soft target trained BLSTM-based
tone model can produce better tone feature for verification, thus each verifier utilizing this
feature achieves its own best performance. Moreover, the EER reductions in each row
demonstrate that the long-range dependencies learned by the BLSTM-based verifier are
beneficial to tone verification. Lastly, combining the BLSTM-based tone model and verifier
achieves the lowest EER, as shown in the bottom right corner of Table 5.10.
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5.5 Summary
In this chapter, through a series of systematic experiments, we have shown that perfor-
mance of Mandarin tone mispronunciation detection can be improved by properly choosing
the DNN architecture and adjusting the training scheme to better match the inherent fea-
tures/peculiarities of the spoken languages at hand, namely: (i) Effect of long-term acoustic
and prosodic dependencies in non-native tone realizations, and (ii) effect of imprecise tonal
pronunciation of L2 learners. In contrast to the fixed input context window of DNN-based
tone modeling, the BLSTM-based neural architecture captured tone-level coarticulation
and prolonged tone productions with long-range dependencies of acoustic and prosodic
features and led to a significant EER reduction for Tone2 and Tone3. Subsequently, adding
soft target training further reduces EERs (Fig. 5.5).
Finally, memory-based verifiers are investigated to model dynamic changes of frame-
level posteriors. This sequential information makes the proposed BLSTM-based verifiers
achieve the lowest EERs. Figs. 5.11 and 5.5 show that captured sequential information
can make up for the inaccuracy of extracted tone features, especially for Tone3. That is,
when tone features are extracted from DNN-based models, Tone3’ EER of 13.1% in Fig.
5.5 is reduced to 11.3% (blue curve in the lower left panel of Fig. 5.11), comparable to the
DNN-based verifier trained with features extracted from the BLSTM-based acoustic model




DIAGNOSING NON-NATIVE PHONETIC MISPRONUNCIATIONS AND
PROVIDING ARTICULATORY-LEVEL FEEDBACK WITH
KNOWLEDGE-GUIDED AND DATA-DRIVEN BASED DECISION TREES
In this chapter, we propose a novel decision tree based framework to diagnose phonetic
mispronunciations produced by L2 learners caused by using inaccurate speech attributes,
such as manner and place of articulation. Compared with conventional score-based CAPT
(computer assisted pronunciation training) systems, our proposed framework has three ad-
vantages: (1) each mispronunciation in a tree can be interpreted and communicated to the
L2 learners by traversing the corresponding path from a leaf node to the root node; (2) cor-
rective feedback based on speech attribute features, which are directly used to describe how
consonants are produced using related articulators, can be provided to the L2 learners; and
(3) by building the phone-dependent decision tree, the relative importance of the speech
attribute features of a target phone can be automatically learned and used to distinguish it-
self from other phones. This information can provide L2 learners speech attribute feedback
that is ranked in order of importance. In addition to the abovementioned advantages, ex-
perimental results confirm that the proposed approach can detect most pronunciation errors
and provide accurate diagnostic feedback.
6.1 Introduction
As has been discussed in the previous chapters, automatic speech recognition (ASR) sys-
tems can be used in the CAPT module to define ad-hoc confidence scores provided to the
end learners. Meanwhile, these confidence scores can be also fed into binary verifiers to
generate posterior probabilities to be used as a measure of how likely a current phone/tone
is correctly pronounced. Indeed, it has been demonstrated that a significant improvement
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in the pronunciation training can be achieved by providing simple pronunciation scores to
the L2 learners, e.g., [80]. However, when facing lower confidence scores, L2 learners
might have difficulty in self-correction, because they do not know what is wrong with their
pronunciations and how to improve them with only numeric scores.
In [113], it was shown that L2 learners can improve their production of the targeted
phones by receiving the feedback about the mispronunciation error at phone level. Nowa-
days, more and more research work has thus focused on how to use automatic mechanisms
to generate finer detection results and corrective information. For example, an extended
recognition network (ERN) [72, 73, 74] containing canonical phones and frequent erro-
neous patterns has been proposed to provide diagnostic feedback related to phone substi-
tutions, i.e., phone /A/ is mispronounced as phone /B/. Nonetheless, a major assumption
made by providing a feedback at a segment (a.k.a. phone) level is that learners are aware
of which articulatory movements (e.g., manner and place of articulation [107, 108]) have
to be corrected in order to restore the canonical phone pronunciation. Unfortunately, that is
a challenging task for L2 beginners. For example, some phones in L2 are absent in L1: be-
ginning Japanese learners of English might pronounce “lice” instead of “rice”. Facing the
segmental level feedback “phone /R/ is mispronounced as phone /L/”, learners might fail
to adjust their articulatory movements to correct this error, because the phone /R/ does not
exist in Japanese. Moreover, even if the supposed target phone exists in the learners’ L1,
the acoustic realizations of it might differ from those of the target language. For example,
Mandarin unvoiced phone /B/ shares the same articulation manner and place as its English
counterpart, but English phone /B/ is voiced. Finally, in [33, 34, 35], researchers pointed
out that non-native pronunciations have many “distortion errors”, i.e., the erroneous sound
is always between two canonical phones, rather than an absolute phoneme substitution.
Obviously, phone-level feedback is not sufficient enough to give direct instructions and
deal with such distortion errors.
Therefore, exploiting information at an articulatory-level is expected to enhance the
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quality of the feedback and alleviate some of the problems mentioned above. For exam-
ple, the Japanese learners could be instructed to correct their mispronunciation if they are
given following feedback “make a sound similar to /L/ but roll your tongue more back-
wards to create the acoustic characteristics of /R/.” Indeed, it has been reported that L2
learners prefer to receive direct instruction on how to correct mispronunciation at a artic-
ulatory level [101]. Moreover, researchers have exploited articulatory information for L2
learning [83, 101, 102], where an acoustic-to-articulatory inversion method is adopted to
directly provide feedback at an articulatory level, e.g., tongue position. In [67, 103, 104],
rule-based acoustic-articulatory mapping tables were employed to overcome the difficulty
of collecting physical articulatory measurements to map each phone to its corresponding
articulators. However, past work in mispronunciation detection performance at the artic-
ulatory level have been suboptimal due to the use of shallow models, or the lack of large
training non-native corpora [67]. In chapter 3, with the help of large non-native corpus and
deep learning techniques, we have achieved a good speech attribute classification accuracy,
and it allows us to directly measure pronunciation quality and give corrective feedback
based on articulation manner and place. However, the decision boundary of each speech
attribute feature in there is optimized for its own classification purpose, which is not directly
related to phone-level mispronunciation detection. In this chapter, we aim to optimize the
decision boundaries of each attribute feature for different target phones. Moreover, in order
to inspect how inaccurate speech attribute features can lead to mispronunciations, a white-
box classifier with interpretable output is investigated, instead of relying only on a fully
black-box approach, e.g., the DNN or BLSTM described in the previous chapters.
In this study, two types of decision trees [126] trained with speech attribute features are
used to discriminate articulatory characteristics of correct and incorrect phone-level pro-
nunciations. The first type is a knowledge-guided decision tree in which the input uses
only speech attribute features that belong to the target phone. The other is a data-driven
decision tree, which is built by automatically selected “optimal” speech attribute features.
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Both decision trees are “readable” models that allows each phone-level mispronunciation
to become interpretable by traversing the corresponding path from a leaf node to the root
node. We can thus find and analyze how speech attribute features result in mispronun-
ciations. Subsequently, pertinent articulatory-level feedback could be formulated to help
the L2 learners improving their pronunciations. Finally, through constructing the decision
trees, we can automatically learn which speech attributes are more important for distin-
guishing one phone from others. This information helps rank the corrective feedback by
importance. Detailed analysis and examples of the abovementioned decision trees will be
given in our experimental section.
6.2 Overview of The Decision Tree Based Diagnosis Framework
Fig. 6.1 shows the training and testing procedure of our proposed decision tree based mis-
pronunciation diagnosis. The training part consists of two blocks: (i) the speech attribute
feature extraction module, and (ii) the phone-dependent mispronunciation detector training
modules, including knowledge-guided and data-driven based decision trees. At the testing
stage, non-native pronunciation is first fed into our multisource BLSTM-based mispronun-
ciation detector described in chapter 4. If some mispronunciation is detected, well-trained
decision trees will be used to analyze this non-native pronunciation and provide diagnos-
tic feedback. The format of generated feedback depends on the feedback design module,
where audio clips or articulatory animation video can be prepared in advance.
6.2.1 Speech Attribute Feature Extraction
The training of speech attribute classifiers have been introduced in Section 3.3. After
the speech attribute classifiers are well trained, we can use them to extract articulatory
segmental-level features, which are then fed into knowledge-guided or data-driven based
decision trees. Please consult Section 3.4 for detailed description of extracting segmental-
level features.
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Figure 6.1: Overview of the decision tree based phone mispronunciation diagnosis frame-
work.
6.2.2 Tree-based Mispronunciation Verifier Construction
We build a phone-dependent decision tree with the C4.5 algorithm [127] according to the
annotated phone label (correct/mispronounced) and segmental-level pronunciation scores
of the speech attributes. Each decision tree was constructed by using C4.5 algorithm select-
ing the speech attribute with the highest normalized information gain to split the current
node set of samples into subsets. The resulting leaf nodes classify each phone segment
into either the correct or incorrect (mispronounced) categories. With respect to the mis-
pronounced category, we can traverse the corresponding path from the current leaf node to
the root node to know how this mispronunciation has occurred. Since each non-leaf node
of the decision tree is associated with one speech attribute and its corresponding splitting
value, we can easily give quantitative and qualitative corrective feedback.
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6.3 Experiments
Non-native phonetic mispronunciation diagnosis is carried out on the largest non-native
Mandarin corpus iCALL [55]. Its data preparation is the same as the phone-level mis-
pronunciation detection experiment described in chapter 4. In this study, we are concerned
with diagnosing the top 15 most frequently mispronounced consonants, which cover around
97.8% consonant errors in our test set.
6.3.1 Experimental Setup
In this study, before constructing a phone-dependent decision tree implemented by WEKA
[128], a data imbalance problem had to be addressed. For one target phone, the number
of correct samples is much higher than that of the incorrect samples, leading to a biased
decision tree with a high precision rate, but a low recall rate. Therefore, cost-sensitive
objective function is used to balance the training samples. Although there are nearly 20
different speech attributes in our feature vector, the decision tree can automatically select
the more important attributes for distinguishing the target phone from the others. This is
called data-driven based decision tree (DDBDT). In addition to DDBDT, this study also in-
vestigates knowledge-guided based decision tree (KGBDT), where the feature vector only
contains speech attributes related to the target phone. For example, if our target phone is
/B/, only four attributes (labial, stop, unaspirated and unvoiced) are used to construct the
feature vector, which is subsequently used for training decision tree.
In this experiment, the diagnostic error rate (DER) introduced in Section 2.3 is used
to evaluate the performance of aforementioned decision trees. Specifically, at the optimal
operation point (e.g., precision is equal to recall) shown in Fig. 4.2, the mispronunciation
samples correctly detected by the BLSTM-phone-attribute verifier are collected. Then the
DER is used to calculate the percentage of incorrect feedback generated by our knowledge-
guided or data-driven based decision trees.
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Table 6.1: The individual phone’s diagnostic error rate (DER) of two different decision




















6.3.2 Experimental Results and Discussions
The KGBDT and DDBDT are separately constructed for each phone category. The DERs
of different phones are summarized in Table 6.1. From this table, we can see that both the
DDBDT and KGBDT can provide accurate diagnostic feedback, e.g., their overall DERs
are both below 5%. Some reasons might lead to this observed phenomenon. First, the
input speech attribute features themselves already have very good classification accuracy,
as shown in chapter 3. Moreover, the generated feedback is at articulatory-level, where
the number of units within each articulatory category is far less than the size of phone set.
Therefore, it’s comparatively easy to get the correct prediction/feedback. In order to offer
an insight into how a specific decision tree is used to diagnose mispronunciations and give
corrective feedback, we first give two phone-dependent KGBDT examples, as shown in
Fig. 6.2.
A 10-fold cross validation is conducted to prune the decision tree to avoid overfitting
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Figure 6.2: The KGBDT of phone /CH/ (left) and phone /D/ (right)
and unreasonable splitting so that only the most important speech attributes are selected.
Take phone /CH/ in Fig. 6.2 for example, only “aspirated” and “retroflex” are used to
build the knowledge-guided decision tree. This observation is consistent with Table 3.1,
where the intersection between “aspirated” and “retroflex” sets only contains the phone
/CH/. Moreover, we can see that the higher a node is, the more important the speech
attribute associated with this node is for distinguishing /CH/ from other phones. Therefore,
the speech attribute priority for phone /CH/ is: aspirated (aspiration) > retroflex (place).
Facing phone /CH/ mispronunciation caused by a combination of inaccurate aspiration and
place, aspiration related feedback should be given priority.
Each non-leaf node in the decision tree is associated with one speech attribute and its
corresponding splitting value. Thus, how each input feature leads to a mispronunciation
can be quantitatively and qualitatively analyzed. Take phone /D/ in Fig. 6.2 for example,
the decision tree first checks the pronunciation score of unaspirated. If the score is smaller
than -1.92 (this splitting value or decision boundary is automatically learned by using C4.5
algorithm and optimized for each target phone), we can conclude that too much aspiration
contributes to one poor pronunciation. Obviously, the speech attribute associated with
each tree node gives a qualitative description about which speech attribute results in a
mispronunciation. Moreover, the pronunciation score of each speech attribute itself gives
a quantitative description of the mispronunciation tendencies, i.e., the lower the attribute
score is, the more likely this attribute is not well pronounced.
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Figure 6.3: The DDBDT of phone /CH/ (left) and phone /D/ (right)
By traversing a corresponding path from a leaf node to the root node, each mispronun-
ciation can be interpreted, i.e., the reason why this mispronunciation occurs and how to
correct it can be communicated to the L2 learner. KGBDT classifies the phone segment as
an incorrect category when target phone-related attributes’ pronunciation scores are small,
which shows that expected articulatory manner or place is not observed in the current phone
segment. In Fig. 6.2, there are two possible error patterns, marked by arrows. The upper
arrow points to phone /CH/ being mispronounced due to a lack of aspiration. Consequently,
a feedback on teaching how to practice aspiration can be given. The second arrow shows
that phone /CH/ is mispronounced due to the articulation place: the retroflex attribute has
a low score although its aspiration is correct. Therefore, articulation place-based feedback
can be given, e.g., try to move your tongue tip backwards so that the edges of your tongue
are touching your hard palate.
In order to compare and contrast the different mispronunciation detection mechanisms
of the DDBDT and KGBDT, the aforementioned decision trees’ DDBDT counterparts are
shown in Fig. 6.3. Through comparing Figs. 6.2 and 6.3, we find that speech attributes,
such as palatal and fricative, are used to construct the DDBDT for phone /CH/. These
speech attributes do not belong to phone /CH/, as shown in Table 3.1. The DDBDT thus
classifies the phone segment into the incorrect category when these attribute scores are high,
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which indicates that unexpected articulatory manner or place is observed in the current
phone segment. This detection mechanisms is also observed in the DDBDT for phone
/D/, where the attribute “aspirated” does not belong to phone /D/. The full report of each
phone’s KGBDT and DDBDT are shown in appendix A.
6.4 Summary
In this chapter, speech attribute based decision trees are proposed to detect phonetic mis-
pronunciations and provide articulatory level feedback based on the manner and place of
articulation. Compared with conventional score-based and phone-based systems, our ap-
proach can tell the L2 learners why their mispronunciations occur and how to correct them
using appropriate methods. While giving more intuitive and instructive feedback, our sys-
tem also achieves a good diagnostic performance. Indeed, mispronunciation detection at an
articulatory level can more accurately specify systematic L2 pronunciation errors [67]. For
example, [55] reported that non-native Mandarin learners with Romance mother language
are more likely to mispronounce aspirated phone /Q/ as unaspirated /J/. This seems like a
simple substitution error, but the fact that aspiration does not exist in Romance languages
might be the underlying reason for this de-aspiration error. Therefore, the feedback on
teaching how to practice aspiration is more instructive than just telling non-native learners
you have a phone-level substitution error.
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CHAPTER 7
CONCLUSIONS AND FUTURE WORK
The objective of this thesis is to improve mispronunciation detection of Mandarin and en-
rich diagnostic feedback for second language learners. In this chapter, we summarize our
contributions and discuss some directions for future work.
7.1 Summary and Contributions
In this thesis, we show our efforts to tackle the three challenges laid out in the Introduc-
tion chapter. The first challenge is the inconsistency in non-native phone-based labeling,
which makes trained phone model imperfect and its generated pronunciation scores still
have room for improvement. Therefore, we investigate using speech attribute features to
enhance the quality of original phone features. This idea is inspired by the sharing mech-
anism of the speech attribute, i.e., each speech attribute feature is sharable among a group
of phones, which allows it to pool more training data than an individual phonetic category.
Therefore, speech attributes are not too sensitive to individual phone-level labeling errors
and could be more robustly trained. Our experiment results shown in chapter 3 demon-
strate the efficiency of our preliminary thought, namely that higher classification accuracy
is achieved for speech attribute classifiers, when compared to traditional phone classifier.
It allows us to use speech attribute features to visualize and analyze non-native pronun-
ciations in addition to conventional phone features. More importantly, mispronunciation
detector trained with phone-attribute based features can bring consistent improvement over
our baseline trained with only phone features.
Similar to phonetic pronunciations, non-native tone productions often fall between two
canonical tone categories or do not resemble any canonical tonal categories. Consequently,
the use of forced-assigned standard tone categories will result in the inconsistency in tone-
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based labeling. Therefore, we propose to use soft targets, a kind of probabilistic transcrip-
tions, to label aforementioned non-native tone productions. After introducing soft targets
and Kullback-Leibler (KL) divergence training, our proposed system can achieve substan-
tial relative equal error rate (EER) reduction from its counterpart trained with hard targets.
The second challenge is related to how to more accurately verify whether current
phone/tone is mispronounced. In this study, we observe that the frame-level detection
curves exhibit dynamic changes within each phone or tone segment. Traditional frame-
level averaging used in DNN-based verifiers might lose this observed sequential informa-
tion. Therefore, BLSTM is proposed to employ learned context information to embed
a sequence of frame-level pronunciation scores into a pronunciation score vector. Com-
pared with the pronunciation representation derived from simple frame-level averaging,
the proposed BLSTM-based embedded pronunciation score vector is expected to charac-
terize more context information for subsequent mispronunciation detection, which is espe-
cially useful for verifying the pronunciation correctness of Tone2 and Tone3 in our tone
experiments. Meanwhile, we also observe that the BLSTM-based phone mispronunciation
detectors can achieve a higher equal precision-recall rate than its DNN-based counterparts.
These improvements give us some insight on modeling non-native pronunciations. Namely,
due to being unfamiliar with the target language, the L2 learners’ speech production process
might not be stable enough, which results in its detection curves exhibit dynamic changes.
Therefore, memory-based verifiers are more suitable for mispronunciation detection.
Lastly, we try to use articulatory information to tackle the challenge of generating
more intuitive and instructive feedback for non-native learners. Specifically, decision trees
trained with speech attribute features are used to analyze how speech attribute features
result in phonetic mispronunciations. Subsequently, pertinent articulatory-level feedback
could be formulated to help the L2 learners improve their pronunciations. Unlike tradi-
tional pronunciation scores or phone-level feedback, our generated feedback can directly
tell the user which articulatory movements (e.g., manner and place of articulation) have
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to be corrected in order to restore the pronunciation of the canonical phone. Moreover,
the experimental results show that our proposed decision trees achieve a good diagnos-
tic performance. Different from articulatory-level explanations for phonetic errors, pitch
contour and height are frequently used for generating feedback for mispronounced tones.
These speech cues have already been readable enough, therefore their optimization is not
our focus in this thesis.
7.2 Future Work and Directions
Several future research directions arise from the work presented in this thesis. We here give
a brief discussion of them.
Mispronunciation visualization and detection of Mandarin vowels using speech at-
tribute features: In this thesis, we have demonstrated the feasibility of using articulatory-
level posteriors to analyze non-native consonant productions. Obviously, we can further
extend this framework to predict Mandarin vowels’ speech attributes, e.g., the position of
tounge, the shape of lip.
Language universal mispronunciation detection: Some work [36, 129] in the ASAT
project have demonstrated the efficiency of cross-language speech attribute detection. There-
fore a direct extension of the current work is to apply speech attribute detectors trained on
Mandarin corpus to detect some mispronunciations made by other users, e.g., non-native
learners of English.
Automatic error pattern discovery: With the help of a large non-native corpus and deep
learning techniques, posteriors generated from well-trained phone, articulatory, and tone
classifiers are proposed to analyze non-native productions. Naturally, unsupervised clus-
tering on top of these posteriors is expected to find new error patterns, in addition to tra-
ditional substitution errors. After modeling the discovered patterns, we can enhance the






In this study, we generate phone-dependent decision trees for each of the top 15 most fre-
quently mispronounced consonants in Mandarin. Their corresponding knowledge-guided
based decision tree (KGBDT) and data-driven based decision tree (DDBDT) are respec-
tively shown in the left and right part of the following figures.
Figure A.1: The KGBDT (left) and DDBDT (right ) of phone /B/
Figure A.2: The KGBDT (left) and DDBDT (right ) of phone /C/
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Figure A.3: The KGBDT (left) and DDBDT (right ) of phone /CH/
Figure A.4: The KGBDT (left) and DDBDT (right ) of phone /D/
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Figure A.5: The KGBDT (left) and DDBDT (right ) of phone /J/
Figure A.6: The KGBDT (left) and DDBDT (right ) of phone /K/
Figure A.7: The KGBDT (left) and DDBDT (right ) of phone /P/
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Figure A.8: The KGBDT (left) and DDBDT (right ) of phone /Q/
Figure A.9: The KGBDT (left) and DDBDT (right ) of phone /R/
Figure A.10: The KGBDT (left) and DDBDT (right ) of phone /S/
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Figure A.11: The KGBDT (left) and DDBDT (right ) of phone /SH/
Figure A.12: The KGBDT (left) and DDBDT (right ) of phone /T/
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Figure A.13: The KGBDT (left) and DDBDT (right ) of phone /X/
Figure A.14: The KGBDT (left) and DDBDT (right ) of phone /Z/
Figure A.15: The KGBDT (left) and DDBDT (right ) of phone /ZH/
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