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ABSTRACT.  We formulate a rigorous method for calculating a nonadiabatic (frequency-
dependent) exchange-correlation (XC) kernel required for correct description of both equilibrium 
and nonequilibrium properties of strongly correlated systems within Time-Dependent Density 
Functional Theory (TDDFT). To do so we use the expression for charge susceptibility provided 
by Dynamical Mean Field Theory (DMFT) for the effective multi-orbital Hubbard Model. We 
tested our formalism by applying it to the one-band Hubbard model:  our nonadiabatic kernel 
leads to a significant modification of the excitation spectrum, shifting the peak that appears in 
adiabatic (simplified) solutions and disclosing a new one, in agreement with the DMFT solution. 
We also used our method to track the nonequilibrium charge-density response of a multi-orbital 
perovskite Mott insulator, YTiO3, to a perturbation by a femtosecond (fs) laser pulse.  The results 
were quite different from those provided by the corresponding adiabatic formalism. These initial 
investigations indicate that electron-electron correlations and nonadiabatic features can 
significantly affect the spectrum and nonequilibrium properties of strongly correlated systems.  
PACS numbers: 71.10.-w, 71.15.Mb, 71.27.+a 
 
Introduction.-- Correct description of the physical, including nonequilibrium, properties of 
strongly correlated electron systems is one of the most important goals of the condensed matter 
and material science communities. These systems demonstrate unusual properties with many 
potential applications both in bulk (high-temperature superconductivity, exotic interplay of 
magnetism and superconductivity, giant magneto-resistance, etc.) (see, for example Ref. [1]) and 
in the nanocase (for example, antiferromagnetism in small Fe chains,2 exotic charge carrier 
generation in the insulating phase of a VO2 nanosystem,3 and anomalous lattice expansion4,5 and 
room temperature ferromagnetism6 in CeO2 nanostructures). From the perspective of 
technological applications, nanostructures look even more promising than bulk, since they afford 
additional channels for tuning a system’s properties by varying its size and geometry and by 
putting it on different substrates. Description of experimentally observed properties as well as 
prediction of new strongly correlated systems with desired properties requires reliable theoretical 
and computational tools.  
The most successful many-body approaches for studying the static properties of strongly 
correlated systems — the Bethe ansatz (BA) approach7 and DMFT8,9 — were recently 
generalized to cover the nonequilibrium case (Refs. [10] and [11,12], correspondingly). The 
success of these theories is based on their accuracy - the Bethe ansatz solution is exact in the 
one-dimensional case and DMFT is very accurate in the limit of high atomic coordination 
number (and exact in the limit of infinite dimensions/coordination number). DMFT combined 
with ab initio DFT approaches (DFT+DMFT),13,14 is currently being used to describe most of the 
types of strongly correlated systems in equilibrium: nanostructures and molecules (see, e.g., Ref. 
[15] and references therein), 2D systems, bulk materials,16,17 etc. (except, probably, chains and a 
few-atom clusters). In the DFT+DMFT approach the "non-correlated" properties of the system, 
like the system geometry and spectrum, are obtained via (LDA or GGA) DFT, and the 
correlation effects are taken into account by post-processing the solution of the corresponding 
effective Hubbard model (see below). Unfortunately, DFT+DMFT is rather computationally 
expensive even for systems in equilibrium with dozens of non-equivalent atoms, for which 
computational costs are currently prohibitive beyond (geometrically and chemically) simple 
periodic systems or small (1nm) nanoparticles. Needless to say, application of the 
nonequilibrium DMFT is even more computationally expensive, especially in the case of 
nonhomogeneous response (e.g., domain growth) for which one has to treat all the sites as 
nonequivalent. For this reason, development of a pure ab initio TDDFT18 for strongly correlated 
systems with rigorously derived XC kernel is very desirable. Indeed, being a theory of a single 
variable, the charge density, TDDFT allows one to study the properties of almost all types of 
perturbed systems of interest, from a few to thousands of atoms and to extended (periodic) 
systems.19 
Some progress in this direction has already been made. In particular, Refs. [20-24] have 
proposed adiabatic (static DFT) XC potentials based on the BA solution. For studying  time-
dependent phenomena, adiabatic TDDFT XC potentials based on the results for the BA22 and 
DMFT25 XC energies for the one-band Hubbard model have also been proposed. In particular, in 
the last-cited paper the corresponding potential was tested versus the exact (DMFT) solution for 
the system in infinite dimensions. It was shown that the XC potential can reproduce the metal-
insulator transition and the temporal response of systems in the case far from half-filling and 
moderate local Coulomb repulsions U. In other (strongly correlated) regimes the adiabatic 
TDDFT solution significantly deviates from the exact one, suggesting that the nonadiabatic 
(memory) effects might be crucial in such cases. Indeed, as we have recently shown by analyzing 
the exact solution for the Hubbard dimer,26 nonadiabaticity, i.e. frequency-dependence of the XC 
kernel, has to be taken into account in order to obtain a correct electronic spectrum, with 
characteristic (Hubbard satellite) peaks due to the dynamical (time-resolved) local interactions 
between the electrons. Naturally, these states affect the nonequilibrum response of the system as 
well. A nontrivial frequency dependence of the XC kernel in the case of small clusters was also 
found numerically in Ref. [27]. For extended systems, 2D and 3D one-band Hubbard models, we 
have demonstrated that the frequency dependence of the XC kernel is also required in order to 
reproduce the correct spectrum with its characteristic zero-energy quasi-particle peak.26 
In this Letter, we formulate a rigorous approach for calculating the nonadiabatic XC kernel of 
strongly correlated systems based on the DMFT solution for the multi-band Hubbard model. We 
test it on a one-band Hubbard model (for which there is a known DMFT solution) and apply it to 
a three-band Mott insulator, YTiO3, (with known experimental and DMFT spectra) and 
demonstrate that the nonadiabatic effects can play an important role in the spectral properties and 
nonequilibrium response of  systems with strong electron correlations. 
 
The Nonadiabatic TDDFT+DMFT formalism.—In the TDDFT approach, to study the physical 
properties of a system one needs to solve the Kohn-Sham equation for the electron wave 
function:  
݅ డట഑೗ ሺ௥,௧ሻడ௧ ൌ ቂെ
׏మ
ଶ௠ ൅ ௜ܸ௢௡ሺݎሻ ൅ ுܸሾ݊ሿሺݎ, ݐሻ ൅ ௑ܸ஼ሾ݊ሿሺݎ, ݐሻ ൅ ௘ܸ௫௖ሺݎ, ݐሻቃ ߰ఙ௟ ሺݎ, ݐሻ,																								ሺ1ሻ                        
where  ߪ is the spin index, l is the orbital index, and 	 ௜ܸ௢௡ሺݎሻ, ுܸሾ݊ሿሺݎ, ݐሻ, ௘ܸ௫௖ሺݎ, ݐሻ are the ion, 
Hartree and external (e.g., elecro-magnetic field) potentials, respectively. The remaining term in 
the square brackets — ௑ܸ஼ሾ݊ሿሺݎ, ݐሻ — is the XC potential, which takes into account all the 
effects of the electron-electron interactions. In the approximation of linear response, the XC 
potential can be expanded in terms of the linear fluctuations of the charge density: 
௑ܸ஼ሾ݊ሿሺݎ, ݐሻ ൎ ௑ܸ஼ఙሾ݊ሿሺݎ, ݐ ൌ 0ሻ ൅ ׬݀ݎᇱ݀ݐᇱ ௑݂஼ሺݎ, ݐ, ݎᇱݐ′ሻߜ݊ሺݎᇱ, ݐ′ሻ,																																		ሺ2ሻ                                  
where 
௑݂஼ሺݎ, ݐ, ݎᇱݐ′ሻ ൌ ఋ௏೉಴഑ሾ௡ሿሺ௥,௧ሻఋ௡ሺ௥ᇲ,௧ᇲሻ 																																																																																																																			ሺ3ሻ		                        
is the XC kernel. We would like to emphasize that finding the linear response solution for the XC 
potential (2) is a much easier task than finding the general expression for ௑ܸ஼ሾ݊ሿሺݎ, ݐሻ, which 
requires minimization of the energy functional in both the charge density and the self-energy 
(neglected here) (see, e.g., Ref. [16]). For the majority of the purposes in studying the excitations 
and nonequilibrium response, the linear (including memory effects) approximation is sufficient 
(except, probably, the case of very strong perturbations). As we show below, the exact expression 
for the static part of the potential  ௑ܸ஼ఙሾ݊ሿሺݎ, ݐ ൌ 0ሻ is not essential in the nonequiibrium case. 
Moreover, the static potential only leads to a change of the static Kohn-Sham spectrum which 
can be also obtained by using the DFT+DMFT16,17 or other approaches. The XC potential and 
kernel in Eqs. (1) and (2) depend  on the electron density: ߜ݊ሺݎ, ݐሻ ൌ ∑ ሾ|߰ఙ௟ ሺݎ, ݐሻ|ଶ െ௟,ఙ
|߰ఙ௟ ሺݎ, ݐ ൌ 0ሻ|ଶሿ, so the Kohn-Sham Eqs.(1), (2) must be solved self-consistently with the last 
equation. Therefore, the problem reduces to finding the expression for the XC kernel (3).  
To find the appropriate expression for  	 ௑݂஼ሺݎ, ݐ; ݎᇱݐᇱሻ, we will refer to the case of many-body 
theory. In this approach, most of the single-particle properties and the collective excitations and 
response can be studied by calculating the spin- and orbital-dependent single-particle Green’s 
function                                     
ܩఙఙᇲ௟௟
ᇲ ሺݎ, ݐ; ݎᇱ, ݐ′ሻ ൌ െ 〈ܶܿఙ௟ ሺݎ, ݐሻܿఙᇲ௟
ᇲାሺݎᇱ, ݐᇱሻ〉																																																																																											ሺ4ሻ 
and two-particle susceptibility 
߯ఙఙᇲ௟௟
ᇲ ሺݎ, ݐ; ݎᇱ, ݐ′ሻ ൌ െ 〈ܶ݊ఙ௟ ሺݎ, ݐሻ݊ఙᇲ௟
ᇲ ሺݎᇱ, ݐᇱሻ〉,																																																																																											ሺ5ሻ 
where T is the time-ordering operator, and ܿ, ܿା and n are the annihilation, creation and particle 
number operators with the corresponding orbital, spin, space and time indices. The knowledge of 
the functions (5) is especially important for TDDFT, since it defines the XC kernel. Indeed, one 
can find the XC kernel in terms of total charge density susceptibility 
 ߯ሺݎ, ݐ; ݎᇱ, ݐ′ሻ ൌ െ〈ܶ݊ሺݎ, ݐሻ݊ሺݎᇱ, ݐᇱሻ〉																																																																																																								ሺ6ሻ  
as: 
௑݂஼ሺݎ, ݎ′߱ሻ ൌ ߯ିଵሺݎ, ݎ′߱ሻ െ ߯଴ି ଵሺݎ, ݎᇱ߱ሻ																																																																																													ሺ7ሻ 
(in the frequency representation). In the last equation, ߯̂଴ି ଵ is the inverse susceptibility in the 
“non-interacting” (DFT) case. Plugging the orbital-density expansion for the total charge density 
݊ሺݎ, ݐሻ ൌ ∑ ݊ఙ௟ ሺݎ, ݐሻ௟,ఙ  into Eq.(6), and using Eq. (5), one can find the expression for the total-
charge susceptibility in terms of the spin-orbital susceptibilities: 
߯ሺݎ, ݐ; ݎᇱ, ݐᇱሻ ൌ ෍ ߯ఙఙᇲ௟௟
ᇲ ሺݎ, ݐ; ݎᇱ, ݐᇱሻ
௟,௠,ఙ,ఙᇲ
.																																																																																															ሺ8ሻ 
Thus, provided the functions ߯ఙఙᇲ௟௟
ᇲ ሺݎ, ݐ; ݎᇱ, ݐᇱሻ are known, one can find the total-charge XC kernel 
from Eq. (7) by using Eqs. (8).  
To find the expression for the susceptibilities Eq. (5), we shall consider an approximate model 
for strongly correlated systems, the Hubbard model with the Hamiltonian: 
 ܪ ൌ െ∑ ݐ௜௝,ఙ௟௠௜,௝,௟,௠,ఙ ܿ௜ఙ௟ା ௝ܿ௠ ൅ ܷ∑ ݊௜↑௟ ݊௜↓௟௜,௟ ൅ ሺܷ െ ܬሻ∑ ݊௜↑௟ ݊௜↓௟௜,௟ ൅ ሺܷ െ ܬሻ∑ ݊௜↑௟ ݊௜↓௟௜,௟ ൅
ሺܷ െ 2ܬሻ∑ ݊௜ఙ௟ ݊௜ఙ௠௜,௟,௠,ఙ 	,																																																																																																																											ሺ9ሻ 
where ݐ௜௝,ఙ௟௠  are the corresponding inter-(intra-) site and hopping parameters, U is the orbital 
Coulomb repulsion at each site, U-J and U-2J are the corresponding inter-orbital opposite-spin 
and inter-orbital same-spin Coulomb repulsions. Parameter J is the exchange energy. Once one 
has found the single-particle Green’s function (4) with desired accuracy, one can obtain the 
susceptibility with the same accuracy from  
߯௔௕ሺݎ, ݎᇱ, ߱ሻ ൌ ׬݀߱′ܩ௔௕ሺݎ, ݎᇱ, ߱ ൅ ߱′ሻܩ௕௔ሺݎᇱ, ݎ, ߱′ሻ																																																																					ሺ10ሻ  
(here and below a and b, c and d stand for the orbital and spin indices). This statement is a 
particular case of a more general Ward-Takahashi theorem, which establishes the relations 
between different quantities, like the multi-particle vortices (XC kernel in our case) and the 
single-electron self-energy, that come from conservation laws for the system (see, for example, 
Ref. [28]). 
 
DMFT.--To calculate the Green’s function, we use the DMFT approximation. In DMFT, one 
neglects the momentum-(space-) dependence of the electron self-energy, i.e. in this case the 
problem is reduced to the problem of an electron(s) on an atom, embedded into a bath of the 
other electrons (more details on the DMFT approach can be found in Refs. [9,16]). The system of 
equations for the Green’s function and two other relevant functions (we mention them below) has 
the following form: 
ܩ௔௕ሺ݅߱௡ሻ ൌ ∑ ቂ ଵ௜ఠ೙ିఌොೖିஊ෡ሺఠ೙ሻቃ௔௕௞ ,																																																																																																										ሺ11ሻ  
ܩ௔௕ିଵሺ݅߱௡ሻ ൌ ࣡௔௕ିଵሺ݅߱௡ሻ െ Σ௔௕ሺ݅߱௡ሻ,																																																																																														ሺ12ሻ 
ܩ௔௕ሺ߬ሻ ൌ නܦሾ߰ሿܦሾ߰∗ሿ߰௔ ሺ߬ሻ߰௕∗ሺ0ሻ																																																																																																												 
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																																																																																																																																																																				ሺ13ሻ 
where ߱௡ ൌ ߨܶሺ2݊ ൅ 1ሻ (T – temperature, n – integer number) and ߬ are the Matsubara 
frequency and time, correspondingly. The elements of the local Coulomb interaction matrix 	 ௖ܷௗ 
in the last equation can be easily identified from the last three terms of the Hamiltonian Eq. (9). 
In Eq.(11), the hats over the free electron energy ߝ௞̂ (k - momentum) and the self-energy Σ෠ 
functions  are put to emphasize that they matrix functions. In DMFT, it is much easier to solve 
the equations in Matsubara representation comparing to the real-frequency calculations.  Once 
the solution for the functions  in Matsubara representation has been found, one can obtain the 
corresponding real-frequency dependencies by performing the analytical continuation ݅߱௡ →߱ ൅ ݅ߜ.   Equations (11)-(13) have the following meaning. Eq. (13) is the expression for the local 
(in site index) Green's function in terms of the matrix elements of the free electron energy and 
the interacting electron self-energy matrices ߝ௞̂ and  Σ෠ሺ߱ሻ. The electron self-energy is 
momentum-independent in DMFT, which allows one to obtain the exact numerical solution for 
the Green’s function. Also, in this approach it is assumed that the Green’s functions ܩ௔௕ሺ߱ሻ  and 
self-energies Σ௔௕ሺ߱ሻ in the many-site problem are the same as the corresponding functions in the 
one-site (impurity) case. Therefore, in the single-site problem one can write down the Dyson 
Eq.(12) that connects the Green’s function and the self-energy with the “one-site” dynamical 
mean-field Green’s function ࣡௔௕ሺ߱ሻ, which describes the effects of the interaction of other 
electrons with the impurity electron. Finally, Eq. (13) is the path-integral expression for the 
impurity Green’s function  ܩ௔௕ሺ߬ሻ defined by given dynamical mean-field and the Coulomb 
repulsion parameters; ߰௔ and ߰௔∗   are fermionic Grassman fields (see, e.g., Ref. [9]).  The last 
equation is the so-called impurity equation, which is actually the only non-trivial equation in the 
problem. To solve it, we use computationally non-expensive second-order perturbation theory 
(PT) approximation,29 which results in the following expression for the self-energy matrix: 
Σ௔௕ሺ݅߱௟ሻ ൌ ܷ௔௕݊௕ ൅ ܷ௔௕ଶ ෍࣡௔௔
௠,௡
ሺ݅߱௡ሻ࣡௔௔ሺ݅߱௠ሻ࣡௔௔ሺ݅߱௡ ൅ ݅߱௠ െ ݅߱௟ሻ,																																	ሺ14ሻ 
where the first (linear) term corresponds to the static (Hartree) approximation, while the second, 
frequency-dependent, term describes non-trivial dynamical effects that play an important role in 
the behavior of many strongly correlated systems. As we show below, the PT solution is 
sufficient for the correct description of the spectral properties of the systems of interest, though 
the exact solution of the impurity problem, for example the one based on the Quantum Monte 
Carlo (QMC)30 or Continuous-Time QMC31 algorithms, can be also obtained.  
Since DMFT is a “spatially local” theory, one can following its successes choose the 
TDDFT+DMFT XC kernel to be also local in space. For farther simplification, one can assume 
that the kernel is separable for the space and frequency indices, and neglect the spatial 
dependence of the kernel: 
௑݂஼ሺݎ, ݎ′߱ሻ ൌ ܣߜሺݎ െ ݎᇱሻ ሚ݂௑஼ሺ߱ሻ,																																																																																																										ሺ15ሻ                        
where ሚ݂௑஼ሺ߱ሻ is the frequency-dependent (dynamical) part obtained from Eq. (7)  by using the 
local susceptibilities (at r=r’). In the last equation,  the spatial part of the kernel ܣߜሺݎ െ ݎᇱሻ  (A is 
a parameter) is a simple static local XC kernel. This approximation can be defined as the 
dynamical impurity approximation, since in order to obtain the kernel from Eq.(7) one needs the 
local susceptibilities (r=r’) which on their turn are defined by the local (impurity) Green’s 
functions in Eq. (10). This approximation corresponds to the case when only the local charge 
dynamics is taken into account, which may be regarded as a reasonable choice in the case of 
localized d- and f-orbitals.  General (spatial- or momentum-dependent) expression for the DMFT 
XC kernel can be also obtained from Eq. (7) by using exact susceptibilities Eq.(10). In particular,  
in the case of translational-invariant systems, when one can get the momentum-dependent kernel 
from	 ௑݂஼ሺ݇, ߱ሻ ൌ ߯ିଵሺ݇, ߱ሻ െ ߯଴ି ଵሺ݇, ߱ሻ, where the momentum-dependent susceptibility can be 
obtained from the Fourier transformed spatial susceptibilities Eq.(10) by using the momentum-
dependent Green’s functions ܩ௔௕ሺ݇, ߱ሻ, defined by the expression under the sum on the right 
hand side of Eq. (11). Below, in applications of the TDDFT+DMFT formalism we  use the kernel 
Eq. (15). 
 
Applications: one-band Hubbard model.--To test the formalism, we compare the results for the 
excitation spectrum (response function) of the infinite-dimensional one-band Hubbard model at 
half-filling (average number of electrons per site n=1) obtained with the nonadiabatic 
TDDFT+DMFT approach (XC kernel (15), A=1)  with the results for DMFT spectral functions. 
As it follows from Fig.1, the two solutions are in agreement. In particular, one can reproduce the 
main features of the DMFT excitation spectrum with TDDFT+DMFT: the excitations between 
the two Hubbard bands centered around ߱ ൌ േܷ/2 and the low-energy intra-band excitations 
that correspond to the transitions inside the half-filled central band  (corresponding to the “zero 
energy quasi-particle peak”, which is suppressed at large values of U9,32,33). For example, at U=2t  
(t is the hopping parameter)  the TDDFT response function (Fig. 1, right; solid green line) 
demonstrates these two types of excitations by peaks  centered  around ߱ ൌ 0 and	߱ ൌ ܷ ൌ 2ݐ. 
The central peak is characteristic feature of the DMFT solution, which is missed in the static 
mean-field (MF) approximations. As a consequence the MF calculations are not capable produce 
the low-energy excitation peak when implemented into TDDFT.     
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Fig. 1. Left: The DMFT DOS for the infinite-dimensional one-band Hubbard model at half-
filling at different values of the Coulomb repulsion. Right: the corresponding TDDFT+DMFT 
imaginary parts of the response functions in the case of IPT (solid lines) and “static”, or 
unrestricted Hartree-Fock, (dashed lines) approximations for the self-energy.  The inset graph 
shows the frequency dependencies of the XC kernel.  
 
To demonstrate this, we compare the full TDDFT+DMFT response function (based of the PT 
solution for the self-energy Eq. (13)) with the corresponding TDDFT+DMFT (or rather, 
TDDFT+U) results when the static (linear in U, corresponding to the unrestricted Hartree-
Fock/”DFT+U”) approximation for the electron self-energy was used. In the most interesting and 
already discussed case of an intermediate value of Coulomb repulsion, U=2t, the results for both 
response functions are similar at large frequencies solid and dashed green lines in Fig. 1, right), 
while at the intermediate ߱ᇱݏ (between approximately t and 2t), the static approximation misses 
the features coming from the dynamical effects. In order to get a better understanding of this 
difference, one can analyze the expression for the exact analytical solution for the spin 
susceptibility at large U’s: ߯ఙఙሺ߱ሻ ൌ ௎௡഑ഥሺଵି௡഑ഥሻఠమି௎మା௜ఋ , which corresponds to the static case.  As it 
follows from the last equation, the response function in the static case  demonstrates only the 
Hubbard band excitation with energy U, while the other peaks in the spectrum are missed.  Thus, 
rigorous inclusion of the dynamical effects captured by DMFT is important in the TDDFT case 
as well. 
Applications: YTiO3.--As a multi-orbital application, we consider a Mott insulator system of 
YTiO3 with the energy gap 1eV and the ferromagnetic critical temperature 30K.34-36 DFT 
calculations34 predict a metallic ground state with three partially occupied narrow t2g bands 
around the Fermi level with approximate total electron occupation number ݊ ൎ 1. Due to a weak, 
~0.1ܸ݁, splitting of the t2g bands (most probably caused by the GdFeO3-type distortion), three 
orbitals (dxy, dxz and dyz) contribute to the ground state wave function. The other d-bands (Eg) are 
significantly separated in energy from the Fermi level due to the crystal field splitting. Contrary 
to the DFT results, DMFT calculations34-35 and experimental studies36 show that YTiO3 is a Mott 
insulator. Our DMFT result for the spectral function is  in agreement with these conclusions 
(Fig.2 left, the details of the calculations are given in the caption). It should be noted that we use 
the second-order PT expression for the self-energy (13) in the calculations, which can be 
regarded as a sufficient approximation for our purpose, while more accurate solvers are required 
when, for example,  one is interested in detailed changes of the magnetic order in the system 
crossing the metal-insulator transition point (see, for instance, Ref. [34]). 
 
Finally, we applied the TDDFT+DMFT approach to study the excited charge dynamics in YTiO3 
in the case of an applied external fs laser pulse (applied only to the dxy subsystem). We have 
calculated the time-dependent orbital occupancy from the Kohn-Sham equation (1) by expanding 
the wave function in terms of the t2g orbitals in the case of applied pulse  ܸሺݐሻ ൌ ଴ܸ ൈexpሺെݐଶ/߬ଶሻ ( ଴ܸ ൌ 0.001eV and      ߬ ൌ 2.05fs	  are the magnitude and duration of the  pulse). 
As it follows from our calculations (Fig. 2, right), the electron interaction effects play a very 
important role in the response. Indeed, in the non-interacting case only the xy-band becomes 
excited and with consequent relaxation to a saturated excited charge-density regime. The mean-
field (Hartree-Fock) approximation predicts much stronger response with larger excited charge 
densities, including excitations to the other two bands due  to the scattering effects. While a more 
general dynamical solution (Eq.(13)) is rather close to the MF one at short times, it demonstrates 
a much stronger response at longer times. Indeed, one may expect the memory (time, or 
frequency) effects to affect the post-pulse dynamics, in particular due to fluctuations in the  
orbital occupancies. It is important to emphasize that the second-order PT expansion is capable 
to correctly describe the dynamics of the system only for times below ~ݐ/ܷଶ [37] (femtoseconds 
in our case). Analysis of the dynamics at arbitrary long times  requires the exact expression for 
the self-energy, which  is beyond the scope of this paper and is planned to be performed in near 
future. 
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FIG. 2: Left: The DFT (U=0), DMFT and the experimental results36 for the spectral function for 
the t2g electrons for YTiO3. The insert shows the projected non-interacting spectral functions for 
the three bands. Right: the fs TDDFT+DMFT dynamics of the pumped charge density after a 
laser pulses excitation in the case of different approximations. It was assumed that the pulse is 
applied to the xy-band only. Insert: excited charge density for other two bands. The DMFT 
results were obtained from the effective tight-binding three-band Hubbard Hamiltonian with the 
hopping parameters obtained from DFT calculations (Ref. [34], Table V). The other parameters 
are U = 3eV; J = 0.64eV . A separable XC kernel (15) was used with parameter A=0.01. 
 
Summary.--We have formulated a multi-orbital nonadiabatic TDDFT+DMFT approach to study 
the spectral properties and nonequilibrium response of strongly correlated systems. The 
expression for the  key element of the theory - nonadiabatic XC kernel - is derived by using the 
DMFT solution for the electron self-energy for the effective Hubbard model. The general steps 
of the algorithm can be summarized in the following scheme: DFT → DMFTሺΣ	ሻ 	→ fଡ଼େ 	→TDDFT, i.e. a "non-correlated" DFT solution is used to obtain the DMFT XC kernel, which is 
farther implemented into the TDDFT framework to study the excitations and the nonequilibrium 
response of the system. We tested the formalism in the case of infinite-dimensional one-band 
Hubbard model at half-filling, where an accurate DMFT solution is available, and in the case of 
multi-orbital real material with available experimental data. It is demonstrated that the 
nonadiabatic effects are important for both the excitation spectrum and the response of the 
system. Since the DMFT approach is now regarded as almost the method of choice in the many-
body strongly correlated  community, we believe that the corresponding XC kernel can be 
successfully used in the time-dependent ab initio applications as well. On the other hand, farther 
analysis of the accuracy of the approximation is needed. The most important questions in this 
regard are i) inclusion of the screening/spatially-extended interaction effects (with a possible 
attempt to combine the DMFT and GW contributions to ௑݂஼ (see, e.g., Ref. [38], where such an 
approach was employed in the equilibrium case)) and ii) the double counting correction, i.e. 
consistent inclusion of the correlation effects with DMFT(+GW) approximation already at the 
initial (relaxation, DFT) stage.39 These and some other questions are planned to be considered in 
the nearest future.  
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