All stages of phase transformations in materials, nucleation, growth, and coarsening, are subjected to thermal effects that stem from the redistribution of energy in the system like, release of latent heat and heat conduction. The thermal effects change the rate and outcome of the transformation and may result in appearance of unusual states or phases, in particular in nanosystems. This paper is not a complete account of the theory of thermal effects; it is rather a guide through many seemingly unrelated effects in different phase transformations, which in fact have unified origin. Although the dynamical Ginzburg-Landau approach will be used for the analysis of the effects, they are robust and independent of the employed theoretical methods. Another purpose of this review is to bring these effects to the attention of experimenters and motivate them on conducting new experiments in the area of phase transitions.
INTRODUCTION
Phase transitions in materials occur due to symmetry changes as a result of changing external conditions, temperature, pressure, or chemical potential, and are among the most important factors that influence properties of materials. The 'purpose' of the transition is to achieve thermodynamic equilibrium in the system under the new external conditions. Depending on the type of symmetry changes in the system, there can be identified two types of transitions: discontinuous (first-order) and continuous (second-order), which differ in dynamics and final outcome. A very convenient way of addressing general problems of transitions is the Landau paradigm where one assumes that the free energy, in addition to temperature T, pressure and composition, is a continuous function of a set of internal parameters {η i } associated with the symmetry changes, which are usually called the long-range order parameters (OP) [1] . The concept of OP helps one to define a phase as a locally stable state of matter homogeneous in OP. As a continuous function of its variables the free energy density f(T,η) can be expanded in powers of the OP where only terms compatible with the symmetry of the system are included: 
The presence of defects (e.g. interfaces) makes the system essentially inhomogeneous even at equilibrium and imposes a certain penalty on the system in the form of the "gradient energy" contribution into the free energy:
Here the gradient energy is represented in the Ginzburg-Landau-Cahn-Hilliard form [1, 2] and κ is called the gradient energy coefficient. In compliance with the Zeroth law of thermodynamics, the expression for the free energy functional cannot include gradients of temperature.
For equilibrium in an open system the variation of the free energy shall either vanish or be positive, δF≥0, for all possible variations of the state of the system, which do not alter its temperature. In the continuum theory the condition of equilibrium takes the form of the Euler-Lagrange equation:
The equilibrium states η E =Ξ(T) are the extremals of the free energy functional, Eq. (2) . The homogeneous part of the equilibrium set η E =Ξ(T) must have at least two minima, η 1 and η 2 , corresponding to stable phases, separated by a maximum, which corresponds to an unstable equilibrium state, η t , called transition state, Figure  1 . A few important parameters may be defined for the system: the equilibrium temperature T E -as f(T E , η 1 )= f(T E , η 2 ); the activation barrier height variants, β and γ, is possible at any temperature and the latent heat is zero. In discontinuous transitions b≠0 and the equilibrium set η E =Ξ(T) consists of phases with different symmetries, disordered with η α =0 and ordered with η β (T), separated by the transition state η γ (T), which is unstable above T C but gains thermodynamic stability below T C , Figure 2b . The activation barrier B exists at all temperatures above the spinodal one, see Fig.1 , the latent heat L does not vanish, and, in accordance with the Gibbs phase rule, the thermodynamic equilibrium between β and α phases is achieved at the specific temperature T E only, see Fig.2b .
Coexistence of two phases at equilibrium entails a transition region between them, called an interface, which represents a two-phase states that is, a one-dimensional translation invariant inhomogeneous solution of the equilibrium set η E =Ξ(T), Eq. (3). As known [3] , all properties of an interface at equilibrium in a one-component medium may be completely determined by just one intensive quantity, the surface tension or surface energy σ, which is defined as the excess free energy of the system with an interface, per unit area of the interface, compared to that of the homogeneous bulk ordered or disordered phase occupying the same volume. Then, using Eqs. (2, 3) , one can obtain an expression for the surface energy in the continuum representation [2, 4] :
The interfacial thickness defines the characteristic length scale of inhomogeneous solutions [2] :
To elucidate the thermal effects it is advantageous to introduce another measurable (nondiverging) quantity-the relative surface entropy with respect to the OP [4, 5] :
The quantities in square brackets are jump quantities:
For continuous transitions Γ s =χ≡−dσ/dT, χ is the surface entropy. One can also introduce the surface internal energy ε≡σ+Tχ. If at equilibrium an interface exists at a specific temperature only (e.g. a discontinuous transition) differentiation is understood in the sense of disequilibrium because expressions for the surface energy at equilibrium, Eq.(4), and away from it coincide [5] .
Away from equilibrium the thermodynamic system relaxes back towards an equilibrium state and an evolution equation for the OP takes the form of the time-dependent Ginzburg-Landau equation (TDGLE): A phase transformation is accompanied by energy release and heat redistribution, which give rise to many thermal effects. In order to study these effects, naturally, we need a general heat equation (GHE) consistent with the dynamics of phase transitions that take place in the system. Such equation was derived in Ref. [6] (for details see also Ref. [5] (8) Here and in Eq. (7) C is the specific heat, λ is the thermal conductivity, γ is the response coefficient that sets the time scale of relaxation, Q(x, t) is the density of instantaneous heat sources, ζ(x, t) and ξ(x, t) are the δ-correlated sources of Langevin noise with zero mean.
The system of coupling TDGLE (7) and GHE (8) describes nonisothermal evolution, different regimes of which depend on the thermodynamic, T E , T C , C, L, B, κ, and kinetic, λ, γ, properties of materials. Both equations, are of diffusion type and are characterized by diffusivities, the latter by the thermal diffusivity α=λ/C and the former by the ordering diffusivity m=γκ. Importantly that from the standpoint of the thermal effects, all material systems can be divided into a few "universality classes" such that the evolutions of all the systems in the same class are similar. For discontinuous transitions the division into classes depends on two dimensionless numbers, the thermodynamic number U and kinetic number R:
R is the ratio of the thermal and ordering diffusivities; U is the ratio of energy scales. These numbers can also be represented as the ratios of the length scales in the system:
where l C is the capillary length, l µ is the kinetic length, µ is the kinetic coefficient, and we used the fact that σ/l I ≈B, which can be noticed from Eqs. (4, 5) . Eq. (10) makes it possible to interpret thermal effects as interplay of different length scales in the system.
NON-ISOTHERMAL THEORY OF PHASE TRANSFORMATIONS

Nucleation: Emergence of a new phase
Depending on the supercooling of an existing phase, emergence of a new phase may take different routes. When a stable phase is cooled below the critical temperature in continuous transitions or quenched deeply below the equilibrium temperature in discontinuous transitions (the so-called nonclassical nucleation), diffuse heterophase fluctuations with small amplitudes appear in the system. Their ability to grow depends on the stability properties of the adjacent homogeneous equilibrium states. This may be studied with the help of the linear dynamic stability analysis, which tracks evolution of the small disturbances in the form of harmonic waves superimposed on an equilibrium state in question [7, 8] . Researchers found that the nucleation dynamics path depends mainly on the magnitude of the thermodynamic number U. If U>1 (case a in Fig. 2b ) the interactions of ordering with energy modes are weak and the nucleation path is practically isothermal. If U<1 (case c in Fig 2b) the interactions are strong and continuous modulations of OP appear in the system. The most interesting dynamics develops in the case of very strong interactions, U«1. The nonlinear analysis of this case showed that the growing waves of the new phase obey the nonlinear Cahn-Hilliard equation from the spinodal decomposition, so that OP manifests temporary conservation law [8] :
The mobility of this regime
is large and independent of the relaxation constant γ of Eq. (7), which means that such a decomposition is totally controlled by heat transfer. The theoretical analysis of this regime motivated two research groups to conduct full-size nonlinear simulations of transformation processes in materials at different levels of instability [7, 8] . The simulations revealed a possibility of oscillatory mechanism in a simple one-component system when modulations emerge from the finite wavelength instability of the transition state and create an almost perfect periodic domain structure in the early stages of decomposition. The oscillatory mechanism is analogous to the spinodal decomposition in alloys. The difference is that in the latter case modulations accompany the process from the beginning to end while in the present case the modulations of OP field are temporary. For a system with a nonconserved OP modulations are governed by energy conservation. Such mechanism of first-order transformation represents an alternative to the classical nucleation and growth for a strongly metastable system.
Growth: Dynamics of interfaces
In this section our goal will be to derive an evolution equation that describes motion of an interface (created as a result of the nucleation process) under the influence of the thermodynamic driving forces that still remain in the system. Consider a transition from one phase to another when the OP changes its value form η + to η − , where η +,− ∈Ξ(T). To derive the equation of motion of the interface, we shall use to our advantage the fact that the OP changes very rapidly inside the interfacial transition zone while remaining practically constant or changing very slowly outside this zone, see Figure 3 . Instead of the Cartesean coordinate system x=(x, y, z), let's introduce new curvilinear time-dependent coordinates {u=U(x, t), v=V(x, t), w=W(x, t)} such that OP is a function of one coordinate only: η=η(u) [9, 10, 5] . Introduction of the time-dependent curvilinear coordinates has an advantage in that the evolution of the OP field may be described now by the motion of one surface U(x, t)=0 in space and time. One may introduce the velocity of motion V n (v, w, t) and the curvature K=1/r 0 (v, w, t) of the surface U(x, t)=0, see Fig.3 . If the geometric number of the interface is small enough: Ge≡2|K|l I «1, the free energy change may be separated into volumetric and interfacial contributions. If in addition to this condition the generalized Peclet number is small: Pe≡ l I |V n |C/λ «1, then the temperature distribution is a function of the same coordinate u also: T=T(u)-the quasi-static case. In this case the curvilinear coordinates transform TDGLE (7) and GHE (8) into ODE's as follows [5] :
where k η may be called the dynamical curvature and k T -the thermal curvature of the interface.
In order to derive the evolution equation for a piece of interface, see Fig. 3 , we average Eq. (12) over the thickness of the interface, that is we multiply all the terms of this equation by dη/du and integrate them over the interval (u_, u + ). Taking into account that dη/du vanishes at u_ and u + and utilizing the relation df=(∂f/∂η)dη+(∂f/∂T)dT we obtain an equation for the motion of a piece of a phase separating interface:
Eq.(14) reveals the driving forces on the interface (they have units of pressure because they act on a unit area of the interface). A piece of interface is driven not only by its curvature (-2K) and the free energy difference on both sides of the interface ([f]+s + [T]) but also by another force, F GD , Eq. (14) , which vanishes if the temperature in the transition zone is uniform or the thickness of the latter is zero. This force was called Gibbs-Duhem force [5, 11] . To evaluate F GD we solve GHE (3) for the temperature gradient inside the interface (for details see Ref. [5] 
The type of transition affects the relative magnitudes of Γ s and L: for a typical discontinuous transition Γ s =0 and L>0, for a continuous transition Γ s >0 and L=0. This means, see Eqs. (14, 15) , that F GD serves as a driving force in discontinuous transitions (propels motion of the interface) and as a drag force in continuous transitions (opposes motion of the interface). Substituting Eq. (15) The term in the left-hand side expresses the thermal driving force on the interface, the first term in the right-hand side expresses the Laplacian pressure on the interface (the Gibbs-Thompson effect), and the last two terms express the correction due to Gibbs-Duhem force.
Any heat released at the interface should be removed away from it by means of thermal conduction mechanism. When we average Eq.(13) in the interval (u_, u + ) we obtain the general Stefan heat-balance equation for a quasi-stationary curved interface [5] :
Eqs. (16, 17) identify the local interfacial variables V n , K, T_, [T], [dT/du], and relate them to the thermodynamic interfacial quantities, L, σ, ε, Γ s , l I and kinetic properties of the medium like α, m. The beauty of these equations is that they are expressed only through measurable quantities and appropriate thermodynamic parameters of a system and still are applicable to many different situations. These equations are independent of the history of the process and may also be used as boundary conditions in a global problem of structural evolution like that of dendritic growth in crystallization or domain growth after continuous ordering. Eqs. (16, 17) reveal two distinctly different sets of thermal effects of interface motion discussed below. One set originates from the existence of the Gibbs-Duhem thermodynamic force on the interface. In the cases of continuous and discontinuous transitions this force has opposite directions compared to the velocity of the interface, resulting in the propulsion for the latter and the drag for the former. The other set of thermal effects stems from the existence of the surface internal energy and necessity to carry it over together with the moving interface.
Thermal drag
Homophase interfaces (HOI) appear after a continuous transition when on both sides of the interface are different variants of the same phase, antiphase domain boundaries and magnetic domain walls are examples of HOI's. Motion of HOI has been addressed in numerous studies, which go back to Lifshitz's seminal paper [12] where he conjectured a linear proportionality between the speed and curvature of a moving antiphase domain boundary. Allen and Cahn [10] used a continuum approach, similar to that of the present paper, to the motion of an isothermal HOI and, on the premise of the invariable interfacial profile in the direction of its motion, showed that a small piece of a gently curved interface (Ge«1) will move with the velocity V n = -2mK. Conventional logic dictates that HOI's do not cause temperature gradients and/or thermal effects because the latent heat of the transformation that generated them is zero. What is overlooked by such logic is contribution of the surface internal energy associated with the interface. The influence of the internal energy excess on the dynamics of HOI was considered in [11] in the framework of the Onsager theory of linear response; the analysis showed that such excess slows down the HOI and causes the thermal drag effect:
Eq. (18) shows that HOI moves towards the center of its curvature with a speed which is lower than that predicted by the LAC theory [12, 10] because the Gibbs-Duhem force is antiparallel to the boundary velocity and plays a role of a drag force, see Fig.3 . The interfacial dynamics is limited not only by the mobility of an interface m but also by the thermal conduction with the drag coefficient D measuring the relative role of these processes. Eq.(18) can be derived from Eq.(16) if one takes into account that L=0, Γ s =χ and ε≈T E χ for this type of transition.
The simplified Onsager-type formulation of Ref. [11] , however, did not shed any light on the mechanism of thermal drag. To explain the drag effect we proposed a borrow-return mechanism in the framework of the continuum theory [5] . Both variants on either side of the interface are characterized by the same amount of internal energy density. Transformation inside the interface from one variant to the other, however, requires crossing the internal energy barrier (maximum), which corresponds to the disordered phase with η α =0, see Fig.2a . So, a small volume of substance must borrow a certain amount of energy from the neighboring volumes while moving 'uphill' on the internal energy diagram, and return it later on the 'downhill' stage of the transformation. The borrow-return mechanism entails the internal energy flux vector, which requires a transport mechanism, served here by the heat conduction. Thus the drag effect is due to finite rate of heat conduction measured by the conductivity, λ. Thermal drag occurs because the conversion of one variant into another is accompanied by the transmission of energy between neighboring pieces of a material, which cannot occur infinitely fast. Importantly to note again that the thermal drag exists despite of the vanishing latent heat of the transition, which causes thermal effects in discontinuous transformations.
The energy flux through the interface is manifested in the temperature waves of amplitude [T] , which can be estimated from Eqs. (9, 17, 18) assuming that [dT/du]=0:
When HOI is moving it is creating a temperature wake, which is proportional to the curvature of the interface. The amplitudes of the waves are critically dependent on the temperature of transformation because σ∝(−τ) 3/2 . The simulation results in [5] found such temperature waves in the form of double layers δT of amplitude [T], see Figure 4 . Yet, a more interesting situation happens in an ideal thermal insulator-a material with λ=0-where, according to Eqs. (18, 19) , HOI create temperature double layers and stop moving completely, see Figs.4, 2a. Although stability of curved HOI is quite surprising (recall that critical nuclei in the theory of discontinuous transitions are equilibrium but unstable states of the system), it has a simple physical explanation. Dissolution of a small particle of a minority-variant is caused by Laplacian pressure from the curved interface, the Gibbs-Thompson effect, see Eq. (16) . At the same time the Gibbs-Duhem force generates an additional (thermal) pressure in the particle that neutralizes Laplacian pressure. The thermal drag manifests in the temperature waves of amplitude described by Eq. (19) , which means that small bubbles of vanishing variants will "light up" the brightest before ultimate disappearance. Using very conservative estimates from the available data on metallic systems, one can estimate from Eq.(19) that the bubbles of radius 10
m can produce the waves with amplitudes of 10°C. In physical experiments the imaging of the temperature waves can be achieved by different experimental techniques. One possibility is in situ observation in infrared light. Another possibility is the Mirage technique measurement, which utilizes the gradients in the index of refraction of air arising from the temperature gradients induced by the temperature waves on the specimen surface [13] .
Heat trapping
Heterophase interfaces (HTI) separate contiguous phases of different symmetries and appear as a result of discontinuous transitions e.g. solid/liquid or martensite/austenite. Unless λ→0, thermal effects do not change the critical nucleus radius, r cr =2σT E /L(T E -T_), which can be found from Eq.(16) applied to a spherical particle of the β-phase in the α-phase matrix. The center of curvature is in the β-phase so that the growth of the particle corresponds to positive values of V n and T_ is the temperature of the β-phase, see Fig. 3 . The rate of transformation, however, is different from the isothermal value. As one can see from Eq. (16), there is a possibility to have a β-phase particle growing (V n >0) even when its temperature after transformation is above the equilibrium value (T_>T E ). This means that the low-symmetry β-phase is growing at a temperature above the equilibrium point at the expense of the supercooled high-symmetry α-phase, e.g. growth of superheated ice from supercooled water. This effect was first theoretically predicted in [6] and studied in detail in [14] where it was called heat trapping. Other workers also noticed this effect in their theoretical calculations [15] . Eq. (14) points out that the heat trapping occurs when the Gibbs-Duhem force becomes large enough to propel an interface against the negative bulk driving force: [f]<0. Eq. (16) can be used to find the condition for the heat trapping to be possible: the quantity in the parenthesis must be negative. Taking into account that Γ s for discontinuous transitions is small the following criterion must be fulfilled: R<1/U. This criterion may be considered as the upper limit on the rate of thermal conduction in the system or the low limit on the thickness of the interface for the heat trapping to be possible.
Eq.(16) also points at another situation when the growing phase may be observed at a temperature above equilibrium one that is, around regions in materials where the curvature is negative (the center of curvature is in the parent phase). Such situation occurs, for instance, in cavities between the branches of growing dendrites. The difference between the former and the latter effects is that the heat trapping is capable of producing metastable equilibrium phases while dendritic overheating is only transient.
Surface creation and dissipation
Another example of thermal effects can be revealed in the analysis of the heat balance before and after a HTI sweeps material during a discontinuous transformation. The amount of heat released is called the heat of transformation. It is commonly considered to be equal to the product of the latent heat and the transformed volume. However, see Eq. (17), if the moving interface is curved, the heat of transformation will differ from the above described amount by the amount of the surface area created or destroyed (∫ 2KV n dvdwdt) times the surface internal energy ε. The rigorous derivation of this effect, which may be called the surface creation and dissipation, has been given in Ref. [6] . It was used in Ref. [16] to study the influence on the absolute stability of the solidification front during crystal growth from a hypercooled melt, i.e. the condition when the front looses dendritic or cellular structure and restores completely the morphological stability. The surface creation and dissipation effect destabilizes the crystallization front because it reduces the amount of heat released by a growing bump, hence reduces its temperature T_ and increases its velocity V n , see Eq. (16) . This effect has also been discussed by other authors [17] .
Equilibrium in closed systems
Equilibrium thermal effects appear in closed systems, where exchange of energy with the ambience is prohibited. The problem of equilibrium in closed systems is described by maximization of the entropy functional S=−(∂F/∂T) η for constant energy functional E=F+TS. In mathematical terms, it is formulated as an isoperimetric problem from the calculus of variations. Analysis of isolated systems [14, 18, 19] revealed that almost all equilibrium states obey the same uniform-temperature conditions as an open one, see Eq. (3). However, unlike an open (isothermal) system where the global thermodynamic equilibrium is reached at a completely homogeneous state, in closed systems thermodynamic equilibrium may have a structure that is, may be a heterogeneous mixture of coexisting phases of the same temperature, if the total energy of the system belongs to a certain band. In addition to common, uniform-temperature equilibrium states, there exist unique, closed-system equilibrium states, which are not possible in open ones. These equilibrium states are represented by extremals of the functionals of entropy S and energy E simultaneously. Such states are characterized by a non-uniform temperature distribution and were called inhomogeneous in temperature equilibrium state (ITES) [14] . For the case of a discontinuous transition ITES represents a two-phase state of coexistence of the terminal phases, η α and η β , the same phases as in the isothermal state. However, the temperature of the state changes together with the order parameter. Analysis of the thermodynamic stability of ITES showed that this state is not absolutely stable but belongs to the saddle type of stability. Nevertheless such states are important because the system may spend a great deal of its time in the vicinity of the state during a transformation process. ITES can be achieved in an ideal thermal insulator. The temperature double layer, see Fig.4 , may also be an example of ITES.
Another interesting and unusual equilibrium thermal effect consists in stabilization of the transition state γ in very small particles of materials that undergo discontinuous transitions. The most striking feature of this effect is that the transition state possesses maximum free energy among all other homogeneous states of the system at the same temperature, see Fig.1 . This state was called the adiabatic nanophase (ANP) [17] because stabilization of the transition state is a completely equilibrium effect, which comes about as a result of two mutually assisting constraints: insulation and confinement. A thermodynamic stability analysis carried out in [17] revealed the criterion for ANP to be possible. On the one hand, the material's properties should be restricted to certain values: U must be less than the critical value U cr ≈0.1. On the other hand, there exists the critical thickness X cr =σ/B such that in layers of thickness less than the critical X<X cr , creation of a phase-separating interface is not favorable and the transition state turns into the global optimizer-ANP. Linear dynamic stability analysis confirmed the thermodynamic stability of ANP in layers of thickness X<X cr , which makes the transition state globally stable not only with respect to the bulk phases but with respect to the heterostates also. In small 3-D particles this effect is enhanced by the dimensionality of the system as compared to 1-D layers.
Before the transition the system should be prepared in the supercooled state and isolated from the environment after that. Notice that, while heat transfer outside the system is not permitted, the thermal conduction inside the system is normal so, that ANP may be found in normal materials, not only ideal thermal insulators. If one opens the system up and exposes ANP to the heat exchange with a thermal reservoir at the same temperature, the delicate balance of such phase will be destroyed and the equilibrium will be shifted in the direction of β or α phase. It is quite possible that examples of ANP have already been seen in different experimental systems without clear recognition of this fact (see discussion in Ref. [19] ).
EXPERIMENTAL VERIFICATION OF THE THEORY
In this section we will discuss feasibility of experimental finding of the thermal effects presented in this article. The problem of practical application of different thermal effects is more complicated and for the most part will be left out of the present discussion. As one can see from Eqs. (16) (17) (18) (19) , dynamical thermal effects are inversely proportional to the coefficient of thermal conductivity, which greatly reduces chances of finding such effects in metallic systems where the thermal conductivity is rather high. However, we expect these effects to be significant for phase transitions in organic systems, e.g. polymers, which are becoming a very popular subject of study now. Existence of thermal effects in discontinuous transitions depends on the values of two numbers: U and R. These numbers can be estimated only for a handful of real materials and transformations because the interfacial and kinetic properties are hard to find in the literature. The interfacial thickness is the most difficult parameter to measure even for the most studied transformation that is, crystallization. In the present analysis the solid/liquid interfacial thickness was estimated as 1nm for all materials. In Table I one can find numbers U and R for crystallization of some elements and substances.
In Fig. 5 shows that the most interesting effects such as continuous modulations, heat tapping, or adiabatic nanophase are possible for crystallization of some of these substances. Table I . Thermodynamic U and kinetic R numbers for different substances in crystallization [20] . 
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