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Resumen: El presente trabajo se centra en la clasicacion de polaridad de comen-
tarios de hoteles en espa~nol (COAH) y presenta un nuevo recurso lexico, CRiSOL.
Este nuevo recurso toma como base la lista de palabras de opinion iSOL, a la cual
incluye los valores de polaridad de los synsets de SentiWordNet. Debido a que Senti-
WordNet no es un recurso para espa~nol, se ha tenido que usar como pivote la version
espa~nola de WordNet incluida en el Repositorio Central Multilingue (MCR). Se ha
desarrollado un clasicador de la polaridad no supervisada para evaluar la validez
de CRiSOL. Los resultados obtenidos con CRiSOL superan los obtenidos por los
lexicones base iSOL y SentiWordNet por separado, lo cual nos anima a seguir tra-
bajando en esta lnea.
Palabras clave: Analisis de Opiniones, combinacion de recursos de opinion, clasi-
cacion de la polaridad
Abstract: In this paper we focus on Spanish polarity classication in a corpus of
hotel reviews (COAH) and we introduce a new lexical resource called CRiSOL. This
new resource is built on the list of Spanish opinion words iSOL. CRiSOL appends to
each word of iSOL the polarity value of the related synset of SentiWordNet. Due to
the fact that SentiWordNet is not a Spanish linguistic resource, a Spanish version of
WordNet had to be used. The Spanish version of WordNet chosen was Multilingual
Central Repository (MCR). An unsupervised classier has been developed with the
aim of assessing the validity of CRiSOL. The results reached by CRiSOL are higher
than the ones reached by iSOL and SentiWordNet, so that encourage us to continue
this research line.
Keywords: Sentiment Analysis, opinion resources combination, polarity classica-
tion
1 Introduccion
Con el paso de los a~nos, el estudio compu-
tacional de la opinion se ha ido convirtiendo
en una aplicacion del Procesamiento del Len-
guaje Natural (PLN) que no cesa de atraer
el interes de nuevos investigadores. El per-
sistente interes esta motivado principalmente
por la continuada progresion de la necesidad
de conocer la orientacion de las opiniones que
se publican en Internet.
El Analisis de Opiniones (AO) es la ta-
rea encargada del estudio de la opinion en
el ambito del PLN. Segun Cambria y Hus-
 Esta investigacion ha sido parcialmente nanciada
por el Fondo Europeo de Desarrollo Regional (FE-
DER), el proyecto ATTOS (TIN2012-38536-C03-0)
del Gobierno de Espa~na y el proyecto AORESCU
(P11-TIC-7684 MO) del gobierno autonomico de la
Junta de Andaluca. Por ultimo, el proyecto CEA-
TIC (CEATIC-2013-01) de la Universidad de Jaen
tambien ha nanciado parcialmente este artculo.
sain (2012), el AO se dene como el conjunto
de tecnicas computacionales para la extrac-
cion, clasicacion, comprension y evaluacion
de opiniones expresadas en fuentes publica-
das en Internet, comentarios en portales web
y en otros contenidos generados por usuarios.
En efecto, esta actualizacion de la denicion
clasica de AO de Pang y Lee (2008) sinte-
tiza las distintas operaciones que implica el
procesamiento de la opinion.
Una de las operaciones que se mencionan
en la denicion de Cambria y Hussain (2012)
es la de clasicacion. La clasicacion de la po-
laridad tiene como n la determinacion de la
categora de opinion que se le puede asignar
a un mensaje. La categora puede ser binaria,
positiva y negativa, o estar conformada por
diversos niveles de intensidad de opinion. En
la experimentacion que aqu se presenta, se
evalua un sistema de clasicacion de la pola-
ridad binaria.
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La clasicacion de la polaridad se pue-
de realizar mediante un sistema basado en
aprendizaje automatico (Pang, Lee, y Vaith-
yanathan, 2002), no supervisado (Turney,
2002) o hbrido (Prabowo y Thelwall, 2009).
Independientemente de la estrategia que se
emprenda, en muchos casos los sistemas re-
quieren de la informacion que aportan los re-
cursos lingusticos de opinion. La disponibili-
dad de recursos de opinion no es muy abun-
dante, y menos aun en espa~nol, de manera
que la generacion de nuevos recursos, o la me-
jora de los existentes, son aportaciones valio-
sas a la tarea de AO.
Las listas de palabras de opinion son re-
cursos lexicos constituidos por palabras cate-
gorizadas normalmente en dos clases de opi-
nion, positiva y negativa. Por otro lado, las
bases de conocimiento de opinion son recur-
sos que toman como sustento bases de cono-
cimiento lexicas, como puede ser WordNet,
y asignan a los conceptos que las conforman
unos valores de polaridad.
La orientacion semantica que asigna una
lista de opinion a una palabra es totalmente
rgida, ya que, o la palabra pertenece a una
clase u a otra. Por lo tanto, cabe preguntarse
>se mejorara la capacidad de clasicacion de
una lista de palabras de opinion si se incluyen
a sus palabras los valores de polaridad de una
base de conocimiento de opinion?
Por otra parte, en ocasiones las bases de
conocimiento de opinion insertan ruido en los
sistemas de clasicacion de la polaridad. Sin
embargo, si se ltra la informacion de una
base conocimiento con una lista de palabras
de opinion >sera posible una mejora de la
clasicacion?
Estas dos preguntas son las que tratamos
de responder en el presente artculo. Para
ello, se estudiara la clasicacion de la pola-
ridad mediante la construccion de un nuevo
recurso que combina la base de conocimiento
de opinion SentiWordNet (SWN) (Bacciane-
lla, Esuli, y Sebastiani, 2010) y la lista de opi-
nion iSOL (Molina-Gonzalez et al., 2013). El
nuevo recurso CRiSOL (Combined Resources
in iSOL) toma como base el lexicon iSOL y
para cada uno de los terminos de dicho le-
xicon, se intenta asociar su synset en SWN
extrayendo e integrando la tripleta de valores
que mantiene dicho recurso (positivo, neutro,
y negativo). El sistema resultante es evaluado
sobre un corpus de opiniones en el dominio
de hoteles, COAH (Molina-Gonzalez et al.,
2014).
El artculo se estructura de la siguiente
manera: la siguiente seccion resumira algu-
nos trabajos relacionados. La Seccion 3 se
circunscribira a la descripcion de los recursos
lingusticos que se han empleado. Posterior-
mente se detallara el sistema construido. En
la Seccion 5 se encontrara el analisis de los
resultados obtenidos. La ultima seccion de-
tallara las conclusiones alcanzadas, as como
las actuales lneas de trabajo.
2 Trabajos relacionados
El presente trabajo se encuadra en la inves-
tigacion relacionada con la clasicacion de la
polaridad en un idioma distinto al ingles, ba-
sado en el desarrollo de un sistema funda-
mentado en el uso de una lista de palabras y
en la combinacion de recursos lingusticos de
opinion, con el n de emplear la informacion
oportuna que propicie la mejor clasicacion
posible.
Se remarca el hecho de que la investigacion
que se expone no es sobre textos en ingles,
porque la mayor parte de la investigacion en
AO se centra en dicha lengua, como se puede
comprobar en (Pang y Lee, 2008; Liu, 2012;
Tsytsarau y Palpanas, 2012).
Un ejemplo de la relevancia de emplear re-
cursos lingusticos en AO, tanto para ingles
como para espa~nol, se puede encontrar en
(Brooke, Toloski, y Taboada, 2009). En di-
cho trabajo, los autores concluyen que la in-
clusion de la informacion que aportan los re-
cursos de opinion es beneciosa para un sis-
tema de clasicacion de la polaridad, ya sea
este supervisado o no supervisado.
En el contexto de la generacion de recur-
sos lingusticos para AO, destacan aquellos
en los que se presentan nuevos corpus de opi-
niones, como por ejemplo el corpus Spanish
Movie Review (Cruz et al., 2008), la version
espa~nola de SFU corpus (Brooke, Toloski,
y Taboada, 2009), el corpus EmotiBlog (Bol-
drini et al., 2009) o el corpus que se va a
emplear en esta evaluacion, el corpus COAH
(Molina-Gonzalez et al., 2014). En el ambito
de la generacion de listas de palabras de opi-
nion deben ser resaltados algunos estudios.
Rangel, Sidorov, y Suarez-Guerra (2014) pre-
sentan un lexico de emociones en espa~nol
compuesto por 2.036 vocablos acompa~nados
de un valor, que representa la probabilidad
de uso afectivo (PFA) del termino con respec-
to a una de las siguientes emociones: alegra,
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enfado, miedo, tristeza, sorpresa y repulsion.
ML-SentiCon (Cruz et al., 2014) es un recur-
so que integra listas de palabras de opinion
en espa~nol, ingles, gallego, vasco y catalan.
En cuanto a la combinacion de metodos
de clasicacion y de recursos tambien se pue-
den encontrar ejemplos en la literatura re-
lacionada con AO. Aunque no se trata de
una experimentacion sobre textos en espa~nol,
en (Kennedy y Inkpen, 2006) se muestra co-
mo la combinacion de un metodo supervisa-
do con un clasicador de polaridad basado
en una lista de palabras de opinion mejora
los resultados de los dos clasicadores base
por separado. Centrandonos exclusivamente
en espa~nol, Martnez-Camara et al. (2014),
siguiendo una metodologa de stacking (Wol-
pert, 1992), combinan con exito los dos re-
cursos que se emplean en el presente trabajo,
iSOL y SentiWordNet. En dicho trabajo, se
evaluaron dos sistemas no supervisados para
la clasicacion de las opiniones recogidas en el
corpus Spanish Movie Review, demostrando-
se que la combinacion de dos clasicadores
basados en dos recursos de opinion mejora
los resultados que obtienen por separado.
3 Recursos
En esta seccion se describe, en primer lugar,
el corpus de opiniones sobre hoteles. Este cor-
pus se llama COAH y esta disponible libre-
mente. En segundo lugar se comentaran los
lexicones usados para la experimentacion. Se
parte del lexicon independiente del dominio
iSOL, al que le seguira la descripcion de Sen-
tiWordNet, recurso lexico ampliamente usa-
do en documentos escritos en ingles, y el re-
curso lingustico Repositorio Central Multi-
lingue (MCR). Para terminar se detallara la
combinacion usada de estos recursos lexicos
para generar el nuevo recurso CRiSOL.
3.1 Corpus COAH
COAH1 (Corpus of Opinion about Andalu-
sian Hotels) es un corpus que contiene co-
mentarios sobre 10 hoteles de cada una de
las ocho provincias andaluzas, obteniendo un
total de 1.816 opiniones escritas en espa~nol
en los ultimos a~nos sobre los 80 hoteles ele-
gidos en total. En (Molina-Gonzalez et al.,
2014) se detalla la generacion del corpus.
Este corpus se compone de dos tipos de
informacion. Una sobre el hotel (nombre, di-
reccion) y otra sobre la opinion del huesped
1http://sinai.ujaen.es/coah
del hotel (valoracion global, la identicacion
del usuario, la valoracion de relacion cali-
dad/precio, la limpieza, etc.).
La valoracion global del hotel esta en una
escala de 1 a 5. El valor 1 signica que el autor
maniesta una opinion muy negativa sobre el
hotel, mientras que una puntuacion de 5 re-
presenta una valoracion positiva. Los hoteles
con valor 3 se pueden catalogar como hote-
les neutros, ni buenos ni malos, y por tanto,
difciles de clasicar. Para los experimentos se
descartan aquellas opiniones neutras, es de-
cir, con valoracion 3. El resto de opiniones
son catalogadas como positivas si su valora-
cion es 4 o 5, y negativas si su valoracion es 1
o 2. Por tanto, la clasicacion binaria de las
opiniones sobre hoteles del corpus COAH es





Tabla 1: Clasicacion binaria del corpus
COAH
3.2 iSOL
Este lexicon fue generado a partir de una tra-
duccion automatica del ingles al espa~nol del
lexicon de Bing Liu generando el recurso SOL
(Spanish Opinion Lexicon) (Martnez-Cama-
ra et al., 2013).
La correccion manual de SOL dio lugar a
iSOL. Por un lado, debido a la inexion mor-
fologica espa~nola, se tiene que mientras un
adjetivo ingles, por lo general, no posee ni
genero ni numero, y es representado por un
solo termino, al adjetivo espa~nol le correspon-
de hasta cuatro posibles palabras traducidas
del ingles, dos para el genero (masculino o fe-
menino) y dos para el numero (singular o plu-
ral). Por otra parte, siguiendo la losofa de
Bing Liu se introdujo en las listas algunas pa-
labras mal escritas o inexistentes en el Diccio-
nario de la Real Academia Espa~nola (DRAE)
ya que aparecen con mucha frecuencia en el
contenido de los medios de comunicacion so-
cial, como por ejemplo \kaput", \pilln" o
\co~nacete". Finalmente iSOL se compone de
2.509 palabras positivas y 5.626 palabras ne-
gativas. Por ende, iSOL contiene 8.135 pala-
bras de opinion.
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3.3 SentiWordNet
SentiWordNet (SWN) es uno de los lexicones
mas usados en AO y esta construido sobre la
base de datos lexica WordNet. Asigna a cada
synset en WordNet tres propiedades (positi-
vo, neutro y negativo), e indica la probabili-
dad de que el concepto sea positivo, neutro o
negativo. Al tratarse de valores de polaridad,
la suma de la tripleta debe ser 1. SWN cubre
la totalidad de los synsets de WordNet, en
concreto 117.000.
En SWN cada entrada contiene la cate-
gora morfologica y un ndice, que identican
unvocamente al synset en WordNet, junto a
las tres propiedades que indican la probabi-
lidad de que el synset sea positivo, neutro o
negativo.
3.4 MCR
MCR (Multilingual Central Repository) (At-
serias et al., 2004; Gonzalez-Agirre, Laparra,
y Rigau, 2012) es un recurso lingustico a
gran escala que puede ser usado en proce-
sos semanticos que necesitan gran cantidad
de conocimiento lingustico.
MCR integra en el mismo marco de tra-
bajo de EuroWordNet, diversas versiones de
WordNet para diferentes lenguas, ingles, es-
pa~nol, vasco, catalan y gallego. Los synsets
han sido construidos siguiendo el modelo pro-
puesto por EuroWordNet, en los cuales los
WordNet se enlazan mediante unndice entre
lenguas (InterLingual Index-ILI ). Por medio
de este ILI los lenguajes estan conectados,
haciendo posible ir desde una palabra de un
idioma a otras palabras similares traducidas
a otros idiomas. Este hecho es el que nos per-
mite enlazar SentiWordNet para el idioma es-
pa~nol utilizando el ILI de MCR en el SWN
en ingles.
La version nal de MCR contiene alre-
dedor de 1,6 millones de relaciones semanti-
cas entre los synsets, siendo la mayora de
ellos adquiridos mediante metodos automati-
cos. Este recurso esta en continuo crecimiento
siendo la ultima version disponible MCR 3.0.
3.5 CRiSOL
Como se ha comentado en la Seccion 3.2,
iSOL es un lexicon de palabras de opinion
en espa~nol compuesto por 2.509 palabras po-
sitivas y 5.626 palabras negativas.
En el presente artculo se pretende generar
un nuevo recurso que combine la informacion
de opinion de iSOL y de SentiWordNet. Para
ello se intenta a~nadir a iSOL las puntuacio-
nes de polaridad de los conceptos de Senti-
WordNet. iSOL es un recurso formado por
palabras, o mejor dicho, por formas, ya que,
tanto lemas como algunas de sus derivaciones
constituyen iSOL. Por otro lado, SentiWord-
Net es un recurso conformado por conceptos
en ingles, de manera que se hace obligato-
rio el uso de un recurso auxiliar para enlazar
las formas de iSOL y SentiWordNet, el cual
sera el ya descrito MCR.
El proceder habitual en el uso de una base
de conocimieto lexica basada en la estructu-
ra de WordNet, como es el caso de MCR y
de SentiWordNet, se corresponde con el uso
del identicador de los conceptos (ILI ) para
recuperar la informacion asociada al concep-
to. En este caso no se cuenta con ILIs, sino
con formas lingusticas de una lista de pala-
bras de opinion. MCR asocia a cada lema un
ILI, lo cual identica inequivocamente uno de
los posibles conceptos del lema. Tomando ese
ILI, ya s es posible acudir a SentiWordNet
y obtener las puntuaciones de polaridad aso-
ciadas a dicho concepto. Por tanto, el proceso
de generacion de CRiSOL comenzo con la ob-
tencion de los lemas de las palabras de iSOL.
Una vez obtenidos los lemas, el siguiente pa-
so fue encontrar el ILI asociado al lema en
MCR. Como es sabido, un lema puede tener
asociados varios identicadores, dado que es
comun que un lema represente a varios con-
ceptos. Para la primera version de CRiSOL,
se siguio como heurstica el tomar como ILI
el primero de los asociados al lema. El ultimo
paso fue el de recuperar de SentiWordNet los
valores de polaridad asociados al ILI.
La Figura 1 representa el proceso de ge-
neracion de CRiSOL, la cual se trata de una
base de conocimiento compuesta por los mis-
mos terminos de iSOL, de los cuales 4.434,
ademas de contar con la etiqueta de polari-
dad de iSOL, estan complementados por la
categora morfologica y las puntuaciones de
polaridad de SentiWordNet.
4 Experimentos y resultados
Antes de llevar a cabo los experimentos, las
opiniones de hoteles del corpus COAH han si-
do preprocesadas con el n de tener en cuenta
los mismos criterios que se utilizaron en la ge-
neracion del lexicon iSOL. Por ejemplo, las le-
tras mayusculas se han cambiado a minuscu-
las y se han eliminado las tildes.
Suponiendo que C es un comenta-
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Figura 1: Proceso de generacion de CRiSOL
rio de COAH, que t es un termino
de C, que SWN [synset][positivo] y
SWN [synset][negativo] representan el
valor de polaridad positiva y negativa de
SWN, y que iSOL+ e iSOL  es la lista
de terminos positivos y la lista de terminos
negativos de iSOL, se implementan cinco
experimentos con el n de responder a las
preguntas hechas anteriormente.
El primer experimento (Algoritmo 1), si-
gue una metodologa simple basada en la
cuenta del numero de palabras en cada opi-
nion del corpus COAH incluidas en las listas
iSOL. As, nuestro metodo clasica el comen-
tario como positivo si el numero de palabras
positivas encontradas es igual o mayor que el
numero de palabras negativas encontradas, o
como negativo en el resto de casos.
El segundo experimento (Algoritmo 2) ha-
ce uso de SentiWordNet. Como se ha comen-
tado en la Seccion 3.4, a traves del ILI del
MCR es posible ir desde una palabra de un
idioma a otras palabras similares traducidas
a otros idiomas. Este hecho es el que nos per-
mite conseguir una version de SentiWordNet
para el espa~nol utilizando el ILI de MCR
en el SWN en ingles. Usando este metodo,
Entrada: COAH, iSOL
inicio
para cada C en COAH hacer
Positivas   0
Negativas   0
para cada t en C hacer
si t 2 iSOL+ entonces
Positivas   Positivas+ 1
n
si t 2 iSOL  entonces
Negativas   Negativas+ 1
n
n
si Positivas  Negativas entonces
C Polaridad   positivo
si no




Algoritmo 1: iSOL: Clasicacion de la po-
laridad basada en el uso de la iSOL.
los valores de la positividad y negatividad de
las palabras encontradas en SWN para ca-
da comentario del corpus se sumaran respec-
tivamente. As para cada comentario se ob-
tendran dos resultados, uno de positividad y
otro de negatividad, y si el primer valor es
mayor o igual que el segundo se considerara el
comentario como positivo, siendo catalogado
como comentario negativo en caso contrario.
Entrada: COAH, MCR, SWN
inicio
para cada C en COAH hacer
Positivas   0
Negativas   0
para cada t en C hacer
si t 2 MCR entonces
synset   MCR[t]
si synset 2 SWN entonces
Positivas   Positivas +
SWN [synset][positivo]





si Positivas  Negativas entonces
C Polaridad   positivo
si no




Algoritmo 2: SWN: Clasicacion de la po-
laridad basada en el uso de SentiWordNet.
El tercer experimento (Algoritmo 3) uti-
liza los resultados del experimento 2 para
aquellas palabras que existan en SWN. El res-
to de palabras se buscaran en iSOL y si estan
contenidas la polaridad positiva y negativa se
hallara contando las palabras encontradas en
cada lista iSOL. Halladas las polaridades po-
sitivas y negativas usando SWN e iSOL, se
sumaran las positivas por un lado y las nega-
tivas por el otro. Se considera un comentario
positivo si el valor de polaridad positiva es
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mayor o igual que el valor de la polaridad ne-
gativa, siendo el comentario negativo para el
resto de casos.
Entrada: COAH, MCR, SWN, iSOL
inicio
para cada C en COAH hacer
Positivas   0
Negativas   0
para cada t en C hacer
si t 2 MCR entonces
synset   MCR[t]
si synset 2 SWN entonces
Positivas   Positivas +
SWN [synset][positivo]
Negativas   Negativas +
SWN [synset][negativo]
si no











si Positivas  Negativas entonces
C Polaridad   positivo
si no




Algoritmo 3: SWN iSOL: Clasicacion
basada en la ampliacion de SWN con iSOL.
El cuarto y quinto experimento utilizan
el lexicon enriquecido CRiSOL, sumando los
atributos de polaridad (positividad y negati-
vidad) de aquellas palabras que aparecen en
cada comentario del corpus de hoteles.
El cuarto experimento (Algoritmo 4) cla-
sica el comentario como positivo si la pola-
ridad positiva total hallada mediante la su-
ma de las polaridades procedentes de CRi-
SOL en el comentario es mayor o igual que la
polaridad negativa total hallada. La opinion
sera negativa en el resto de los casos.
El quinto experimento (Algoritmo 5) hace
uso de los resultados obtenidos en el expe-
rimento cuarto. As, a estos resultados se les
a~nadira el numero de palabras positivas o ne-
gativas existentes en CRiSOL pero que no se
han encontrado en SWNmediante la metodo-
loga explicada en la Seccion 3.4 y por tanto
no tienen valor en los atributos de positivi-
dad y negatividad. Las sumas resultantes se
compararan y al igual que en casos anterio-
res, este experimento clasicara el comentario
como positivo si el valor resultante positivo
total es mayor o igual que el valor resultante
negativo total, o como comentario negativo
en el resto de casos.
En la Tabla 2 se muestran los resultados




para cada C en COAH hacer
Positivas   0
Negativas   0
para cada t en C hacer







si Positivas  Negativas entonces
C Polaridad   positivo
si no




Algoritmo 4: CRiSOL[SWN]: Clasica-
cion de la polaridad basada en el uso de
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sino, si t 2 CRiSOL[fuente] = iSOL
entonces
si t 2 CRiSOL[iSOL+]
entonces








si Positivas  Negativas entonces
C Polaridad   positivo
si no




Algoritmo 5: CRiSOL: Clasicacion de la
polaridad basada en el uso de CRiSOL.
5 Analisis de resultados
De los resultados recogidos en la Tabla 2 se
deben destacar varios aspectos. Primeramen-
te resaltar el buen comportamiento por se-
parado de iSOL, y de SWN. Es remarcable
tambien el hecho de que una lista de pala-
bras de opinion se comporta mejor que una
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Algoritmo Macro-P Macro-R Macro-F1 Accuracy
iSOL 91,64% 83,21% 87,22% 88,50%
SWN MCR 88,85% 82,27% 85,71% 87,46%
SWN iSOL 90,52% 85,17% 87,76% 89,22%
CRiSOL[SWN] 88,19% 83,36% 85,70% 87,52%
CRiSOL 90,26% 87,13% 88,66% 90,07%
Tabla 2: Resultados obtenidos en la clasicacion binaria de corpus COAH usando diferentes
lexicones
base de conocimiento de opinion, aunque es-
te comportamiento ya se intua, porque como
se indica en la Introduccion, las bases de co-
nocimiento de opinion en ocasiones insertan
ruido al proceso de clasicacion. Ambos re-
cursos adolecen del mismo problema, un ba-
jo recall, porque su capacidad de clasicacion
esta limitada al vocabulario que cubren.
Para mejorar la cobertura de ambos re-
cursos, la solucion inmediata que se piensa es
la de su uso conjunto (SWN iSOL), y como
se puede apreciar en la tabla de resultados,
dicha combinacion proporciona unos mejores
resultados. La mejora se produce por amino-
rar el problema anterior, es decir, por mejorar
la cobertura de la clasicacion.
El problema de la insercion de ruido en el
proceso de clasicacion por parte de una base
de conocimiento de opinion se puede solucio-
nar con el ltrado de la misma con una lista
de palabras de opinion, y es eso precisamente
lo que se hace en CRiSOL[SWN]. Los resul-
tados muestran que se mejora la capacidad
de clasicacion de la base de conocimiento,
debido principalmente a un incremento de la
cobertura del clasicador. Por ultimo, si se
emplea CRiSOL, es decir, el uso combinado
de una lista de palabras de opinion, y una ba-
se de conocimiento de opinion ltrada por la
lista, los resultados que se obtienen son glo-
balmente mejores que el uso por separado de
ambos recursos.
6 Conclusiones y Trabajo Futuro
La evaluacion llevada a cabo permite contes-
tar a las dos preguntas planteadas en la Intro-
duccion. Por un lado, ltrar una base de co-
nocimiento de opinion, como SWN, con una
lista de palabras de opinion, como iSOL (Al-
goritmo 4), es benecioso para la posterior
clasicacion de la polaridad. Por otro lado, y
lo mas relevante, que la combinacion de di-
cho ltro, con las polaridades propias de la
lista de palabras (Algoritmo 5) mejora tan-
to la clasicacion que proporcionan por sepa-
rado tanto la lista de opinion, como la base
de conocimiento. Por consiguiente, se puede
armar que los resultados han demostrado la
validez de CRiSOL.
La armacion anterior es el punto de par-
tida de una serie de nuevos trabajos. Sin con-
siderar la revision manual de CRiSOL, la in-
vestigacion que se esta llevando en este mo-
mento se centra en el estudio de la manera
optima de insertar el conocimiento de SWN
en CRiSOL. Asimismo, se esta evaluando la
posibilidad de incluir bases de conocimiento
adicionales.
En AO es de vital importancia la consi-
deracion del dominio en el que se circuns-
criben las opiniones. En (Molina-Gonzalez et
al., 2014) se expone un metodo de adaptacion
de listas de palabras de opinion a un dominio
concreto, el cual sera tenido en cuenta para
a~nadir a CRiSOL informacion relativa a un
dominio determinado.
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