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Bakaláøská práce se zabývá statistickým zpracováním rozsáhlých dat v dopravních úlo-
hách a vyhodnocením tìchto dat pro úèely následné optimalizace provozu. Statistické testy
byly provádìny v programech Microsoft Excel a STATISTICA. Po sestavení matematic-
kého modelu byla zpracovaná data nahrána do databáze SQLite a do programu GAMS
(General Algebraic Modeling System), který vypoèítal dobu strávenou na jednotlivých
úsecích tras. Výsledky jsou dùle¾ité pro øe¹ení dopravních a logistických problémù, kte-
rými se zabývá mnoho rem a spoleèností. Uvedený pøístup pøedstavuje novou techniku
pro tvorbu okrajových podmínek v dopravních úlohách. Výstupem jsou kvalitní vstupní
data pro optimalizaci v logistice.
Summary
The bachelor thesis deals with statistical evaluation of large-scale data of waste collection
problem and with evaluation these data for the purpose of subsequent trac optimization.
Statistical tests were performed in Microsoft Excel and STATISTICA. After compiling
the mathematical model, the processed data were uploaded to the SQLite database and
to the General Algebraic Modeling System, which calculated the time spent on each
section of the route. The results are important for dealing with trac and logistics issues
that many companies and companies are engaged in. This approach represents a new
technique for creating boundary conditions in trac tasks. The output is high quality
input data for optimization in logistics.
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test, Dean-Dixonùv test
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Tato bakaláøská práce se zamìøuje na zpracování rozsáhlých souborù dat z reálného
provozu dopravních spoleèností. Na Ústavu procesního in¾enýrství (ÚPI) se øe¹í problémy
optimálního nakládání s odpadem, tj. celkového zpracovatelského øetìzce (sbìr, pøeprava
a zpracování odpadu), viz [15]. Finanèní náklady jsou spojené nejen se zpracováním od-
padu, ale také s jeho pøevozem. Z tohoto dùvodu je dùle¾ité data související s dopravou
analyzovat (statisticky vyhodnotit) a vytvoøit vstupy pro následnou optimalizaci spojenou
s dopravou.
Výsledky práce nemusí být vhodné pouze pro odpadové hospodáøství. Dopravní a lo-
gistické problémy øe¹í mnoho rem, proto by se statistické zpracování dat mohlo hodit také
pro po¹tovní slu¾by [41], plány tras ¹kolních autobusù [44], plány tras mìstské hromadné
dopravy [26], úpravu silnic [30] a mnoho dal¹ích.
Vstupní data pro analyzovaný problém pocházejí z GPS (Global Positioning System)
zaøízení rùzných dopravních spoleèností. Tyto informace se li¹í v detailu zaznamenávání,
tj. v prodlevì mezi jednotlivými záznamy v prùbìhu pøepravy. Cílem práce bylo odhad-
nout èas prùjezdu jednotlivých úsekù tras, co¾ je pøínosné pro ji¾ zmínìnou optimalizaci
spojenou s dopravou. K vyøe¹ení tohoto problému bylo nutné sestavit matematický model
v prostøedí modelovacího systému GAMS. Matematický model je souèástí Aplikaèní èásti
práce, kam byl zaøazen i ilustrativní pøíklad a pøípadová studie.
V následujícím textu se nejprve seznámíme se základními pojmy z oblasti teorie grafù,
následnì bude zmínìna optimalizace. Dva rùzné druhy testù normality a dva na odlehlá
pozorování budou popsány v kapitole, která se vìnuje statistice. V této kapitole najdeme
také zmínku o shlukové analýze, je¾ bude vyu¾ita pro statistické zpracování dat.
V dal¹í èásti textu jsou popsány programy a nástroje, které byly dále vyu¾ívány.
Stì¾ejní v této èásti práce je popis propojení databáze SQLite a systému GAMS, které
bylo potøeba pro nahrání v¹ech potøebných dat.
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2. Teorie grafù
V této kapitole se budeme zabývat oblastí diskrétní matematiky, a to teorií grafù.
Základ diskrétní matematiky (konkrétnìji teorie grafù) polo¾il v 18. století Leonard Euler.
Moderní podoba v¹ak vznikla a¾ s nástupem poèítaèù a rozvojem informatiky v druhé
polovinì 20. století. [20]
Nyní si denujeme základní pojmy. Èerpat budeme z [9], [16], [21] a [33].
2.1. Základní pojmy
Denice 2.1 Graf G je uspoøádaná dvojice G = (V, E), kde V je neprázdná mno¾ina vr-
cholù (anglicky vertex) a E je mno¾ina dvoubodových podmno¾in mno¾iny V, tzv. mno¾ina
hran (edge).
Denice 2.2 Neorientovaný graf je trojice G = (V ,E , ε), která je tvoøená neprázdnou
koneènou mno¾inou vrcholù V, koneènou mno¾inou neorientovaných hran E a zobrazením
ε : E → V × V oznaèovaným jako vztah incidence. Toto zobrazení pøiøazuje ka¾dé hranì
e ∈ E jednoprvkovou nebo dvouprvkovou mno¾inu vrcholù. Je-li ε(e) jednoprvková
mno¾ina, nazýváme hranu e neorientovanou smyèkou. Neorientovaný graf, který nemá
smyèky, nazýváme neorientovaným grafem bez smyèek.
Neorientovaný graf je zobrazen na obr. 2.1 (a).
Denice 2.3 Orientovaný graf (viz obr. 2.1 (b) ) je trojice G = (V ,E , ε), která je tvoøená
neprázdnou koneènou mno¾inou vrcholù V, koneènou mno¾inou orientovaných hran E
a zobrazením ε : E → V × V oznaèovaným jako vztah incidence. Toto zobrazení pøiøazuje
ka¾dé hranì e ∈ E uspoøádanou dvojici vrcholù (x, y). Vrchol x nazveme poèáteèním
vrcholem hrany e a znaèíme jej PV(e), vrchol y je koncovým vrcholem hrany e a znaèíme
jej KV(e). Jestli¾e PV(e)=KV(e), pak hranu e nazýváme orientovanou smyèkou.
(a) (b)
Obrázek 2.1: (a) neorientovaný graf, (b) orientovaný graf
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Denice 2.4 Nech» G je orientovaný graf. Posloupnost vrcholù a hran v0, e1, v1, e2, v2, ...,
ek, vk nazýváme orientovaným sledem, jestli¾e pro ka¾dou hranu ei z této posloupnosti
platí PV (ei) = vi−1 a KV (ei) = vi.
Posloupnost vrcholù a hran v0, e1, v1, e2, v2, ..., ek, vk nazýváme neorientovaným sledem,
jestli¾e ka¾dá hrana ei z této posloupnosti spojuje vrcholy vi−1, vi.
Z denice 2.4 vyplývá, ¾e ka¾dý orientovaný sled je zároveò i neorientovaným sledem.
Denice 2.5 Orientovaný (neorientovaný) sled, v nìm¾ se ¾ádná hrana nevyskytuje víc-
krát, se nazývá orientovaný (neorientovaný) tah.
Orientovaný (neorientovaný) sled, v nìm¾ se ¾ádný vrchol nevyskytuje víckrát, se
nazývá orientovaná (neorientovaná) cesta.
Samotné grafy èasto nestaèí k popisu urèité situace nebo systému. Vyu¾íváme proto
tzv. ohodnocené grafy.
Denice 2.6 Graf, kde jsou hrany, resp. vrcholy, opatøeny èíselnými hodnotami, nazý-
váme ohodnoceným grafem nebo té¾ sítí. Ohodnocení hran je zobrazení a : E → R, které
pøiøazuje hranám tyto doplòkové informace, co¾ jsou napø. doba trvání, délka úseku, prav-
dìpodobnost událostí èi cena za pøepravu. Pøíklad ohodnoceného grafu je na obr. 2.2
Obrázek 2.2: Ohodnocený graf
Denice 2.7 Øekneme, ¾e graf G = (V ,E ) je úplný, jestli¾e mezi ka¾dými dvìma vrcholy
x, y ∈ V , kde x 6= y, existuje alespoò jedna hrana e, která je spojuje. Ukázka úplného
grafu je na obr. 2.3.
Obrázek 2.3: Úplný graf
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2.2. Reprezentace grafù
Grafy lze èasto prezentovat gracky (viz obr. 2.1 - 2.3). Vrcholy obvykle znázoròujeme jako
body nebo krou¾ky, hrany kreslíme jako èáry (vìt¹inou úseèky nebo oblouky). Je-li hrana
orientovaná, pou¾íváme ¹ipku od poèáteèního do koncového vrcholu. Grafy lze vìt¹inou
zobrazit mnoha zpùsoby. Na první pohled nemusí být zøejmé, ¾e se jedná o rùzná zakreslení
tého¾ grafu.
Grafy v¹ak mù¾eme zobrazit také jinak ne¾ pomocí geometrických prostøedkù. Tuto
mo¾nost nejèastìji vyu¾íváme u vìt¹ích grafù nebo v pøípadì, ¾e graf zadáváme do poèí-
taèe.
Graf lze popsat podle denice dvìma mno¾inami, tj. mno¾inou vrcholù, která obsahuje
výèet prvkù, a mno¾inou hran, je¾ je popsána seznamem dvojic vrcholù, pøípadnì sezna-
mem trojic, pokud k dvojici vrcholù pøidáme i jméno hrany. U orientovaných grafù zále¾í
na poøadí vrcholù, jako první bývá uvádìn poèáteèní vrchol, druhý údaj znaèí koncový
vrchol. U neorientovaných grafù je poøadí vrcholù zvoleno libovolnì. [9]
Bì¾nìj¹í ale bývá popis pomocí matic.
Denice 2.8 Nech» G = (V ,E ) je graf s n vrcholy. Matice sousednosti grafu G je ètver-
cová n× n matice A = (aij)ni,j=1 denovaná pøedpisem
aij =
{
1 pro {vi, vj} ∈ E,
0 jinak.
(2.1)
Pøíklad matice sousednosti z obr. 2.1 (a)
A =

0 1 0 0
1 0 1 1
0 1 0 1
0 1 1 0

Denice 2.9 Nech» G = (V ,E , ε) je orientovaný graf bez smyèek. Pokud pevnì zvo-




−1 jestli¾e vi je poèáteèním vrcholem hrany ej,
1 jestli¾e vi je koncovým vrcholem hrany ej,
0 v ostatních pøípadech.
(2.2)
Pøíklad matice incidence z obr. 2.1 (b)
A =

−1 0 0 0 0
1 1 −1 0 0
0 −1 0 −1 1




Postup, díky kterému dosáhneme þnejlep¹ího" øe¹ení urèitého problému, nazýváme op-
timalizace. Pokud je úloha formulována matematicky, oznaèíme postup jako matematická
optimalizace (optimem rozumíme maximum nebo minimum). [31]
Optimalizaèní úlohy se øe¹í od prvopoèátku matematiky. Mnoho významných pøírodo-
vìdcù a matematikù bylo pøesvìdèeno, ¾e chování pøírody je optimální. Napøíklad Euler
tvrdil: þNa svìtì se nestane nic, v èem by nebylo vidìt smysl nìjakého maxima nebo mi-
nima." Leibnitz: þNá¹ svìt je nejlep¹í ze v¹ech mo¾ných svìtù, a proto lze jeho zákony
vyjádøit extremálními principy."[32]
K nejvìt¹ímu rozvoji optimalizace do¹lo ale a¾ ve 20. století, pøedev¹ím po druhé
svìtové válce, kdy metody optimalizace pronikly do rùzných oblastí techniky, vìdy a eko-
nomiky. [31]
Nyní si denujeme základní pojmy týkající se optimalizace. Èerpat budeme z [4], [12],
[17], [23], [35] a [39].




g(x) ≤ 0, (3.2)
kde x = (x1, x2, ..., xn)T je vektor dimenze n, xj, j = 1, ..., n jsou tzv. rozhodovací pro-
mìnné, f : Rn → R je úèelová funkce, její¾ extrém hledáme. Funkce g1 : Rn → R, ...,
gm : Rn → R nazveme omezujícími podmínkami.
Potom mno¾ina X = {x|g1(x) ≤ 0, ..., gm(x) ≤ 0} je oznaèována jako mno¾ina pøí-
pustných øe¹ení.
Transformací úèelové funkce lze maximalizaèní úlohu pøevést na minimalizaèní:
max
x
{f(x)|x ∈ X} = −min
x
{−f(x)|x ∈ X}. (3.3)
O existenci extrémù pojednává následující Weierstrassova vìta:
Vìta 3.1 Nech» neprázdná mno¾ina pøípustných øe¹ení X je kompaktní (tj. ohranièená
a uzavøená), pak spojitá úèelová funkce f(x) denovaná na této mno¾inì nabývá na ní
globálního minima i maxima.
Denice 3.2 Øekneme, ¾e funkce f : Rn → R má v bodì x0 ∈ Rn lokální maximum
(resp. lokální minimum), jestli¾e existuje okolí O(x0) takové, ¾e O(x0) ∈ Domf a zároveò
pro ∀x ∈ O(x0) platí:
f(x) ≤ f(x0), resp.f(x) ≥ f(x0). (3.4)
Analogicky je denováno ostré lokální maximum (resp. ostré lokální minimum), pro
které platí:
f(x) < f(x0), resp.f(x) > f(x0). (3.5)
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Denice 3.3 Øekneme, ¾e funkce f : Rn → R má v bodì x0 ∈ Rn globální maximum
(resp. globální minimum), jestli¾e ∀x ∈ Domf platí:
f(x) ≤ f(x0), resp.f(x) ≥ f(x0). (3.6)
Pro ostré globální maximum (resp. ostré globální minimum), platí:
f(x) < f(x0), resp.f(x) > f(x0). (3.7)
Optimalizaèní úlohy èasto dìlíme na lineární a nelineární. V lineárních úlohách musí
být omezení i úèelová funkce lineární, nelineární úlohy zahrnují i jiné - nelineární vztahy.
Kvadratické programování
Pokud je úèelová funkce polynomem druhého stupnì a omezení jsou lineární, nazývá se
øe¹ený problém kvadratické programování. Èerpat budeme z [42]. Kvadratické programo-
vání budeme vyu¾ívat v kapitole 6.





xTHx + cTx} (3.8)
za podmínek
Ax ≤ b, (3.9)
x ∈ X ⊂ Rn, (3.10)
kde x = (x1, x2, ..., xn)T je vektor dimenze n, xj, j = 1, ..., n jsou tzv. rozhodovací pro-
mìnné, c je konstantní váha lineární èásti, H je konstantní symetrická matice, která
urèuje váhu kvadratické èásti modelu. Chování modelu velmi závisí na charakteru ma-
tice H. Nejsnaz¹í pøípad kvadratického programování vzniká v pøípadì, ¾e matice H je
pozitivnì denitní (pro problém s maximalizací negativnì denitní). V tomto pøípadì je
úèelová funkce konvexní (viz Denice 3.6) a optimální øe¹ení je jedineèné.
Denice 3.5 Mno¾ina X ⊆ Rn se nazývá konvexní, jestli¾e ∀x,y ∈ X,∀λ ∈ [0, 1] :
λx+(1−λ)y ∈ X. Mno¾ina {λx+(1−λ)y|0 ≤ λ ≤ 1} tvoøí úseèku spojující body x a y.
Denice tedy øíká, ¾e mno¾ina je konvexní, jestli¾e s ka¾dými dvìma body obsahuje
i úseèku, která je spojuje.
Denice 3.6 Mìjme reálnou funkci f : X → R, kde X ⊂ Rn je neprázdná konvexní
mno¾ina. Øekneme, ¾e f je konvexní funkcí na X právì tehdy, kdy¾ pro ka¾dé dva body
x1,x2 z mno¾iny X a pro libovolné λ, 0 ≤ λ ≤ 1 platí:
f(λx1 + (1− λ)x2) ≤ λf(x1) + (1− λ)f(x2). (3.11)
Funkce je tedy konvexní, pokud její graf le¾í pod libovolnou seènou.
Platí-li nerovnost jako ostrá, pak je funkce f(x) na mno¾inì X ryze konvexní.
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4. Statistika
V rámci této kapitoly se budeme vìnovat testùm normality, dále testùm na odlehlá
pozorování a zmínìna bude i shluková analýzy. Vyu¾ívala se literatura [2], [45].
4.1. Testy normality
Nìkteré statistické testy lze pou¾ít pouze pro urèitý typ rozdìlení, ze kterého získaná data
pocházejí. Proto je velmi dùle¾ité ovìøit, zda jsou dané pøedpoklady splnìny. [6] Uvedeme
si zde dva testy - Kolmogorovùv-Smirnovùv a Lillieforsùv test. V pøípadì prvního zmínì-
ného testu budeme èerpat z [6], v pøípadì druhého testu z [28].
4.1.1. Kolmogorovùv-Smirnovùv jednovýbìrový test
Vìta 4.1 Testujeme hypotézu, která tvrdí, ¾e náhodný výbìr X1, X2, ..., Xn pochází
z rozdìlení s distribuèní funkcí Φ(x). Nech» Fn(x) je výbìrová distribuèní funkce. Tes-




Nulovou hypotézu zamítáme na hladinì významnosti α, pokud Dn ≥ Dn(α), kde Dn(α)











Poznámka. Nulová hypotéza musí specikovat distribuèní funkci zcela pøesnì, vèetnì v¹ech
jejích pøípadných parametrù.
4.1.2. Lillieforsova varianta
Pokud pøedem neznáme parametry normálního rozdìlení, tj. støední hodnotu a rozptyl,
mù¾eme pou¾ít Lillieforsovu variantu Kolmogorovova-Smirnovova testu. Místo pøesných
hodnot vyu¾íváme odhad støední hodnoty a rozptylu. Støední hodnotu odhadneme výbì-
rovým prùmìrem






kde X jsou data a n je rozsah souboru. Rozptyl odhadneme výbìrovým rozptylem





(Xi − µ̃)2. (4.4)
Testová statistika je dána vztahem
D = max
x
|F ∗(x)− SN(x)|, (4.5)
kde SN(x) je empirická distribuèní funkce výbìru a F ∗(x) je distribuèní funkce N(µ̃, σ̃2).
Hypotézu o normalitì výbìru zamítáme na hladinì významnosti α, pokud D ≥ D(α),
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kde D(α) je tabelovaná kritická hodnota. Tabulku kritických hodnot lze nalézt v [28].
Hodnoty vìt¹í ne¾ 20 a men¹í ne¾ 30, které nejsou v tabulce uvedeny, byly dopoèítány
lineární interpolací, tedy pomocí vztahu




4.2. Testy na odlehlá pozorování
V souboru se mohou vyskytnout hodnoty, které se velmi li¹í od vìt¹iny ostatních a tím
ovlivòují vlastnosti celého souboru. Tyto hodnoty oznaèujeme jako odlehlá pozorování
(anglicky outliers). [22] Vznikají z rùzných dùvodù, vyjmenujeme si ty nejèastìj¹í. [25]
• Náhoda. Nìkterá data se mohou od støední hodnoty li¹it i o více ne¾ dvojnásobek
smìrodatné odchylky, pøesto se nemusí jednat o chybné pozorování.
• Chyba mìøení. K chybì dojde kvùli technické vadì pøístroje nebo kvùli selhání
experimentátora.
• Nevhodnì zvolený soubor. Výskyt urèité hodnoty je velmi nepravdìpodobný,
ale pøesto mo¾ný. Tato hodnota byla vybrána do základního souboru.
• Chyba v zaznamenávání dat. Chyba je zpùsobena pøepsáním se pøi zápisu hod-
not.
Velmi dùle¾ité je odlehlá pozorování odhalit. Nìkdy se v souboru vyskytují extremální
hodnoty, které ale nepatøí mezi odlehlá pozorování a pro dal¹í analýzu mohou nést dùle¾ité
informace. V¾dy je tedy nutné rozhodnout, zda li¹ící se data pøijmout nebo je odmítnout.
Zcela jistì chybnou hodnotu je tøeba opravit nebo zahodit, aby nedo¹lo ke zkreslení celého
souboru dat. Spolu s chybnou hodnotou musíme zahodit také v¹echna dal¹í pozorování,
která z této hodnoty vycházela.
Pro urèení odlehlých pozorování pou¾íváme rùzné testy a metody. Pro normální roz-
lo¾ení mù¾eme vypoèítat aritmetický prùmìr a smìrodatnou odchylku z dat bez podezøelé
hodnoty. Jestli¾e vzdálenost podezøelé hodnoty od vypoèítaného aritmetického prùmìru je
vìt¹í ne¾ trojnásobek vypoèítané smìrodatné odchylky, jedná se pravdìpodobnì o odlehlé
pozorování [27].
Dále si uvedeme dva testy (Grubbsùv a Dean-Dixonùv), které testují hypotézu, ¾e hod-
nota není odlehlá, proti hypotéze, ¾e se jedná o odlehlé pozorování.
Pokud testy odhalí odlehlé pozorování, provedeme je opakovanì se zbylým souborem
dat.
4.2.1. Grubbsùv test
V následujícím textu budeme èepat z [19].
Grubbsùv test se pou¾ívá pro testování odlehlých hodnot u normálního rozdìlení.
Rozsah souboru, tedy poèet v¹ech prvkù souboru, musí být minimálnì tøi (v tom pøípadì
nesmí být ¾ádné hodnoty stejné). Nejprve musíme sestavit hodnoty výbìrového souboru
do vzestupné øady, tj. x1 < x2 < ... < xn.
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Test na jedno odlehlé pozorování
Pro odhalení jednoho odlehlého pozorování pou¾íváme testovou statistiku T . Pokud se











V pøípadì, ¾e nedoká¾eme rozhodnout, která z hodnot by mohla být odlehlým pozorová-
ním, vyu¾ijeme vztahu
T = max{T1, Tn}. (4.9)
x je aritmetický prùmìr (viz 4.3) a s je výbìrová smìrodatná odchylka (viz 4.10), která




√√√√√ n∑i=1(xi − x)2
n− 1
. (4.10)
Vypoètené hodnoty T pak porovnáme s tabelovanou kritickou hodnotou Tα pro zvole-
nou hladinu významnosti α. Jestli¾e je vypoètená hodnota vìt¹í ne¾ Tα, jedná se o odlehlé
pozorování. Tabulku kritických hodnot pro v¹echny typy Grubbsova testu lze nalézt v [18].












































V dal¹ích testech se pou¾ívají obmìny tìchto vztahù.
Test na jedno odlehlé pozorování na obou chvostech





















Vypoètenou hodnotu pak porovnáme s tabelovanou kritickou hodnotou pro zvolenou
hladinu významnosti α. Jestli¾e je vypoètená hodnota men¹í ne¾ tabelovaná, jedná se
o odlehlé pozorování.
Test na více odlehlých pozorování na jednom chvostu






















kde x1,2 a xn−1,n jsou brány jako výbìrové aritmetické prùmìry s vynecháním x1 a x2,














Stejnì jako v pøedchozích pøípadech vypoètenou hodnotu porovnáme s tabelovanou
kritickou hodnotou pro zvolenou hladinu významnosti α. Jestli¾e je vypoètená hodnota
men¹í ne¾ tabelovaná, jedná se o odlehlé pozorování.
















kde xk a xn−k jsou brány jako výbìrové aritmetické prùmìry s vynecháním k prvních














Vypoètenou hodnotu porovnáme s tabelovanou kritickou hodnotou pro zvolenou hla-
dinu významnosti α. Jestli¾e je vypoètená hodnota men¹í ne¾ tabelovaná, jedná se o od-
lehlé pozorování.
4.2.2. Dean-Dixonùv test
V následujícím textu budeme èepat z [10].
Tento test nepøedpokládá normální rozdìlení, test tedy mù¾eme pou¾ít, pokud ne-
známe rozdìlení souboru. Stejnì jako u Grubbsova testu musí být rozsah souboru mini-
málnì tøi (v tom pøípadì nesmí být ¾ádné hodnoty stejné). Opìt je tøeba sestavit hodnoty
výbìrového souboru do vzestupné øady, tj. x1 < x2 < ... < xn.
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Test na jedno odlehlé pozorování











V pøípadì, ¾e nedoká¾eme rozhodnout, která z hodnot by mohla být odlehlým po-
zorováním, vypoèítáme r10 i r′10 a jako podezøelé odlehlé pozorování dále uva¾ujeme to,
u kterého je výsledek vìt¹í.
Vypoètené hodnoty r10, resp. r′10 pak porovnáme s tabelovanou kritickou hodnotou
pro zvolenou hladinu pravdìpodobnosti α. Tabulky kritických hodnot nalezneme v [11].
Pro soubory o velikosti vìt¹í ne¾ 30 a men¹í nebo rovno 100 byly kritické hodnoty vzaty
z [43]. Jestli¾e je vypoètená hodnota vìt¹í ne¾ tabelovaná, jedná se o odlehlé pozorování.
Pokud chceme z testování vylouèit vliv nìkterých hodnot, proto¾e by mohly ovlivnit
















testuje odlehlost pozorování x1 pøi vylouèení vlivu xn a xn−1, resp. odlehlost xn pøi vy-


























testuje odlehlost pozorování x1 pøi vylouèení vlivu x2, xn−1 a xn, resp. odlehlost xn pøi vy-
louèení xn−1, x1 a x2.
Pro soubory o rozsahu 3-7 se pou¾ívá vìt¹inou typ r10, u souborù o rozsahu 8-10 typ
r11, pro rozsahy 11-13 typ r21 a u rozsahù vìt¹ích ne¾ 14 pou¾ijeme r22 [25].
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4.3. Shluková analýza
Shluková analýza je statistická metoda, díky které mù¾eme nalézt shluky (podmno¾iny)
urèité mno¾iny. Ve shluku jsou objekty s podobnými vlastnostmi, mimo shluk le¾í objekty,
které se svými vlastnostmi odli¹ují.
Existuje nìkolik rùzných metod, jak objekty shlukovat. Hlavní rozdìlení je na hierar-
chické a nehierarchické. [34]
Pro na¹i pøípadovou studii bude potøeba rozdìlit data do rùzných shlukù, abychom
mohli provést statistické zpracování. V rámci této bakaláøské práce byla zvolena nehie-
rarchická metoda, konkrétnì algoritmus k-means.
Více o shlukové analýze se lze doèíst napøíklad v [1], [14] a [37].
4.3.1. Algoritmus k-means
Na zaèátku zvolíme k shlukù a k dat oznaèíme jako tzv. centroidy. Algoritmus uva¾uje
data jako body v eukleidovském prostoru a v pøípadì eukleidovské metriky, kterou budeme
pou¾ívat, se sna¾í minimalizovat vzdálenost mezi tìmito body a centroidy. V ka¾dé iteraci
tedy dojde ke zmìnì slo¾ení shlukù na základì minimální vzdálenosti bodù od centroidù
podle zvolené metriky. Centroid se v¾dy po pøidání dal¹ího bodu do shluku (pøíp. odebrání
bodu) pøepoèítává. Algoritmus konèí, kdy¾ nedojde k pøesunu ¾ádného prvku.
Nevýhodou tohoto algoritmu je, ¾e není zaruèeno nalezení globálního minima. Výsle-
dek toti¾ závisí na poèáteèní volbì centroidù.
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5. Vyu¾ívané programy a nástroje
5.1. Microsoft Excel, VBA
Microsoft Excel (MS Excel) je nejroz¹íøenìj¹ím tabulkovým kalkulátorem na svìtì. Mù¾eme
ho pou¾ívat nejen pro tvorbu tabulek, ale také pøehledù, seznamù a databází a k organizaci
dat. [5]
MS Excel je souèástí balíku MS Oce. Má u¾ivatelsky pøíjemné prostøedí, proto jej
mohou vyu¾ívat i ménì zku¹ení u¾ivatelé. Ve své práci jsem pou¾ívala verzi MS Excel
2007.
MS Excel obsahuje mo¾nost tvorby maker pomocí programovacího jazyku Visual Basic
for Applications (VBA). V tomto prostøedí byly vytvoøeny skripty pro statistické testování
dat (viz kap. 4.1, 4.2).
Visual Basic for Applications
Jediný programovací jazyk, který kanceláøský balík MS Oce podporuje, je VBA. Jedná
se o objektovì orientovaný jazyk, díky nìmu¾ je mo¾né vytváøet makra. Makro je pro-
cedura, do které se zapisuje programový kód jako posloupnost pøíkazù. Pou¾ívá se pøede-
v¹ím ke zrychlení a zautomatizování rutinních prací. Makro lze vyvolat klepnutím na vy-
tvoøené tlaèítko nebo ho mù¾eme pøiøadit k urèité klávesové zkratce. [3]
K editoru VBA se dostaneme pøes kartu Vývojáø, jak je znázornìno na obr. 5.1.
Obrázek 5.1: Umístìní editoru Visual Basic
5.2. STATISTICA
STATISTICA je software, který obsahuje prostøedky pro statistické zpracování dat. Je
mo¾né zde nalézt rùzné analýzy, testy, vizualizaci výsledkù aj. [40] Souèástí je i tzv. data
mining, který odhaluje døíve neznámé vztahy mezi daty, a to pomocí procesu výbìru,
prohledávání a modelování ve velkých objemech dat. [24] Díky tomu byla v programu
STATISTICA provedena shluková analýza.
5.3. GAMS
GAMS je program urèený pro úlohy lineárního, nelineárního a mí¹eného celoèíselného
programování. Má vlastní programovací jazyk s pomìrnì u¾ivatelsky pøívìtivou syntaxí.
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GAMS má nìkolik integrovaných øe¹ièù a obsahuje kompilátor matematického jazyka.
Mù¾eme díky nìmu vytváøet obsáhlé modely, je¾ se doká¾í pøizpùsobit novým situacím
a podmínkám.
GAMS lze legálnì stáhnout z internetových stránek www.gams.com. Informace o práci
v tomto programu nalezneme v [36].
5.4. Databáze SQLite
SQLite je relaxaèní databázový systém obsa¾ený v softwarové knihovnì. Je ¹íøen pod li-
cencí public domain, lze jej tedy volnì u¾ívat. SQLite není zalo¾en na pricipu klient/server,
tak¾e nebì¾í samostatnì. Ka¾dá databáze s daty se ukládá do samostatného souboru
na disku. S databázemi pracujeme prostøednictvím jazyka SQL [38].
5.4.1. DB Browser for SQLite
Pro vytvoøení databáze byl vyu¾it nástroj DB Browser for SQLite. Díky nìmu mù¾eme
vytváøet, upravovat a mazat tabulky a záznamy, které jsou souèástí databáze. U¾ivatelské
rozhraní je zobrazeno na obr. 5.2.
Obrázek 5.2: U¾ivatelské rozhraní nástroje DB Browser for SQLite
Do tabulek vytvoøených v tomto nástroji byly zapsány adresy, úseky, trasy a dal¹í
informace. Díky SQL dotazu pak mohla být vybrána ta data, která bylo tøeba nahrát
do programù Excel a STATISTICA, kde byla dále zpracovávána.
5.4.2. ODBC Driver
Pro propojení databáze SQLite a programu GAMS bylo tøeba nainstalovat ODBC Dri-
ver. Tento nástroj slou¾í k propojení databáze a systému Windows (pøíp. Linux), díky
èemu¾ mù¾eme naèítat údaje z databáze do GAMSu. Z webových stránek http://www.
ch-werner.de/sqliteodbc/ byl sta¾en soubor sqliteodbc.exe.
Po nainstalování se zobrazí u¾ivatelské rozhraní (viz obr. 5.3).
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Obrázek 5.3: U¾ivatelské rozhraní
Pøidáme nový zdroj dat, a to konkrétnì SQLite3 ODBC Driver. Následnì si tento zdroj
dat pojmenujeme a vybereme cestu k vytvoøené databázi, kterou budeme chtít propojit
se systémem GAMS (viz obr. 5.4).
Obrázek 5.4: Pojmenování zdroje dat
Tímto se vytvoøí nový zdroj dat, který budeme dále vyu¾ívat.
Podrobný popis propojení databází a systému GAMS lze najít v [7].
5.4.3. Propojení databáze SQLite a GAMSu
Pokud je potøeba nahrát do GAMSu øadu dotazù ze stejné databáze, bylo by volání
SQL2GMS pøi ka¾dém dotazu neefektivní. Proto mù¾e být provedeno více dotazù a
SQL2GMS staèí vyvolat pouze jednou. Kód, který se vlo¾í pøed denováním mno¾in,
mù¾e vypadat napøíklad takto:
$ onecho > cmd.txt
C=DSN=zkouskaDB; dbq=zkouskaDB.db
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Q1=SELECT distinct(Trasa) FROM GAMS GROUP BY Trasa
O1=trasy.inc
Q2=SELECT distinct(Usek) FROM GAMS GROUP BY Usek
O2=useky.inc

















Na druhém øádku kódu je napsaný vytvoøený zdroj dat a název databáze i s pøíponou.
Dále je v Q napsán SQL dotaz a O znaèí název include le.
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6. Aplikaèní èást
Mnoho rem a spoleèností se musí zabývat dopravními a logistickými problémy. Øe¹í
napøíklad, jakou zvolit trasu, aby vozidla projela urèitá mìsta nebo urèité úseky. Z na-
nèního hlediska je také potøeba urèit optimální mno¾ství vozidel v návaznosti na kapacitì
pøepravovaného nákladu. Pro zásobovací rmy je také dùle¾ité umístìní skladù.
Dopravní úlohy se tedy uplatòují napøíklad u po¹tovních slu¾eb [41], u ¹kolní autobu-
sové dopravy [44], pøi údr¾bì silnic (napøíklad úklid snìhu) [30] nebo pøi svozu odpadu
[13].
6.1. Ilustrativní pøíklad
Uveïme si modelovou situaci podle obr. 6.1. Barevnì jsou vyznaèeny jednotlivé trasy jízdy
dopravních prostøedkù - trasa è. 1 má modrou barvu, druhá trasa je vyznaèena oran¾ovì,
tøetí trasa zelenì, ètvrtá hnìdou barvou, pátá èernou a ¹está trasa alovì.
V pøíkladu je vyznaèeno celkem pìt úsekù, které jsou na obrázku popsány.
Aby mohla být testována správná funkce matematického modelu, byl zvolen obrácený
postup, ne¾ který vyu¾íváme v reálných datech. Konkrétnì budeme pøedpokládat znalost
doby prùjezdu jednotlivých úsekù pro konkrétní trasy. V reálném pøíkladu se tyto èasy
budeme sna¾it zjistit.
Na obr. 6.1 jsou uvedena èísla, která udávají dobu v minutách strávenou na jed-
notlivých úsecích. Barvy èísel odpovídají barvám tras, ke kterým se údaje o dobì vá¾í.
Prùmìrnou dobu strávenou na konkrétním úseku budeme znaèit t∗j . Pro vy¹¹í pøehlednost
jsou údaje, které vstupují do matematického modelu (viz kap. 6.2), vypsány v Tab. 6.1.
Obrázek 6.1: Schéma tras
Jak ji¾ bylo øeèeno, reálná data èasto obsahují pouze èasy prùjezdu celých tras, nikoli
jednotlivých úsekù. Pøi znalosti existujících vazeb (souèet èasù prùjezdu úsekù je roven
èasu prùjezdu celé trasy) a dostupných dat (doba projetí trasy) je mo¾né dílèí parametry
jednotlivých úsekù odhadnout. To je cílovým výstupem této reálné pøípadové studie.
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è. trasy barva úseky celkový èas [min]
1 modrá 1, 3, 4 17
2 oran¾ová 1, 3, 5 20
3 zelená 2, 3, 4 16
4 hnìdá 2, 3, 5 23
5 èerná 4, 5 16
6 alová 1, 3 11
Tabulka 6.1: Informace o trasách
K tomuto úèelu byl vytvoøen matematický model (kap. 6.2), který se sna¾í neznámé
parametry (èas prùjezdu úsekù) odhadnout.
Do programu GAMS byl poté zadán celkový èas strávený na cestì a cílem programu
bylo zjistit dobu strávenou na jednotlivých úsecích. Pro rùzné trasy mohou být doby
prùjezdu tìchto úsekù rùzné. Výsledná doba na úseku by se tedy mìla pohybovat nìkde
mezi èasy uvedenými pro konkrétní úsek a jednotlivé trasy v ilustrativním pøíkladu.
6.2. Matematický model
Nejprve si denujme mno¾iny (sets), parametry (parameters) a promìnné (variables),
je¾ budeme potøebovat nejen v ilustrativním pøíkladì, ale také v hlavní pøípadové studii
(kap. 6.3).
Sets
i ∈ I indexová mno¾ina tras
j ∈ J indexová mno¾ina úsekù
Parameters
Ti celkový èas strávený na trase i
Aij matice pøiøazení úseku j k trase i
tmaxj maximální doba strávená na úseku j
tminj minimální doba strávená na úseku j
tj aritmetický prùmìr dob strávených na úseku j
wj váha - zále¾í na èetnosti provozu




tij doba strávená na úseku j trasy i
t0j optimální doba strávená na úseku j
p+max kladná penalizace za pøekroèení maximální doby
p−max záporná penalizace za pøekroèení maximální doby
p+min kladná penalizace za nedosa¾ení minimální doby
p−min záporná penalizace za nedosa¾ení minimální doby
Nejprve byl sestaven idealizovaný model, díky kterému bylo mo¾né odhalit, jaké dal¹í
omezující podmínky budou tøeba pøidat.










(Aij · tij),∀i ∈ I, (6.2)
t0j = tij + δij,∀i ∈ I, j ∈ J, (6.3)
tij ≥ 0,∀i ∈ I, j ∈ J, (6.4)
t0j ≥ 0,∀j ∈ J. (6.5)
Cílem úèelové funkce(rovnice 6.1) je zajistit vyvá¾ený odhad èasù prùjezdù t0j pomocí
minimalizace kvadrátu odchylek δij. První omezující podmínka (6.20) dává do souvislosti
celkový èas na trase i a èasy pro jednotlivé úseky j této trasy. Celkový èas se tedy rovná
souètu èasù v¹ech úsekù, kterými daná trasa vede. Z dùvodu, ¾e pøes jeden úsek j vede
více tras i, není zaruèeno, ¾e èas strávený na konkrétním úseku bude pro v¹echny trasy
stejný, tj. tkj = tlj pro k 6= l; k, l ∈ I. Hledaná doba prùjezdu úseku t0j se rovná souètu
doby prùjezdu tohoto úseku tij a odchylky δij. To vyjadøuje rovnice 6.21. Odchylka èasu
je tedy rozdílem hledané doby prùjezdu úseku (tato doba je stejná pro v¹echny trasy)
a doby prùjezdu úsekem pro konkrétní trasu. Rovnice 6.4 øíká, ¾e doba strávená na úseku
j trasy i musí být nezáporná. Stejnì tak je nezáporná i hledaná doba prùjezdu úseku j,
co¾ vyjadøuje poslední omezující podmínka (6.5).
Ovìøení modelu na zjednodu¹eném pøíkladu
Vstupní data budeme èerpat z ilustrativního pøíkladu z kap. 6.1. Výsledky úlohy nedoká-
zaly na základì matematického modelu odhalit èasové nároky na jednotlivé úseky. To je
dáno tím, ¾e chceme získat minimální celkovou chybu danou prvky δij. Program GAMS
proto pøiøadil nìkterým úsekùm pomìrnì malý èas, konkrétnì úsekùm jedna a dva. Bylo
tedy potøeba model upravit. Výsledky prvního idealizovaného modelu jsou zobrazeny






Trasa 1 2 3 4 5
1 -0,271 0 -0,271 -0,271 0
2 0,396 0 0,396 0 0,396
3 0 0,333 0,333 0,333 0
4 0 -0,333 -0,333 0 -0,333
5 0 0 0 -0,063 -0,063
6 -0,125 0 -0,125 0 0
t0j - 0,396 1,208 10,354 5,437 10,438
t∗j - 3,667 4,5 6,4 7,333 9,667
Tabulka 6.2: Výsledky idealizovaného modelu [min]
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Byla pøidána omezení, která zajistí reálnost výsledkù. Jednalo se o maximální, resp.
minimální dobu strávenou na úseku (viz Tab. 6.3). Tato doba byla stanovena s ohledem
na vstupní data ilustrativního pøíkladu (viz obr. 6.1). Pøi pøekroèení, resp. nedosa¾ení,
této doby do¹lo k penalizaci.






Tabulka 6.3: Maximální a minimální doba [min]
Pøidané podmínky mìly následující tvar:
p+max;ij − p−max;ij = tmax;j − tij,∀i ∈ I, j ∈ J, (6.6)
p+min;ij − p−min;ij = tij − tmin;j,∀i ∈ I, j ∈ J, (6.7)
p+min;ij ≥ 0,∀i ∈ I, j ∈ J, (6.8)
p−min;ij ≥ 0,∀i ∈ I, j ∈ J, (6.9)
p+max;ij ≥ 0, ∀i ∈ I, j ∈ J, (6.10)
p−max;ij ≥ 0,∀i ∈ I, j ∈ J. (6.11)
Rovnice 6.22 øíká, ¾e pokud pøekroèíme maximální dobu strávenou na úseku j (tato
doba je uvedena v Tab. 6.3), dojde k penalizaci. Podobnì rovnice 6.23 øíká, ¾e pokud
nedosáhneme minimální doby strávené na úseku j (tato doba je uvedena v Tab. 6.3), opìt
dojde k penalizaci. Rovnice 6.8 - 6.11 vyjadøují, ¾e penalizace jsou nezáporné.



















kde w je váha, která vyjadøuje, ¾e zále¾í na poètu tras, které daným úsekem vedou.
Bez váhy wj (resp. wj = 1) by pro frekventovanìj¹í úseky, kde je více odchylek δij,
model více dbal na volbu vyvá¾ené hodnoty t0j. Pokud bychom chtìli, aby na èetnosti
provozu zále¾elo je¹tì více, tzn. aby vyvá¾ený odhad t0j byl blízký prùmìrné hodnotì tij











,∀j ∈ J (6.13)
Pokud bychom naopak ¾ádali, aby chyby δij nezávisely na tom, jak je úsek frekventovaný,






,∀j ∈ J (6.14)
V na¹em pøípadì jsme chtìli, aby na èetnosti provozu zále¾elo, ale nechtìli jsme frek-
ventovaným úsekùm dávat pøíli¹ velkou váhu, proto bylo zvoleno wj = 1.
Je vhodné, aby chyba závisela také na variabilitì dat na konkrétním úseku. V rámci






,∀j ∈ J, (6.15)
kde |I| znaèí kardinalitu mno¾iny I (tj. poèet prvkù mno¾iny I).
Úloha se øe¹í iteraènì. Nejprve se odhadne tij bez váhy vj (tedy vj = 1) a následnì se






,∀j ∈ J. (6.16)
Výsledky pak odpovídaly ilustrativnímu pøíkladu (viz 6.1), jak je patrné z Tab. 6.4. Tyto






Trasa 1 2 3 4 5
1 -0,094 0 -0,389 -0,046 0
2 0,139 0 0,577 -0,003 0,339
3 0 0,436 0,574 0,059 0
4 0 -0,436 -0,574 -0,003 -0,337
5 0 0 0 -0,004 -0,002
6 -0,045 0 -0,189 -0,003 0
t0j - 3,966 4,564 6,800 5,706 10,289
t∗j - 3,667 4,5 6,4 7,333 9,667
Tabulka 6.4: Výsledky modikovaného modelu [min]
6.3. Pøípadová studie
Jak ji¾ bylo øeèeno v kap. 6.1, cílem pøípadové studie je zjistit dobu prùjezdu jednotlivých
úsekù tras. Celkovì mù¾eme øe¹ení daného problému rozdìlit do následujících osmi bodù.
1. Pøíprava dat
Pro statistické zpracovaní mi byl dodán soubor, který obsahoval 325 193 øádkù.
Ukázka souboru je na obr. 6.2. V ka¾dém øádku byla uvedena místa, odkud vozidlo
vyjelo a kam jelo, dále èas odjezdu a pøíjezdu, vzdálenost, kterou vozidlo urazilo,
maximální a prùmìrná rychlost bìhem jízdy a identikace vozidla. Data byla získána
od rem, které disponují zaøízeními, je¾ tyto informace zaznamenávají.
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Obrázek 6.2: Ukázka souboru s daty
Data v¹ak bylo potøeba upravit - smazat nelogické hodnoty a hodnoty, které nelze
dále zpracovávat, jako je napøíklad záporný èi nulový èas na cestì, záporná rychlost
èi shodné místo odjezdu a pøíjezdu. Tak do¹lo ke sní¾ení poètu pou¾itelných dat
na 276 966 øádkù.
2. Hledání trasy
Dal¹í práce byla provádìna v databázovém systému SQLite. Proto¾e v souboru
z MS Excel byla informace pouze o místì odjezdu a pøíjezdu, byla pravdìpodobná
trasa urèena na základì mapového algoritmu - OpenStreetMap (OSM) podle nej-
krat¹í cesty. Tyto mapy jsou k dispozici zdarma, pøesto je pokrytí mìst velmi dobré.
Pomocí OSM byly zvoleny poèáteèní a koncové body tras.
Dále bylo tøeba rozdìlit tyto trasy na úseky. Opìt pomocí OSM byly zvoleny urèité
uzly, jako jsou køi¾ovatky, které jednotlivé úseky oddìlují. Pøíklad úsekù a uzlù je
na obr. 6.3.
Obrázek 6.3: Vyznaèení úsekù (oran¾ová barva) a uzlù (èervené body)
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Celé hledání trasy bylo provádìno na základì práce [29], kde jsou popsány v¹echny
algoritmy a kde lze nalézt informace o OSM, popis výbìru uzlù aj.
Jakmile byly známy úseky, ze kterých se trasa skládá, mohla být v databázi SQLite
vytvoøena tabulka, která obsahovala identikaèní èísla a propojení tras a úsekù. Po
nahrání této tabulky do GAMSu byla vytvoøena matice sousednosti, je¾ pøiøazuje
trase úseky, ze kterých se skládá.
3. Charakter dat
Následnì bylo tøeba k úsekùm pøiøadit informace, o jaký typ cesty se jedná. Typem
cesty se myslí napøíklad dálnice, silnice první, druhé a tøetí tøídy. Tento krok probíhal
rovnì¾ pomocí OSM.
Ka¾dý úsek k sobì mìl tedy pøiøazenu jednu z následujících informací (èerpáno z [8]):
- motorway dálnice
- trunk rychlostní komunikace
- prim silnice I. tøídy
- secondary silnice II. tøídy
- tertiary silnice III. tøídy
- road doèasné oznaèení silnice neznámé tøídy
- residential místní komunikace v obci
- service úèelová komunikace
- motorway-link nájezdy a sjezdy k dálnicím
- trunk-link nájezdy a sjezdy k rychlostním komunikacím
- primary-link nájezdy a sjezdy k silnicím I. tøídy
- secondary-link nájezdy a sjezdy k silnicím II. tøídy
- tertiary-link nájezdy a sjezdy k silnicím III. tøídy
- living-street komunikace v obytné zónì
- unclassied jiné nezaøazené
4. Výbìr pou¾itelných dat
V¹echny tyto údaje byly zapsány do tabulek v databázi. Tam se shroma¾ïovaly
v¹echny potøebné informace. Následnì pomocí SQL dotazù mohly být vybrány pouze
ty, které byly dùle¾ité k dal¹ímu zpracování. Tato data byla importována zpìt do Ex-
celu.
V dal¹ím kroku bylo tøeba vyltrovat trasy, u kterých vzdálenost, je¾ mìlo vozidlo
urazit podle map, odpovídala skuteèné vzdálenosti. K dal¹ímu zpracování se tedy
vzaly jen ty trasy, u kterých byl pomìr skuteèné vzdálenosti a vzdálenosti podle
map od 0,9 do 1,1. Celkem tedy zbylo 84 610 tras. Obrovské sní¾ení pou¾itelných
dat mù¾e být dáno tím, ¾e podle map byla hledána nejkrat¹í cesta (viz bod 2).
Vozidlo v¹ak mohlo zvolit jinou trasu, napøíklad z dùvodu nehody. Dále mohlo hrát
roli napøíklad mýto atd. Dále mohly vzniknout problémy napøíklad ztrátou signálu
GPS bìhem jízdy, proto bylo zaznamenáno jiné místo, ne¾ kde se vozidlo skuteènì
nacházelo. Ke zvý¹ení pou¾itelných dat by napøíklad pomohlo, kdybychom neznali
pouze místo odjezdu a pøíjezdu, ale i prùjezdné body trasy.
Aby nedocházelo k tak velkým ztrátám pou¾itelných dat, vy¾aduje tato èást práce
dal¹í rozvoj a je cílem dal¹ích èinností v rámci vývoje výpoètového systému.
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5. Shluková analýza
Vstupní data bylo tøeba dále oèistit o odlehlé hodnoty. Pro pou¾ití následujících
testù (bod 6 a 7) bylo nutné shlukovat trasy s podobným charakterem (viz bod
3). V programu STATISTICA byla provedena shluková analýza pomocí algoritmu
k-means. Poèet shlukù byl zvolen tisíc. Startovací hodnoty výpoètu (centroidy) byly
zvoleny náhodnì. Výpoèet vzdáleností probíhal na bázi Euklidovské metriky. Shlu-
kování bylo provádìno podle procentuálního zastoupení rùzných typù cest (z kolika
procent se trasa skládá z dálnic, silnic první, druhé, tøetí tøídy, atd.; viz bod 3)
a podle délky trasy.
Vzniklo tedy tisíc shlukù, nejmen¹í z nich obsahoval sedm prvkù, nejvìt¹í jich mìl
276.
6. Test normality
Dal¹í výpoèty probíhaly v Excelu pomocí vytvoøeného makra ve VBA. Pro ka-
¾dý shluk byla tvoøena distribuèní funkce na základì prùmìrných rychlostí tras.
Dále pro ka¾dý shluk mohla být odhadnuta støední hodnota a smìrodatná odchylka
pro rychlost. Díky tomu bylo mo¾né otestovat hypotézu, zda data z daného shluku
pochází z normálního rozdìlení èi nikoli. K tomuto úèelu byl pou¾il Lillieforsùv test
(viz 4.1.2). Celkem vy¹lo 651 shlukù z normálního rozdìlení.
7. Grubbsùv x Dean-Dixonùv test
Na shluky s normálním rozdìlením byl aplikován Grubbsùv test na odlehlá pozo-
rování. Nejprve byl proveden test na jedno odlehlé pozorování na jednom chvostu.
Tento test byl opakován tak dlouho, dokud identikoval extrém. Díky nìmu bylo
zji¹tìno celkem 59 tras, u kterých se prùmìrná rychlost li¹ila od vìt¹iny ostatních
v daném shluku natolik, ¾e byla oznaèena jako odlehlá. Tyto trasy by pøíli¹ ovlivòo-
valy dal¹í výsledky, proto byly odstranìny. Poté byl proveden test na dvì odlehlá
pozorování na jednom chvostu, jen¾ mìl zjistit, zda v souboru nejsou dvì odlehlé
hodnoty, které nemohly být testem na jedno odlehlé pozorování odhaleny. I tento
test byl provádìn opakovanì, dokud byly nalezeny odlehlé hodnoty. Díky tomu bylo
odstranìno dal¹ích 68 tras.
Podobnì pro data, která nepochází z normálního rozdìlení, byl proveden Dean-
-Dixonùv test. Do makra ve VBA byly implementovány testy r10, r11, r21 a r22
a podle poètu prvkù ve shluku byl zvolen vhodný test. Nejèastìji se jednalo o test
r22, proto¾e poèet prvkù byl vìt¹inou vìt¹í ne¾ 14. Celkem bylo zji¹tìno 48 odlehlých
pozorování. Stejnì jako v pøípadì Grubbsova testu byla tato data smazána.
8. Import dat do GAMSu
V¹echny trasy, které pro¹ly testy na odlehlá pozorování (bylo jich celkem 84 431),
byly nahrány do databáze SQLite, kde k nim byly opìt pøiøazeny úseky (resp. jejich
èísla), ze kterých se trasy skládají. Celkovì se trasy skládaly z 172 322 úsekù.
Data bylo tøeba importovat do vytvoøeného projektu v GAMSu. Propojení databáze
a programu GAMS je popsáno v kap. 5.4.
Maximální, resp. minimální doba, strávená na úseku byla stanovena výpoètem, a to








maximální rychlost pro daný typ úseku
(6.18)
Maximální rychlost pro daný typ úseku byla stanovena jako maximální povolená
rychlost. Minimální rychlost byla urèena z praktických zku¹eností (dle ÚPI). Ta-
bulka s rychlostmi pro dané typy úsekù je zobrazena v pøíloze.
6.4. Výsledky a mo¾nosti dal¹ího vývoje
Aby mohl být program dále vyu¾íván, je tøeba zhodnotit èasovou nároènost výpoètu.
Z dùvodu pøíli¹ rozsáhlých dat (ji¾ døíve zmiòovaných 84 431 tras a 172 322 úsekù)
se øe¹ení ukázalo výpoètovì pøíli¹ nároèné (program GAMS nahlásil chybu Out of me-
mory). Pro snadnìj¹í iniciaci úlohy byly zvoleny startovací hodnoty pomocí lineárního





















(Aij · tij),∀i ∈ I, (6.20)
t0j = tij + δij
+ − δij−,∀i ∈ I, j ∈ J, (6.21)
p+max;ij − p−max;ij = tmax;j − tij,∀i ∈ I, j ∈ J, (6.22)











max;ij jsou nezáporné pro ∀i ∈ I, j ∈ J.
Pro ovìøení výpoètového systému byly zvoleny men¹í oblasti (viz obr. 6.4), pro které byl
výpoèet realizován.
Poèet tras 112 1386
Poèet úsekù 2954 2847
Poèet nenulových prvkù tij v matici pøiøazení 9110 50793
Èasová nároènost naèítání z databáze 45 s 1 min 2 s
Èasová nároènost výpoètu 2 min 35 s 69 h 26 min 40 s
Výpoèty probíhaly na poèítaèi s tìmito parametry:
Procesor: Intel(R)Xeon(R) CPU E5-2698 v4 @ 2.20GHz 2.20 GHz
Nainstalovaná pamì»: 128 GB
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(a) (b)
Obrázek 6.4: (a) oblast se 112 pou¾itelnými trasami, (b) oblast s 1386 pou¾itelnými tra-
sami
Typ systému: 64bitový operaèní systém pro platformu x64
Výsledky pro variantu b) byly zpracovány do histogramu, viz obr. 6.5. Zvolená ob-
last pøedstavovala mìstskou dopravní sí» vèetnì dálnice a nìkolika rychlostních silnic.
Na obr. 6.5 jsou uvedeny odhadované rychlosti v km/h pro zvolenou oblast 6.4 b).
Obrázek 6.5: Histogram
Úloha pro celou Èeskou republiku je v pøijatelném výpoètovém èase neøe¹itelná. Bylo
by vhodné provést clustering, díky nìmu¾ by úloha byla rozdìlena do nìkolika men¹ích
oblastí a pro nì by byl proveden výpoèet. Zmínìný postup je v¹ak ji¾ nad rámec této
bakaláøské práce, proto nebyl proveden.
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Závìr
Tato práce byla zamìøena na zpracování velkého mno¾ství dat z reálného provozu.
V úvodní èásti byly uvedeny základní pojmy z teorie grafù, optimalizace a statistické
testy. Dále byly v práci popsány programy a nástroje, které byly dále vyu¾ívány. V této
èásti bylo dùle¾ité propojení databáze se systémem GAMS, které bylo dále vyu¾íváno.
Stì¾ejní kapitolou celé práce je kapitola 6, která se vìnuje aplikaèní práci. Po pøedsta-
vení matematického modelu byla funkènost ovìøena na ilustrativním pøíkladu. Následnì
byla popsána hlavní pøípadová studie. Vstupní data pro analyzovaný problém pocházejí
z GPS zaøízení rùzných dopravních spoleèností. Tyto informace se li¹í v detailu zazna-
menávání, tj. v prodlevì mezi jednotlivými záznamy v prùbìhu pøepravy. Odhad èasové
nároènosti prùjezdù úsekù v po¾adovaném detailu, který je významnì vy¹¹í oproti zázna-
mùm z GPS, byl rozdìlen do osmi krokù.
První byl pojmenován pøíprava dat. Z dùvodu zji¹tìní (odhadnutí) doby strávené
na jednotlivých úsecích trasy, co¾ je dùle¾ité pro øe¹ení dopravních a logistických problémù
a bylo to zároveò cílem této práce, bylo nutné obdr¾ená data upravit a vyltrovat.
Dal¹ím bodem bylo hledání trasy. Pomocí OSM byla zvolena trasa, kterou se vozidlo
dostalo z poèáteèního do koncového místa. Tato trasa byla následnì rozdìlena do jednot-
livých úsekù, ke kterým byly pøiøazeny dal¹í informace.
Charakter dat byl popsán ve tøetím kroku. Ètvrtý bod se vìnuje výbìru pou¾itelných
dat, tato fáze probíhala v MS Excel. V dal¹ím kroku bylo potøeba provést shlukovou ana-
lýzu (pátý krok) a následnì byly provádìny statistické testy. V ¹estém bodì byl proveden
test normality, díky kterému mohl být v sedmém kroku vybrán vhodný statistický test
na odlehlé hodnoty (Grubbsùv x Dean-Dixonùv test).
V posledním, osmém kroku, byla data importována do GAMSu, který urèil hledanou
dobu prùjezdu jednotlivých úsekù. Pro rozsáhlé soubory je v aktuální podobì výpoèet
nemo¾ný z dùvodu nedostatku pamìti. Pro malé oblasti dává výpoètový systém dobré
výsledky za akceptovatelný èas výpoètu.
Data byla uchovávána v databázovém systému SQLite, proto by v pøípadì potøeby
bylo opìtovné statistické zpracování snadné.
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A. Seznam pou¾itých zkratek
GAMS General Algebraic Modeling System
GPS Global Positioning System
MS Microsoft
ODBC Open Database Connectivity
OSM OpenStreetMap
SQL Structured Query Language
ÚPI Ústav procesního in¾enýrství
VBA Visual Basic for Application
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Tabulka B.1: Minimální a maximální rychlost pro rùzné typy úsekù
