The first problem in outlier detection is to determine just what is meant by "an outlier."
An outlier may be defined as an observation that departs from expectation to an improbable extent. This definition underlines the fact that we can detect outliers only against the background of some theoretical distribution, such as the normal (i.e., gaussian), which provides the expectations.
By gaussian-distribution standards, the extreme observations in Figure 1 appear distinctly unlikely; in fact, however, the sample is a perfectly respectable one from a Cauchy distribution, which has much higher expectations in the tails. In this paper, an underlying normal distribution will be assumed.
To assess probabilities given a basic normal distribution, we need estimates of its parameters, the mean and standard deviation, and these estimates should in some way ignore any outlying values. Unfortunately, such values cannot apparently be identified with any certainty unless the parameters have been estimated.
Ways around this impasse have recently been developed (1); the resulting estimates are said to be "robust."
Many alternative robust estimates are available, differing in efficiency, in degree of robustness, and in computational demands.
Perhaps the technique most commonly used at present consists in estimating the mean (m) and standard deviation (SD) in the usual way from the complete available sample. Limits are then set at m ± kSD, typically with k = 3, and values outside these limits are considered as outliers and are rejected.
The parameters are now re-estimated from the rest of the sample, and the procedure may be repeated. A weakness of this technique is illustrated in Figure 2 . Here we have a sample of 20 from a normal distribution, which provides an estimated mean of 50 and standard deviation (SD) of 10, together with an extra outlying value at 90, four SDs away from the original sample mean. 'Faking the sample of 21 values as a whole, the estimated mean is 51.90 and the standard deviation is 13.08. The extreme value at 90 is now 2.91 SDs away from the mean and will fail to be detected with a 3-SD cut-off. 
when x is the ith smallest value in the trimmed sample and b(k,n) is a numerical factor. This factor is very close to a limiting value b, where p = k/n is the proportion of the sample remaining-for sample sizes greater than 10 and p greater than '/2, the resulting bias is less than 3%. Values of b are given in 'Fable 1.
'Fhe estimators may be illustrated using the sample of 21 values in Figure 2 . If we trim one value at each end, the trimmed mean becomes 51.0 and the estimated standard deviation 11.0. Although both of these are slightly too large, the extreme value at 90 is now 3.5 standard deviations away from the mean and will be detected by a 3.0 SD cut-off. Note that the other extreme value, although not used in estimating the parameters, is quite acceptable at -1.8 SDs away from the mean. The calculations are shown in Table 2 .
Applications to Quality-Control Schemes
Large quality-control schemes, where many laboratories submit results for aliquots of a single specimen, make it both desirable and relatively easy to detect outlying values. The performance of different laboratories is often assessed by the departures of their results, measured in standard deviation units, from an overall mean, and it is clearly important that such an index shall not be distorted by a few outlying values. The use of robust estimators represents a partial solution to the problem.
The frequency of outliers is not likely to rise above 2-3% and an overall trimming of 10% may be used routinely.
However, in practice the mean and SD for a single analyte are both found to vary quite widely from one method to another so that it is desirable to make separate assessments for different methods or method groups. This in turn raises the problem of small samples, because even in large schemes some methods may be represented by only a small number of laboratories.
In such samples, the standard deviation especially will necessarily be imprecisely estimated, and trimming even one value from each tail will involve a serious loss of information.
The best solution to this difficulty seems to be the use of estimates of standard deviation pooled over several successive occasions. This will be valid and useful only if the true standard deviation, or at least some function of standard deviation and mean, can be regarded as constant. Analysis of five oc- 
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.. casions from the National Quality Control Scheme (6)-admittedly a very small sample-indicates that this is a reasonable assumption;
for some analytes the standard deviation was roughly constant, while for others it varies proportionately to the mean or to the square root of the mean ('Fable 3). After appropriate adjustment, one would like the coefficient of variation of the estimated SDs to vary as 1/n112, where n is the sample size. 'Fhat this is roughly the case appears from Figure   3 . It would now be possible to operate orthodox control charts to check the standard deviations on each new occasion, and an exponentially weighted moving-average provides a simple means of updating the estimates, giving most weight to the more recent past.
The Assumption of Normality
'Fhe assumption of normality is fairly crucial at several points in the above argument. This too is a little difficult to check from a sample contaminated with outliers, which by definition cannot plausibly be regarded as from a normal distribution.
An informal graphical technique consists of making a normal plot (7) of the trimmed sampled-this could be formalized into a test of significance (8) , but the necessary theory has still to be worked out. Analysis of the National Quality Control Scheme data showed reasonable normality for almost all analytes and methods with 10% trimming, but there were sporadic exceptions, as with the creatinine values in Figure 4 . It could be argued that an isolated long-tailed distribution such as this one is as much in need of explanation as one or more frank outliers.
The Elimination of Outliers
It is a standard trap of quality-control work to point triumphantly to lapses of control while failing to take steps to eliminate their causes. Outlying values represent perhaps the most serious kind of quality failure-minor improvements in accuracy and precision become unimportant if as many as 1-2% of all values reported (five to 20 each day in a busy laboratory) may be gross outliers (9), presumably bearing little relation to the true clinical situation.
The causes of outliers will be better sought by those, unlike the present author, who actually work in laboratories, but a few remarks may be in order. We may distinguish between errors (a word from which statisticians have removed any pejorative sense) and blunders, using the latter to denote reported values that the responsible laboratory would wish to amend if they were called to its attention. Not all blunders produce outliers; for example, a transcription error that alters a potassium value of 4.35 to one of 4.53 is unlikely to be picked up-and this may explain Burnett's (9) finding that outliers :. '/2% of all items incorrectly (10) , and the elimination of transcription errors and the improvement of specimen identification represent two of the major contributions of computers to laboratory quality. Laboratories without computers may be able to improve their results by focussing attention on these danger areas.
