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Abstract
We consider a class of variational inequalities which includes a model of a beam compressed by
a force λ and unilaterally supported by a connected obstacle at the height h. A smooth dependence
on parameters λ and h of solutions and intervals of their contact with the obstacle is proved in a
neighbourhood of a given solution. The basic idea is to show local equivalence of the inequality with
a suitable equation and to apply the implicit function theorem to this equation.
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1. Introduction
We consider a class of parameter-dependent variational inequalities of the type
λ ∈R, h 0, u ∈ U ∩Kh:
〈
F(λ,u),ϕ − u〉 0 for all ϕ ∈Kh. (1.1)
Here Kh := {u ∈ H : u(x)  h for all x ∈ [−1,1]} is a closed convex set in the Sobolev
space H :=W 2,2(−1,1) ∩W 1,20 (−1,1), U is an open set in H , and F :R× U → H is
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in the divergence form. For a particular choice of this differential operator, (1.1) describes
the equilibrium states of a nonlinearly elastic beam which is simply fixed on its ends,
compressed by a force corresponding to the parameter λ, and supported unilaterally on the
whole interval by a fixed connected obstacle given by h.
Our goal is to prove a result of the type of implicit function theorem for (1.1). Roughly
speaking, we will show the following: Let (λ0, h0, u0) be a solution to (1.1) such that {x ∈
[−1,1]: u0(x)= h0} = [α0, β0] with −1 < α0 < β0 < 1. Assume certain nondegeneracy
conditions. Then the set of all solutions (λ,h,u) close to (λ0, h0, u0) can be parametrized
as (λ,h, uˆ(λ,h)), where uˆ is a C1 mapping of a neighbourhood of (λ0, h0) in R2 into H .
Let us remark that uˆ is not C2, in general, even if F is C∞. Moreover, we will show that{
x ∈ [−1,1]: (uˆ(λ,h))(x)= h}= [αˆ(λ,h), βˆ(λ,h)] with C1-maps αˆ and βˆ.
The proof is based on the following idea. Under our nondegeneracy assumptions, the set
of all solutions to (1.1) close to (λ0, h0, u0) is diffeomorphic to the set of all solutions
close to a certain fixed solution (corresponding to (λ0, h0, u0)) to a C1-smooth operator
equation. The classical implicit function theorem is then applied to the operator equation
mentioned. Let us remark that this method of local transformation of variational inequal-
ities into smooth operator equations could lead to interesting applications also of other
local results of the differential calculus (such as Newton iteration procedure or Liapunov–
Schmidt reduction procedure) to variational inequalities.
In the paper [2], we also used implicit function theorem in a nonstandard way for the
proof of a smooth continuation of solutions to variational inequalities. The following dif-
ference is essential. In [2], abstract variational inequalities (1.1) were considered under
assumptions guaranteeing that the set of active obstacles (the contact set) is independent
of the parameter in a neighbourhood of a given solution (λ0,0, u0). As examples, cones
K which are intersections of a finite number of halfspaces were considered. For the case
of a model of the beam discussed in the present paper, the theory from [2] can be used if
we replace the connected obstacle on the whole interval by a finite number of pointwise
fixed unilateral obstacles at h = 0, and if the basic solution u0 from which the continu-
ation branch starts, is bended by some of the obstacles (i.e., a nonzero force is acting in
these obstacles) and does not touch the others at all. In this case it is essentially simpler
to find an equation which is locally equivalent to our variational inequality. In the same
context of finitely many constraints we proved results about smooth continuation of eigen-
values (in [2]) and about smooth bifurcation (in [11]) for abstract parameter-depending
variational inequalities. The abstract bifurcation result [11] is applied to prove the smooth
bifurcation of spatial patterns in a reaction–diffusion system with unilateral boundary con-
ditions in [4].
Various methods were developed for the study of continuation for variational inequal-
ities (see, e.g., [1,6–10,12]). However, as far as we know, no result about a smoothness
(differentiability) of continuation or bifurcation branches has been published with the ex-
ception of the papers mentioned above.
The precise formulation of the problem and the main result (Theorem 2) as well as
the equivalence result mentioned above (Theorem 4) are given in Section 2. Section 3
contains technical tools necessary for the proof of Theorems 2 and 4, which is the subject of
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used in the text.
2. Main results
Let us denote by H the Hilbert space W 2,2(−1,1)∩W 1,20 (−1,1) with the inner prod-
uct 〈u,v〉 = ∫ 1−1 u′′v′′ dx and the corresponding norm ‖ · ‖. Consider an open interval J
containing zero and functions
a ∈C3(J ), f ∈C2(R× J ×R) (2.1)
such that
a(ξ) > 0 for all ξ ∈ J, (2.2)
f (λ,0,0)= λ for all λ ∈R. (2.3)
Assume that for any (λ, ξ) ∈R× J there exists c > 0 such that for all η,η1, η2 ∈R we
have ∣∣f (λ, ξ, η)∣∣+ ∣∣∂1f (λ, ξ, η)∣∣+ ∣∣∂2f (λ, ξ, η)∣∣ c(1+ |η|2), (2.4)∣∣∂3f (λ, ξ, η1)− ∂3f (λ, ξ, η2)∣∣ c|η1 − η2|. (2.5)
Moreover, let us assume that for any (λ, ξ) ∈R× J and ε ∈R there exists δ > 0 such that
for all λ˜, ξ˜ , η ∈R with |λ− λ˜| + |ξ − ξ˜ | δ we have∣∣∂1f (λ, ξ, η)− ∂1f (λ˜, ξ˜ , η)∣∣+ ∣∣∂2f (λ, ξ, η)− ∂2f (λ˜, ξ˜ , η)∣∣ ε(1+ |η|2), (2.6)∣∣∂3f (λ, ξ, η)− ∂3f (λ˜, ξ˜ , η)∣∣ ε(1+ |η|). (2.7)
Let us introduce sets
U := {u ∈H : u′(x) ∈ J for all x ∈ [−1,1]}, (2.8)
Kh :=
{
ϕ ∈H : ϕ  h on [−1,1]} (for h 0). (2.9)
Clearly, U is open in H due to the continuous embedding of H into C1([−1,1]), and Kh
is convex and closed in H .
We consider the parameter depending variational inequality
λ ∈R, h 0, u ∈ U ∩Kh:
1∫
−1
[
a(u′)u′′(ϕ − u)′′ − f (λ,u′, u′′)u′(ϕ − u)′]dx  0 for all ϕ ∈Kh. (2.10)
This can be written in the form (1.1) with the operator F :R × U → H defined for all
λ ∈R, u ∈ U , v ∈H by
〈
F(λ,u), v
〉 :=
1∫ [
a(u′)u′′v′′ − f (λ,u′, u′′)u′v′]dx. (2.11)−1
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mula and is C1-smooth (see Corollary 16 in Appendix A for details).
Let us remark that for the particular choice
J := (−1,1), a(ξ) := 1
1− ξ2 , f (λ, ξ, η) :=
λ√
1− ξ2 −
η2
(1− ξ2)2 ,
the solutions to (2.10) describe an elastic beam which is simply fixed at its ends, com-
pressed by a force proportional to λ and supported by a fixed unilateral obstacle from
above at the height h (cf., e.g., [7], where (2.10) is studied with more general unilateral
conditions, and [5, Example 4.3] for the corresponding semilinear differential operators).
Let us define the notion of the contact set Ah(u) (for h 0 and u ∈Kh) by
Ah(u) :=
{
x ∈ [−1,1]: u(x)= h}.
Proposition 1. A triplet (λ,h,u) with Ah(u)= [α,β] satisfies (2.10) if and only if
u ∈ C2([−1,1])∩C4([−1,1] \ (α,β)), (2.12)(
a(u′)u′′
)′′ + (f (λ,u′, u′′)u′)′ = 0 in [−1,1] \ (α,β), (2.13)
u= h in [α,β], u < h in [−1,1] \ [α,β], (2.14)
u(±1)= u′′(±1)= 0, (2.15)
u′′′(α−) > 0, u′′′(β+) < 0. (2.16)
In particular, the conditions (2.12) and (2.14) imply
u ∈W 3,2(−1,1), (2.17)
u(α)= u(β)= h, u′(α)= u′(β)= u′′(α)= u′′(β)= 0. (2.18)
Further, if (λ,h,u) is an arbitrary solution to (2.10) and Ω := {x ∈ (−1,1): u(x) < h}
then u ∈C4(Ω) and u satisfies the equation from (2.13) in Ω .
The proof is standard.
Let us consider a fixed solution (λ0, h0, u0) to (2.10) with Ah0(u0)= [α0, β0] (the so-
lution which should be continued), the functions
b1 := f (λ0, u′0, u′′0), b2 := ∂2f (λ0, u′0, u′′0), b3 := ∂3f (λ0, u′0, u′′0),
g := ((a′(u′0)u′0 + 3a(u′0))u′′0)′′ + ([b2u′0 + 2b3u′′0 + b1]u′0)′, (2.19)
Fig. 1. Graphs of the functions u0 and uˆ(λ,h).
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a(u′0)w′′ + a′(u′0)u′′0w′
)′′ + ([b2u′0 + b1]w′ + b3u′0w′′)′ = 0, (2.20)(
a(u′0)w′′ + a′(u′0)u′′0w′
)′′ + ([b2u′0 + b1]w′ + b3u′0w′′)′ = g (2.21)
in (−1, α0) and in (β0,1), respectively, with five boundary conditions
w(−1)=w′′(−1)=w(α0)=w′(α0)=w′′(α0)= 0, (2.22)
w(1)=w′′(1)=w(β0)=w′(β0)=w′′(β0)= 0. (2.23)
Theorem 2. Let the assumptions (2.1)–(2.7) be fulfilled, let (λ0, h0, u0) be a solution to
(2.10), let h0 > 0, Ah0(u0)= [α0, β0] with −1< α0 < β0 < 1 and
λ0 < 4a(0)
(
π
β0 − α0
)2
. (2.24)
Assume that the problems (2.20) in (−1, α0) with (2.22) and (2.20) in (β0,1) with (2.23)
have no nontrivial solution and the problems (2.21) in (−1, α0) with (2.22) and (2.21) in
(β0,1) with (2.23) have no solution. Then there exist neighbourhoodsV ⊂R2 and W ⊂H
of (λ0, h0) and u0, respectively, and a C1-mapping uˆ :V →W such that uˆ(λ0, h0) = u0
and that (λ,h,u) ∈ V ×W satisfies (2.10) if and only if u= uˆ(λ,h). Moreover, there exist
C1-functions αˆ, βˆ :V →R such that αˆ(λ0, h0)= α0, βˆ(λ0, h0)= β0 and
Ah
(
uˆ(λ,h)
)= [αˆ(λ,h), βˆ(λ,h)] for all (λ,h) ∈ V.
Let us note that the assumptions about the equations (2.20), (2.21) with (2.22) and
(2.23) are generically fulfilled. For given λ0, h0, u0, these conditions have to be verified
numerically. If ‖u0‖, h0 are small enough and λ0 is not too large then the assertion of
Theorem 2 follows from the bifurcation result [3].
Remark 3. If −ξ ∈ J and a(−ξ) = a(ξ) for all ξ ∈ J , f (λ,−ξ, η) = f (λ, ξ, η) for all
λ,η ∈ R, ξ ∈ J and u0(−x)= u0(x) for all x ∈ (−1,1), then the functions uˆ(λ,h) from
Theorem 2 are symmetric in x and therefore αˆ(λ,h) = −βˆ(λ,h). This follows immedi-
ately from the unicity assertion of Theorem 2.
The main idea of the proof of Theorem 2 is to show that our variational inequality
(2.10) is equivalent in a neighbourhood of (λ0, h0, u0) to an operator equation, and to apply
implicit function theorem to this equation. In order to formulate the equivalence result, let
us introduce the following notation: Let −1 < α0 < β0 < 1 be from the assumptions of
Theorem 2. Denote
D := {(α,β) ∈R2: −1 < α < β < 1}. (2.25)
For any (α,β) ∈D let us set
ϕα,β(x) := 1+ α01+ α (1+ x)− 1 for x ∈ [−1, α],
ϕα,β(x) := −1− β0 (1− x)+ 1 for x ∈ [β,1],1− β
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(α,β, x) → ϕα,β(x) is C3-smooth, (2.26)
ϕα,β is a diffeomorphism from [−1,1] onto [−1,1], (2.27)
ϕα0,β0(x)= x for all x ∈ [−1,1]. (2.28)
The function ϕα,β can be defined as a polynomial in [α,β]. However, its concrete form
will be used only on [−1, α] ∪ [β,1].
Further, for (α,β) ∈D define a linear mapping Φα,β :H →H by
(Φα,βu)(x) := u
(
ϕα,β(x)
)
for x ∈ [−1,1].
Remark that Φα,β is invertible on H and Φ−1α,βu = u ◦ ϕ−1α,β . Moreover, Φα,β is bounded
because of the smoothness of ϕα,β , and the mapping (α,β,u) ∈D ×H →Φα,βu ∈H is
continuous (see Lemma 13 in Appendix A).
Let us introduce the closed subspace H0 in H by
H0 :=
{
u ∈H : u= 0 in [α0, β0]
}
and choose fixed functions v0,w0 ∈H \H0 satisfying the following conditions:
v0(α0)= v0(β0)= v′0(β0)=w0(α0)=w0(β0)=w′0(α0)= 0,
w′0(β0)= v′0(α0)= 1.
The following theorem describes precisely the local equivalence of the variational inequal-
ity (2.10) and the operator equation mentioned above.
Theorem 4. Let the assumptions (2.1)–(2.7) be fulfilled, let (λ0, h0, u0) be a solution to
(2.10), let h0 > 0, Ah0(u0) = [α0, β0] with −1 < α0 < β0 < 1 and (2.24). Then for any
ε > 0 there exists δ > 0 such that the following holds:
(i) For any solution (λ,h,u) to (2.10) with |λ−λ0|+ |h−h0|+‖u−u0‖< δ there exists
(α,β, v) ∈D ×H0 with |α − α0| + |β − β0| + ‖v‖ < ε such that Ah(u)= [α,β] and
(λ,h,α,β, v) satisfies
λ,h ∈R, v ∈H0, (α,β) ∈D: Φα,β
(
h
h0
u0 + v
)
∈ U,〈
F
(
λ,Φα,β
(
h
h0
u0 + v
))
,Φα,βϕ
〉
= 0
for any ϕ ∈H0 ⊕ span{v0,w0}, (2.29)
u=Φα,β
(
h
h0
u0 + v
)
. (2.30)
(ii) For any solution (λ,h,α,β, v) to (2.29) with |λ−λ0|+|h−h0|+|α−α0|+|β−β0|+
‖v‖ < δ, the triplet (λ,h,u) with u from (2.29) satisfies (2.10), ‖u − u0‖ < ε and
Ah(u)= [α,β].
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In this section we always assume the conditions (2.1)–(2.7) to be satisfied.
Lemma 5. Let γ < δ. For n ∈ N, let the triplets (λn, ξn, vn) ∈ R2 × C4([γ, δ]) satisfy
ξnv
′
n(x) ∈ J for all x ∈ [γ, δ] and the equation
ξ2
(
a(ξv′)v′′
)′′ + (f (λ, ξv′, ξ2v′′)v′)′ = 0 in (γ, δ). (3.1)
Suppose |λn − λ| + |ξn − ξ | + ‖vn − v‖W 2,2(γ ,δ) → 0 with a certain (λ, ξ, v) ∈ R2 ×
W 2,2(γ, δ). Then v ∈ C4([γ, δ]), (λ, ξ, v) satisfies (3.1) and ‖vn − v‖C4([γ,δ])→ 0.
Proof. Integrating successively (3.1) for (λn, ξn, vn), we obtain
ξ2n
(
a(ξnv
′
n)v
′′
n
)′ + f (λn, ξnv′n, ξ2n v′′n)v′n = cn, (3.2)
ξ2na(ξnv
′
n)v
′′
n +
x∫
γ
f
(
λn, ξnv
′
n, ξ
2
nv
′′
n
)
v′n dy = cnx + dn (3.3)
with some cn, dn ∈ R. Since vn → v in W 2,2(γ, δ), we have also vn → v in C1([γ, δ])
and v′′n → v′′ in L2(γ, δ). Furthermore, it follows from the assumption (2.4) that gn :=
f (λn, ξnv
′
n, ξ
2
n v
′′
n)→ g := f (λ, ξv′, ξ2v′′) in L1(γ, δ) (see Lemma 15 in Appendix A for
details). Hence,∣∣∣∣∣
x∫
γ
(gnv
′
n − gv′) dy
∣∣∣∣∣
δ∫
γ
|gnv′n − gv′|dy→ 0,
which means
∫ x
γ
gnv
′
n dy →
∫ x
γ
gv′ dy uniformly. Simultaneously, a(ξnv′n)→ a(ξv′) in
C([γ, δ]) and therefore a(ξnv′n)v′′n → a(ξv′)v′′ in L2(γ, δ). Thus, it follows from (3.3)
that cn → c and dn → d with certain c, d ∈ R. Using (2.2) successively in (3.3), (3.2)
and (3.1) we obtain vn → v in C2([γ, δ]), C3([γ, δ]) and C4([γ, δ]), and (λ, ξ, v) satisfies
(3.1). ✷
Lemma 6. For n ∈ N, let (γn, δn, λn,hn,un) ∈ R4 × C4([γn, δn]) be such that γn < δn,
u′n(x) ∈ J for all x ∈ [γn, δn], and(
a(u′n)u′′n
)′′ + (f (λn,u′n,u′′n)u′n)′ = 0 and un < hn in (γn, δn),
un(γn)= un(δn)= hn, u′n(γn)= u′n(δn)= 0. (3.4)
Suppose |γn− γ |+ |δn− δ|+ |λn−λ|+ |hn−h|+ ‖un−h‖W 2,2(γn,δn) → 0 with a certain
(γ, δ, λ,h) ∈R4, γ < δ. Then λ is an eigenvalue of the problem
a(0)v′′′′ + λv′′ = 0 in (γ, δ), (3.5)
v(γ )= v(δ)= v′(γ )= v′(δ)= 0. (3.6)
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vn(y) := un
(
γn + y − γ
ξn
)
with ξn := δ− γ
δn − γn .
Then (λn, ξn, vn) satisfies (3.1). Hence, Lemma 5 yields cn := ‖vn − hn‖C4([γ,δ]) → 0.
Without loss of generality we may assume that (vn − hn)/cn → v in C3([γ, δ]) with a
certain nonzero v ∈ C3([γ, δ]) such that v(γ )= v(δ), v′(γ )= v′(δ)= 0. Dividing the dif-
ferential equation in (3.4) by cn and taking the limit for n→∞, we get the following: The
assumption (2.2) yields that (vn − hn)/cn converges in C4([γ, δ]), hence v ∈ C4([γ, δ])
and (vn − hn)/cn → v in C4([γ, δ]). Moreover, the assumption (2.3) yields (3.5). Hence,
v˜ := v − v(γ ) is an eigenfunction to the eigenvalue λ for (3.5), (3.6). ✷
In the next lemma we consider the solution (λ0, h0, u0) to (2.10) from Theorem 2. In
particular, we use the assumption Ah0(u0)= [α0, β0] and (2.24).
Lemma 7. For any ε > 0 there exists δ > 0 such that, if (λ,h,u) satisfies (2.10) and |λ−
λ0|+ |h−h0|+‖u−u0‖< δ, then there are α ∈ (α0 − ε,α0 + ε) and β ∈ (β0 − ε,β0 + ε)
such that Ah(u)= [α,β].
Proof. Suppose the contrary. Then there exist ε > 0 and (λn,hn,un) satisfying (2.10) with
(λn,hn,un)→ (λ0, h0, u0) in R2 ×H such that
Ahn(un) = [α,β] for all n ∈N, α ∈ (α0 − ε,α0 + ε), β ∈ (β0 − ε,β0 + ε). (3.7)
In the first step we show that, for sufficiently large n, there are xn ∈ (α0 − ε,α0 + ε)
and yn ∈ (β0 − ε,β0 + ε) such that un(xn) = un(yn) = hn. Suppose the contrary. Then
there exists a sequence nj →∞ such that unj < hnj on (α0 − ε,α0 + ε) or there exists a
sequence nj →∞ such that unj < hnj on (β0 − ε,β0 + ε). Suppose, for example, that the
first case occurs. Then, because of Proposition 1, unj ∈C4([α0 − ε,α0 + ε]) and(
a
(
u′nj
)
u′′nj
)′′ + (f (λnj , u′nj , u′′nj )u′nj )′ = 0 in (α0 − ε,α0 + ε).
Hence, Lemma 5 implies unj → u0 in C4([α0 − ε,α0 + ε]). On the other hand, because of
Proposition 1 we have u′′′0 (α0−) > 0. Due to the assumption Ah0(u0)= [α0, β0] we have
u′′′0 (α0+)= 0. This is a contradiction.
In the second step, we show that, for sufficiently large n, un < hn on [−1, α0 − ε] ∪
[β0 + ε,1]. Suppose the contrary. Then there exist a sequence nj →∞ and points zj ∈
[−1, α0 − ε] ∪ [β0 + ε,1] such that unj (zj ) = hnj for all j . Without loss of generality
we can assume that zj → z0 ∈ [−1, α0 − ε] ∪ [β0 + ε,1]. Hence, u0(z0)= h0, which is a
contradiction to the assumption Ah0(u0)= [α0, β0].
Now, in the final step, let us show that (3.7) implies a contradiction. Set
αn := inf
{
x ∈ [−1,1]: un(x)= hn
}
,
βn := sup
{
x ∈ [−1,1]: un(x)= hn
}
. (3.8)
We have αn ∈ (α0 − ε,α0 + ε), βn ∈ (β0 − ε,β0 + ε) by the previous two steps. By using
(3.7) we get Ahn(un) = [αn,βn]. This implies with help of (3.8) and the second step that
there exists zn ∈ (αn,βn) such that un(zn) < hn. Set
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{
y ∈ [αn, zn]: un(x) < hn for all x ∈ [y, zn]
}
,
δn := sup
{
y ∈ [zn,βn]: un(x) < hn for all x ∈ [zn, y]
}
.
Then un < hn on (γn, δn), un(γn) = un(δn) = hn. Further, un ∈ Khn , i.e., un  hn on
[−1,1]. Therefore u′n(γn) = u′n(δn) = 0. The functions un satisfy Eq. (3.1) with ξ = 1,
γ = γn, δ = δn (see Proposition 1). Multiplying it by un − hn and integrating by parts we
get
δn∫
γn
a(u′n)(u′′n)2 dx =
δn∫
γn
f (λn,u
′
n,u
′′
n)(u
′
n)
2 dx. (3.9)
We have un → u0 in H , consequently in C1([−1,1]), and therefore u′n(x) belong to a
compact subset of J for all x ∈ [−1,1] and n ∈N. Using the assumption (2.2) and realizing
that
∣∣u′n(x)∣∣2 =
∣∣∣∣∣
x∫
γn
u′′n dy
∣∣∣∣∣
2
 (δn − γn)
δn∫
γn
|u′′n|2 dy,
we obtain the existence of a0 > 0 such that
δn∫
γn
a(u′n)(u′′n)2 dx 
a0
δn − γn supγn<x<δn
∣∣u′n(x)∣∣2.
On the other hand, it follows from the assumption (2.4) (cf. also the first statement in the
proof of Lemma 15 for details) that there exists c > 0 such that∣∣∣∣∣
δn∫
γn
f (λn,u
′
n,u
′′
n)(u
′
n)
2 dx
∣∣∣∣∣ c supγn<x<δn
∣∣u′n(x)∣∣2.
Hence, it follows from (3.9) that δn − γn cannot tend to zero.
Now, without loss of generality we may assume that γn → γ and δn → δ with a certain
γ < δ. The assumption un → u0 implies u0(γ )= u0(δ)= 0 and since Ah0(u0)= [α0, β0],
we get
α0  γ < δ  β0. (3.10)
Therefore we get ‖un − h0‖W 2,2(γn,δn) → 0 and Lemma 6 yields that λ0 is an eigenvalue
of (3.5), (3.6). But the smallest such eigenvalue is 4a(0)π2/(γ − δ)2. Hence, we get a
contradiction to (2.24) and (3.10). ✷
Lemma 8. Let λ ∈ R, h  0 and u ∈ U ∩Kh with Ah(u)= [α,β] and −1 < α < β < 1.
Then (λ,h,u) is a solution to (2.10) if and only if
1∫
−1
[
a(u′)u′′ϕ′′ − f (λ,u′, u′′)u′ϕ′]dx = 0
for any ϕ ∈ {ψ ∈H : ψ = 0 in [α,β]}⊕ span{Φα,βv0,Φα,βw0}. (3.11)
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tions v0, w0 at α0, β0:
Φα,βv0(α)=Φα,βv0(β)=
(
Φα,βv0
)′
(β)= 0, (Φα,βv0)′(α)= 1+ α01+ α = 0,
Φα,βw0(α)=Φα,βw0(β)=
(
Φα,βw0
)′
(α)= 0, (Φα,βw0)′(β)= 1− β01− β = 0.
In particular, the test functions in (3.11) have free derivatives at α,β . Thus, if (3.11) is true
and Ah(u)= [α,β], then standard considerations imply that (2.12), (2.13), (2.15) and, in
particular, (2.17) and (2.18) hold.
Proof of Lemma 8. If (λ,h,u) satisfies (2.10) and Ah(u)= [α,β] then (2.12)–(2.16) hold
by Proposition 1. Multiplying (2.13) by an arbitrary ϕ ∈H and integrating over (−1, α)∪
(β,1) by parts, we obtain by virtue of (2.18)
1∫
−1
[
a(u′)u′′ϕ′′ − f (λ,u′, u′′)u′ϕ′]dx
=
∫
(−1,α)∪(β,1)
[
a(u′)u′′ϕ′′ − f (λ,u′, u′′)u′ϕ′]dx = 0
for any ϕ ∈ H , ϕ(α) = ϕ(β)= 0. In particular, it follows by Remark 9 that (3.11) is ful-
filled.
Let us prove the converse implication. Let (3.11) be true and u ∈ U ∩ Kh, Ah(u) =
[α,β]. Then (2.12)–(2.15), (2.18) hold (see Remark 9). It follows that u′′′(α−) > 0 >
u′′′(β+). Indeed, if u′′′(α−) < 0 then u > h in a left neighbourhood of α, which is impos-
sible. If u′′′(α−)= 0 then u≡ h in (−1, α] due to the unicity of the solution to the initial
value problem, which is also impossible. Similarly for u′′′(β+). Now, (2.10) follows by
using Proposition 1. ✷
4. Proof of main results
In addition to the notation from Section 2, we set E0 := (−1, α0)∪ (β0,1).
Remark 10. We have ϕ′α,β(x) = (1+ α0)/(1+ α) for x ∈ [−1, α] and ϕ′α,β(x) =
(1− β0)/(1− β) for x ∈ [β,1]. In particular, ϕ(m)α,β (x)= 0 for x ∈ [−1, α] ∪ [β,1] and
m> 1. Hence, for w ∈C4([−1, α] ∪ [β,1]) and m= 1,2,3,4 we have[
(Φα,βw)
](m)
(x)=w(m)(ϕα,β(x))(ϕ′α,β(x))m for x ∈ [−1, α] ∪ [β,1]. (4.1)
Proof of Theorem 4. Let ε be given. It follows from Lemma 7 that there is δ1 > 0 such
that for any (λ,h,u) satisfying (2.10) with |λ− λ0| + |h− h0| + ‖u− u0‖ < δ1 there is
(α,β) ∈D such that |α − α0| + |β − β0|< δ and Ah(u)= [α,β]. Lemma 8 implies that
(3.11) is valid. The mappingΦα,β is invertible and therefore there is v ∈H such that (2.29)
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v ≡ 0 on [α0, β0], i.e., v ∈ H0. Moreover, the mapping (α,β,u) ∈D ×H → Φα,βu ∈H
is continuous (see Lemma 13 in Appendix A), therefore
‖v‖ =
∥∥∥∥Φ−1α,βu− hh0 u0
∥∥∥∥=
∥∥∥∥Φ−1α,βu− hh0Φ−1α0,β0u0
∥∥∥∥< ε
if δ1 is sufficiently small. We have ϕ ∈ H0 ⊕ span{v0,w0} if and only if Φα,βϕ ∈ {ψ ∈
H : ψ = 0 in [α,β]} ⊕ span{Φα,βv0,Φα,βw0}. Hence, (2.29) follows from (3.11) and the
assertion (i) is proved.
Let us prove (ii). Let (λ,h,α,β, v) ∈R2 ×D×H0 satisfy (2.29), |λ−λ0|+ |h−h0|+
|α−α0|+|β−β0|+‖v‖< δ with δ > 0 small. Let us set u :=Φα,β((h/h0)u0+v). Clearly
Ah(u) = [α,β]. Moreover, it is easy to see that (λ,h,u) satisfies (3.11). In particular,
(2.12), (2.18) hold by Remark 9. Since u0 also satisfies (2.12), (2.18), we obtain by using
(4.1) that v ∈ C4(E0), v(α0)= v′(α0)= v′′(α0)= 0, v(β0)= v′(β0)= v′′(β0)= 0. Let us
assume for a moment that
‖v′′′‖C(E0) < ‖u′′′0 ‖C(E0) (4.2)
if δ is small enough. We know from Proposition 1 that
u′′′0 (α0−) > 0 > u′′′0 (β0+), (4.3)
and it follows that u ∈ Kh for δ small. Lemma 8 implies that (λ,h,u) satisfies (2.10).
Clearly, ‖u− u0‖< ε if δ is small enough. Hence, (ii) is valid.
It remains to prove that (4.2) holds for all v under consideration if δ is small enough.
Assume the contrary. Then there are (λn,hn,αn,βn, vn) ∈ R4 × H0 satisfying (2.29),
(λn,hn,αn,βn)→ (λ0, h0, α0, β0), ‖vn‖→ 0 and
‖v′′′n ‖C(E0)  ‖u′′′0 ‖C(E0). (4.4)
It follows from (2.11), (2.29) and Remark 10 that the functions (hn/h0)u0 + vn are
classical solutions to (3.1) with ξn := (1+ α0)/(1+ αn) in (−1, α0) and with ξn :=
(1− β0)/(1− βn) in (β0,1). It follows from Lemma 5 that∥∥∥∥hnh0 u0 + vn − u0
∥∥∥∥
C4(E0)
→ 0
and therefore
‖vn‖C4(E0) 
∥∥∥∥hnh0 u0 + vn − u0
∥∥∥∥
C4(E0)
+
(
1− hn
h0
)
‖u0‖C4(E0) → 0.
This is a contradiction to (4.3) and (4.4). Hence, (4.2) is proved. ✷
Proof of Theorem 2. Let H˜0 := H0 ⊕ span{v0,w0}. First, we will describe all solutions
(λ,h,α,β, v) close to (λ0, h0, α0, β0,0) of the problem (2.29). According to Theorem 4,
in this way we obtain simultaneously all solutions of our variational inequality (2.10) close
to (λ0, h0, u0).
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H˜0 by〈
G(λ,h,α,β, v),ϕ
〉 := 〈F(λ,Φα,β
(
h
h0
u0 + v
))
,Φα,βϕ
〉
for all ϕ ∈ H˜0.
Now, the problem (2.29) is equivalent to
G(λ,h,α,β, v)= 0. (4.5)
Since u0 = h0 and v = 0 in [α0, β0] for v ∈ H0, we have (Φα,β((h/h0)u0 + v))′ = 0 in
[α,β]. It follows by using Remark 10, (2.11) and the substitution y := ϕα,β(x) that for any
ϕ ∈ H˜0 we have
〈
G(λ,h,α,β, v),ϕ
〉=
α0∫
−1
[
a
(
1+ α0
1+ α
(
h
h0
u0 + v
)′)(
h
h0
u0 + v
)′′(1+ α0
1+ α
)3
ϕ′′
− f
(
λ,
1+ α0
1+ α
(
h
h0
u0 + v
)′
,
(
1+ α0
1+ α
)2(
h
h0
u0 + v
)′′)
×
(
h
h0
u0 + v
)′ 1+ α0
1+ α ϕ
′
]
dy
+
1∫
β0
[
a
(
1− β0
1− β
(
h
h0
u0 + v
)′)(
h
h0
u0 + v
)′′(1− β0
1− β
)3
ϕ′′
− f
(
λ,
1− β0
1− β
(
h
h0
u0 + v
)′
,
(
1− β0
1− β
)2(
h
h0
u0 + v
)′′)
×
(
h
h0
u0 + v
)′ 1− β0
1− β ϕ
′
]
dy.
It follows from the assumptions (2.4)–(2.7) that G is C1-smooth. (See Corollary 16 in
Appendix A, where we put w = z := (h/h0)u0 + v in (A.6) and (A.7) to obtain G(λ,h,
α,β, v) = G˜(λ,α,β,w,w) with w = (h/h0)u0 + v. The smoothness of G now follows
from the smoothness of G˜.) Let us denote by L : R2 ×H0 → H˜0 the partial derivative of
G with respect to (α,β, v) at the point (λ0, h0, α0, β0,0). Then for all (ξ, η,w) ∈R2 ×H0
and ϕ ∈ H˜0 we have〈
L(ξ, η,w),ϕ
〉
=
∫
E0
[(
a(u′0)w′′ + a′(u′0)u′′0w′
)
ϕ′′ − (b2w′ + b3w′′)u′0ϕ′ − b1w′ϕ′
]
dy
− ξ
1+ α0
α0∫ [(
a′(u′0)u′0 + 3a(u′0)
)
u′′0ϕ′′ −
(
b2u
′
0 + 2b3u′′0 + b1
)
u′0ϕ′
]
dy−1
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1− β0
1∫
β0
[(
a′(u′0)u′0 + 3a(u′0)
)
u′′0ϕ′′ −
(
b2u
′
0 + 2b3u′′0 + b1
)
u′0ϕ′
]
dy.
(Let us recall that b1, b2, b3 are from (2.19).) Below we will prove that L is an isomor-
phism from R2 ×H0 onto H˜0. Let us assume that this is true. Then it follows from implicit
function theorem that there are neighbourhoods V of (λ0, h0) in R2, W0 of (α0, β0,0)
in R2 × H0 and C1-mappings vˆ : V → H0, αˆ, βˆ : V → R such that vˆ(λ0, h0) = 0,
αˆ(λ0, h0)= α0, βˆ(λ0, h0) = β0 and that we have G(λ,h,α,β, v) = 0 for (λ,h) ∈ V and
(α,β, v) ∈W0 if and only if v = vˆ(λ,h), α = αˆ(λ,h), β = βˆ(λ,h).
Let us define
uˆ(λ,h) :=Φ
αˆ(λ,h),βˆ(λ,h)
(
h
h0
u0 + vˆ(λ,h)
)
for (λ,h) ∈ V.
Then uˆ(λ,h) satisfies (2.10) by Theorem 4. We have u0, uˆ(λ,h) ∈W 3,2(−1,1) by Propo-
sition 1, therefore also vˆ(λ,h) ∈W 3,2(−1,1). The mapping (α,β) →Φα,βw of D into H
is C1-smooth for any w ∈W 3,2(−1,1) (see Lemma 14 in Appendix A) and elementary
considerations (using uniform boundedness principle) give that the mapping uˆ is C1-
smooth from V into H . It follows from the procedure described above and from Theorem 4
that uˆ(λ,h), αˆ(λ,h) and βˆ(λ,h) have all properties announced in Theorem 2.
It remains to prove that L is an isomorphism from R2 × H0 onto H˜0. Let us write
L= A+B , where A,B :R2 ×H0 → H˜0 are bounded linear operators defined by
〈
A(ξ,η,w),ϕ
〉 := ∫
E0
a(u′0)w′′ϕ′′ dy −
3ξ
1+ α0
α0∫
−1
a(u′0)u′′0ϕ′′ dy
+ 3η
1− β0
1∫
β0
a(u′0)u′′0ϕ′′ dy for any ϕ ∈ H˜0
and B := L − A. Let us show that A is invertible. First, let A(ξ,η,w) = 0 for some
(ξ, η,w) ∈R2 ×H0. Then(
a(u′0)w′′
)′′ − 3ξ
1+ α0
(
a(u′0)u′′0
)′′ = 0 in (−1, α0),
w(−1)=w′′(−1)=w(α0)=w′(α0)=w′′(α0)= 0,(
a(u′0)w′′
)′′ + 3η
1− β0
(
a(u′0)u′′0
)′′ = 0 in (β0,1),
w(1)=w′′(1)=w(β0)=w′(β0)=w′′(β0)= 0.
If ξ = η= 0 then clearly also w= 0. Let ξ = 0. It follows that
a(u′0)
(
w′′ − 3ξ
1+ α0 u
′′
0
)
+ c1(x − α0)+ c2 = 0 in (−1, α0)
with some c1, c2 ∈R. Let us recall that u0(±1)= u′′0(±1)= u′0(α0)= u′0(β0)= u′′0(α0)=
u′′(β0) = 0, u0(α0) = u0(β0) = h0. The choice x = α0 (and the boundary conditions)0
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assumption (2.2) that
w′ − 3ξ
1+ α0 u
′
0 + c3 = 0 in (−1, α0),
w− 3ξ
1+ α0 u0 + c3(x − α0)+ c4 = 0 in (−1, α0).
The choice x = α0 and x =−1 gives c4 = 3ξh0/(1+ α0) and c3 = 3ξh0/(1+ α0)2. Sub-
stituting into the first from the last two equations we obtain w′(α0) = −3ξh0/(1+ α0)2
= 0, which is a contradiction. The assumption η = 0 leads to a contradiction in the same
way. Hence, A is injective.
Now, let z ∈ H˜0 be arbitrary. By virtue of the assumption (2.2) it is not hard to show
(see Remark 11 below) that there exist w1,w2,w3 ∈ {ϕ ∈W 2,2(E0): ϕ(±1) = ϕ(α0) =
ϕ(β0)= 0} such that∫
E0
a(u′0)w′′1ϕ′′ dy = 〈z,ϕ〉 for any ϕ ∈ H˜0, (4.6)
α0∫
−1
a(u′0)w′′2ϕ′′ dy =
3
1+ α0
α0∫
−1
a(u′0)u′′0ϕ′′ dy for any ϕ ∈ H˜0, (4.7)
1∫
β0
a(u′0)w′′3ϕ′′ dy =−
3
1− β0
1∫
β0
a(u′0)u′′0ϕ′′ dy for any ϕ ∈ H˜0, (4.8)
and such that w2 = 0 in [β0,1] and w3 = 0 in [−1, α0] (in particular, w′2(β0) = w′3(α0)= 0). It follows from the previous step that w′2(α0) = 0, w′3(β0) = 0. Hence, there exist
ξ, η ∈R such that w :=w1+ξw2+ηw3 satisfies w′(α0)=w′(β0)= 0, thereforew can be
prolonged to a function from H0. Then A(ξ,η,w)= z. Hence, A maps R2 ×H0 onto H˜0.
The mapping B is compact due to the compact embedding of W 2,2 into C1. Hence, the
mapping L is Fredholm, and therefore for proving its bijectivity it is sufficient to show its
injectivity.
Let L(ξ, η,w) = 0 for some ξ, η ∈ R, w ∈ H0. Then the following equations are
fulfilled in the weak sense and consequently also in the classical sense (in particular,
w ∈C4(E0)):(
a(u′0)w′′ + a′(u′0)u′′0w′
)′′ + ([b2w′ + b3w′′]u′0 + b1w′)′ = ξg1+ α0 in (−1, α0),
w(−1)=w′′(−1)= 0, w(α0)=w′(α0)=w′′(α0)= 0,(
a(u′0)w′′ + a′(u′0)u′′0w′
)′′ + ([b2w′ + b3w′′]u′0 + b1w′)′ = − ηg1− β0 in (β0,1),
w(1)=w′′(1)= 0, w(β0)=w′(β0)=w′′(β0)= 0
(let us recall that bj and g are from (2.19)). It follows from the assumptions of Theorem 2
that w = 0 and ξ = η= 0. Hence, L is injective and the proof is completed. ✷
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proof of Theorem 2, let us write z = u + c1v0 + c2w0, ϕ = ψ + d1v0 + d2w0 with
u,ψ ∈H0, c1, c2, d1, d2 ∈ R. According to the definition of v0 and w0 we have ϕ′(α0)=
d1, ϕ′(β0)= d2. Hence, denoting by P0 the orthogonal projection of H onto H0, we obtain
〈z,ϕ〉 =
1∫
−1
z′′ϕ′′ dy =
∫
E0
u′′ϕ′′ dy +
∫
E0
[c1v′′0 + c2w′′0 ]ψ ′′ dy
+
1∫
−1
(
c1v
′′
0 [d1v′′0 + d2w′′0 ] + c2w′′0 [d1v′′0 + d2w′′0 ]
)
dy
=
∫
E0
u′′ϕ′′ dy +
∫
E0
[c1v′′0 + c2w′′0 ](P0ϕ)′′ dy
+ ϕ′(α0)
1∫
−1
(
c1[v′′0 ]2 + c2v′′0w′′0
)
dy + ϕ′(β0)
1∫
−1
(
c1v
′′
0w
′′
0 + c2[w′′0 ]2
)
dy.
For a given z, the last two integrals are given numbers, therefore, the whole right hand side
is determined by the restriction of ϕ ∈ H˜0 onto E0 and does not depend on the values of ϕ
in (α0, β0). These restrictions cover the space VE0 := {ϕ ∈W 2,2(E0): ϕ(±1)= ϕ(α0) =
ϕ(β0)= 0}. Hence, the right hand side can be understood as a linear functional on VE0 with
the scalar product 〈v,w〉VE0 :=
∫
E0
a(u′0)v′′w′′ dy . It follows from Riesz representation
theorem by using the assumption (2.2) and the compactness of the set {u′0(x): x ∈ [−1,1]}
that there exists w1 ∈ VE0 satisfying (4.6).
The expression
∫ α0
−1 a(u
′
0)u
′′
0ϕ
′′ dy is determined by the restriction of ϕ onto [−1, α0]
and therefore it can be understood as a linear functional on the space V(−1,α0) :={ϕ ∈ W 2,2(−1, α0): ϕ(−1) = ϕ(α0) = 0} with the scalar product 〈v,w〉V(−1,α0 ) :=∫ α0
−1 a(u
′
0)v
′′w′′ dy . It follows from Riesz representation theorem that there exists w2 ∈
V(−1,α0) satisfying (4.7). If we define w2 as zero in [β0,1] then this prolonged function w2
belongs to VE0 . Analogously for w3 and the problem (4.8).
Appendix A
In this appendix we assume the conditions (2.1)–(2.7) to be satisfied, use the sets U
and D, the diffeomorphisms ϕα,β , their derivatives ϕ′α,β , the linear isomorphisms Φα,β
and the set E0, introduced in Sections 2 and 4. For (α,β) ∈D and x ∈ [−1,1], the partial
derivatives of the map (α,β, x) ∈D × [−1,1] → ϕα,β(x) ∈ [−1,1] with respect to α and
β at a point (α,β, x) will be denoted by ∂αϕα,β(x) and ∂βϕα,β(x), respectively, etc. Let us
prolong Φα,β to L2(−1,1), i.e., Φα,βu := u ◦ ϕα,β for u ∈ L2(−1,1).
Lemma 12. For any u ∈ L2(−1,1), the maps (α,β) ∈ D → Φα,βu ∈ L2(−1,1) and
(α,β) ∈D →Φ−1 u ∈ L2(−1,1) are continuous.α,β
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such that ‖u− v‖L2(−1,1) < ε. Furthermore, there is η > 0 such that |v(y1)− v(y2)|< ε
for all y1, y2 ∈ [−1,1], |y1 − y2| < η. Finally, there exist ξ, c > 0 such that |ϕγ,δ(y) −
ϕα,β(y)|< η, ϕ′γ,δ(y) c for all y ∈ [−1,1], |γ −α|+|δ−β|< ξ . Hence, for all |γ −α|+|δ− β|< ξ we get
‖u ◦ ϕγ,δ − u ◦ ϕα,β‖2L2(−1,1)  3
1∫
−1
[∣∣u(ϕγ,δ(x))− v(ϕγ,δ(x))∣∣2
+ ∣∣v(ϕγ,δ(x))− v(ϕα,β(x))∣∣2 + ∣∣v(ϕα,β(x))− u(ϕα,β(x))∣∣2]dx
 3
1∫
−1
[
2c−1
∣∣u(y)− v(y)∣∣2 + ε2]dy  6ε2[c−1 + 1]
and our assertion about Φα,β follows. Similarly for Φ−1α,β . ✷
Lemma 13. The maps (α,β,u) ∈ D × W 2,2(−1,1) → Φα,βu ∈ W 2,2(−1,1) and
(α,β,u) ∈D ×W 2,2(−1,1) →Φ−1α,βu ∈W 2,2(−1,1) are continuous.
Proof. First, let u ∈W 2,2(−1,1) be fixed. We have (Φγ,δu)′′ =Φγ,δu′′ · (ϕ′γ,δ)2+Φγ,δu′ ·
ϕ′′γ,δ. It follows from (2.26) and Lemma 12 that (Φγ,δu)′′ → (Φα,βu)′′ in L2(−1,1) for
(γ, δ)→ (α,β), which means Φγ,δu→ Φα,βu in W 2,2(−1,1). Hence, the map (α,β) ∈
D →Φα,βu ∈W 2,2(−1,1) is continuous.
Now, let (α,β,u) ∈D ×W 2,2(−1,1) be fixed. It follows from the first step and uni-
form boundedness principle that for any ε > 0 there is δ > 0 such that if (α˜, β˜, v) ∈D ×
W 2,2(−1,1), |α− α˜|+ |β− β˜|+‖u−v‖W 2,2(−1,1) < δ then ‖Φα,βu−Φα˜,β˜v‖W 2,2(−1,1) 
‖Φα,βu−Φα˜,β˜u‖W 2,2(−1,1)+ ‖Φα˜,β˜u−Φα˜,β˜v‖W 2,2(−1,1) < ε. Similarly for Φ−1α,β . ✷
Lemma 14. Let u ∈ W 3,2(−1,1). Then the map (α,β) ∈ D → Φα,βu ∈ W 2,2(−1,1) is
C1-smooth.
Proof. If the map α → Φα,βu = u ◦ ϕα,β is differentiable then, because of the chain
rule, its derivative is (u′ ◦ ϕα,β)∂αϕα,β . This function belongs to W 2,2(−1,1), and its
second generalized derivative is ((u′′′ ◦ ϕα,β)ϕ′2α,β + (u′′ ◦ ϕα,β)ϕ′′α,β)∂αϕα,β + 2(u′′ ◦
ϕα,β)ϕ
′
α,β∂αϕ
′
α,β + (u′ ◦ ϕα,β)∂αϕ′′α,β . This function depends, in the sense of L2(−1,1),
continuously on (α,β) (because of (2.26) and Lemma 12). Hence the expression
Φγ,βu−Φα,βu
γ − α −Φα,βu
′ · ∂αϕα,β =
∫ 1
0
d
ds
(u ◦ ϕα+s(γ−α),β) ds
γ − α −Φα,βu
′ · ∂αϕα,β
=
1∫ (
u′ ◦ ϕα+s(γ−α),β∂αϕα+s(γ−α),β − u′ ◦ ϕα,β · ∂αϕα,β
)
ds0
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the W 2,2-norm with respect to α, and the partial derivative is continuous. The same is true
for the partial derivatives with respect to β . ✷
Let us denote U1 := {u ∈ C([−1,1]): u(x) ∈ J for all x ∈ [−1,1]}. We consider the
superposition operators A and F , which are defined for u ∈ U1 and (λ,u, v) ∈ R× U1 ×
L2(−1,1) by[A(u)](x) := a(u(x)), [F(λ,u, v)](x) := f (λ,u(x), v(x)).
Lemma 15. We have A ∈ C1(U1;C([−1,1])), [A′(u)u](x) = a′(u(x))u(x), and F ∈
C1(R×U1 ×L2(−1,1);L1(−1,1)),[
∂1F(λ,u, v)
]
(x)= ∂1f
(
λ,u(x), v(x)
)
, (A.1)[
∂2F(λ,u, v)u
]
(x)= ∂2f
(
λ,u(x), v(x)
)
u(x) for u ∈ C([−1,1]), (A.2)[
∂3F(λ,u, v)v
]
(x)= ∂3f
(
λ,u(x), v(x)
)
v(x) for v ∈L2(−1,1). (A.3)
Proof. It follows from the assumption (2.1) that the constants c in (2.4), (2.5) and δ in
(2.6), (2.7) can be chosen uniformly with respect to (λ, ξ) from a compact subset of R×J .
This property will be repeatedly used in the proof.
First we will show that the mappings
(λ,u, v) →F(λ,u, v), (λ,u, v) → ∂jf
(
λ,u(·), v(·)), j = 1,2,
are in C
(
R×U1 ×L2(−1,1);L1(−1,1)
)
, (A.4)
(λ,u, v) → ∂3f
(
λ,u(·), v(·))
is in C
(
R×U1 ×L2(−1,1);L2(−1,1)
)
. (A.5)
Let us prove (A.4) for ∂2f . We have∥∥∂2f (λ+ λ¯, u+ u¯, v + v¯)− ∂2f (λ,u, v)∥∥L1(−1,1)

∥∥∂2f (λ+ λ¯, u+ u¯, v + v¯)− ∂2f (λ,u, v + v¯)∥∥L1(−1,1)
+ ∥∥∂2f (λ,u, v + v¯)− ∂2f (λ,u, v)∥∥L1(−1,1).
The first summand on the right hand side tends to zero for |λ¯| + ‖u¯‖C([−1,1]) +
‖v¯‖L2(−1,1) → 0 because of (2.6), the second summand because of the continuity of
the Nemyckii operator w ∈ L2(−1,1) → ∂2f (λ,u(·),w(·)) ∈ L1(−1,1), which is a
consequence of the assumption (2.4) (see, e.g., [13, Proposition 26.6]). For the proof
of (A.5), we obtain an analogous inequality for the L2-norm of ∂3f where the first
summand tends to zero because of (2.7), the second because of (2.5) (which ensures
|∂3f (λ,u(x), η)| c(1+ |η|)).
Now we show that F :R×U1 ×L2(−1,1)→ L1(−1,1) is differentiable with respect
to its first variable at a given (λ,u, v), and (A.1) holds. Due to (2.6), for any ε > 0 there is
δ > 0 such that if |λ¯|< δ then for all x ∈ (−1,1) we have
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Thus, ∣∣F(λ+ λ¯, u, v)(x)−F(λ,u, v)(x)− ∂1f (λ,u(x), v(x))λ¯∣∣
=
∣∣∣∣∣
1∫
0
[
∂1f
(
λ+ sλ¯, u(x), v(x))− ∂1f (λ,u(x), v(x))]dsλ¯
∣∣∣∣∣ ε(1+
∣∣v(x)∣∣2)|λ¯|.
Hence,∥∥F(λ+ λ¯, u, v)−F(λ,u, v)− ∂1f (λ,u(·), v(·))λ¯∥∥L1(−1,1)  const · ε|λ¯|.
Analogously one can show that F is partially differentiable with respect to its second
variable in (λ,u, v) and that (A.2) holds.
Furthermore, let us show that ∂3F(λ,u, v) exists. We have∣∣F(λ,u, v + v¯)(x)−F(λ,u, v)(x)− ∂3f (λ,u(x), v(x))v¯(x)∣∣
=
∣∣∣∣∣
1∫
0
[
∂3f
(
λ,u(x), v(x)+ sv¯(x))− ∂3f (λ,u(x), v(x))]dsv¯(x)
∣∣∣∣∣.
The integral over [−1,1] with respect to x of this expression is O(‖v¯‖2
L2(−1,1)) for‖v¯‖L2(−1,1)→ 0 (because of (2.5)) and the proof is done.
Let us prove the continuity of ∂3F at a given (λ,u, v). Due to (A.5), for any ε > 0 there
is δ > 0 such that if |λ¯| + ‖u¯‖C([−1,1])+ ‖v¯‖L2(−1,1) < δ then∥∥[∂3F(λ+ λ¯, u+ u¯, v + v¯)− ∂3F(λ,u, v)]v¯∥∥L1(−1,1)

1∫
−1
∣∣[∂3f (λ+ λ¯, u+ u¯, v + v¯)− ∂3f (λ,u, v)]v¯∣∣dx  ε‖v¯‖L2(−1,1).
Hence, (λ,u, v) → ∂3F(λ,u, v) as a mapping ofR×U1×L2(−1,1) into the space L(R×
C([−1,1])×L2(−1,1),L2(−1,1)) is continuous. The continuity of the partial derivatives
∂1F , ∂2F follows analogously by using (A.4).
The proof of properties of A is simpler and is left to the reader. ✷
In the following, H˜0 denotes the space introduced in the proof of Theorem 2.
Corollary 16. For (α,β) ∈D, let us define χα,β(x) := (1+ α0)/(1+ α) for x ∈ [−1, α]
and χα,β(x) := (1+ β0)/(1+ β) for x ∈ [β,1]. Then the mappings F :R × U → H ,
G˜ :R×D ×H 2 →H defined by (2.11) and
〈
G˜(λ,α,β,w, z),ϕ
〉= ∫
E0
a(χα,βw
′)z′′χ3α,βϕ′′
− f (λ,χα,βw′, χ2α,βw′′)z′χα,βϕ′ dy for all ϕ ∈ H˜0 (A.6)
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G˜(λ,α,β,w,w),ϕ
〉= 〈F(λ,Φα,βw),Φα,βϕ〉 for all ϕ ∈ H˜0. (A.7)
Proof. It follows from (A.4) and Riesz theorem that F and G˜ are well defined. The
smoothness of G˜ follows from Lemma 15 by using the representation
G˜(λ,α,β,w, z)= L1B1
(A(χα,βw′)χ3α,β, z)+L2B2(F(λ,χα,βw′, χ2α,βw′′)χα,β, z)
with bounded linear operators L1 :L2(−1,1)→H , L2 :L1(−1,1)→H and the bounded
bilinear operators B1 :L1(−1,1) × W 2,2(−1,1) → L1(−1,1), B2 :C([−1,1]) ×
W 2,2(−1,1)→ L2(−1,1). Similarly for the operator F . The formula (A.7) follows from
the considerations in the proof of Theorem 2. ✷
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