Abstract. We propose a constructive algorithm, called the Tensor-based Kronecker Product (KP) Singular Value Decomposition (TKPSVD), that decomposes an arbitrary real matrix A into a finite sum of KP terms with an arbitrary number of d factors, namely A =
1. Introduction. In this article we present the Tensor-based Kronecker Product (KP) Singular Value Decomposition (TKPSVD) Algorithm that decomposes an arbitrary real matrix A ∈ R m×n as
where σ j ≥ 0 ∈ R, ⊗ denotes the Kronecker product and the dimensions of the matrices A ij ∈ R mi×ni (i = 1, . . . , d) satisfy the degree of the decomposition. In addition to the derivation and discussion of the TKPSVD algorithm, another contribution of this article are the proofs that by our proposed algorithm we will have the following structure-preserving properties when all A ij are square:
A is
In providing these proofs a very natural generalization of symmetric matrices is obtained, which we therefore name general symmetric matrices. In addition, Toeplitz and Hankel matrices are also generalized into what we call shifted-index structures. If the summation in (1.1) is limited to the first k terms, then the relative approximation error in the Frobenius norm is given by
Equation (1.2) has the computational advantage that the relative approximation error can be easily obtained from the σ's without having to explicitly construct the approximant.
A first description of approximation of matrices by KP factors was given by Van Loan and Pitsianis [9] . The focus of their paper is to find matrices B, C such that ||A − B ⊗ C|| F is minimized, hence only degree 2 decompositions are considered. The globally minimizing B, C matrices are found from reshaping the singular vectors corresponding with the largest singular value of a particular permutation of A. The Eckart-Young SVD approximation theorem then trivially solves the problem to find matrices B j , C j that minimize ||A − r j=1 B j ⊗ C j || F by computing singular vectors corresponding with the r largest singular values.
The algorithm in this paper is a direct generalization of the algorithm described in [9] for arbitrary degrees d. In the TKPSVD case, the SVD computation is replaced by the recently advocated tensor-train rank-1 SVD (TTR1SVD) [1] . The solution found from the TTr1SVD does not necessarely minimize ||A − r j=1 A dj ⊗ · · · ⊗ A 1j || F . An alternative optimal solution is found from the Higher Order SVD (HOSVD) [3] . However, contrary to the TTr1SVD case, the number of terms r need to be specified a priori, which is not very flexible. In addition, the lack of an Eckart-Young Theorem for tensors [13] also implies that truncating the solution from the HOSVD is not optimal. In practice, the TTr1SVD finds a full decomposition with much fewer terms than the HOSVD. It is also observed that the total number of terms in a full TTr1 decomposition is small when the matrix A is structured. Applications of the degree 2 Kronecker product approximation in image restoration are described in [6, 11] . Extensions of the degree 2 case to the degree 3 case using the HOSVD, also for imagining applications, are described in [10, 12] .
The outline of this article is as follows. In Section 2, we introduce some basic matrix and tensor concepts and notations. Then, we derive and present the TKPSVD algorithm in Section 3. In Section 4, we introduce a generalization of the concept of a symmetric matrices, together with the shifted-index structure. Preservation of these structures in the KP factor matrices is proved in Section 5. In addition, a simplified TKPSVD algorithm that works specifically for diagonal matrices is presented. Finally, we give some conclusions.
2. Tensor basics and notation. Scalars are denoted by greek letters (α, β, ...), vectors by lowercase letters (a, b, ...), matrices by uppercase letters (A, B, ...) and higher-order tensors by uppercase caligraphic letters (A, B, ...). A dth-order or d-way tensor is a multi-way array A ∈ R n1×n2×···×n d . We consider only real tensors because we adopt an application point of view. This is however without loss of generality, one could easily consider tensors over C, which would require the replacement of the transpose by the conjugate transpose. Entries of tensors are always denoted with square brackets around the indices. This also enables an easy way of representing the grouping of indices. Suppose A is a 4-way tensor, then its entries are denoted 
The norm of a tensor is taken to be the Frobenius norm ||A|| F = A, A 1/2 . A dthorder rank-1 tensor is per definition the outer product
with σ ∈ R. Using the k-mode multiplication, this outer product can also be written as
where the scalar σ is now regarded as a d-way 1 × 1 × · · · × 1 tensor. The multiplication of a tensor A along all its modes with matrices P 1 , . . . , P d
can be rewritten as the following linear system
The notation (·) T denotes the transpose of either a vector or matrix. A matrix A is skew-symmetric when A T = −A, which is expressed in terms of the entries as
3. TKPSVD Algorithm. In this section we derive the TKPSVD algorithm by means of a simple example. Suppose we have a 12 × 6 matrix A for which we want to find a degree 3 decomposition with m 1 = 2, n 1 = 1, m 2 = 3, n 2 = 2, m 3 = 2, n 3 = 3. This implies each entry of A is labeled by 6 indices i 1 , . . . , i 6 as
. Figure  3 .1 shows how the indices of the matrix A relate to those of the KP factors A ij . Each row index of A, which ranges from 1 up to 12, is easily computed from i 1 , i 3 , i 5 as
and likewise the column index from i 2 , i 4 , i 6 as 
i i i i i i i i i i i i i i i i i
How the row and column indices of A relate to the indices of the Kronecker product factors A ij . The first step in the TKPSVD algorithm is to permute the indices of A such that their order corresponds with i 1 , i 2 , i 3 , i 4 , i 5 , i 6 . In order to do this, we first reshape the matrix A into the 6-way tensor A ∈ R 2×3×2×1×2×3 with entries A i1i3i5i2i4i6 . The indices of A are then easily permuted into the desired orderÃ i1i2i3i4i5i6 . The next step of the TKPSVD algorithm is to compute the KP factors A ij . Each of these factors are computed as vectors in a rank-1 decomposition. We therefore group the indices in pairs to obtain the 3-way tensorÃ ∈ R 2×6×6 with entriesÃ
Figure 3.2 visualizes the rank-1 decomposition ofÃ, which we can write as
respectively. Each of the KP factors A ij is then obtained by reshaping the a ij vectors into an m i × n i matrix. The steps prior to the computation of the TTr1SVD are hence summarized as tensorize permute reshape
The rank-1 decomposition is easily computed for the case d = 2 from the SVD. When d ≥ 3, there are several options for computing the rank-1 decomposition ofÃ.
The canonical polyadic decomposition (CPD) [2, 5, 7] computes the number of terms R in the decomposition as the minimal number for which the equality in (3.1) holds. For this reason R is also called the tensor rank. Since this number is not known a priori, CPD-algorithms will require the number of computed terms N as an input to the algorithm. If N < R, then the computed terms will only constitute an approximation ofÃ. The Tucker decomposition writes the tensorÃ as the following multilinear transformation of a core tensor S ∈ R r1×r2×r3 by factor matrices
which can also be written as (3.1) where each σ j is now an entry of the core tensor S. The higher order SVD (HOSVD) is a Tucker decomposition with the additional property that the factor matrices U i are orthogonal. This implies that each rank-1 term is orthogonal to all other rank-1 terms in the decomposition, which has the immediate advantage that the approximation error can be determined as in (1.2). The minimal size of the core tensor S such that the equality in (3.2) holds is called the multilinear rank. Similar to the CPD case, the multilinear rank is also not known a priori, and Tucker algorithms will therefore require the user to specify the desired size of the core tensor. If the specified core size is smaller than the multilinear rank, then also an approximation ofÃ is obtained. An alternative for both the CPD and Tucker methods is the tensor-train rank-1 (TTr1) decomposition [1] . The TTr1 decomposition is an exact non-canonical polyadic decomposition that does not require any input from the user. Just like the HOSVD, all rank-1 terms are orthogonal and the outer product vectors are of unit norm. Also, when the TTr1 decomposition is written in the HOSVD format, a sparser core tensor S is obtained. It is for these reasons that we use the TTr1 decomposition in our TKPSVD algorithm. The core computation of the TTr1SVD is a series of economical matrix SVD computations. The very first economical SVD is computationally the most expensive step and costs
) flops. Ways on how to reduce the total number of SVDs by ignoring numerically small singular values are described in detail in [1] . The pseudo-code for our TKPSVD algorithm is presented in Algorithm 3.1. A Matlab/Octave implementation that works for abritrary degree d can be freely downloaded from https://github.com/kbatseli/TKPSVD.
A ij ← reshape mode-i vector of the jth TTr1-term into an m i × n i matrix end for 4. General symmetric matrices. It turns out that the d-way tensorsÃ in Algorithm 3.1 allow us to generalize the notion of symmetric tensors in a very natural way. The motivation of introducing general symmetry lies in the fact that then only one proof suffices to show the preservation of symmetry, persymmetry, centrosymmetry and many other symmetries in the KP factors. Before giving the definition of general symmetric matrices, we first need to discuss involutions on pairs of indices. 
Symmetry.
The symmetric structure of an m × m matrix A can be defined as an involution on vec(A) that maps diagonal entries to themselves and swaps entries symmetric about the diagonal. Such an involution is described by the perfect shuffle. 
In other words, the symmetry of A is equivalent with swapping the indices i 1 with i 2 , i 3 with i 4 , up until i 2d−1 with i 2d . Algorithm 3.1 reshapes and permutes the symmetric matrix A into the tensorÃ, with entriesÃ
We therefore have that
which can be rewritten as
where all S i 's are m 
Let Q denote the permutation matrix that relates vec(A) to vec(Ã) as Q vec(A) = vec(Ã).
This allows us to express (4.2) in terms of vec(A) as
Observe that the derivation of the decomposition of S is valid for any degree d or dimensions m 1 , . . . , m d and n 1 , . . . , n d .
Centrosymmetry.
Another interesting and useful involution on the index pairs is the mn × mn exchange matrix J, which maps i 1 i 2 toì 1ì2 and whose entries are defined as
If m = n, then the exchange matrix J is a row-reversed or a column-reversed identity matrix. This implies that as the index [
The decomposition of J is very similar to the decomposition of the perfect shuffle matrix S in the symmetric case. Again, suppose that an arbitrary degree d and dimensions m 1 = n 1 , . . . , m d = n d have been chosen. The centrosymmetry of A then means that
. After going through the reshaping and permutation steps of Algorithm 3.1, we have the following equalitỹ
which can be rewritten asÃ
where all J i 's are m 2 i × m 2 i exchange matrices. Defining the permutation matrix Q and using the same argument as in the symmetric case, we can finally write
Persymmetry. A matrix A is persymmetric if S J vec(A) = vec(A),
where S is the perfect shuffle matrix and J is the exchange matrix. The composition of two involutions P 1 , P 2 is again an involution if and only if P 1 P 2 = P 2 P 1 . It is very easily shown that this is the case for the composition of S and J. Using similar arguments as in the symmetric and centrosymmetric cases, we can write the following decomposition 
where Q is a permutation matrix that depends on d and m 1 , . . . , m d . General skew-symmetric matrices are defined similarly as in Definition 4.2 where now P vec(A) = −vec(A) needs to hold. It is clear from the previous subsections how symmetry, persymmetry and centrosymmetry are special general symmetric cases. Indeed, one needs to replace P of the general symmetry by S, SJ and J respectively.
4.6. Shifted-index structure. Within the set of general symmetric matrices there are four interesting, more restrictive matrix structures that we call shifted-index structures. These are matrices whose entries do not change along either the diagonals, anti-diagonals, rows or columns.
Definition 4.3. An m × m matrix A has a shifted-index structure if
for the following four cases:
The case where all entries along all the sub-,super-and main diagonals are equal is called a Toeplitz structure and is a special persymmetry. Similarly, a symmetric matrix for which all entries along all anti-diagonals are equal is called a Hankel matrix. It is straightforward to show that the other two shifted-index structures are also general symmetries.
Preservation of structure.
It is quite a remarkable fact that both general symmetry and shifted-index structure are preserved in the square KP factors A ij when they are computed according to Algorithm 3.1. We now prove and demonstrate both cases.
General symmetry. When
A is general symmetric then each square KP factor A ij is either general symmetric or general skew-symmetric. Furthermore, each term of (1.1) has either zero or an even number of general skew-symmetric factors. We first proof the following useful lemma.
Lemma 5.1. Suppose a ∈ R m 2 ×1 , where each entry is labeled by i 1 , i 2 and with a T a = 1 and P is a permutation matrix that corresponds with an involution on [
Then the m × m matrix A obtained from reshaping a is general symmetric if and only if a T P a = 1 or general skew-symmetric if and only if a T P a = −1.
Proof. We first proof P a = a ⇒ a T P a = 1. Since a has unit norm we can write a T a = 1 and substitution of a by P a then results in a T P a = 1. The proof for a T P a = 1 ⇒ P a = a goes as follows. First, we divide the set of all indices i 1 i 2 according to their image after applying the involution P . Indices that are not changed after applying P are called fixed points and they satisfyĩ 1ĩ2 = i 1 i 2 . The remaining indices i 1 i 2 are swapped withĩ 1ĩ2 . We can therefore write
Due to the commutativity of the scalar multiplication, we have that each product a [i1i2] a [ĩ1ĩ2] appears twice in the summation over all swapped indices. We therefore have the factor of 2 in (5.1) and take the sum over only half of the pairs. Similarly we can write
for all distinct pairs i 1 , i 2 and therefore A is general symmetric. The proof for the skew-symmetry of A is very similar to the above. We now formulate and provide the proof for the main theorem on general symmetrypreservation in the Kronecker product decomposition.
Theorem 5.2. Suppose A is an m × m general symmetric matrix with a dthdegree square Kronecker product decomposition (1.1). Then each of the square KP A ij matrices is either a general symmetric or a general skew-symmetric m i × m i matrix. There are always either zero or an even number of skew-symmetric factors in each term of (1.1).
Proof. The general symmetry of A implies that
] and in terms of the d-way tensorÃ we can therefore writeÃ
where all P i 's are involutory permutation matrices. Substitution of (3.1) into (5.3) leads to
The orthogonality of each rank-1 term in (3.1) and the fact that each a ij vector is of unit norm implies that the contraction of both sides of (5.4) with (a
In order for the equality in (5.5) to hold, all terms except for the kth term on the right-hand side need to vanish. This is satisfied when
where δ(k, j) i is the Kronecker delta in the ith mode of the jth rank-1 term. Condition (5.6) can be written as
Lemma 5.1 implies that if the right-hand side of (5.7) is 1, then A ik is general symmetric, otherwise A ik is general skew-symmetric. The fact that i ± δ(k, j) i = 1 implies that there are either zero or an even number of general skew-symmetric Kronecker product factors in each term.
The proof of Theorem 5.2 relied on each term of the rank-1 decomposition (3.1) being orthogonal to all other rank-1 terms and each vector a ij having a unit-norm. This implies that the general symmetry is only preserved for the HOSVD and TTR1 decomposition. We demonstrate the differences between these two decompositions in the following example for the symmetric case.
Example 5.1. Suppose we want to compute a degree 3 decomposition of the following 8 × 8 symmetric matrix Converting the TTr1 decomposition into the HOSVD format results in a 30 term decomposition.
5.2. Shifted-index structure. In addition to the general symmetry, also the shifted-index structure will be preserved in the square KP factors.
Theorem 5.3. Suppose A is an m × m matrix with a shifted-index structure and a dth-degree square Kronecker product decomposition (1.1). Then each of the square KP factor matrices A ij has the same shifted-index structure. Proof. If we consider a degree d decomposition of A, then the shifted-index structure condition
can be rewritten as
where each of the two shifts k 1 , k 2 are completely defined by d numbers, l 1 , l 3 , . . . , l 2d−1 and l 2 , l 4 , . . . , l 2d respectively. Each of these scalar entries can be expressed in terms of the degree d decomposition as
which is equivalent to
Equation (5.8) needs to be true for all possible values of shifts k 1 , k 2 . In addition, from Theorem 5.2 we know that each factor a ij is general symmetric. Therefore, the only way for (5.8) to vanish for all values of k 1 , k 2 while maintaining the general symmetry of each factor is if a
This implies that each A ij KP factor has the same shifted-index structure as A. 
Diagonal.
A diagonal matrix A is an extremely simple Toeplitz matrix, defined by A i1i2 = 0 if i 1 = i 2 . It is possible to adjust Algorithm 3.1 such that it only considers the diagonal entries A i1i1 . As a result, the diagonal matrix A will be decomposed into a Kronecker product of diagonal factors A ij . First, we consider the vector a of diagonal entries A i1i1 . This reduces the number of stored entries in memory from m × m to m. If a degree d decomposition is required, the vector a is indexed as a i1i3···i 2d−1 with 1 ≤ i 1 ≤ m 1 , . . . , 1 ≤ i 2d−1 ≤ m d . Similar to Algorithm 3.1, the next step is to reshape a into a d-way tensor A. Note that since we are starting from a vector a instead of a matrix A, the order of the resulting tensor A is effectively halved from 2d to d. This also implies that no permutation of indices is required and the TTr1 decomposition can be directly computed from A. Each Kronecker factor A ij of (1.1) is then easily constructed as an m i ×n i diagonal matrix with diagonal entries a ij . The pseudocode for the diagonal TKPSVD algorithm is summarized in Algorithm 5.1. It is interesting to investigate whether it is possible to adjust Algorithm 3.1 to exploit either general symmetry or shifted-index structure. At first sight this seems not straightforward, since the first SVD of the TTr1SVD algorithm will act on an unstructured matrix. We keep this problem for future research. 6. Conclusions. In this paper, a constructive Kronecker product decomposition algorithm, named TKPSVD, was proposed to decompose arbitrary real matrices into a finite sum of KP terms. This decomposition enables easy computation of a lowrank Kronecker product approximation and a very straightforward determination of the relative approximation error without explicit construction of the approximant. We also have shown that for many different structured matrices, the KP factor matrices are guaranteed to inherit this structure. In providing these proofs we generalized the notion of symmetric matrices into general symmetric matrices and introduced the notion of shifted-index structured matrices. Both cases of structure preservation were illustrated by means of numerical examples.
