Abstract-Recently, application-layer overlay networks have been suggested as a promising solution for live video streaming over the Internet. To organize a multicast overlay, a natural structure is a tree, which, however, is known vulnerable to end-hosts dynamics. Data-driven approaches address this problem by employing a mesh structure, which enables data exchanges among multiple neighbors, and thus, greatly improves the overlay resilience. It unfortunately suffers from an efficiency-delay trade-off, because data have to be pulled from mesh neighbors by using extra notifications periodically. In this paper, we closely examine the contributions of overlay nodes, and argue that performance of a mesh overlay closely depends on a small set of stable backbone nodes. This is validated through a real trace study on PPLive, the largest commercial application-layer live streaming system to date. Motivated by this observation, we then suggest a novel collaborative tree-mesh design that leverages both mesh and tree structures. The key idea is to identify a set of stable nodes to construct a tree-based backbone, called treebone, with most of the data being pushed over this backbone. These stable nodes, together with others, are further organized through an auxiliary mesh overlay, which facilitates the treebone to accommodate node dynamics and fully exploit the available bandwidth between overlay nodes. This hybrid design, referred to as mTreebone, brings a series of unique and critical design challenges. In particular, the identification of stable nodes and seamless data delivery using both push and pull methods. In this paper, we present optimized solutions to these problems, which reconcile the two overlays under a coherent framework with controlled overhead. We evaluate mTreebone through both simulations and PlanetLab experiments. The results demonstrate the superior efficiency and robustness of this hybrid solution in both static and dynamic scenarios.
INTRODUCTION
L ARGE-SCALE live video streaming has always been one of the most attractive networked applications, which unfortunately has yet to be fulfilled over the Internet. Earlier proposals attempted to use IP multicast [10] as the underlying vehicle. However, in spite of its efficiency, the deployment of IP multicast remains limited in reach and scope due to many practical and political issues. Recently, focuses have been shifted to exploit application-layer overlays for multicast data delivery, where end hosts act as not only receivers but also relays to forward the received data to others [9] , [8] . This peer-to-peer solution enables quick and easy deployment of multicast applications, for there is no involvement of routers. Nevertheless, a set of new challenges have to be addressed in this communication paradigm; in particular, the dynamics of the autonomous end hosts, together with the high data delivery bandwidth and stringent timing requirements for video streaming applications.
Many application-layer multicast proposals suggested that the end hosts be organized into a tree for data delivery [4] , [25] , [9] , [17] . This is probably the most natural and efficient structure in terms of bandwidth and delay optimization. The tree structure, however, is vulnerable to node dynamics; the leave or failure of a node, especially one close to the source, may cause data outage in all its descendants. The overlay thus has to repair the tree structure frequently, which, in turn, brings extra costs and renders the structure to be suboptimal during the repair processes.
One possible enhancement to such a single-tree structure is to employ multiple disjoint trees [7] , [20] , [24] , with each of the trees delivering a substream of the video. While the multitree can remarkably improve the resilience, it is clearly more complex to be constructed and maintained. Optimizing the multiple trees as a whole without violating the disjoint property can also be quite difficult in the presence of autonomous end hosts [5] , [19] .
Recently, data-driven overlays have been proposed as an alternative resilient solution [15] , [14] , [21] , [30] , [2] . A mesh is constructed out of the end hosts in such overlays, where each node independently selects some other nodes as neighbors and exchanges data with them. One significant difference between the tree and the mesh overlays lies in their data delivery strategies. In a tree or multitree, a video stream is basically pushed along the well-defined routes, i.e., from parents to their children. In a mesh, given that multiple dynamic neighbors may have video data available to send, a node has to pull data to avoid significant redundancies. A mesh-based system is more robust, but experiences longer delays and higher control overhead. More explicitly, there is an efficiency-delay trade-off [26] , [28] : if the mesh nodes choose to send notifications for every data block arrival, then the overhead will be excessive; Periodical notifications containing buffer maps within a sliding window, as suggested in [21] , [30] , reduce the overhead, but increase the delays.
In this paper, we first conduct extensive trace studies on a practical mesh-based system, namely, PPLive, to understand how streaming data are disseminated and the behaviors of the participating end hosts. Our results show strong evidences that most of the data blocks delivered through a mesh overlay essentially follow a specific tree structure or a small set of trees. The similarity of the trees, defined as the fraction of the common links, can be as high as 70 percent. The overlay performance thus closely depends on the set of common internal nodes and their organization. If this set consists mainly of the stable nodes, with others being organized through a mesh, we can expect high efficiency with low overhead and delay simultaneously.
Motivated by these observations, we present a novel approach toward a hybrid overlay design. The key idea is to identify a set of stable nodes to construct a tree-based backbone, called treebone, with most of the data being pushed over this backbone. These stable nodes, together with others, will be further organized through an auxiliary mesh overlay, which facilitates the treebone to accommodate dynamic nodes and also fully explore the available bandwidth between node pairs.
In this hybrid mesh-tree design, however, a series of unique and important issues need to be addressed. First, we have to identify the stable nodes in an overlay, and gradually, build up the treebone; second, we need to reconcile the push and pull data delivery in the two overlays, respectively. They should work complementarily to maximize the joint efficiency in the presence of autonomous nodes. In this paper, we derive an optimal age threshold for identifying stable nodes, which maximizes their expected service times in the treebone. We then propose a set of overlay construction and evolution algorithms to enable seamless treebone/mesh collaboration with minimized control overhead and transmission delay. Finally, we present a buffer partitioning and scheduling algorithm, which coordinates push/pull operations and avoids data redundancy.
We extensively evaluate the performance of mTreebone and compare it with existing mesh and tree-based solutions. The simulation results demonstrate the superior efficiency and robustness of this hybrid solution in both static and dynamic scenarios. Such results are reaffirmed by our experimental results of an mTreebone prototype over the PlanetLab network [1] .
The remainder of this paper is organized as follows: In Section 2, we introduce the background and related work. Section 3 summarizes the major results of our trace studies, which also serve as a motivation to our hybrid mTreebone design. The architecture of mTreebone is described in Section 4. Details about treebone evolution and its interactions with the mesh are discussed in Sections 5 and 6, respectively. We evaluate the performance of mTreebone in Section 7. Section 8 further discusses some practical issues. Finally, Section 9 concludes the paper and offers potential future research directions.
BACKGROUND AND RELATED WORK
Many application-layer multicast protocols have been proposed for live streaming, which can be broadly classified into two categories according to their overlay structures [17] , [19] , namely, tree-based and mesh-based. The former, like IP Multicast, uses a tree rooted at the source as the data delivering structure; typical examples include ESM [9] , NICE [4] , and ZIGZAG [25] . However, unlike IP multicast with dedicated routers, the nodes in an application-layer overlay are autonomous end hosts, which can join or leave at will or crash without notification. Later studies, e.g., SplitStream [7] , CoopNet [20] , and THAG [24] , rely on multiple disjoint trees to mitigate the impact of such overlay churns. Recently, a robust yet simple alternative, datadriven design, is proposed. It essentially constructs a mesh out of the overlay nodes, with each node having a small set of neighbors to exchange data. Examples include CoolStreaming [30] , Bullet [15] , Bullet' [14] , Chainsaw [21] , AnySee [16] , and PPLive [2] .
Both tree/multitree and mesh solutions have seen their success in practical deployment [17] , and there are also research works modeling and analyzing their performances [22] , [29] , [6] . Yet, neither completely overcomes the challenges from the dynamic peer-to-peer environment. The selling point for the data-driven mesh overlays is their robustness, but the lack of a well-ordered parent/children relation implies that data have to be pulled from neighbors, which suffer the efficiency-latency trade-off as discussed before. The push delivery in a tree is efficient, but has to face data outage in descendants when an internal node fails. The predefined flow direction also prevents the overlay from fully utilizing the bandwidth between node pairs, e.g., that between two leaf nodes.
Given the advantages and drawbacks of the two approaches, a natural question is whether we can combine them to realize a hybrid overlay that is both efficient and resilient [27] . Earlier attempts toward such combination include ChunkySpread [26] and PRIME [18] . Our work differs from them in that, inspired by a close investigation on real overlay traces, we explicitly classify stable and transient nodes, and focus on the effective use of stable nodes. We demonstrate that a treebone consisting of stable nodes can remarkably boosts the overlay performance.
PPLIVE TRACE STUDIES
To fully understand how live streaming data are disseminated by a data-driven approach and the behaviors of the participating end hosts, we conduct extensive trace studies on a practical mesh-based system, PPLive [2] . PPLive is the largest commercial application-layer live streaming system to date, which attracts over 100,000 online users during peak times. Our investigation is based on traces of two popular PPLive channels, namely, CCTV3 and DragonBall, from Wednesday 22 November 2006 at 17:40 to Thursday 23 November 2006 at 21:30. These traces are gathered by an online crawler that continuously collects information from each channel [13] .
Figs. 1 and 2 show the community size, i.e., the node population and the node arrival rate of each channel. It is clear that there are time-of-day effects in a 24-hour period [23] . To mitigate the impact of such effects, we focus our studies on two representative periods: 6:00-10:00 am (CCTV3 Trace-1/DragonBall Trace-1) and 6:00-10:00 pm (CCTV3 Trace-2/ DragonBall Trace-2), respectively; yet we have found that our conclusions generally apply to other periods.
With these four traces, we further emulate PPLive 1 and examine the traffic distribution over the connections between overlay nodes. Fig. 3 shows the cumulative distribution function (CDF) of the data blocks delivered over all active connections, where a connection is active if at least one block passes through it. It is interesting to point out that more than 50 percent of the data are delivered by 10 percent of the connections only, and this ratio increases up to 80 percent for 20 percent of the connections. A closer look reveals that the nodes associated to these connections are generally stable, which reside in the channel for a relatively long time (on average, about 40 percent of the observed period in this example). For brevity, we use the term "stable nodes" to denote these nodes with a relatively long lifetime. These stable nodes are only a small subset of all the nodes appearing in the observed periods. But, their relatively long life spans allow each of them to appear in much more snapshots of the overlay, and as a result, they constitute a significant portion (>70 percent) in each snapshot (see Table 1 ).
Since mesh protocols including PPLive have built-in mechanisms to avoid loops in data delivering, the delivery paths of each single block simply form a tree, which we call per-block-tree. To better understand the behaviors of the stable nodes, for each PPLive trace, we extract and then compare all the per-block-trees. There are two important findings in this comparison: 1) Most of the internal nodes are stable and 2) while the per-block-trees are of the same quantity of data blocks, there is a small set ((1 percent) of representative trees (RP trees). 2 The representativity, defined as the ratio of common internal links between a perblock-tree and its best-matching RP tree, is, on average, close to 80 percent (see Table 1 ). In other words, there is a backbone consisting of stable nodes in the PPLive mesh, which delivers a majority of the data blocks.
The evolution of the overlay, together with the multineighbor scheduling, also explains the existence of multiple representative trees in PPLive. Unfortunately, in PPLive, the formation of such trees are implicit, which is not well organized to explore the potential of the stable nodes. Moreover, the naive pull operation is still used, which significantly reduces the efficiency and responsiveness of the mesh overlay.
Our mTreebone addresses the above issues by explicitly constructing and optimizing a backbone of stable nodes. It also largely eliminates pull operations by exploring the potentials of the stable nodes.
ARCHITECTURE OF MTREEBONE
We consider a live streaming system using application-layer multicast. There is a single dedicated source node, which is persistent during the streaming session. The video stream, originated from the source, is divided into equal-length blocks. The clients that are interested in the video form an overlay network rooted at the source, and each overlay node, except for the source, will act both as a receiver and, if needed, an application-layer relay that forwards data blocks. In addition, these nodes can join and leave the overlay at will, or crash without notification.
The primary issue for building such a system lies in the construction of a resilient overlay structure with low overhead and short delay. In our proposed mTreebone, we advocate a hybrid mesh-tree overlay design that combines the best features of both approaches to meet such demands.
Treebone: A Stable Tree-Based Backbone
The core of mTreebone is a tree-based backbone, referred to as treebone. Unlike existing tree-based approaches, this backbone consists of only a subset of the nodes, in particular, stable nodes. Other nonstable nodes are attached to the backbone as outskirts. Most of the streaming data will be pushed through the treebone, and eventually, reaches the outskirts, as shown in Fig. 4 . As such, the construction and maintenance overheads for the treebone are relatively low, and the data delivery is efficient.
As shown in Table 1 , there are generally enough stable nodes in each time instance for building a treebone. In fact, even a small set of stable nodes is sufficient to support the whole overlay. As an illustration, consider a simple K-ary tree of height H. The fraction of its internal nodes, i.e., those 2. The representative trees (RP trees) are a minimum set of per-blocktrees fulfilling the requirement that for each per-block-tree, there must be one RP tree sharing a high ratio of common internal links with the perblock-tree.
belong to the backbone, is no more than 1=K if the tree is complete and balanced (
The critical question here is thus how the stable nodes are identified. Recent studies have found that in overlay multicast systems, nodes with a higher age tend to stay longer [5] . It offers a hint on identifying stable nodes by periodically examining their ages. With this hint, we devise an optimal threshold-based method, which will be discussed in Section 5.1.
Mesh: An Adaptive Auxiliary Overlay
The treebone, however, cannot completely eliminate repairing operations because the nodes are not absolutely persistent. In addition, the potential bandwidth between the unstable nodes is largely neglected by the treebone.
To improve the resilience and efficiency of the treebone, we further organize all the nodes into a mesh overlay. Similar to existing systems [2] , in this auxiliary mesh overlay, each node keeps a partial list of the active overlay nodes and their status. This local list facilitates the node to locate a set of mesh neighbors as well as its dedicated treebone parent. To keep the list updated, a light-weighted, scalable, random gossip algorithm, SCAMP [11] , is used for the nodes to periodically exchange their status information. The mesh neighbors also periodically exchange their buffer maps. Unlike existing data-driven systems, a node will not actively schedule to fetch data blocks from neighbors using such data availability information. Such a fetch will be invoked only if there is data outage in the treebone. Fig. 4a illustrates this hybrid mTreebone design. When an unstable node, such as node A fails or leaves, it will not affect the data pushed along the treebone. On the other hand, the treebone nodes are stable and seldom leave; even a leave happens, the impact can be remarkably mitigated with the help from the mesh overlay. For example, consider the leave of node B, shown in Fig. 1b . While node C is affected, it can easily pull the missing data from its mesh neighbors before it re-attaches to the treebone.
TREEBONE CONSTRUCTION/OPTIMIZATION
To realize such a hybrid overlay for live streaming, a series of unique and important issues have to be addressed. First, we have to identify the stable nodes in the overlay; Second, we have to position the stable nodes to form the treebone, which should also evolve to optimize its data delivery; Third, we have to reconcile the treebone and the mesh overlays, so as to fully explore their potentials. In this section, we present our solutions for the construction and optimization of the treebone. Its interactions with the mesh will be detailed in the next section. For ease of exposition, we summarize the major notations in Table 2 .
Optimal Stable Node Promotion
Intuitively, the stability of a node is proportional to its duration in the overlay, which unfortunately cannot be known before the node actually leaves. We thus resort to a practical prediction using a node's age in the session, i.e., the time elapsed since its arrival. As mentioned earlier, existing studies have shown that the nodes already with higher ages tend to stay longer [5] ; hence, a node's age partially reflects its stability-if its age is above a certain threshold, we consider it as being stable and move it into the treebone. Once a stable node is in the treebone, it remains there until it leaves or the session ends.
The effectiveness of the treebone clearly depends on the age threshold. If the threshold is too low, many unstable nodes would be included in the treebone; on the other hand, giving a high threshold, few nodes could be considered stable. Our objective is thus to optimize the Expected Service Time (EST) of a treebone node by selecting an appropriate age threshold.
Let L be the length of the session and fðxÞ be the probability distribution function (PDF) of the node duration in the session. Since a node starts serving in the treebone when its age exceeds the corresponding threshold, for a treebone node arriving at time t, its expected service time in the treebone, EST ðtÞ, can be calculated as the expected duration minus the corresponding age threshold, T ðtÞ, i.e.,
It is known that the durations of video clients often exhibit a heavy-tailed distribution [8] , [3] , [23] , in particular, the Pareto distribution with parameters k and x m (k is a shape parameter that determines how skew the distribution is, and x m is a location parameter that determines where the distribution starts). Our PPLive trace study suggests that the peer clients have similar behaviors, and the k is generally between 0.5 and 2.0, with a typical value of 1. For illustration, Fig. 5 shows the CDF of CCTV3 trace-1, which is well approximated by a Pareto distribution (normalized by the observing window) of k ¼ 1:03. Given this node duration model, we have the following expression for EST ðtÞ: 
LÀt , which can be considered as a normalized age threshold, we have
To maximize EST ðtÞ, we need to maximize gðx t Þ with respect to x t . Fig. 6 shows the curves of gðxÞ with different k values. For the typical value of 1, gðx t Þ is maximized when x t is about 0.3. In other words, the age threshold for a node arriving at time t is 30 percent of the residual session length L À t. This is the default setting used in our experiments. In practice, we can also online estimate k and adjust the threshold accordingly.
Treebone Bootstrapping and Evolution
Given the optimal age threshold, we now discuss how the nodes evolve into a stable treebone. We assume that initially, only the source node is in the treebone. Each newly joined node will obtain L and t from the source, as well as a partial list of the existing overlay nodes, at least one of which will be in the treebone. The new node will then attach itself to one of the treebone nodes and also locate mesh neighbors using the list.
If a node is not in the treebone, it will periodically check its own age in the overlay, and once the age exceeds the threshold T ðtÞ, it will promote itself as a treebone node. Fig. 7 shows an example, where the numeric label of each node is its arrival time. In this basic promotion method, before time T ð0Þ, no node but the source is included in the treebone, which is clearly inefficient. To alleviate this problem, we introduce a randomized promotion for the initial period of the session. The algorithm strikes to achieve a probability s=T ðtÞ for a node to be in the treebone when its age is s. To realize the linearly increasing probability s=T ðtÞ, each nontreebone node independently checks its status per unit time; for the sth check (i.e., at time t þ s), it will be promoted to treebone with probability 1=ðT ðtÞ À s þ 1Þ (and 0 for s ¼ 0).
Theorem 5.1. In the above promotion algorithm, at (discrete) time s(< TðtÞ), the probability that a node of age s resides in the treebone is s=T ðtÞ.
Proof. The probability that the node is in the treebone is given by
Such an early promotion will speed up the establishment of the treebone. It is fully distributed with no extra message exchange among the overlay nodes. In addition, as suggested by observations from [12] , the built-in randomness of the promotion will also reduce the churn of the treebone, because low churn nodes could perform more promotion checks, and thus, have relatively higher probabilities to be promoted.
Treebone Optimization
The treebone constructed by the above basic algorithm does not necessarily minimize the latency for data delivery. In particular, two nonoptimal substructures could exist, as shown in Figs. 8 and 9 . In the first case, a node has more children than its parent, and a swap of them can reduce the average depth of the treebone nodes. In the second case, a treebone node closer to the source may still be able to accept new children; a node can use this chance to reduce its depth in the treebone. We now introduce two localized algorithms that implement such optimizations.
High-degree preemption. Each treebone node x periodically checks whether it has more children than a node that is closer to the source in the treebone. Such a node, referred to as y, could either be the parent of x in the treebone, or a node known from x's local node list. If so, node x will then preempt y's position in the treebone, and y will rejoin the treebone. In practice, y can simply attach itself to x, as illustrated in Fig. 8 .
Low-delay jump. Each treebone node x periodically checks whether there are nodes closer to the source than its parent. If so and one such node, say y, has enough available bandwidth to support a new child, node x will leave its original parent and attach itself to y as a child, as illustrated in Fig. 9 .
The above two algorithms will be executed by the overlay nodes iteratively until no node can further locate candidates for swapping. The average depth of the treebone nodes is monotonically decreasing in the iterations, leading to a minimal average depth. More explicitly, the resultant treebone has the following desirable properties: 1) it is balanced, if each treebone node can support at least one child and 2) the node degree is nonincreasing with the node depth.
Theorem 5.2. The average depth of the treebone is minimized when high-degree preemption and low-delay jump terminate at all treebone nodes.
Proof. We prove this in two steps: First, we show that the two properties mentioned above hold for any tree with minimum average depth; Second, based on this observation, we prove that both our tree and a tree with minimum depth have the same average depth. We prove the first by contradiction. Assume that there exists a tree A that does not have the two properties but is of minimum average depth. Apparently, A must be a balanced tree; otherwise, we can use low-delay jump to reduce its average depth. Now consider that A violates the second property, i.e., there must be at least one node x whose out degree is smaller than another node y but is closer to the root. We first consider the case that y is a Fig. 7 . An example of the treebone evolution. The numeric label indicates the node arrival time. The two shaded nodes will promote into the treebone if they stay longer than the age threshold. Fig. 8 . An illustration of high-degree preemption. Fig. 9 . An illustration of low-delay jump.
descendant of x, as shown in Fig. 10 . In this case, we can swap nodes x and y, with y still serving its other children (node z in Fig. 10 ). This operation reduces the average depth, which contradicts to the assumption that A has minimized average depth. For the case that y is not x's descendant, we can first swap y with one of x's descendants at the same level. This operation does not change the average depth, but y now becomes x descendant; so we can then apply the swapping as in the previous case to reduce A's average depth and find the contradiction.
Next, we define a normalization operation that swaps nodes only at the same level if the left one has lower outdegree than the right one. Obviously, this normalization does not change the average depth. Applying this operation iteratively to a tree until no swap can be found, the normalized tree will have the following new property: at each level, the out-degrees of the nodes are nonincreasing from left to right. It is easy to show that given our treebone and any tree with minimum average depth, the two normalized trees are isomorphic, and thus of the same average depth. In other words, our treebone achieves the minimum average depth after high-degree preemption and low-delay jump terminate. t u To determine the available upload bandwidth, each treebone node can subtract its current aggregate upload bandwidth from its total upload bandwidth, which can be determined by the type of access networks (such as ADSL, Fiber Optic, etc.), given that the bottleneck of the upload bandwidth is at the edge of the network. And the distance to the source can be computed by adding the distance to the parent and the distance from the parent to the source. Such information can then be exchanged with other treebone nodes by the same random gossip mentioned in Section 4.2.
COLLABORATIVE PUSH/PULL DELIVERY
We next discuss the collaboration between the treebone and the mesh within the mTreebone framework. Such collaboration reflects in two aspects, namely, delivering video data and handling node dynamics.
Seamless Push/Pull Switching
In mTreebone, the data blocks are delivered by two means. In general, they are pushed over the treebone sequentially. If a gap appears in the stream received by a node, due to either temporal capacity fluctuation in the treebone or node dynamics as discussed later, the node may pull the missed blocks through the mesh overlay. We introduce a seamless push/pull buffer that coordinates the treebone and the mesh to make data delivery efficient yet resilient against failure. Fig. 11 illustrates the push/pull switching, where a treepush pointer is used to indicate the latest data block delivered by the push method, and a mesh-pull window slides between the tree-push pointer and the playback pointer to facilitate the pull delivery. Since blocks are pushed along the treebone sequentially, the tree-push pointer also moves along the timeline. If some block is missing, the following mesh-pull window will pull the block from the mesh overlay. When a node is temporarily disconnected from the treebone, its tree-push pointer will be disabled and only the mesh-pull window works to fetch data from its mesh neighbors. When it connects to the treebone again, the tree-push pointer will be reactivated. In particular, the node will reset its tree-push pointer to the first missing block just ahead of the mesh-pull window and send the block number to its new parent to avoid blocks earlier than this block number being pushed to the node. In addition, a treebone node only pushes to its children the block newly pushed by its parent. Since the mesh-pull window is kept behind the tree-push pointer, no duplicated data blocks will be received from both treebone and mesh.
Dealing with Node Churn
A node may gracefully leave the overlay, or abruptly fail without any notification. In the former, the node will proactively inform its mesh neighbors and its treebone children if it resides in the treebone. In the latter, the abrupt leave can be detected by the mesh neighbors after a silent period with no control message exchange, or by the children in the treebone after observing persistent losses. In either case, its mesh neighbors need to reestablish neighborships with other known nodes in their local node lists, and, if the node is in the treebone, its children have to relocate parents.
If the affected child is an unstable node in the outskirts of the treebone, it will check its local node list and directly attach to the one that is nearest to the source with enough available bandwidth. On the other hand, if it is a stable node, it has to rejoin the treebone. To this end, the node will first locate a treebone node with enough available bandwidth, and then, attach itself. If no such treebone node is known, the node needs to preempt the position of an unstable node that is currently a child of a treebone node. In the above process, the mesh overlay will temporarily take over data delivery before the treebone is repaired, as discussed previously. Our simulation and experimental results demonstrate that this two-tier overlay effectively reduces data losses in the tree repairing process. Meanwhile, its control overhead is kept at a reasonable level, which is lower than relying on a mesh only.
PERFORMANCE EVALUATION
We have conducted extensive simulations and PlanetLabbased experiments to evaluate mTreebone. For comparison, we have also implemented two state-of-the-art applicationlayer multicast systems for comparison, namely, CoolStreaming [30] 4 and ChunkySpread [26] . The former is a typical data-driven mesh system, and the latter is a multitree system, which also adopts an auxiliary neighboring graph to facilitate tree construction.
In our evaluation and comparison, we use the following three typical metrics, which combined together reflect the quality of service experienced by overlay nodes.
Startup latency, which is the time taken by a node between its requesting to join the session and receiving enough data blocks (15 continuous blocks in our evaluation setting) to start playback.
Transmission delay, which is the time for delivering a data block from the source to the node. Due to the buffer-andrelay nature in overlay networks, the end-to-end transmission delay can be orders of magnitude higher than that in IP multicast, and we thus use second as the unit, so for startup latency.
Data loss rate, which is defined as the fraction of the data blocks missing their playback deadlines, i.e., either lost during transmission or experienced excessive delays.
Intuitively, the startup latency is the time perceived by a user to wait for the playback to start. The transmission delay roughly represents the time difference between an event happening at the live scene and watched by a user through the streaming system. And the data loss rate reflects the playback continuity perceived by a user.
Two typical scenarios have been used in our evaluation. The first is a static scenario, where all the overlay nodes join during an initial period of the session, and then, stay throughout the whole session. It facilitates our investigation on the steady-state efficiency of the overlays for data delivery without disturbances from other uncertainties. In addition, its relatively large community size allows us to examine the performance during busy hours, which serves as a baseline to other scenarios. The second is a more realistic dynamic scenario, where the overlay nodes arrive at different time (following a Poisson distribution with the average arrival rate being set to 6) and may also leave or fail before the session ends. As discussed in Section 5.1, we use the Pareto distribution to model the durations of the nodes in a session, which is also suggested by many empirical trace studies [8] , [3] , [23] . The default parameters of the distribution (k ¼ 1 and x m ¼ 60 seconds) are adopted from the recently modeling work for application-layer streaming multicast in [5] as well as the PPLive traces. We also investigate the impact of other parameter settings, in particular, different skew factor k, which reflects the churn rate of the end hosts. The streaming rate is set to a typical value of 512 Kbps throughout the evaluation.
Simulations with Large Network Size
The purpose of our simulations is to evaluate how mTreebone performs with a large network size. To afford the computational complexity, the transmissions are abstracted in the end-to-end level with given bandwidth distribution. Unless otherwise specified, the following default parameters are used in our simulation, most of which follow the typical values reported in [3] , [13] . The session length L is set to 6,000 seconds and each data block is of 1-second video; there are 5,000 overlay nodes; the maximum end-to-end delay is 1,000 ms between two overlay nodes, and the maximum upload bandwidth is uniformly distributed from 4 to 12 times of the bandwidth required for a full streaming. For comparison, the number of partners in CoolStreaming is set to 5 and the number of substreams in ChunkySpread is set to 16 . The details about these two parameters and their setting guidelines can be found in [30] , [26] , respectively.
We set the default age threshold T ðtÞ to 30 percent of the residual session length, which corresponds to the optimal setting (see Section 5.1) when k ¼ 1. We will also examine other settings of T ðtÞ as well as the impact of k.
Static Scenario
In the static scenario, let all the nodes join the session within the first 1,000 seconds, following a Poisson process; the nodes then remain in the session until it finishes. Fig. 12 shows the CDF of the startup latency. We can see that mTreebone has the lowest latency, followed by ChunkySpread and then by CoolStreaming. This is because a CoolStreaming node has to locate multiple mesh neighbors and establish relations, and the data pull operation further slows down the process; on the other hand, a new node in mTreebone can receive data in the tree structure even before establishing the mesh neighborship, and the high-degree preemption and low-delay jump minimize the delay of the treebone. Similar reasons also explain the results of transmission delay, as shown in Fig. 13 .
The CDF of the data loss rate is presented in Fig. 14. Not surprisingly, the loss rates of mTreebone and ChunkySpread are almost zero in this simple static scenario. For CoolStreaming, most of the nodes (90 percent) have experienced data loss rates less than 2 percent, suggesting that the system also works well. Note that there are nodes suffering from severe data losses, which can be as high as 30 percent. A close investigation shows that this is mainly because the mesh design does not impose any capacity constraints for setting up neighborships; a group of low capacity nodes, if clustered as neighbors, will have difficulty in filling their buffers at the streaming speed, resulting in persistent data losses.
In summary, while all three systems perform well in this simple scenario, the existence of a tree structure in mTreebone and ChunkySpread makes the overlay generally more efficient than that with a mesh only.
Dynamic Scenario
This scenario includes not only dynamic node joins but also departures/failures. The durations of the overlay nodes follow the Pareto distribution, implying that many nodes will departure before the session ends.
As shown in Fig. 15 , mTreebone again performs best in term of startup latency. CoolStreaming is slightly better than ChunkySpread in this dynamic scenario. This is because, when two events (join and leave) occur closely, the tree repair process in ChunkySpread may delay the newly joined node from receiving data. In addition, the new node needs to receives substreams across multiple trees to assemble the original stream, which further increases the latency.
The transmission delay shown in Fig. 16 is similar to the static case though generally lower because, on average, there are less nodes residing in the overlay, and hence, the path lengths are relatively shorter. Fig. 17 gives the data loss rate for the three systems. mTreebone also outperforms CoolStreaming and ChunkySpread, validating the advantage of the hybrid design.
In the above study, we have assumed that the age threshold is optimally set according to the derivation in Section 5.1. We also vary the threshold to evaluate its effect on the data loss rate in mTreebone, and the results are shown in Fig. 18 . Although the data loss rates are generally below 1 percent for a wide range of thresholds, the minimal appears at 30 percent of the residual session length, which is exactly the optimal threshold setting.
We have also conducted simulations with different distributions of end-hosts durations, in particular, the Pareto distribution with different k values. In general, a larger k means that the overlay is of a higher churn rate, i.e., more dynamic. We show the data loss rate of mTreebone as a function of k in Fig. 19 . When k is less than 1.5, our mTreebone is fairly stable, and the default value of 1 is thus representative for performance evaluation. It is worth noting that although the data loss rate noticeably increases for k over 1.5, it remains less than 2 percent, implying that our hybrid design resists well to node dynamics.
Prototype Experiments on PlanetLab
To further investigate the performance of mTreebone, we have implemented a prototype and conducted experiments over the PlanetLab [1] environment, which consists of different (background) traffics as well as network dynamics such as congestions and bandwidth fluctuations. We again focus on the three typical metrics for overlay nodes. We also examine the cost of the whole system in such a real network, in particular, the message overhead to construct, maintain, and repair the overlay. When a mesh is applied, the overhead also includes the messages to exchange data availability and request blocks from neighbors. Such messages are generally of small sizes, but their excessive total number could still impose heavy load to routers. Hence, in our evaluation, we use the total number of the control messages as the metric to measure their impact.
We first investigate the static scenario, in which 200 worldwide distributed PlanetLab nodes join at the beginning of the session and stay until it finishes. Figs. 20, 21, and 22 give the results of startup latency, transmission delay, and data loss rate of the mTreebone. For comparison, we also implement CoolStreaming and a single-tree-based system, and present their respective results in the figures. From these results, we can see that the startup latency of mTreebone is very close to that of the tree-based approach, and is much lower than that of CoolStreaming. Similar observation applies for transmission delay. On the other hand, mTreebone and CoolStreaming both have much lower data loss rates, as compared to the tree.
Comparing with the simulation results under the static scenario, the data loss rates on the PlanetLab are generally higher. We believe that this is due to the influences of background traffic. Further, it can be clearly seen from Fig. 22 that the data loss rate in the single-tree-based scheme is accumulated level by level from streaming source to end nodes, which leads to poorer quality-ofservice at leaf nodes in large-scale overlays. This is, however, not the case for mTreebone.
Finally, we compare the control overhead of the three systems in Fig. 23 . It is not surprising that mTreebone has a higher overhead than the single tree; but, even though mTreebone has to maintain two overlays, its overhead is still lower than CoolStreaming. This result suggests that the stable treebone is the major delivery path in mTreebone. Also, the total traffic volume of the (small) control messages is indeed quite low, which is generally less than 1 percent of the total data traffic of mTreebone in our experiments.
In the dynamic scenario, we let the 200 PlanetLab nodes stay in the session following the Pareto distribution. To accumulate enough join and leave events for evaluation, we also allow a node to rejoin the overlay after it leaves the overlay for a random period (following a uniform distribution between 30 and 40 seconds). We first vary the age threshold to see its impact on data loss rate. The result is shown in Fig. 24 , where the threshold at the optimal setting (30 percent) again leads to the minimum loss rate. Hence, we still use it as the default setting in mTreebone when comparing it with the other two systems. The results are shown in Figs. 25, 26 , 27, and 28, which are consistent with our previous observation. Note that in this dynamic scenario, the loss rate of the single tree can be extremely high for some nodes, and the transmission delay worsens in CoolStreaming; on the other hand, these metrics for mTreebone remain relatively stable (as compared to the static case). Its control overhead is also kept at a reasonable level, which is still much lower than CoolStreaming in this dynamic scenario.
To further demonstrate the resilience of mTreebone against node dynamics, Fig. 29 shows the data loss rates for different values of k. The results reaffirm that mTreebone is quite stable for a wide range of churn levels.
FURTHER DISCUSSION ON BANDWIDTH
In practice, a peer's upload bandwidth may not be exactly an integer multiple of the streaming rate, and some peers' upload bandwidth may be even lower than the streaming rate. Since all the nodes in mTreebone, including treebone nodes, are organized in the mesh overlay, the fractional upload bandwidth can still be fully utilized for data pull. In resource-constrained networks, the upload bandwidth can also be considered in conjunction with stability when promoting a node to the treebone. Specifically, we can set the minimum upload bandwidth for a node to be promoted to treebone to be at least twice of the streaming rate.
To evaluate the performance of the modified mTreebone, we conduct further simulations with stringent resource constraints. Two upload bandwidth distributions are considered: 1) all the peers have roughly equal upload bandwidth and 2) the upload bandwidth is uniformly distributed, and the minimum upload bandwidth is close to 0, which represents free riders that do not contribute to the system. We first compare mTreebone and CoolStreaming with the average upload bandwidth close to the streaming rate, i.e., a severe resource-constrained scenairo. We found that the system performance can be quite poor both with mTreebone and existing systems, particularly with node churns (the data loss rate is about 0.35 for mTreebone and 0.45 for a pure mesh overlay with uniform upload bandwidth distribution). This is because node churns inevitably cause the upload bandwidth to temporarily drop below the streaming rate at some time intervals (e.g., several peers with upload bandwidth less than the streaming rate join the system, or a few peers with upload bandwidth greater than the streaming rate leave the system) and introduce severe data losses (i.e., data blocks either lost during transmission or missing the playback deadline). While mTreebone performs slightly better in this resourceconstrained scenario, such streaming quality has limited practical use. Hence, we further conducted evaluations with peers' average upload bandwidth being relaxed from 1.5 times to 4 times of the streaming rate. To better understand how the modification affects mTreebone's internal behaviors and the interactions between the treebone and the mesh overlay, we also measure three additional metrics, i.e., the average ratio of the treebone nodes to all nodes, the average depth of the treebone, and the average ratio of the data received via mesh neighbors.
Figs. 30, 31, 32, and 33 show the simulation results. It is clearly to see that the two bandwidth distributions affect the performance differently for mTreebone. For peers with roughly equal upload bandwidth, when the upload bandwidth reduces, the data loss rate of mTreebone remains very low and only slightly degrades until the normalized average upload bandwidth drops below the threshold of 2. This is because the number of treebone nodes (and thus, the ratio of the treebone nodes to all nodes) is roughly unchanged when above the threshold of 2, while the average depth of the treebone slightly increases. When the bandwidth drops below 2, no peer but the source can be promoted to the treebone, making mTreebone perform exactly like Coolstreaming. On the other hand, for the uniform upload bandwidth distribution, when the average upload bandwidth reduces, the amount of peers promoted into the treebone also reduces, which, in turn, reduces the capability of the treebone to support the outskirts peers, making more data be delivered through the mesh overlay.
It is worth noting that the treebone maintenance and optimization only happen at the treebone nodes and there is no extra overhead for the outskirts peers. It is thus not surprising that mTreebone outperforms the pure mesh approach in all the settings. Moreover, an interesting observation is that the streaming quality is generally much better for the treebone nodes (as shown in Fig. 30) . The is simply due to the better stability of their data delivery paths from the source. In practice, this can also serve as an incentive for peers to be more stable and contribute more upload bandwidth, so as to be promoted into the treebone and enjoy better streaming quality. In this paper, we showed evidences that in practical systems like PPLive, the performance of an overlay closely depends on a small set of stable backbone nodes. Motivated by this observation, we explored the opportunity to leverage both tree and mesh approaches within a collaborative framework, mTreebone. We presented effective and coherent solutions to reconcile the two overlays in the mTreebone framework. Specifically, we derived an optimal age threshold for identifying the stable nodes, which maximizes their expected service time in the treebone. We designed a set of overlay construction and evolution algorithms, which minimize the startup latencies and transmission delays. Finally, we gave a buffer partitioning and scheduling algorithm, which enables seamless treebone/mesh collaboration in data delivery. We extensively evaluated the performance of mTreebone and compared it with existing mesh and tree-based solutions. The simulation results demonstrated the superior efficiency and robustness of this hybrid solution in both static and dynamic scenarios. Such results were further validated by our experimental results of an mTreebone prototype over the PlanetLab network.
It is worth emphasizing that diverse optimization techniques could be carried over the treebone, for its relatively smaller scale and inherent stability. In our future work, we plan to examine advanced node organization/ reorganization methods to further improve its efficiency and its interactions with the mesh. We will also explore the use of multitree-based backbone, which may lead to more balanced load and finer-grained bandwidth control. Yet, another interesting direction is to conduct experiments of larger scales with our prototype as well as real deployment over the global Internet. We expect that our solution would demonstrate good scalability for two reasons: First, our treebone organization and optimization operations are mostly local; therefore, the average costs will not increase with the overlay size. Second, our hybrid design leverages both mesh and tree, which are known scalable in general [22] , [29] . The concerns, however, are on the bandwidth-constrained case and the flashcrowd case. We thus plan to further examine these issues. Finally, since our work is mainly motivated by the trace studies on PPLive, we are also interested in exploring whether our observations and solutions can be applied to other peer-to-peer live streaming systems.
