Abstract-A girth-10 LDPC codes design based on combinatorial is presented in this paper. We use 3-D cyclic rectangular lattice to generate BIBDs by constructing plains and lines in the lattice. Using this structure we can get a family of regular (n, 3, k) LDPC codes with girth at least 10 explicitly. The main advantage is that the construction is well-structured, explicit and can lead to a very low complexity of implementation but rather good performance. We can get codes of large range of lengths and rates by choosing a serial of parameters of the lattice and give the best tradeoff between code rate and performance. Simulation results also show that the codes provide extremely high performance (about 0.45dB to Shannon limit) over a binary-input additive white Gaussian noise (AWGN) channel.
I. INTRODUCTION
LDPC codes were introduced by Gallager [1] in the 1960's and were re-discovered by Mackay in 1995 [2] . Some authors have shown that carefully designed LDPC codes can efficiently decode close to the Shannon limit for various channels and code rates. The irregular LDPC codes can even beat the turbo codes for large to very large code length (usually larger that 10000). But irregular LDPC codes may lead to complicated hardware implementation because of the uncertainty of the nodes degree distribution. Gallager proved in his original work [1] that the regular LDPC codes with column weight 3 ≥ j have a minimum distance that grows linearly with block length N for given j and row weight k but the minimum distance of an regular LDPC codes with j=2 grows logarithmically with N. Therefore in this paper we only consider the construction of regular LDPC codes with j=3.
An LDPC code can be described by specifying its parity-check matrix H, which is an m by n binary matrix. The name "low density" refers to the sparseness of matrix H. Given a matrix H we can deduce its associated Tanner graph G which consists of check nodes and bit nodes and edges between them. The length of the smallest cycle in a graph is known as its girth. When decoded by sum-produce algorithm, the external information remains uncorrelated until the iteration reaches its girth. We concern about the construction of large girth LDPC codes which can achieve high performance under sum-product decoding algorithm.
Section II introduces some definitions necessary for dealing with BIBDs. We also present a 3-D cyclic rectangular lattice structure and a girth-10 construction method based on this structure in section II. Simulation results and data analysis are given in section III.
II. LDPC CODES BASED ON CYCLIC RECTANGULAR LATTICE
In this section we present an explicit construction of a family of LDPC codes with girth at least 10. Firstly we introduce some definitions. A (v, b, r, k, λ ) balanced incomplete block design (BIBD) is a pair (V, B), where V is a set of v points and B is a collection of b blocks (a block is a subset of k points). Such that each point of V is contained in exactly r blocks and any 2-subset of V is contained in λ blocks. The incidence matrix H(h i,j ) of a (V, B) can be used as a parity check matrix of an LDPC code. ( h i,j =1 if the i-th element of V occurs in the j-th block of B, and h i,j =0 otherwise ). Here we introduce a BIBD construction method based on a 3-D cyclic rectangular lattice structure.
A. 3-D Cyclic Rectangular Lattice Structure
Vasic [3] has presented a 2-D lattice structure to generate BIBDs and made families of LDPC codes with girth at least 6 and 8. From his idea, we here introduce a lattice structure in Euclidean 3-space. Assume that the size of the lattice is C by R by Q, a 3-D cyclic rectangular lattice can be denoted as follows, 
B. Q-C Planes Construction in 3-D Cyclic Rectangular Lattice
We construct planes parallel with Z axis. If we project these planes to the top face of the lattice along the Z axis, the planes are mapped onto the lines in top face. Obviously this is a one-to-one mapping. Therefore, to construct planes in the lattice which parallel with Z axis means to construct lines on the top face which is an R by C 2-D lattice. Each of these lines is determined by a start point 
Lines Construction in Q-C Planes.
A 
where
Since the lattice is cyclic, the point labels are periodic in Q dimension. From (3), it is easy to see that a line contains C points and there are Q 2 R 2 lines in the lattice. In the BIBD, points are defined as the elements on the lattice and blocks are defined as lines on different Q-C planes and the points connected by a line is the elements of the block. It is obvious that this makes a {QRC,
, QR, C, 1} BIBD and the design is free of 4-cycle naturally. We can make a large family of LDPC girth-6 codes with code length Q 2 R 2 , code rate 1-C/QR and column weight C by taking the point-block matrix of the BIBD as a parity check matrix of an LDPC code.
It is obvious that there are many triangles and quadrangles in the construction which lead to 6-cycles and 8-cycles in the bipartite graph of the codes and reduce the performance greatly.
In this section we present an idea that a judicious construction of lines can increase the girth of a design and improve the performance of the codes.
We is designed as (4), the girth of the LDPC codes constructed by this method must be higher than 10. Proof of this construction is somewhat fussy so that we do not mention it here. Actually, given R and C, girth-10 LDPC codes also exist for some Qs which are smaller than the bound given by (5) under this construction because the proof of the bound is under the worst consideration. Some of the available Qs are shown in figure 2. 
D. Performance Analysis
From (3), it is easy to see that this construction leads to a (QRC, QR 2 , R, C, 1) BIBD. Since there are QRC points and QR 2 blocks in the BIBD, the point-block incidence matrix of the design make an LDPC code of length QR 2 and code rate about 1-C/R. Notice that a 4-cycle on the Tanner graph means that two bit nodes participate two check nodes at the mean time. It is obvious that a 4-cycle implies that two different lattice nodes are on two different lines at the mean time. We also say that this is a 1-configuration. The construction naturally avoids the situation above, i.e. there are no two lines containing a 2-subset at the mean time. A 6-cycles means that there are some 3-subsets which contain three different elements and each duple of these three elements are included in the different block. So a 6-cycle can be represented as a 3-side polygon in the lattice structure. The 3-side polygons can be seen as triangles with blocks being the sides and lattice nodes the vertices.
Similarly, the 8-cycle in the Tanner graph can be represented as a quadrangle. Formula (6) gives the relationship between the lower bound on the minimum distance of LDPC codes, girth g and column weight j [4] .
The performance of LDPC codes under message-passing algorithm will be better when the girth of the bipartite graph grows higher. So constructing high-girth LDPC codes is a reasonable way to improve code performance under message-passing algorithm. We'd proved that by this construction, the result codes' girth will be 10 or even higher.
Simulation results also show that the girth-10 LDPC codes perform extremely well over AWGN channels and outperform many other LDPC codes.
III. RESULTS AND ANALYSIS
In this section, we compare the bit-error-rate (BER) performance between LDPC codes constructed by Mackay and us. We use Monte Carlo simulations to estimate the BER performance of an LDPC code and the codes are decoded by iterative belief propagation algorithm. Simulations are running for at least 1000 code-words and the maximal iteration is 100. Table 1 shows the details of these codes. Shannon limits for (253979, 69267) LDPC codes and (521027, 120237) LDPC codes are also given in the BER curves. Figure (4) gives the comparison of BER performance between our codes and the codes constructed randomly by Mackay's software. Codes constructed from the two methods are equivalent because the code rates and code length are the same. From figure (4) we can see that 3-D lattice LDPC codes have extremely well performance and can even beat the homologous random irregular LDPC codes. From table 1 we can see that a 3-D lattice LDPC code performs better at higher code rate. The code of rate 0.77 is about 0.45 dB away from respective Shannon limit and the gap between drop point and Shannon limit seems to be smaller when code rate increases. However we still don't have enough evidence to state this is a general conclusion. Due to the large girth, no error floor is observed even at BERs of 10 -8 . Moreover 3-D LDPC codes are regular LDPC codes with a cyclic parity check matrix which can lead to simplicity of hardware implementation. From the simulation results we can see that large girth speeds the convergence of iterative decoding and improves the performance in high SNR range by slowing down the onset of the error floor. 
IV. CONCLUSION
In this correspondence we present a general girth-10 LDPC codes construction based on combinatorial designs. The main principle is to optimize the lines distribution in a 3-D cyclic rectangular lattice to avoid the forming of triangles and quadrangles. In this way, we get (QRC, QR 2 , R, C, 1) BIBDs. Using the point-block incidence matrix as the parity-check matrix, we get a family of (QR 2 , C, QRC) LDPC codes. The LDPC codes' Tanner graph is free of 6-cycles and 8-cycles and the girth is at least 10. Simulation results also show that 3-D Lattice LDPC codes have very good performance (less than 0.45 dB to the Shannon limit) over BI-AWGN channels. The performance over fading channel and MIMO environment is also well enough (results are not listed here). This method also provides large range of code lengths and code rates. Due to the regularity of the construction, the result is regular LDPC codes with a block-circulant cyclic parity-check matrix. This leads to a simplification of decoder hardware implementation.
