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Abstract. We study the stability properties of nonlinear multi-task
regression in reproducing Hilbert spaces with operator-valued kernels.
Such kernels, a.k.a. multi-task kernels, are appropriate for learning prob-
lems with nonscalar outputs like multi-task learning and structured out-
put prediction. We show that multi-task kernel regression algorithms
are uniformly stable in the general case of infinite-dimensional output
spaces. We then derive under mild assumption on the kernel generaliza-
tion bounds of such algorithms, and we show their consistency even with
non Hilbert-Schmidt operator-valued kernels1. We demonstrate how to
apply the results to various multi-task kernel regression methods such as
vector-valued SVR and functional ridge regression.
1 Introduction
A central issue in the field of machine learning is to design and analyze the
generalization ability of learning algorithms. Since the seminal work of Vapnik
and Chervonenkis [1], various approaches and techniques have been advocated
and a large body of literature has emerged in learning theory providing rigorous
generalization and performance bounds [2]. This literature has mainly focused
on scalar-valued function learning algorithms like binary classification [3] and
real-valued regression [4]. However, interest in learning vector-valued functions
is increasing [5]. Much of this interest stems from the need for more sophisticated
learning methods suitable for complex-output learning problems such as multi-
task learning [6] and structured output prediction [7]. Developing generalization
bounds for vector-valued function learning algorithms then becomes more and
more crucial to the theoretical understanding of such complex algorithms. Al-
though relatively recent, the effort in this area has already produced several
successful results, including [8,9,10,11]. Yet, these studies have considered only
the case of finite-dimensional output spaces, and have focused more on linear
machines than nonlinear ones. To the best of our knowledge, the only work inves-
tigating the generalization performance of nonlinear multi-task learning methods
when output spaces can be infinite-dimensional is that of Caponnetto and De
Vito [12]. In their study, the authors have derived from a theoretical (minimax)
1 See Definition 1 for a precise statement of what we mean by Hilbert-Schmidt
operator-valued kernel.
2analysis generalization bounds for regularized least squares regression in repro-
ducing kernel Hilbert spaces (RKHS) with operator-valued kernels. It should
be noted that, unlike the scalar-valued function learning setting, the reproduc-
ing kernel in this context is a positive-definite operator-valued function2. The
operator has the advantage of allowing us to take into account dependencies
between different tasks and then to model task relatedness. Hence, these kernels
are known to extend linear multi-task learning methods to the nonlinear case,
and are referred to as multi-task kernels3 [13,14].
The convergence rates proposed by Caponnetto and De Vito [12], although
optimal in the case of finite-dimensional output spaces, require assumptions on
the kernel that can be restrictive in the infinite-dimensional case. Indeed, their
proof depends upon the fact that the kernel is Hilbert-Schmidt (see Definition 1)
and this restricts the applicability of their results when the output space is
infinite-dimensional. To illustrate this, let us consider the identity operator-based
multi-task kernel K(·, ·) = k(·, ·)I, where k is a scalar-valued kernel and I is the
identity operator. This kernel which was already used by Brouard et al. [15] and
Grunewalder et al. [16] for structured output prediction and conditional mean
embedding, respectively, does not satisfy the Hilbert-Schmidt assumption (see
Remark 1), and therefore the results of [12] cannot be applied in this case (for
more details see Section 5). It is also important to note that, since the analysis
of Caponnetto and De Vito [12] is based on a measure of the complexity of the
hypothesis space independently of the algorithm, it does not take into account
the properties of learning algorithms.
In this paper, we address these issues by studying the stability of multi-
task kernel regression algorithms when the output space is a (possibly infinite-
dimensional) Hilbert space. The notion of algorithmic stability, which is the
behavior of a learning algorithm following a change of the training data, was
used successfully by Bousquet and Elisseeff [17] to derive bounds on the gen-
eralization error of deterministic scalar-valued learning algorithms. Subsequent
studies extended this result to cover other learning algorithms such as random-
ized, transductive and ranking algorithms [18,19,20], both in i.i.d4 and non-i.i.d
scenarios [21]. But, none of these papers is directly concerned with the stability of
nonscalar-valued learning algorithms. It is the aim of the present work to extend
the stability results of [17] to cover vector-valued learning schemes associated
with multi-task kernels. Specifically, we make the following contributions in this
paper: 1) we show that multi-task kernel regression algorithms are uniformly sta-
ble for the general case of infinite-dimensional output spaces, 2) we derive under
mild assumption on the kernel generalization bounds of such algorithms, and we
show their consistency even with non Hilbert-Schmidt operator-valued kernels
(see Definition 1), 3) we demonstrate how to apply these results to various multi-
task regression methods such as vector-valued support vector regression (SVR)
2 The kernel is a matrix-valued function in the case of finite dimensional output spaces.
3 In the context of this paper, operator-valued kernels and multi-task kernels mean
the same thing.
4 The abbreviation “i.i.d.” stands for “independently and identically distributed”
3and functional ridge regression, 4) we provide examples of infinite-dimensional
multi-task kernels which are not Hilbert-Schmidt, showing that our assumption
on the kernel is weaker than the one in [12].
The rest of this paper is organized as follows. In Section 2 we introduce the
necessary notations and briefly recall the main concepts of operator-valued ker-
nels and the corresponding Hilbert-valued RKHS. Moreover, we describe in this
section the mathematical assumptions required by the subsequent developments.
In Section 3 we state the result establishing the stability and providing the gener-
alization bounds of multi-task kernel based learning algorithms. In Section 4, we
show that many existing multi-task kernel regression algorithms such as vector-
valued SVR and functional ridge regression do satisfy the stability requirements.
In Section 5 we give examples of non Hilbert-Schmidt operator-valued kernels
that illustrate the usefulness of our result. Section 6 concludes the paper.
2 Notations, Background and Assumptions
In this section we introduce the notations we will use in this paper. Let (Ω,F ,P)
be a probability space, X a Polish space, Y a (possibly infinite-dimensional) sepa-
rable Hilbert space, H a separable Reproducing Kernel Hilbert Space (RKHS) ⊂
YX with K its reproducing kernel, and L(Y)5 the space of continuous endomor-
phisms of Y equipped with the operator norm. Let λ > 0 and (X1, Y1), ...., (Xm, Ym)
be m i.i.d. copies of the pair of random variables (X,Y ) following the unknown
distribution P .
We consider a training set Z = {(x1, y1), ...., (xm, ym)} consisting of a real-
ization of m i.i.d. copies of (X,Y ), and we denote by Zi = Z \ (xi, yi) the set Z
where the couple (xi, yi) is removed. Let c : Y ×H×X → R+ be a loss function.
We will describe stability and consistency results in Section 3 for a general loss
function, while in Section 5 we will provide examples to illustrate them with
specific forms of c. The goal of multi-task kernel regression is to find a function
f , H ∋ f : X → Y, that minimizes a risk functional
R(f) =
∫
c(y, f(x), x)dP (x, y).
The empirical risk of f on Z is then
Remp(f, Z) =
1
m
m∑
k=1
c(yk, f, xk),
and its regularized version is given by
Rreg(f, Z) = Remp(f, Z) + λ‖f‖2H.
We will denote by
fZ = argmin
f∈H
Rreg(f, Z), (1)
5 We denote by My = M(y) the application of the operator M ∈ L(Y) to y ∈ Y.
4the function minimizing the regularized risk over H.
Let us now recall the definition of the operator-valued kernel K associated
to the RKHS H when Y is infinite dimensional. For more details see [5].
Definition 1. The application K : X × X → L(Y) is called the Hermitian
positive-definite reproducing operator-valued kernel of the RKHS H if and only
if :
(i) ∀x ∈ X , ∀y ∈ Y, the application
K(., x)y : X → Y
x′ 7→ K(x′, x)y
belongs to H.
(ii) ∀f ∈ H, ∀x ∈ X , ∀y ∈ Y,
〈f(x), y〉Y = 〈f,K(., x)y〉H ,
(iii) ∀x1, x2 ∈ X ,
K(x1, x2) = K(x2, x1)
∗ ∈ L(Y), (∗ denotes the adjoint)
(iv) ∀n ≥ 1, ∀(xi, i ∈ {1..n}), (x′i, i ∈ {1..n}) ∈ Xn, ∀(yi, i ∈ {1..n}), (y′i, i ∈
{1..n}) ∈ Yn,
n∑
k,ℓ=0
〈K(., xk)yk,K(., x′ℓ)y′ℓ〉Y ≥ 0.
(i) and (ii) define a reproducing kernel, (iii) and (iv) corresponds to the Hermi-
tian and positive-definiteness properties, respectively.
Moreover, the kernel K will be called Hilbert-Schmidt if and only if ∀x ∈ X ,
∃(yi)i∈N, a base of Y, such that Tr(K(x, x)) =
∑
i∈N | 〈K(x, x)yi, yi〉H | < ∞.
This is equivalent to saying that the operator K(x, x) ∈ L(Y) is Hilbert-Schmidt.
We now discuss the main assumptions we need to prove our results. We start
by the following hypothesis on the kernel K.
Hypothesis 1 ∃κ > 0 such that ∀x ∈ X ,
‖K(x, x)‖op ≤ κ2,
where ‖K(x, x)‖op = sup
y∈Y
‖K(x, x)y‖Y
‖y‖Y is the operator norm of K(x, x) on L(Y).
Remark 1. It is important to note that Hypothesis 1 is weaker than the one used
in [12] which requires thatK is Hilbert-Schmidt and supx∈X Tr(K(x, x)) < +∞.
While the two assumptions are equivalent when the output space Y is finite-
dimensional, this is no longer the case when, as in this paper, dimY = +∞.
Moreover, we can observe that if the hypothesis of [12] is satisfied, then our
Hypothesis 1 holds (see proof below). The converse is not true (see Section 5 for
some counterexamples).
5Proof of Remark 1 : Let K be a multi-task kernel satisfying the hypotheses
of [12], i.e K is Hilbert-Schmidt and supx∈X Tr(K(x, x)) < +∞. Then, ∃η > 0,
∀x ∈ X , ∃ (exj )j∈N an orthonormal basis of Y, ∃ (hxj )j∈N an orthogonal family of
H with ∑j∈N ‖hxj ‖2H ≤ η such that ∀y ∈ Y,
K(x, x)y =
∑
j,ℓ
〈
hxj , h
x
ℓ
〉
H
〈
y, exj
〉
Y e
x
ℓ .
Thus, ∀i ∈ N
K(x, x)exi =
∑
j,ℓ
〈
hxj , h
x
ℓ
〉
H
〈
ei, e
x
j
〉
Y e
x
ℓ
=
∑
ℓ
〈hxi , hxℓ 〉H exℓ .
Hence
‖K(x, x)‖2op = sup
i∈N
‖K(x, x)exi ‖2Y
= sup
i∈N
∑
j,ℓ
〈hxi , hxℓ 〉H
〈
hxi , h
x
j
〉
H
〈
exj , e
x
ℓ
〉
Y
= sup
i∈N
∑
ℓ
(〈hxi , hxℓ 〉H)2
≤ sup
i∈N
‖hxi ‖2H
∑
ℓ
‖hxℓ ‖2H ≤ η2.

As a consequence of Hypothesis 1, we immediately obtain the following ele-
mentary Lemma which allows us to control ‖f(x)‖Y with ‖f‖H. This is crucial
to the proof of our main results.
Lemma 1. Let K be a Hermitian positive kernel satisfying Hypothesis 1. Then
∀f ∈ H, ‖f(x)‖Y ≤ κ‖f‖H.
Proof :
‖f(x)‖2Y = 〈f(x), f(x)〉Y
= 〈f,K(., x)f(x)〉H
= 〈K(., x)∗f, f(x)〉Y = 〈K(x, .)f, f(x)〉Y
= 〈K(x, x)f, f〉H
≤ ‖f‖2H‖K(x, x)‖op ≤ κ2‖f‖2H

Moreover, in order to avoid measurability problems, we assume that, ∀y1, y2 ∈
Y, the application :
X × X −→ R
(x1, x2) −→ 〈K(x1, x2)y1, y1〉Y ,
6is measurable. Since H is separable, this implies that all the functions used in
this paper are measurable (for more details see [12]).
A regularized multi-task kernel based learning algorithm with respect to a
loss function c is the function defined by:⋃
n∈N
(X × Y)n → H
Z → fZ ,
(2)
where fZ is determined by equation (1). This leads us to introduce our second
hypothesis.
Hypothesis 2 The minimization problem defined by (1) is well posed. In other
words, the function fZ exists for all Z and is unique.
Now, let us recall the notion of uniform stability of an algorithm.
Definition 2. An algorithm Z → fZ is said to be β uniformly stable if and only
if: ∀m ≥ 1, ∀1 ≤ i ≤ m, ∀Z a training set, and ∀(x, y) ∈ X × Y a realisation of
(X,Y ) Z-independent,
|c(y, fZ , x)− c(y, fZi , x)| ≤ β.
From now and for the rest of the paper, a β-stable algorithm will refer to the
uniform stability. We make the following assumption regarding the loss function.
Hypothesis 3 The application (y, f, x) → c(y, f, x) is C-admissible, i.e. con-
vex with respect to f and Lipschitz continuous with respect to f(x), with C its
Lipschitz constant.
The above three hypotheses are sufficient to prove the β-stability for a family of
multi-task kernel regression algorithms. However, to show their consistency we
need an additional hypothesis.
Hypothesis 4 ∃M > 0 such that ∀(x, y) a realization of the couple (X,Y ), and
∀Z a training set,
c(y, fZ , x) ≤M.
Note that the Hypotheses 2, 3 and 4 are the same as the ones used in [17].
Hypothesis 1 is a direct extension of the assumption on the scalar-valued kernel
to multi-task setting.
3 Stability of Multi-Task Kernel Regression
In this section, we state a result concerning the uniform stability of regularized
multi-task kernel regression. This result is a direct extension of Theorem 22
in [17] to the case of infinite-dimensional output spaces. It is worth pointing out
7that its proof does not differ much from the scalar-valued case, and requires only
small modifications of the original to fit the operator-valued kernel approach. For
the convenience of the reader, we present here the proof taking into account these
modifications.
Theorem 1. Under the assumptions 1, 2 and 3, the regularized multi-task ker-
nel based learning algorithm A : Z → fZ defined in (2) is β stable with
β =
C2κ2
2mλ
.
Proof : Since c is convex with respect to f , we have ∀0 ≤ t ≤ 1
c(y, fZ + t(fZi − fZ), x)− c(y, fZ , x) ≤ t (c(y, fZi , x)− c(y, fZ , x)) .
Then, by summing over all couples (xk, yk) in Z
i,
Remp(fZ + t(fZi − fZ), Zi)−Remp(fZ , Zi) ≤ t
(
Remp(fZi , Z
i)−Remp(fZ , Zi)
)
.
(3)
Symmetrically, we also have
Remp(fZi + t(fZ − fZi), Zi)−Remp(fZi , Zi) ≤ t
(
Remp(fZ , Z
i)−Remp(fZi , Zi)
)
.
(4)
Thus, by summing (3) and (4), we obtain
Remp(fZ + t(fZi − fZ), Zi)−Remp(fZ , Zi)
+Remp(fZi + t(fZ − fZi), Zi)−Remp(fZi , Zi) ≤ 0.
(5)
Now, by definition of fZ and fZi ,
Rreg(fZ , Z)−Rreg(fZ + t(fZi − fZ), Z)
+Rreg(fZi , Z
i)−Rreg(fZi + t(fZ − fZi), Zi) ≤ 0.
(6)
By using (5) and (6) we get
c(yi, fZ , xi)− c(yi, fZ + t(fZi − fZ), xi)
+mλ
(‖fZ‖2H − ‖fZ + t(fZi − fZ)‖2H + ‖fZi‖2H − ‖fZi + t(fZ − fZi)‖2H) ≤ 0,
hence, since c is C-Lipschitz continuous with respect to f(x), and the inequality
is true ∀t ∈ [0, 1],
‖fZ − fZi‖2H ≤
1
2t
(‖fZ‖2H − ‖fZ + t(fZi − fZ)‖2H + ‖fZi‖2H − ‖fZi + t(fZ − fZi)‖2H)
≤ 1
2tmλ
(c(yi, fZ + t(fZi − fZ), xi)− c(yi, fZ , xi))
≤ C
2mλ
‖fZi(xi)− fZ(xi)‖Y
≤ Cκ
2mλ
‖fZi − fZ‖H,
8which gives that
‖fZ − fZi‖H ≤
Cκ
2mλ
.
This implies that, ∀(x, y) a realization of (X,Y ),
|c(y, fZ , x)− c(y, fZi , x)| ≤ C‖fZ(x)− fZi(x)‖Y
≤ Cκ‖fZ − fZi‖H
≤ C
2κ2
2mλ

Note that the β obtained in Theorem 1 is a O( 1
m
). This allows to prove the
consistency of the multi-task kernel based estimator from a result of [17].
Theorem 2. Let Z → fZ be a β-stable algorithm, whose cost function c satisfies
Hypothesis 4. Then, ∀m ≥ 1, ∀0 ≤ δ ≤ 1, the following bound holds :
P
(
E(c(Y, fZ , X)) ≤ Remp(fZ , Z) + 2β + (4mβ +M)
√
ln(1/δ)
2m
)
≥ 1− δ.
Proof : See theorem 12 in [17]. 
Since the right term of the previous inequality tends to 0 when m→∞, the-
orem 2 proves the consistency of a class of multi-task kernel regression methods
even when the dimensionality of the output space is infinite. We give in the next
section several examples to illustrate the above results.
4 Stable Multi-Task Kernel Regression Algorithms
In this section, we show that multi-task extension of a number of existing kernel-
based regressionmethods exhibit good uniform stability properties. In particular,
we focus on functional ridge regression (RR) [22], vector-valued support vector
regression (SVR) [23], and multi-task logistic regression (LR) [24]. We assume
in this section that all of these algorithms satisfy Hypothesis 2.
Functional response RR. It is an extension of ridge regression (or regularized
least squares regression) to functional data analysis domain [22], where the goal
is to predict a functional response by considering the output as a single function
observation rather than a collection of individual observations. The operator-
valued kernel RR algorithm is linked to the square loss function, and is defined
as follows:
argmin
f∈H
1
m
m∑
i=1
‖y − f(x)‖2Y + λ‖f‖2H.
9We should note that Hypothesis 3 is not satisfied in the least squares context.
However, we will show that the following hypothesis is a sufficient condition to
prove the stability when Hypothesis 1 is verified (see Lemma 2).
Hypothesis 5 ∃Cy > 0 such that ‖Y ‖Y < Cy a.s.
Lemma 2. Let c(y, f, x) = ‖y − f(x)‖2Y . If Hypotheses 1 and 5 hold, then
|c(y, fZ , x)− c(y, fZi , x)| ≤ C‖fZ(x) − fZi(x)‖Y ,
with C = 2Cy(1 +
κ√
λ
).
It is important to note that this Lemma can replace the Lipschitz property of c
in the proof of Theorem 1.
Proof of Lemma 2 : First, note that c is convex with respect to its second
argument. Since H is a vector space, 0 ∈ H. Thus,
λ‖fZ‖2 ≤ Rreg(fZ , Z) ≤ Rreg(0, Z)
≤ 1
m
m∑
k=1
‖yk‖2
≤ C2y ,
(7)
where the first line follows from the definition of fZ (see Equation 1), and in the
third line we used the bound on Y . This inequality is uniform over Z, and thus
holds for fZi .
Moreover, ∀x ∈ X ,
‖fZ(x)‖2Y = 〈fZ(x), fZ(x)〉Y
= 〈K(x, x)fZ , fZ〉H
≤ ‖K(x, x)‖op‖fZ‖2H ≤ κ2
C2y
λ
.
Hence,
‖Y − fZ(X)‖Y ≤ ‖Y ‖Y + ‖fZ(X)‖Y
≤ Cy + κ Cy√
λ
,
(8)
where we used Lemma 1 and (7), then
|‖y − fZ(x)‖2Y − ‖y − fZi(x)‖2Y |
= |‖y − fZ(x)‖Y − ‖y − fZi(x)‖Y | × |‖y − fZ(x)‖‖y + ‖y − fZi(x)‖Y |
≤ 2Cy(1 + κ√
λ
)‖fZ(x) − fZi(x)‖Y .

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Hypothesis 4 is also satisfied with M = (C/2)2. We can see that from Equa-
tion 8. Using Theorem 1, we obtain that the RR algorithm is β-stable with
β =
2C2yκ
2(1 + κ√
λ
)2
mλ
,
and one can apply Theorem 2 to obtain the following generalization bound, with
probability at least 1− δ :
E(c(Y, fZ , X)) ≤ Remp(fZ , Z) + 1
m
4C2yκ
2(1 + κ√
λ
)2
λ
+
√
1
m
C2y (1 +
κ√
λ
)2)(
8κ2
λ
+ 1)
√
ln(1/δ)
2
.
Vector-valued SVR. It was introduced in [23] to learn a function f : Rn →
R
d which maps inputs x ∈ Rn to vector-valued outputs y ∈ Rd, where d is
the number of tasks. In the paper, only the finite-dimensional output case was
addressed, but a general class of loss functions associated with the p-norm of
the error was studied. In the spirit of the scalar-valued SVR, the ǫ-insensitive
loss function which was considered has the following form: c(y, f, x) =
∣∣‖y −
f(x)‖p
∣∣
ǫ
= max(‖y − f(x)‖p − ε, 0), and from this general form of the p-norm
formulation, the special cases of 1-, 2- and ∞-norms was discussed. Since in our
work we mainly focus our attention to the general case of any infinite-dimensional
Hilbert space Y, we consider here the following vector-valued SVR algorithm:
argmin
f∈H
1
m
m∑
i=1
c(yi, f, xi) + λ‖f‖2H,
where the associated loss function is defined by:
c(y, f, x) =
∣∣‖y − f(x)‖Y ∣∣ǫ =
{
0 if‖y − f(x)‖Y ≤ ǫ
‖y − f(x)‖Y − ε otherwise.
This algorithm satisfies Hypothesis 3. Hypothesis 4 is also verified with M =
Cy(1 +
κ√
λ
) when Hypothesis 5 holds. This can be proved by the same way as
the RR case. Theorem 1 gives that the vector-valued SVR algorithm is β-stable
with
β =
κ2
2mλ
.
We then obtain the following generalization bound, with probability at least
1− δ:
E(c(Y, fZ , X)) ≤ Remp(fZ , Z) + 1
m
κ2
λ
+
√
1
m
(
2κ2
λ
+ Cy(1 +
κ√
λ
))
√
ln(1/δ)
2
.
11
Multi-task LR. As in the case of SVR, kernel logistic regression [24] can be ex-
tended to the multi-task learning setting. The logistic loss can then be expanded
in the manner of the ǫ-insensitive loss , that is c(y, f, x) = ln
(
1 + e−〈y,f(x)〉Y
)
.
It is easy to see that the multi-task LR algorithm satisfies Hypothesis 3 with
C = 1 and Hypothesis 4 since c(y, f, x) ≤ ln(2). Thus the algorithm is β-stable
with
β =
κ2
2mλ
.
The associated generalization bound, with probability at least 1− δ, is :
E(c(Y, fZ , X)) ≤ Remp(fZ , Z) + 1
m
κ2
λ
+
√
1
m
(
2κ2
λ
+ ln(2))
√
ln(1/δ)
2
.
Hence, we have obtained generalization bounds for the RR, SVR and LR al-
gorithms even when the kernel does not satisfy the Hilbert Schmidt property (see
the following section for examples of such kernels).
5 Discussion and Examples
We provide generalization bounds for multi-task kernel regression when the out-
put space is infinite dimensional Hilbert space using the notion of algorithmic
stability. As far as we are aware, the only previous study of this problem was car-
ried out in [12]. However, only learning rates of the regularized least squares al-
gorithm was provided when the operator-valued kernel is assumed to be Hilbert-
Schmidt. We have shown in Section 3 that one may use non Hilbert-Schmidt
kernels in addition to obtaining theoretical guarantees. It should be pointed out
that in the finite-dimensional case the Hilbert-Schmit assumption is always sat-
isfied, so it is important to discuss applied machine learning situations where
infinite-dimensional output spaces can be encountered. Note that our bound can
be recovered from [12] when both our and their hypotheses are satisfied
Functional regression. From a functional data analysis (FDA) point of view,
infinite-dimensional output spaces for operator estimation problems are fre-
quently encountered in functional response regression analysis, where the goal is
to predict an entire function. FDA is an extension of multivariate data analysis
suitable when the data are curves, see [25] for more details. A functional response
regression problem takes the form yi = f(xi) + ǫi where both predictors xi and
responses yi are functions in some functional Hilbert space, most often the space
L2 of square integrable functions. In this context, the function f is an opera-
tor between two infinite-dimensional Hilbert spaces. Most previous work on this
model suppose that the relation between functional responses and predictors is
linear. The functional regression model is an extension of the multivariate linear
model and has the following form:
y(t) = α(t) + β(t)x(t) + ǫ(t)
12
for a regression parameter β. In this setting, an extension to nonlinear contexts
can be found in [22] where the authors showed how Hilbert spaces of function-
valued functions and infinite-dimensional operator-valued reproducing kernels
can be used as a theoretical framework to develop nonlinear functional regres-
sion methods. A multiplication based operator-valued kernel was proposed, since
the linear functional regression model is based on the multiplication operator.
Structured output prediction. One approach to dealing with this problem is
kernel dependency estimation (KDE) [26]. It is based on defining a scalar-valued
kernel kY on the outputs, such that one can transform the problem of learning
a mapping between input data xi and structured outputs yi to a problem of
learning a Hilbert space valued function f between xi and Φ(yi), where Φ(yi)
is the projection of yi by kY into a real-valued RKHS HY . Depending on the
kernel kY , the RKHS HY can be infinite-dimensional. In this context, extending
KDE for RKHS with multi-task kernels was first introduced in [15], where an
identity based operator-valued kernel was used to learn the function f .
Conditional mean embedding. As in the case of structured output learning,
the output space in the context of conditional mean embedding is a scalar-valued
RKHS. In the framework of probability distributions embedding, Gru¨newa¨lder et
al. [16] have shown an equivalence between RKHS embeddings of conditional dis-
tributions and multi-task kernel regression. On the basis of this link, the authors
derived a sparse embedding algorithm using the identity based operator-valued
kernel.
Collaborative filtering. The goal of collaborative filtering (CF) is to build a
model to predict preferences of clients “users” over a range of products “items”
based on information from customer’s past purchases. In [27], the authors show
that several CF methods such as rank-constrained optimization, trace-norm reg-
ularization, and those based on Frobenius norm regularization, can all be cast
as special cases of spectral regularization on operator spaces. Using operator
estimation and spectral regularization as a framework for CF permit to use po-
tentially more information and incorporate additional user-item attributes to
predict preferences. A generalized CF approach consists in learning a preference
function f(·, ·) that takes the form of a linear operator from a Hilbert space of
users to a Hilbert space of items, f(·, ·) = 〈x, Fy〉 for some compact operator F .
Now we want to emphasize that in the case of infinite dimensions Hypothesis 1
on the kernel is not equivalent to that used in [12]. We have shown in Section 2
that our assumption on the kernel is weaker. To illustrate this, we provide be-
low examples of operator-valued kernels which satisfy Hypothesis 1 but are not
Hilbert-Schmidt, as was assumed in [12].
Example 1. Identity operator. Let c > 0, d ∈ N∗, X = Rd, I be the identity
morphism in L(Y), and K(x, t) = exp(−c‖x− t‖22)× I.The kernel K is positive,
Hermitian, and
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‖K(x, x)‖op = ‖I‖op = 1
Tr(K(x, x)) = Tr(I) = +∞. (9)
This result is also true for any kernel which can be written as K(x, t) = k(x, t)I,
where k is a positive-definite scalar-valued kernel satisfying that supx∈X k(x, x) <
∞. Identity based operator-valued kernels are already used in structured output
learning [15] and conditional mean embedding [16].
Example 2. Multiplication operator - Separable case. Let k be a positive-definite
scalar-valued such that supx∈X k(x, x) < ∞, I an interval of R, C > 0, and
Y = L2(I,R). Let f ∈ L∞(I,R) be such that ‖f‖∞ < C.
We now define the multiplication based operator-valued kernel K as follows
K(x, z)y(.) = k(x, z)f2(.)y(.) ∈ Y.
Such kernels are suited to extend linear functional regression to nonlinear con-
text [22]. K is a positive Hermitian kernel but, even if K always satisfy Hypoth-
esis 1, the Hilbert-Schmidt property of K depends on the choice of f and may
be difficult to verify. For instance, let f(t) = C2 (exp(−t2) + 1). Then
‖K(x, x)‖op ≤ C2k(x, x)
Tr(K(x, x)) =
∑
i∈N
〈K(x, x)yi, yi〉 ≥ k(x, x)C
2
∑
i∈N
‖yi‖22 =∞, (10)
where (yi)i∈N is an orthonormal basis of Y (which exists, since Y is separable).
Example 3. Multiplication Operator - Non separable case6. Let I an interval of
R, C > 0, Y = L2(I,R), X = {f ∈ L∞(I,R) such that ‖f‖∞ ≤ C}.
Let K be the following operator-valued function:
K(x, z)y(.) = x(.)z(.)y(.) ∈ Y.
K is a positive Hermitian kernel satisfying Hypothesis 1. Indeed,
‖K(x, x)‖op = max
y∈Y
√∫
I x
4(t)y2(t)dt
‖y‖2 ≤ C
2 max
y∈Y
√∫
I y
2(t)dt
‖y‖2 ≤ C
2.
On the other hand, K(x, x) is not Hilbert-Schmidt for all choice of x (in fact
it is not Hilbert Schmidt as long as ∃ε > 0 such that ∀t ∈ I, x(t) > ε > 0).
To illustrate this, let choose x = C2 (exp(−t2) + 1) as defined in the previous
example. Then, for (yi)i∈N an orthonormal basis of Y , we have
Tr(K(x, x)) =
∑
i∈N
〈K(x, x)yi, yi〉 =
∑
i∈N
∫
I
x2(t)y2i (t)dt
≥ C
2
∑
i∈N
∫
I
y2i (t)dt =
C
2
∑
i∈N
‖yi‖22 = +∞.
6 A kernelK(x, t) is called non separable, as opposed to separable, if it cannot be writ-
ten as the product of a scalar valued kernel k(x, t) and a L(Y) operator independent
of the choice of x, t ∈ X .
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Example 4. Sum of kernels. This example is provided to show that in the case
of multiple kernels the sum of a non Hilbert-Schmidt kernel with an Hilbert-
Schmidt one gives a non-Hilbert-Schmidt kernel. This makes the assumption on
the kernel of [12] inconvenient for multiple kernel learning (MKL) [28], since
one would like to learn a combination of different kernels which can be non
Hilbert-Schmidt (like the basic identity based operator-valued kernel).
Let k be a positive-definite scalar-valued kernel satisfying supx∈X k(x, x) <
∞, Y a Hilbert space, and y0 ∈ Y. Let K be the following kernel:
K(x, z)y = k(x, z) (y + 〈y, y0〉 y0) .
K is a positive and Hermitian kernel. Note that a similar kernel was proposed
for multi-task learning [28], where the identity operator is used to encode the
relation between a task and itself, and a second kernel is added for sharing the
information between tasks. K satisfies Hypothesis 1, since
‖K(x, x)‖op = max
y∈Y,‖y‖Y=1
‖k(x, x) (y + 〈y, y0〉 y0) ‖Y ≤ |k(x, x)|(1 + ‖y0‖2Y).
However, K is not Hilbert Schmidt. Indeed, it is the sum of a Hilbert Schmidt
kernel ( resp. K1(x, z)y = k(x, z) 〈y, y0〉 y0) and a Hilbert-Schmidt one ( resp.
K2(x, z)y = k(x, z)y), which is not Hilbert Schmidt. To see this, note that since
the trace of K1 is the sum over an absolutely summable family, and the trace is
linear, so the trace of K is the sum of an convergent series and a divergent one,
hence it diverges, so K is not Hilbert Schmidt.
6 Conclusion
We have shown that a large family of multi-task kernel regression algorithms,
including functional ridge regression and vector-valued SVR, are β-stable even
when the output space is infinite-dimensional. This result allows us to provide
generalization bounds and to prove under mild assumptions on the kernel the
consistency of these algorithms. However, obtaining learning bounds with opti-
mal rates for infinite-dimensional multi-task kernel based algorithms is still an
open question.
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