Abstract-In this treatise, we first review some basic routing protocols conceived for ad hoc networks, followed by some design examples of cross-layer operation aided routing protocols. Specifically, cross-layer operation across the PHYsical layer (PHY), the Data Link layer (DL) and even the NETwork layer (NET) is exemplified for improving the energy efficiency of the entire system. Moreover, the philosophy of Opportunistic Routing (OR) is reviewed for the sake of further reducing the system's energy dissipation with the aid of optimized Power Allocation (PA). The system's end-to-end throughput is also considered in the context of a design example.
I. INTRODUCTION

S
INCE the commencement of the Defense Advanced Research Projects Agency (DARPA) project [1] developed by the American Defense Department in the 1970s, ad hoc networks have been widely applied in scenarios, including military applications, crisis response, medical care, conference meetings and space exploration. During the past few decades, ad hoc networks attracted substantial research attention as a benefit of their prompt set-up and their ability to self-organize their noncentrally-controlled dynamic topology. Each node of an ad hoc network plays the dual role of being both a terminal and a router under the assumption that not all nodes can directly communicate with each other [2] . Fig. 1(a) and (b) show the difference between the classic infrastructure based network and ad hoc network. Fig. 1(a) shows that the nodes A, B and C communicate with each other under the control of Base Station (BS) 1 and that A communicates with E via BS 1 and BS 2. However, Fig. 1(b) shows that A can only communicate with E by relying on B, C and D as its Relay Nodes (RNs). Each node has to discover its own neighbor list.
The characteristics of ad hoc networks impose a number of open problems, which constitute challenges for the protocol design. For example, the scalability, the energy-efficiency, the Quality of Service (QoS) and the security are challenging problems to be solved and to be further improved. Hence the emphasis of this treatise is on the design of routing protocols relying on cross-layer interaction for improving the attainable system performance, such as the Normalized Energy Consumption (NEC) and the end-to-end throughput.
A. Cross-Layer Design
The International Standards Organization (ISO) created the SubCommittee 16 (SC16) in 1977 for developing an architecture, which could serve as a framework for the definition of standard protocols. At the end of 1979, the Reference Model of Open System Interconnection (OSI) was adopted by the parent of SC16, namely, Technical Committee (TC97). The OSI Reference Model was also recognized by the International Telegraph and Telephone Consultative Committee (CCITT) Rappporteur's Group on Public Data Network Services. The OSI Reference Model consists of seven layers, which are the PHYsical layer (PHY), the Data Link layer (DL), the NETwork layer (NET), the transport layer, the session layer, the presentation layer and the application layer. The benefit of this layering technique is to group the similar communication functions into these logical layers. A layer has to cooperate with the layer above it and the layer below it. However, when the Transmission Control Protocol (TCP) of the transport layer and the Internet Protocol (IP) of the network layer were defined, the five-layer model (TCP/IP model) became the dominant one. More explicitly, the TCP/IP model consists of the application layer, the transport layer, the NETwork (NET) layer, the Data Link (DL) layer and the PHYsical (PHY) layer [3] - [6] . Fig. 2 illustrates the structure of the TCP/IP model and the main functions of each layer.
The functions of these layers are briefly highlighted below:
• The physical layer: The PHY layer concentrates on both the physical devices and on the transmission media. Providing a diversity and/or multiplexing gain with the aid of multiple antennas is capable of improving the integrity and/or throughput of data transmission. Additionally, the 1553-877X © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. adjustment of the transmit power, the design of the coding and modulation schemes as well as the effects of mobility and/or propagation effects constitute important design factors of the physical layer.
• The data link layer: The DL layer of Fig. 2 is concerned with the media access, the error recovery, the retransmission and the queue management functions. It consists of two sub-layers, namely the Media Access Control (MAC) sublayer and the Logical Link Control (LLC) sublayer [7] .
• The network layer: The NET layer is responsible for the neighbor discovery, routing and resource allocation functions. Routing is the main function of the network layer, guiding a packet through the network from a source to the destination [8] , [9] . Numerous routing protocols have been designed based on the IP protocol for satisfying the requirements of wireless ad hoc networks, which fundamentally predetermines the attainable performance in terms of the Packet Loss Ratio PLR, the end-to-end delay and the network's throughput.
• The transport layer: The transport layer is responsible for flow control, congestion control, error recovery, packet reordering and for the end-to-end connection setup. It assists the application layer of Fig. 2 in allocating/mapping the flows to different routes, which are found in the NET layer. It also assists by monitoring the end-to-end data transmission and in avoiding network congestion [10] , [11] .
• The application layer: The application layer constitutes the interface to the end user in the TCP/IP model of Fig. 2 . By considering the requirements of the end user, it divides the user services into different categories, such as for example, real-time and non-real-time services, continuous and intermittent services, Constant Bit Rate (CBR) and Variable Bit Rate (VBR) multimedia services, etc. [12] .
Again, although the layered architecture has its own advantages and performs well in wired networks in terms of portability, flexibility and low design complexity, it is not suitable for wireless networks, especially in wireless ad hoc networks. The reason for its inadequacy in wireless scenarios is that the services offered by the layers to those above them in Fig. 2 are realized by specifically tailored protocols for the different layers and that the architecture forbids direct communication between non-adjacent layers. The communication between adjacent layers is limited to procedure calls and to their responses. Moreover, the hostile wireless links impose several new problems on the associated protocol design that cannot be readily handled by the layered architecture [13] . More explicitly, having a strict layered design is not flexible enough to cope with the dynamics of Mobile Ad hoc NETwork (MANET) environments and will thus result in a low performance [14] . Thus, the mutual impact of the layers on each other cannot be ignored [15] . Hence the concept of cross-layer design has been proposed in an attempt to achieve a performance gain by exploiting the close interaction amongst the different layers. Srivastava and Motani [13] defined "Cross-Layer operation" as: "Protocol design by the violation of a reference layered communication architecture is cross-layer design with respect to the particular layered architecture", while Jurdak [15] define it as: "Cross-layer design with respect to a reference layered architecture is the design of algorithms, protocols, or architectures that exploit or provide a set of inter-layer interactions that is a superset of the standard interfaces provided by the reference layered architecture". Therefore, cross-layer operation may be interpreted as the 'violation' of the layered architecture seen in Fig. 2 , which requires more interaction amongst the layers, beyond the interaction between the adjacent layers. Cross-layer design clearly requires information exchange between layers, as well as adaptivity to this information at each layer and a certain grade of diversity built into each layer for the sake of improving the achievable robustness [5] .
There are two basic methods of information sharing in crosslayer design [16] . One of them makes the variables of a specific layer visible to the other layers, which is referred to as a layercentric solution. The other relies on a shared middleware [15] , [16] , which provides the service of storage/retrieval of information to all layers, which is termed as a centralized solution. Fig. 3 illustrates how these two cross-layer solutions operate.
The basic principles of the above-mentioned pair of crosslayer solutions are:
• The layer-centric solution: A certain layer is allowed to be the central layer, which controls the cross-layer adaptation by accessing the internal protocol parameters and algorithms of the other layers, as shown in Fig. 3(a) . Although this approach significantly improves the attainable system performance, it violates the layered architecture, since it requires access to the internal variables of other layers.
• The centralized solution: A middleware or a system-level monitor (centralized optimizer) is employed for estimating both the availability of resources and the environmental dynamics, for the sake of coordinating the allocation of resources across diverse applications as well as nodes, and for adapting the protocols' parameters within each layer based on the dynamics experienced, as shown in Fig. 3(b) . This approach requires each layer to forward the complete information characterizing its protocol parameters and algorithms to the middleware or system monitor. It also requires each layer to carry out the actions requested by the central optimizer. This approach also violates the layered architecture. The so-called MobileMan [14] and CrossTalk [17] protocols constitute important centralized cross-layer solutions.
The cross-layer operation aided design of wireless ad hoc networks poses challenges mainly due to the time-variant characteristics of wireless channels. The signal is substantially more vulnerable to the effects of noise, fading and interference than in benign fixed networks, leading to potential performance degradations within the higher layers. For example, a packet has to be retransmitted in the DL layer or the transmit power has to be adjusted to guarantee its high-integrity transmission, which may impose interference on other nodes or promote aggressive contention for channel access. In the NET layer, the current route may become invalid and hence route maintenance/repair has to be activated or even a new route discovery process has to be initiated. As a result, potentially more energy is consumed and the end-to-end delay is increased, while the end-to-end throughput is reduced. Therefore, careful adaptation of the protocol stack should be used at each layer to compensate for the variations at that layer, depending on the specific time scale of these variations [5] . Both the local adaptation of parameters within each layer and the adaptation based on the other layers have to be considered. For example, the transmit power, the signal processing hardware's power dissipation, the information transmit rate, the coding and modulation schemes, the Frame Error Ratio (FER) and the mobility in the PHY layer constitute important parameters, which may be beneficially shared with other layers. The protocol design of the upper layers has to consider the information gleaned from the PHY layer for minimizing the energy consumption, the resource allocation, scheduling and the queueing management, while maintaining a certain QoS guarantee. Meanwhile, the number of retransmissions, as well as both the routing and network topology related information received from the upper layers may be beneficially shared. Additionally, node cooperation also calls for cross-layer design [13] . Table I is presented for discussing the previous work on cross-layer design in a compact manner.
These cross-layer aided designs may be classified into several categories according to their different application requirements. They might be designed for reducing the energy consumption, the end-to-end delay [21] , for improving the network's throughput [18] , [22] , [24] , [26] , [27] , for striking a flexible tradeoff between any two of them [20] , [23] , and even for multipleconstraint optimization [19] , [21] .
As detailed above, cross-layer design has substantial benefits, but it has its own disadvantages as well. For example, the crosslayer interactions create dependencies amongst the layers, which will affect not only the layer concerned, but also the other layers. Hence, a complete redesign of the operational networks and protocols will lead to a high implementational cost [16] . Therefore, cross-layer design should be carefully crafted, because once the seven-layer OSI structure is violated, the benefits of independent, layer-specific protocol design will disappear [13] , [28] . The effects of any protocol chosen in every single layer on the overall system has to be carefully considered.
B. Categories of Ad Hoc Routing Protocols
The NET layer of Fig. 2 plays a key role in ad hoc networks, which substantially influences the performance of the overall system. The NET layer is responsible both for allocating IP addresses and for choosing the right route for communication between the source and destination. The routing protocols of ad hoc networks may be classified as proactive routing, reactive routing and hybrid routing [29] , as shown in Fig. 4 .
The proactive routing periodically transmits "hello" packets for the sake of identifying all possible routes in the network. Hence every node has to maintain a routing table, which stores the route spanning from itself to all other available nodes. The advantage of this kind of routing protocol is that the route discovery time is low. By contrast, its disadvantage is that each node has to maintain a routing table. If the number of nodes in the network becomes high, then the routing table becomes large and hence requires a large memory. On the other hand, periodically sending "hello" packets increases the network control load imposed. The so-called Destination-Sequenced Distance Vector (DSDV) [30] protocol and the Optimized Link State Routing (OLSR) [31] protocol are typical proactive routing protocols, as seen in Fig. 4 .
The reactive routing protocols are source-driven, implying that they transmit route discovery packets to find a route to the destination, when there is sufficient data scheduled for transmission in the buffer, instead of periodically broadcasting the "hello" packets. As a benefit, not all nodes have to maintain a route table for storing the routes leading to all other nodes. Instead, they only store routes that were found during the process of route discovery. This technique reduces the network control load compared to the proactive routing protocols of Fig. 4 . The disadvantage of this routing protocol family is however that their delay is increased, because a route has to be found to the destination, when no routes leading to the destination exist in the route table. Additionally, the nodes' movement changes the network's topology, which hence requires the transmission of more control packets for the sake of maintaining the current communication session. As seen in Fig. 4 , the Dynamic Source Routing (DSR) [32] , Ad-hoc On-demand Distance Vector (AODV) [33] and DYnamic Manet On-demand (DYMO) [34] routing protocols constitute typical reactive routing protocols.
Based on beneficially combining the advantages, whilst avoiding the disadvantages of the above-mentioned protocol families, hybrid routing protocols may also be conceived. We may divide the entire ad hoc network into several small areas and in each area proactive routing may be employed for establishing a link for all nodes. By contrast, between the areas, reactive routing protocols may be adopted for reducing the number of control packets required. Hybrid protocols are widely applied in large ad hoc networks. The so-called Zone Routing Protocol (ZRP) [35] is a typical hybrid routing protocol.
C. Review of Cross-Layer Aided Routing Protocols
This treatise is mainly dedicated to cross-layer operation aided routing design in ad hoc networks, hence we list the major contributions to the literature of cross-layer aided routing protocols conceived for ad hoc networks in Table II .
Similarly, these cross-layer aided routing protocols may be classified into several categories according to their different application requirements. They might be designed for reducing the energy consumption [38] , [48] , [52] , the end-to-end delay [47] , for improving the network's throughput [39] , [49] , [54] , for striking a flexible tradeoff between any two of them [26] , [42] , [45] , [46] , [50] , [51] , and even for multiple-constraint optimization [36] , [41] , [43] , [44] .
D. Review of Energy-Efficient Routing Protocols
As mentioned in Section I-C, cross-layer design may be studied based on diverse application requirements. This paper focuses on cross-layer design techniques conceived for reducing the energy consumption. since energy saving in wireless ad hoc networks is of salient importance in the interest of mitigating the problem of limited battery supply at each node. In ad hoc networks the nodes actively and voluntarily participate in constructing a network and act as relays for other nodes. As a result of node-mobility, the Channel State Information (CSI) varies and hence a substantial amount of control messages have to be exchanged across the network to maintain reliable communications between certain pairs of nodes, which potentially imposes a high energyconsumption. Therefore, minimizing the energy consumption becomes extremely important. Numerous power-aware routing protocols were proposed in [55] for improving the energy efficiency from a multiuser networking perspective. Firstly, a compact-form review of energy-efficient single-layer routing design is provided in Table III. Moreover, cross-layer optimized power control has been widely exploited [66] - [71] for maintaining the required targetintegrity at a low power in realistic propagation environments. A physical-layer-oriented routing protocol supported by sophisticated power control was proposed in [66] for a Line-Of-Sight (LOS) and shadow faded scenario, where the estimated end-toend BER of a multi-hop path was used as the route selection metric. Furthermore, an adaptive relaying strategy switching between the Amplify-and-Forward (AF) and the Decode-andForward (DF) schemes was proposed in [67] for reducing both the energy consumption as well as the delay of the system. As a further design dilemma, the influence of the 'small number of long hops' versus the 'many short hops' philosophy on the energy consumption was studied in [68] - [70] . It was indicated in [68] that the 'small number of long hops' routing scheme was better than the 'many short hops' routing scheme provided that near-capacity coding strategies combined with a relatively short block length were employed, because a substantial SNR loss was exhibited by the 'many short hops' based routing scheme. Moreover, it was demonstrated in [69] that 'many short hops' perform well in energy-limited scenarios relying on spatial reuse, even in the absence of interference cancellation, while using a 'small number of long hops' is more suitable for bandwidth-limited scenarios. Therefore, the routing algorithms should be carefully designed, when jointly considering both the achievable energy-efficiency and the attainable bandwidthefficiency. The tradeoffs between energy-and bandwidthefficiency were studied in [70] , where it was found that at high end-to-end data rates the routes associated with fewer hops minimize the energy consumption, while at lower end-to-end data rates the routes having more hops mitigate it.
E. Outline
Based on the discussions in the previous sections, the rest of the paper is organized as follows: First, we study the cross-layer aided routing design jointly considering both the PHY layer and the NET layer [72] , as shown in Section II; Then in Section III we further investigate the cross-layer aided routing design concept by jointly considering the PHY layer, the DL layer and the NET layer [73] , [74] . We commence by considering Traditional Routing (TR) relying on a fixed transmit power in Section III-A, while TR combined with Power Allocation (PA) is discussed in Section III-B and Opportunistic Routing (OR) using PA is studied in Section III-C; Finally, Section IV concludes this treatise and offers some design guidelines. Fig. 5 lists the structure of this paper.
The notations used in this treatise are defined as follows:
• N: the number of nodes in the network;
• H: the number of hops in an established route;
• N r : the maximum number of MAC retransmissions, including the first transmission attempt; • P t : the transmit power of each node; • P t i : the transmit power in the i-th node of the established route; • FER i : the FER of the i-th link in an established route; • p i : the successful reception probability of the i-th link, where p i = 1 − FER i ; • E T : the sum of the energy dissipated by all the nodes in the network, including the data packets and the control packets; • E T : the overall energy dissipation E T normalized by the number of bits received in the application layer of the destination; • E total : the sum of the energy dissipated by the data packets during their transmission in the network; • E total : the total energy dissipation E total normalized by the end-to-end successful reception probability, which is the average energy consumption dissipated by the entire system during the successful delivery of a packet from the source to the destination; • R e2e : the number of information bits successfully delivered to the destination per second. 
II. ROUTING DESIGN WITH PHY & NET COOPERATION
Energy-efficient wireless network design has recently attracted wide-spread research attention [75] . Diverse errorresilient Forward Error Correction (FEC) schemes were proposed in [76] for achieving a low Bit Error Ratio (BER) at near-capacity Signal-to-Noise Ratio (SNR) values. Therefore, the effective transmission range can be improved, when the required received signal power is reduced. Again, an Irregular Convolutional Coded, Unity-Rate Coded and Space-Time Trellis Coded (IrCC-URC-STTC) scheme has been proposed for cooperative communications in [77] . Several Single-Antenna RNs (SAs) were activated between the source and the destination. The RNs roaming closest to their optimal locations were activated based on a technique relying on EXtrinsic Information Transfer (EXIT) charts [78] in conjunction with near-capacity code design principles, which were detailed for example in [79] .
However, the solution disseminated in [72] aims for minimizing the energy consumption by the joint design of both the PHY and NET layers with the assistance of Multiple-Antenna Aided Relay Nodes (MA-RN), as shown in the system model of Fig. 6 . Although the routing metric is still the number of hops, the employment of MA-RNs assists in reducing the potential number of hops from the source to the destination, when dissipating a given transmit power at each node. Therefore MA-RNs are capable of reducing the entire system's energy consumption. The influence of the number of MA-RNs in a system will be studied in Section II-C. Both the perfect capacity-achieving coding abstraction and a realistic near-capacity coding scheme, namely a three-stage-concatenated IrCC-URC-STTC arrangement is employed in the PHY layer. The IEEE802.11b regime [7] is used in the DL layer. In the NET layer, the more efficient DYMO routing protocol [34] is employed, because the DYMO routing protocol imposes a lower network control load and it is more flexible in a high-mobility environment. However, the scenario considered in [72] is a stationary scenario. The investigation of high-mobility scenarios was set aside for its future study. The User Data Protocol UDP [80] is employed in the transport layer and CBR data streaming is used in the application layer. The channel model employed is an Additive White Gaussian Noise (AWGN) channel subjected to both inverse-second-power freespace path loss and to uncorrelated Rayleigh fading.
A. Near-Capacity Coding Schemes
Each MA-RN is assumed to be equipped with two antennas. If more than one MA-RN exist in the multi-hop ad hoc For example, the FER performance of all the four links at the frame length of 1500 bits characterized by the Discrete-input Continuous-output Memoryless Channel's (DCMC)-capacity [81] and that of the IrCC-URC-STTC scheme is portrayed in Fig. 7 . It can be observed that the IrCC-URC-STTC scheme performs close to the DCMC-capacity based scheme at a given SNR value. Meanwhile, the IrCC 2×2 scheme has a 5 dB gain compared to IrCC 2×1 or IrCC 1×2 arrangements and has a nearly 10 dB gain compared to the IrCC 1×1 scheme at an FER of 10 −5 , where IrCC T ×R represents the IrCC-URC-STTC scheme and the subscript 'T × R' indicates having T transmit and R receive antennas. Hence, for the sake of guaranteeing the same FER performance, IrCC 2×2 exhibits a larger transmit range at a given transmit power and may hence potentially reduce the number of hops required for conveying a message from the source to the destination, which can be explained by analyzing the calculation of the transmission range. More explicitly, the average maximum transmission range is defined as the range, over which the receiver node is capable of receiving a transmitted packet with FER < 10 −5 .
The required minimum signal-to-noise ratio SNR * dB may be calculated from the minimum receive power P * r expressed in dBm as follows where N 0 is the thermal noise power. Hence, given the transmitted power P t and SNR * dB , the average maximum distance d max from the transmitter, where the SNR requirement SNR * dB may 'just' be satisfied to guarantee FER < 10 −5 , is given by
where the carrier's wavelength λ = c/ f and N 0dB = 10 log 10 N 0 . c is the speed of light in vacuum and f is the carrier frequency. Naturally, if the value of P t and N 0dB are fixed, then it may be readily seen how the adequately 'illuminated' distance, where the required target-FER may be maintained, will vary as a function of the SNR value. As seen from Fig. 7 , the maximum adequately covered communication distance from MA-RN to MA-RN is the highest, while that from SA-RN to SA-RN is the lowest. Conversely, if P t and d max are fixed, then the FER is the lowest for the MA-RN to MA-RN link, while it is the highest for the SA-RN to SA-RN link.
B. Routing Algorithms
It was shown in [77] that the IrCC-URC-STTC scheme is capable of operating near the link's capacity, hence a substantial power saving may be attained. When this scheme is employed by the MA-RNs of the ad hoc network considered, the different error correction capability of the four different types of links will influence the routing strategy. Fig. 8 provides an example on how the routing strategy is influenced.
As seen from Fig. 8 , the network consists of N = 8 nodes, where S is the source and D is the destination. In Fig. 8(a) , all nodes are equipped with a single antenna, hence all links are SA-RN to SA-RN links, which yields H = 5 hops from S to D. A single MA-RN is employed at point F in Fig. 8(b) , where the packets arriving at node C are directly transmitted to node F. Then, node F will forward its received packets further to the destination D. More specifically, the C-to-F link is a SA-RN to MA-RN link, while the F-to-D link is an MA-RN to D link, where the F − D distance is higher than that between the singleantenna nodes of Fig. 8(a) . Consequently, the number of hops from S to D is decreased to H = 4. In Fig. 8(c) , two MA-RNs, namely B and F, are employed. The number of hops is further decreased to H = 3 as a benefit of using MA-RNs for nodes B and F. The DYMO routing protocol is employed in the NET layer, which combines most of the benefits of the AODV [33] and DSR [32] protocols. The DYMO routing protocol always opts for the specific route having the lowest number of hops to the destination. When employing the MA-RN aided IrCC-URC-STTC scheme, it will be demonstrated that the route selected may be expected to have a further reduced number of hops. The DYMO routing protocol is constituted by two main stages, namely the route discovery and route maintenance. During the route discovery, the Route REQuest (RREQ) and the Route REPly (RREP) packets are used for identifying a route from the source to the destination. By contrast, during the route maintenance phase, a Route ERRor (RERR) packet is returned to the source, when a broken link is detected. Figs. 9-11 show the process of route discovery and data transmission as well as route maintenance for the DYMO routing protocol, which assisted us in analyzing the total energy consumption of the system. The topology considered in Figs. 9-11 has a source S, a destination D and the pair of RNs B and F. It is assumed that each node is only capable of communicating with its neighbour nodes. For example, node B can only communicate with node S and node F, while it cannot communicate with node D. The exchange of the control packets between the neighbour nodes, such as the exchange of the RREQ packet, RREP packet and RERR packet, and the associated data transmission process is detailed as follows:
• Route Discovery process of Fig. 9 . As seen in Fig. 9 , first the source S broadcasts an RREQ packet and when node B receives this RREQ packet, it broadcasts it. Then node F receives the RREQ packet and broadcasts it again. Finally, the destination D receives the RREQ packet, which originated from the source S; The destination D responds to the RREQ packet with a newly generated RREP packet. The routing table of each node is refreshed, when ever an RREQ/RREP packet arrives at a node. Additionally, a Wireless Local Area NetworkAcknowledgement (WLAN-ACK) packet 1 is required for confirming the successful reception of the RREP packet.
• Data Transmission process of Fig. 10 .
When the RREP packet arrives at the source S during the process of route discovery, the source S is informed of a route spanning from the source S to the destination D, with node B being the next hop of this route. Hence, as seen in Fig. 10 , the buffered data packet DATA 1 is transmitted to node B according to the routing information stored in the routing table of source S. If the packet DATA 1 failed to reach node B, then node B has to retransmit the packet DATA 1 until the number of retransmission reaches its maximum of N r . If and only if node B receives the packet DATA 1 successfully within n r retransmissions, where n r ≤ N r , it would respond to source S by sending back a WLAN-ACK packet. The WLAN-ACK is used for confirming the successful transmission of the packet DATA 1 . Meanwhile, node B forwards the packet DATA 1 to node F, since node F is its next hop en route to destination D. The routing information stored in node B's routing table is obtained during the route discovery process as well. In a similar way, if node F successfully receives the packet DATA 1 , it respond with a WLAN-ACK to node B and forwards the packet DATA 1 to the destination D according to its own routing table. Finally, if the destination D successfully receives the packet DATA 1 , it only has to respond with a WLAN-ACK packet to node F. Destination D does not forward the packet DATA 1 , because it is the final destination of the packet DATA 1 . Hence the packet from the source S to the destination D has been completed.
• Route Maintenance process of Fig. 11 .
The process of route maintenance is graphically illustrated in Fig. 11 , where the transmission of the packet DATA 2 from the source S to the destination D is exemplified. First the packet DATA 2 is transmitted by the source S to node B. Node B receives the packet DATA 2 successfully during the n r -th retransmission, where 1 ≤ n r ≤ N r and it responds with a WLAN-ACK packet to the source S for confirming the successful reception of the packet DATA 2 . Then node B forwards the packet DATA 2 to node F. However, node F fails to receive the packet DATA 2 successfully after N r retransmissions by node B. Therefore, no response is sent from node F to node B. Once the preset timer expires at node B and node B has not received any WLAN-ACK packet from node F, then node B considers the link B − F to be broken and actively sends an RERR packet to its adjacent-node, namely to the source S. Source S updates its own routing table by deleting all the routes, which include the link B − F. Therefore, the source S does not have a route to the destination D and a new route discovery process has to be activated. Hence, an RREQ packet is broadcast by the source S again, as shown in Fig. 11 . Every node is assumed to has the same transmit power of P t . Consequently, the sum of the energy E T dissipated by all nodes in the network is given by
where E T indicates the energy dissipated by a specific network topology. ∑ E Route_Discovery denotes the sum of energy dissipated by the RREQ, the RREP and the WLAN-ACK packets during the route discovery phase, which is shown in Fig. 9 . Furthermore, ∑ E Route_Maintenance includes all the energy during the route maintenance phase, except for ∑ E Data_Transmission , which is the energy dissipated by the data packets and by the corresponding WLAN-ACK packets, as shown in Figs. 10 and 11.
C. System Analysis
The overall energy consumption E T of the entire network is dependent on numerous parameters, such as the node density ρ, the number of MA-RNs n MA , the mobile speed, the number of hops H of the selected route and the amount of bits L app received in the application layer of the destination. To reduce the dimensionality of the investigations when characterizing the benefits of MA-RNs on the node's achievable transmission range and FER performance, the node density ρ, the mobile speed and L app are assumed to be constant, then E T is further normalized by L app and N of the entire network, where N is re- Fig. 12 . Energy consumption E T versus the number of MA-RNs n MA aiming for comparing the IrCC-URC-STTC scheme and the DCMC-capacity-based benchmark scheme at SNR * dB of 7 dB and 1 dB, where 'coding' denotes the IrCC-URC-STTC scheme and 'capacity' represents the DCMC-capacity-based benchmark scheme.
TABLE IV SYSTEM PARAMETERS lated to the node density. Finally, the Normalized Energy Consumption (NEC) E T of the entire network can be expressed as:
Four scenarios are considered to study the relationship between the number of MA-RNs and the energy consumption, where N = 60 stationary nodes are uniformly located in a 500 m × 500 m field, hence the node density is ρ = 240 nodes per square kilometer. The source S and the destination D are located in the position (499, 499) and (0, 0), respectively. The number of MA-RNs 2 is increased from n MA = 0 to n MA = 60 in steps of 5. The frame length of the data packets, which are generated by the application layer, is L app = 504 Bytes. The 802.11b standard is employed in the DL layer. The transmit power is set to P T = 1 mW. The other system parameters employed for the simulations of Fig. 12 are listed in Table IV , where the receiver's sensitivity [82] threshold is used to judge whether the received signal is deemed to be noise, because a received signal power below the sensitivity level is deemed to be noise.
The energy consumption is quantified for both the IrCC-URC-STTC scenario 3 and the DCMC-capacity-based benchmark scenario at SNR * dB of 7 dB and 1 dB. As seen from Fig. 12 , the energy consumption of the IrCC-URC-STTC scheme and of the benchmark scheme decrease upon increasing the number of MA-RNs n MA . As mentioned in Section II-A, a low FER and a relatively high transmission range i.e. coverage area may be ensured by using the IrCC-URC-STTC scheme advocated. Furthermore, as justified in Section II-B, the specific routes having the lowest number of hops tend to be activated in the MA-RNs aided network considered. Therefore, having a high PHY-layer FER results in an increased number of retransmissions and hence may trigger route re-discovery, which results in more control packets being transmitted. Hence, more energy per payload bit is required for successfully delivering the source data to the destination, as demonstrated in Fig. 12 .
III. ROUTING DESIGN WITH PHY & DL & NET COOPERATION
In recent years, numerous energy-efficient techniques have been proposed [26] , [64] , [65] , [69] , [83] - [106] . However, simply minimizing the energy consumption results in deficient designs. It is more beneficial to strike a tradeoff between the energy consumed and other metrics, such as the attainable throughput. For example, Multiple-Input and Multiple-Output (MIMO) schemes and near-capacity Space-Time Codes (STCs) were employed in [84] for optimizing the RN selection for the sake of maximizing the end-to-end throughput at a given total available power. While single-hop transmissions are more suitable for bandwidth-limited scenarios, multi-hop transmissions combined with spatial frequency-reuse tend to perform better in power-limited situations [69] . Spatial frequency-reuse employed in multi-hop scenarios may be beneficially combined with Interference Mitigation (IM) [69] , [84] and transmit beamforming [84] for the sake of finding an attractive balance between energy minimization and throughput maximization in both single-hop and multi-hop schemes [69] , [85] , [86] . As a further advance, a beneficial tradeoff between the total energy consumption and throughput was found in [85] by considering both the transmission strategy of each node as well as the location of the RNs and the data rate of each node.
Moreover, the authors of [26] , [57] , [86] , [89] , [92] , [95] - [98] , [101] - [104] , [107] invoked cross-layer design. For example, the impact of the link error rate on the route selection between a path associated with a large number of short-distance hops and another with a smaller number of long-distance hops was studied in [86] . In this paper, the link 'cost' was defined as a function of both the energy required for a single transmission attempt and the link error rate. This Objective Function (OF) captures the cumulative energy expended in reliable data transfer for both reliable and unreliable link layers. In [107] , several routing algorithms were proposed, which opted for the route with minimum energy consumption in a mixed hop-by-hop and end-to-end retransmission mode. In the end-to-end retransmission mode, a single unreliable link may require retransmissions from the source, and hence may require more energy for successfully delivering packets. Consequently, routing protocols play an important role in saving energy. The authors of [57] took into account both the energy consumed by data packets as well as by control packets and MAC retransmissions, because ignoring the energy consumption of exchanging control packets might underestimate the actual energy consumption and thus may lead to inefficient designs. However, the energy OFs employed in [57] , [86] , [107] exploited the assumption of having access to a potentially infinite number of MAC retransmissions, which is unrealistic. The employment of the OF proposed in [57] , [86] , [107] is feasible only when the affordable number of MAC retransmissions is infinite, which is formulated as
is the expected number of transmission attempts required for successfully delivering a packet across link i. As seen from (5), the total energy of all hops is simply summed, which suggests that the success of the individual links in a route is deemed to be independent of each other, since the assumption that an infinite number of MAC retransmissions is affordable is given. Additionally, although the authors of [89] considered a limited number of MAC retransmissions, no specific OF was formulated.
Furthermore, TR relies on a route discovery process invoked for gleaning sufficient routing information for the source to make meritorious routing decisions, regardless, whether the routing protocol is proactive or reactive [108] . However, due to the rapid fluctuation of the channel conditions, the routing information estimated on the basis of the average Channel Quality Information (CQI) may become stale, resulting in suboptimum routing. Therefore, OR [90] - [92] , [96] , [101] , [103] , [109] - [114] has been proposed for avoiding this problem. In OR no pre-selected route is employed, instead a so-called forwarder RN set is used for forwarding the packets along a beneficial route. The near-instantaneously varying characteristics of wireless channels is beneficially exploited considered by OR. Table V shows that OR is widely used in various networks, such as ad hoc networks [103] , [115] , wireless sensor networks [91] , cognitive networks [116] , vehicular networks [117] , [118] and DTNs [119] - [121] .
More specifically, Liu et al. [110] illustrated the basic idea behind OR and categorized the potential design criteria, including the Estimated Transmission count (ETX), the geographic distance aided and the energy consumption based philosophies. Biswas and Morris [101] proposed an Extremely Opportunistic Routing (ExOR) scheme, which employed the ETX metric at the destination for deciding the priority order of selecting a RN from the potential forwarder set. The proposed routing regime integrated the routing protocol and the MAC protocol for the sake of increasing the attainable throughput of multihop wireless networks. Their solution [101] also exploited the less reliable long-distance links, which would have been ignored by traditional routing protocols. Moreover, DuboisFerrière et al. [111] conceived the Least-Cost Anypath Routing (LCAR) regime, which finds the optimal choice of candidate RNs relying on the expected ETX cost of forwarding a packet to the destination. This LCAR algorithm considers the coordination of the link layer protocols. Laufer et al. [114] proposed a 'polynomial-time multirate anypath' routing algorithm and provided the proof of its optimality. The proposed routing algorithm employed the Expected Anypath Transmission Time (EATT) as the routing metric, which is a generalization of the unidirectional ETX metric that takes into account that nodes transmit at multiple bit rates. The authors of [90] , [109] , [113] employed a geographic distance based metric for choosing the potential forwarder RN set. More specifically, Zorzi and Rao [109] proposed an OR scheme based on random forwarding, where the specific node, which is closest to the destination is chosen as the RN for the next hop. Additionally, they [90] analyzed the achievable energy as well as latency performance and provided a detailed description of a MAC scheme based on both opportunistic concepts and on collision avoidance. Zeng et al. [113] proposed a multirate OR by incorporating rate adaptation into their candidate-selection algorithm, which was shown to achieve a higher throughput and lower delay than the corresponding traditional single-rate routing and its opportunistic single-rate routing counterpart. The authors of [91] , [92] , [96] employed the energy consumption metric for choosing the potential forwarder RN set. More concretely, Mao et al. [91] presented an energy-efficient OR strategy relying on sophisticated PA, which prioritizes the forwarder RNs by directly minimizing the total energy consumption of all nodes. Dehghan et al. [92] developed a minimum-energy cooperative routing based on many-to-many cooperation and determines the optimal route with the aid of the Bellman-Ford algorithm [123] . Wei et al. [96] proposed an energy-conserving Assistant Opportunistic Routing (AsOR) protocol, which classified a sequence of nodes into three different node sets, namely, the frame node, the assistant node and the unselected node. The frame nodes were indispensable for decode-and-forward operation, while the assistant nodes provided protection against unsuccessful opportunistic transmissions. Although the authors of [91] , [92] , [96] employed the energy consumption as their routing metric, they have not provided any theoretical bounds in their performance analysis. Moreover, these authors assumed that the number of affordable MAC retransmissions was infinite.
An appropriate PA scheme combined with an opportunistic scheme was introduced in [74] . The opportunistic scheme does not employ a pre-selected route, while it will fully utilize the time-variant characteristic of the hostile wireless channel, where any RN has the chance to forward a packet as long as the packet arrives at this RN successfully. A pair of energyconsumption-based OFs are constructed for TR and OR by exploiting the knowledge of both the corresponding FER within the PHY layer, as well as that of the number of MAC retransmissions and of the number of RNs in the NET layer, as seen in the system model of Fig. 13 . The above-mentioned TR and OR algorithms employ the corresponding energy-consumptionbased OFs as their routing metrics, respectively. Apart from the energy consumption, the end-to-end throughput is evaluated as well. It was demonstrated that the algorithms proposed in [74] are capable of operating close to the theoretical bound found by the exhaustive search of all routes. In Fig. 13 , the characteristics of the PHY layer are represented with the aid of the FER, while the DL layer employs the IEEE802.11g standard. In the NET layer, the above-mentioned TR and OR are employed, which make their decisions on the basis of the above energy-consumption-related OFs. The UDP is employed in the transport layer and the data streaming relies on a CBR service in the application layer. As in Section II, the channel imposes both free-space path-loss and uncorrelated Rayleigh fading, plus the ubiquitous AWGN.
Based on the system model of Fig. 13 , the impact of the lowest three layers of the OSI model on the total energy dissipated of the entire system is considered, which will be analyzed, whilst relying on an energy-consumption-based OF.
In [73] , [74] , only the transmit energy consumed by the data packets during their transmission is considered, which are generated by the application layer. The energy consumed by other packets, such as routing and MAC control packets is not considered. In other words, the idealized simplifying assumption is that the energy consumed during the process of route discovery is negligible. The elimination of this simplification was set aside for the future work. As detailed in [73] , [74] , the OF is invoked for making routing-related decisions, which directly influence the energy consumed by future data packets. All nodes are assumed to be stationary. Only a single sourcedestination pair is supported in the network and only a single node has the chance of transmitting in a time slot, once the route was determined. All the data packets are also assumed to have the same length and all nodes have the same transmission rate.
A. Traditional Routing With Fixed Transmit Power
Naturally, having an infinite number of MAC retransmissions will impose a potentially infinite end-to-end delay at the destination, which is not realistic. In realistic environments, the wireless link may become broken owing to packet errors if the maximum number of MAC retransmissions has been exhausted. A broken link may trigger a route-repair or even route re-discovery for the sake of maintaining the current source-destination communications session. The route-repair is often required at the upper-node's broken link, while the route re-discovery should be initiated by the source. All these actions may consume more energy and naturally they reduce the attainable throughput. Additionally, the success of a specific hop emanating from a node relies on the success of all previous hops. If any of the previous links is broken, then no packet will be forwarded towards the destination. Naturally, any link is more likely to break if the number of MAC retransmissions is limited to N r . The energy consumption considered is divided into two parts: the energy consumed by the data packets which succeed in reaching the destination and the energy consumed by the data packets which are dropped before reaching the destination. The time slot duration of a single transmission attempt across a given link is defined as T . Given the same data packet length and the same transmission rate at each node, T is a constant value. Here, the energy-conscious OF of a two-hop route is detailed as an example. p s and p f are used to denote the probability of a packet being successfully delivered to the destination successfully and being dropped before reaching the destination, respectively. Furthermore, the notation p s (τ) represents the probability that the packet is successfully delivered all the way from the source to the destination after a time duration of τ. First, the energy consumption analysis of a 2-hop route is considered in Fig. 14 total time duration of a packet's passage between S and D is (τ 1 + τ 2 ), where 2T ≤ τ 1 + τ 2 ≤ 2N r T . Therefore,
. . . . . .
While p s is given by
Since during a single time slot T the nodes consume an energy of E, the estimated total energy E s consumed by a successfully delivered packet in a two-hop route is
In a similar way, the time D s required for a packet, which is successfully delivered from S to D is given by
Additionally, the packets, which exhausted the maximum number N r of MAC retransmissions and were finally dropped before reaching D due to poor channel conditions also consume energy. This energy should also be taken into account in the total energy consumption. The energy dissipation analysis of a packet dropped before reaching the destination in a 2-hop route is portrayed in Fig. 15 . The symbol × indicates that the link's transmission fails after The probability of failure p f of the two-hop route for a single packet is described as follows:
where p f (h) represents the probability of the packet becoming dropped during the h-th hop. Therefore, the energy E f consumed by a dropped packet is quantified as follows:
Similarly, the average time D f required by a packet to propagate from S up to the broken link is formulated as
The energy dissipation analysis of a packet's successful delivery to the destination and that of a packet dropped before reaching the destination in a H-hop route is characterized in Fig. 16 and Fig. 17, respectively. Fig. 16 portrays the scenario, where each link's transmission is successful after 1 ≤ τ T ≤ N r MAC retransmission attempts. By contrast, Fig. 17 shows that a transmission failure could take place within any of the links, where all the previous links' transmissions were successful. The time duration elapsed before reaching the failed link is τ = N r T , while that elapsing during all the previous link's transmission is
Therefore, the total normalized transmit energy consumption becomes:
Similarly, the end-to-end throughput R e2e is given as
A low-complexity routing algorithm is proposed in [73] . The process of route discovery is shown in Fig. 18 , where S represents the source, D represents the destination, and the other nodes are denoted by symbols A, B, C, E, F and G. E S→n,t denotes the estimated NEC for the route spanning from S to node n at time instant t, while E S→n is used for storing the minimum NEC for every node in every time-slot of duration T . The routing process may be divided into the following four steps:
• Step 1 Node S broadcasts the RREQ packet; • Step 2 Every node carries out the operations detailed in Fig. 19 upon receiving the RREQ packet; • Step 3 Node S receives the RREP packet and then updates the routing table; • Step 4 Then node S sends its data packet along the specific route having the lowest estimated E total .
A flow chart is provided in Fig. 19 for specifically highlighting the operations, when each node receives an RREQ packet. If S receives the RREQ packet, S will simply discard this RREQ packet. By contrast, if another node n(n = S) receives the RREQ packet, it calculates the NEC E S→n,t and then compares E S→n,t to E S→n . If E S→n,t > E S→n , then node n will discard the RREQ packet. Otherwise, if node n is D, then D will respond with a newly created RREP packet. However, if node n is not D, node n will broadcast the RREQ packet again. Now the process of routing discovery is explained in details for further clarification. During time slot 1, node S broadcasts the RREQ packet, nodes A, B and C receive the RREQ packet. According to the actions seen in Fig. 19, nodes A, E S→B and E S→A , respectively. If E S→A,1 ≤ E S→A , then A will update E S→A and will forward the RREQ packet during the next time slot, otherwise it will discard it. The same actions are carried out at node B and node C as well.
Then during time slot 2, node A, B and C forward the RREQ packet. According to the actions seen in Fig. 19, nodes B, During time slot 3, nodes B, E, F and G forward the RREQ packet. According to the actions portrayed in Fig. 19 , node G will forward the RREQ packet during the next time slot, since The analytically estimated NEC associated both with an infinite number as well as a finite number of N r MAC retransmissions was calculated from (5) and (19) , respectively. A simple linear network topology was studied, where all N nodes are equi-spaced along a line. The frame length of the data packets, which are generated from the application layer, is Lapp=1024 Bytes. The 802.11g standard is employed in the DL layer. The transmit power is set to P t i = 0.016 mW and the IrCC-URC-QPSK defined in Section II is employed in the PHY layer. The channel model is the AWGN channel subjected to inverse second-power free-space path loss. The other system parameters employed for the simulations of Figs. 20 and 21 are listed in Table IV .
The NEC and the end-to-end throughput evaluated both from (19) and (20) (5) and for the simulations. All the analytical and the simulation based values recorded for the NEC increase, when the FER increases. By contrast, the curves representing the end-to-end throughput decrease, when the FER increases. The reason for this observation is that a high FER in a link indicates a high breakage probability not only for the specific link and but also for the entire route, when retransmissions are required. However, if N r is sufficiently high, then the success probability of a packet across a link or even the entire route becomes higher. This trend is presented in Fig. 20 , where the curve recorded for N r = 7 is seen to be close to that of N r = ∞. The discrepancy between the theoretical value and the simulation-based value becomes higher when N r is reduced and simultaneously the FER is increased. Fig. 20 also shows that the theoretical energy consumption of (19) based on the energy-conscious OF is closer to the simulation based values than those based on the OF relying on an infinite number of MAC retransmissions. Naturally, the advantage of the OF is more substantial for N r = 1. Fig. 21 also displays two groups of performance curves, one group for the NEC and the other group for the end-toend throughput, which are associated with H = 2 and 10, respectively. When H is increased, the normalized energy consumption is reduced and the end-to-end throughput is decreased, because the distance between a pair of adjacent nodes is reduced and therefore the transmit power required at each node for successfully delivering a packet is reduced. Similarly, as discussed in [73] , the theoretical values estimated based on the proposed OF are closer to the simulated values than to those estimated on the basis of an infinite number of MAC retransmissions, especially when both H and the FER are high.
Hence, as elaborated on in [73] , the conclusion is reached from Figs. 20 and 21 that the proposed energy-conscious OF is more accurate than the one assuming an infinite number of MAC retransmissions at high FERs, or for a high number of hops at a low maximum number of MAC retransmissions.
B. Traditional Routing With Adjustable Transmit Power
The FER curve was generated for the AWGN channel model with the aid of simulation [74] . According to the approach of [102] , this will allow us to determine the average FER for arbitrary fading channels upon weighting the AWGN-FER by the Probability Distribution Function (PDF) of the fading channel and averaging it over the legitimate dynamic range. More specifically, the channel model considered is the uncorrelated, non-dispersive Rayleigh fading channel. The average FER expression FER Rayleigh is determined for the Rayleigh fading channel considered by integrating the specific FER AW GN value of the AWGN channel experienced at a given SNR after weighting it by the probability of that specific SNR, which is given by:
where γ is the channel SNR, e −γ represents the Rayleigh channel while the FER AW GN (γ) versus the SNR curve is approximated by the following four-segment FER vs. SNR model representing the AWGN channel:
with η 1 , η 2 and η 3 being the break-points of the four-segment FER versus SNR approximation FER AW GN (γ). Eqs. (21) and (22) and a 6 = 18.9118. Additionally, the values of the break-points η 1 , η 2 and η 3 are determined for the SNR points of 0.6 dB, 0.7 dB, and 0.9 dB, which are based on the curves seen in Fig. 22 . Fig. 22 shows the FER performance versus the SNR, when the IrCC-URC-QPSK scheme of Section II-A is employed, relying on the average code rate of R c = 0.5 in an AWGN channel. As seen from Fig. 22 , the corresponding horizontal points of the symbol '×' are 0.6 dB, 0.7 dB and 0.9 dB. Therefore, by employing a practical coding scheme, such as the IrCC-URC-QPSK scheme of Section II with the aid of (19) , it arrives at
which shows that E total is independent of the number of retransmissions in a single-hop route. In this context, the NEC is the same as that of a transmitter operating without a transmission limit, i.e. when N r = inf. As indicated in [74] , optimizing the transmit power of the source was formulated as a convex optimization problem.
Once the closed-form expression of (23) for the NEC E total of a single hop, the optimized transmit power P t 1 may be calculated by setting the derivative of (23) with respect to P t 1 to zero, which yields where 1 − p 1 = FER 1 . Finally, the analytical expression of the optimized transmit power P t 1 can be found. The existence of the optimized transmit power at the source of a single-hop route is shown in Fig. 23 . Moreover, the end-to-end throughput R e2e of the TR relying on an adjustable transmit power also obeys the same expression of (20) . Therefore, the NEC E total and the end-to-end throughput R e2e are compared both in terms of simulation and theoretical results in Fig. 23 , where the maximum number of MAC retransmissions is N r = 7. The frame length of the data packets, which are generated from the application layer, is 1024 Bytes. The 802.11g standard is employed in the DL layer. The distance between S and D is 1000 m. The other simulation configurations are listed in Table IV . Fig. 23 shows that the NEC initially decreases and then increases slowly beyond the transmit power of 0.12 mW, where 0.12 mW is the optimal transmit power obtained by using (24) . The end-to-end throughput increases upon increasing the transmit power at S. Observe that the simulation results closely match the theoretical curve.
The idealized multi-hop linear network researched in Section III-A may be extended to a more realistic random network relying on Dijkstra's routing algorithm [124] and invoking the NEC E total for route selection. Hence, a heuristic routing algorithm, namely the TR having an adjustable transmit power is invoked in [74] (referred to as Algorithm 1 in [74] ), which may be adapted to the random network scenario considered for guaranteeing a high energy efficiency. For ease of interpretation, in this paper, the TR having an adjustable transmit power is exemplified with the aid of its step-by-step execution using the NEC metric E total , as shown in Fig. 24 . It is assumed that V is the vertex set, v is a node in the set V and E Sv denotes the NEC. Moreover, S represents the set of selected nodes, while P opt t (u, v) denotes the optimal transmit power of node u assigned for transmission to node v.
As an example, the positions of S, D, R 1 and R 2 are assumed to be (100, 100), (900, 100), (500, 500), and (300, 400), respectively. The IrCC-URC-QPSK is employed in the Fig. 24 . Execution of the TR associated with an adjustable transmit power in a specific instance, where the positions of S, D, R 1 and R 2 are assumed to be (100, 100), (900, 100), (500, 500), and (300, 400), respectively. The value within a node v is its energy cost E total (×10 −8 mJ/bit) for transmission from S to node v. After each iteration one node is incorporated into the set S. The nodes in boldface denote the nodes in S after each iteration and the arrows in boldface represent the shortest route from S to the nodes in boldface after each iteration. Due to the adjustable transmit power of node u, the probability p f (u, v) of a packet, which is dropped at any link u − v after N r = 7 retransmissions, has nearly the same value of p f (u, v) = 0.041, hence this value next to the arrows is not plotted for simplicity. PHY layer. The channel imposes both free-space path-loss and uncorrelated Rayleigh fading, plus the ubiquitous AWGN. The other relevant parameters are listed in Table IV . Each node is assumed to be aware of the other nodes' position, hence also of their distance. In a compact form, V = {S, R 1 , R 2 , D} and S = {S}, as shown in Fig. 24(a) . In Fig. 24(b) , S calculates its transmit power optimized for minimizing the NEC from (24), which is E SR 1 = 1.8 × 10 −8 mJ/bit, E SR 2 = 0.7 × 10 −8 mJ/bit, E SD = 3.5 × 10 −8 mJ/bit for transmission from S to R 1 , R 2 and D, respectively. Since E SR 2 = 0.7 × 10 −8 mJ/bi is the lowest in the set of the three energies, S is updated to {S, R 2 }. Then in Fig. 24(c) , R 2 calculates its transmit power optimized for minimizing the NEC from (24) for the transmission, which is spanning from S to node R 1 and D via R 2 , respectively. Since the updated NEC E SR 1 = 1.0 × 10 −8 mJ/bit is lower than Fig. 24(d) , R 1 adjusts its own transmit power to the optimal one, which minimizes the NEC E SD = 2.8 × 10 −8 mJ/bit from S to D via R 2 and R 1 . At this stage, D is incorporated into S. Since S = {S, R 2 , R 1 , D}, the TR with adjustable transmit power may be deemed to have converged and the route S − R 2 − R 1 − D is deemed to be the optimal route for transmission from S to D.
The computational complexity has three main contributing factors: a) the calculation of a single NEC in a specific case; b) the number of NEC calculations; c) and finally, finding the minimum NEC in each round. They denote the complexity of E s , E f and p s , where
The complexity of evaluating D s and D f is the same as that of E s and E f , apart from a multiplicative constant. The number of NEC calculations is given by the number of node pairs, which is V (V − 1)/2. The minimum NEC can be found based on the Fibonacci heap approach of [125] , which has a complexity on the order of O(log V ). Therefore, the complexity imposed by the TR with adjustable transmit power
The performance of TR relying on an adjustable transmit power will be characterized in Section III-C in comparison to that of the OR of Section III-C.
C. Opportunistic Routing With Adjustable Transmit Power
The TR transmits the packet along the specific pre-selected route having the lowest estimated NEC. This pre-selected route is determined after the estimation and comparison of the NEC of each potential candidate route. The information invoked for routing decisions is gleaned during the process of route discovery, but this information may become stale owing to node-mobility. Instead, OR considers the potential chances of success for each candidate RN, bearing in mind their timevariant channel conditions. Regardless of which particular RN receives the packet from the source successfully, if this RN has the highest priority in the forwarder RN list, it will forward the packet to the next RN. Naturally, the challenge in the design of the OR procedure is the beneficial selection of the forwarder RN set, the specific priority order of the potential forwarders and the avoidance of duplicate transmissions [110] . All the nodes in a node's neighbor list are assumed to belong to this node's forwarder R-list. The metric used for determining the priority order is the normalized energy required by this particular RN for reaching D. Acknowledgement (ACK) packets are employed for avoiding the duplicate transmissions. The particular RN in the forwarder R-set, which has the highest priority owing to requiring the lowest energy will send the ACK first. The other RNs, which overhear the ACK will withdraw from the competition [126] , [127] .
A two-hop network is shown in Fig. 25 , which has a single source S, a single destination D and M RNs If S successfully sends a packet to the m-th RN, m = 0, 1, . . . , M, with the aid of n r transmissions, the probability of this event is
Correspondingly, the energy dissipated becomes 
where D S is T , which denotes the duration of a Time Slot (TS).
Consequently, when taking into account all the possible events, the total energy consumption is
while the total delay becomes:
Meanwhile, the packet transmitted from S may be dropped in the S − D, S − R m or R m − D link, where m = 1, . . . , M and again, the destination can be replaced by R 0 . Then the end-toend outage probability p f may be formulated as
Furthermore, the NEC E total may be formulated as
while the end-to-end throughput R e2e is given by
Although the network topology in Fig. 25 has only two hops, this algorithm may be extended to a large network, where the OR principle is employed for each hop. Meanwhile, the optimal transmit power of each node is found for the sake of minimizing the NEC required for the successful passage of a packet from that node to the destination. Therefore, the heuristic routing algorithm, namely the OR associated with an adjustable transmit power is conceived in [74] (referred to as Algorithm 2 in [74] ), for calculating the minimum NEC by carrying out optimum distance-dependent power allocation at each node, hop-by-hop. For ease of interpretation, in this paper, the OR having an adjustable transmit power is exemplified with the aid of its step-by-step execution using the NEC metric E total , as shown in Fig. 26 . Here, for any node v in a given vertex set V , E vD denotes the NEC E total necessitated for transmission from node v to the destination D, where the potential set of receiver nodes is denoted by R . Furthermore, P opt t (v) is the optimal transmit power, which minimizes the NEC required for transmission from node v to the destination D.
Again, as a specific example, both the topology and the relevant parameters used in Fig. 26 are similar to those used in Fig. 24 . It was also assumed that each node is aware of the other nodes' position, hence also of their distance. In a compact form, V = {S, R 1 , R 2 , D} and R = {D}, as shown in Fig. 26 . Execution of the OR associated with an adjustable transmit power in a specific instance, where the positions of S, D, R 1 and R 2 are assumed to be (100, 100), (900, 100), (500, 500) and (300, 400), respectively. The value within a node u is its cost E total (×10 −8 mJ/bit) incurred by its transmission from node u to D and the dash-dot ellipse represents the receiver set R before each iteration. After each iteration one node is incorporated into the set R . The nodes in boldface denote the nodes in R after each iteration. The values next to the arrows or the dashed ellipses represent the probability p f (u, R ) of a packet being transmitted from S in conjunction with the event that none of the nodes in the receiver set R receives it after N r = 7 retransmissions. Fig. 26(a) . In Fig. 26(b) , S, R 1 and R 2 calculate their transmit power optimized for minimizing the NEC from (34) , yielding
10 −8 mJ/bit is the lowest in the set of the three energies, R is updated to {R 1 , D}. Then in Fig. 26(c) , S and R 2 adjust their own transmit power and update their NEC for transmission to node D by considering {R 1 , D} as their forwarder relay set. Since E R 2 D = 2.0 × 10 −8 mJ/bit is lower than E SD = 2.5 × 10 −8 mJ/bit, R is updated to {R 2 , R 1 , D}. Finally, in Fig. 26(d) , S adjusts its own transmit power to the optimal one, which minimizes E SD = 2.3 × 10 −8 mJ/bit, where {R 2 , R 1 , D} is the resultant forwarder relay set. At this stage, the OR with adjustable transmit power may be deemed to have converged, since S is incorporated into R and R = {S, R 2 , R 1 , D}. In this algorithm, every node has to find its own forwarder R-set by itself upon exploiting the knowledge of the other nodes' positions. If more than one node in a node's forwarder Rlist receives the packet from that node successfully, then that particular one, which requires the lowest NEC for transmission to the destination has the highest priority for forwarding this packet. The nodes of the forwarder R-set communicate with each other similarly to the technique of [126] and again, the NEC required for successful transmission to D is invoked for deciding the priority order of the forwarders.
The complexity of finding the transmit power and the forwarder set also depends on three contributing factors, just like for the TR scenario. They denote the complexity of E total in (34) and of p f in (33) by C (E total ) and C (p f ), respectively. The OR with adjustable transmit power has to invoke V times for the sake of adding a further node into R in each round. The optimal transmit power of any node in (V − R ) is calculated in a specific round and the complexity of this calculation is given by C (E total ) + C (p f ). Again, the complexity of finding the optimal transmit power can be calculated by Fibonacci heap [125] which has a complexity on the order of O(log V ).
Therefore, the complexity of the OR with adjustable transmit
Now the performance of the networks associated with a total of N = 4 and 15 nodes are analyzed. The positions of S and D are (100, 100) and (900, 100), respectively, while the other nodes are uniformly located within a circle centered at (400, 100) with a radius of 400 m. The NEC E total and the endto-end throughput R e2e are shown in Fig. 27 and Fig. 28 as a function of the maximum number of MAC retransmissions N r . The theoretical NEC bound of both TR and OR was also invesgated when N = 4, which was found by the exhaustive search of all the routes spanning from S to D, while for N = 15 no theoretical bounds were given, since the exhaustive search has an excessive computation complexity. Fig. 27 shows that the performance of the energyconsumption OF based algorithm is close to the theoretical bound when N = 4, especially in the case of a high N r . Both Figs. 27 and 28 show that the energy-efficient OR outperforms both the Adjustable Energy-Efficient Opportunistic Routing (A-EEOR) algorithm defined in [91] and the energy-efficient TR. Here, the A-EEOR algorithm selects and prioritizes the forwarding set during the initialization stage according to the total energy cost of forwarding a packet to the destination node, which is estimated under the assumption of allowing a potentially infinite number of MAC retransmissions N r . However, N r is finite in practical scenarios. Hence, more specifically, compared to the A-EEOR algorithm the OR algorithm has a lower normalized energy consumption for N r < 4, as seen in Fig. 27 , while exhibiting a higher end-to-end throughput for N r < 6, as shown in Fig. 28 . Moreover, both the OR and TR simulation results closely match the theoretical curves. When N r = 1 or 2 for the network topology of N = 4, both the exhaustive search, labelled by "TR bound" and the TR algorithm proposed in [74] , labelled by "TR theory", selected the route 'S-D'. Hence the NEC is the same for both. When 2 < N r < 8, the exhaustive search and the TR algorithm proposed in [74] choose different routes, since the exhaustive search represents the globally optimal algorithm, while the TR algorithm is a locally optimal algorithm. More specifically, the TR algorithm is optimal for every single hop. Moreover, the simulation results corresponding to the 'TR simulation' label closely match the theoretical value represented by the label 'TR theory'. Therefore, the 'TR simulation/theory' and the 'TR bound' scenarios exhibit a performance discrepancy, when 2 < N r < 8, as seen in Fig. 27 . Note that the NEC E total decreases upon increasing N r . However, the end-to-end throughput R e2e of the A-EEOR and OR regimes first increases and then saturates. Additionally, the end-to-end throughput of TR is in fact higher than that of OR for N r = 1 and 2 when N = 4, but it is lower for N r ≥ 3, as seen in Fig. 28 . This is because in case of a low number of MAC retransmissions, the direct near-line-of-sight route spanning from S to D in the TR has a more dominant priority than the other routes. 
IV. CONCLUSIONS AND DESIGN GUIDELINES
A. Conclusions
In this paper diverse routing schemes were studied, investigating the benefits of multi-antenna aided RNs, the FER, the number of MAC retransmissions and the number of hops on the performance energy consumption.
• In Section I, we described the main functions of the OSI model layer by layer, then we highlighted the common methods of cross-layer design. The historical development of cross-layer aided routing protocol designs was portrayed in Table II . Then, we categorized the family of ad hoc routing protocols, which were improved in the following chapters.
• In Section II, we focused our attention on the reduction of the energy consumption by exploiting the benefits of the coordination between the PHY layer and the NET layer. Specifically, the advantages of near-capacity coding schemes were quantified in terms of their energy saving. A near-capacity three-stage concatenated IrCC-URC-STTC relay-transceiver equipped with two transmit antennas was proposed in [72] for the ad hoc network considered, since it achieved a low FER at a low transmit power.
The high effective transmission range of the IrCC-URC-STTC aided MA-RNs facilitated cross-layer design for activating beneficial routes having the lowest number of longer hops.
• Section III was specifically dedicated to minimizing the energy consumed by the data packets during the process of data transmission, where the NEC was quantified by considering both the PHY layer as well as the DL layer and the NET layer. Additionally, a cross-layer operation aided energy-efficient OR algorithm for ad hoc networks and an energy-consumption-based OF combined with PA was analyzed, which was proposed in [74] both for finding a theoretical bound and for conveying the packets through the network.
B. Design Guidelines
In general, three basic steps may be identified, when designing routing algorithms in ad hoc networks, which are: 1) Determining the design targets, such as the network's throughput and/or energy consumption; 2) Determining the key factors, which influence the design targets most crucially. These key factors may be related to different layers, including the channel categories, the protocol parameters and so on; 3) Determining the routing metrics used for making routing decisions, such as the number of hops and/or the normalized end-to-end energy consumption.
Let us now detail these three design steps as follows:
• Throughput and energy consumption constitute a pair of important specifications in analyzing a network's performance, which critically depend on the parameters of the different OSI layers. Hence, combining the functions of multiple layers with the aid of cross-layer operation is beneficial in terms of improving the attainable performance, as demonstrated in this tutorial with the assistance of several cross-layer aided routing algorithms designed for ad hoc networks.
• The number of hops is one of the most popular routing metrics in routing design, as we demonstrated in the context of the classic routing algorithm, namely the DYMO protocol.
• One of the most important factors we have to consider in the PHY layer is constituted by the specific characteristics of the time-variant wireless channel, which inflict bit/symbol errors and even packet loss events at the receiver node. Hence, strong and robust channel coding schemes have to be employed for mitigating the channelinduced degradations. The BER and FER are the two representative parameters, which are capable of characterizing the influence of both the time-variant wireless channel and of the FEC coding schemes, hence representing the overall performance of the PHY layer.
• For the sake of reducing the system's total transmit energy consumption, a near-capacity coding scheme, such as the IrCC-URC-STTC scheme of Section II-A is the most appropriate choice, since it requires a reduced transmit power at a given BER/FER value, which may also be viewed as reducing the BER/FER at a given transmit power. This is the reason, why the IrCC-URC-STTC aided MA transceivers operate close to the achievable capacity and this is, why they are capable of reducing the number of hops spanning from the source to the destination. Requiring less hops implies that less nodes are involved, hence reducing the energy dissipation. An energy-efficient routing algorithm relying on the employment of IrCC-URC-STTC aided MA transceivers [72] was analyzed in Section II-B and Section II-C, showing that the system's total transmit energy consumption was reduced.
• Furthermore, having considered the factors influencing the design of both the PHY layer and of the NET layer, we have to proceed by characterizing the influence of the DL layer in the cross-layer aided routing design. Our goal is that of achieving a throughput improvement and for energy reduction. One of the representative factors in the DL layer is constituted by the number of maximum MAC retransmissions. The larger the number of maximum MAC retransmissions, the more energy will be consumed and the higher the delay becomes. As a benefit, the successful packet reception probability is improved. Hence, we have to find the most appropriate number of maximum MAC retransmissions for the sake of striking an attractive compromise.
• Additionally, we emphasize that the energy assigned to the data packets plays a dominant role in determining the system's total energy dissipation, which hence has to be optimized. For the sake of achieving an improved network throughput and a reduced energy consumption, the joint influence of the FER in the PHY layer, of the maximum number of retransmissions in the DL layer and of the number of hops in the NET layer has to be carefully considered. Additionally, opting for the NEC as the routing metric instead of the number of hops is more beneficial in terms of reducing energy consumption. Hence, an accurate energy-consumption-based OF is required for combining all the three factors corresponding to the lower three layers of the seven-layer OSI architecture, as indicated in Section III-A of the tutorial. The routing algorithm proposed strikes an attractive tradeoff between the normalized energy consumption and the end-to-end throughput in the context of real-world scenarios, as exemplified in Section III-A.
• A hop-length-dependent PA is beneficial in terms of reducing the energy consumption. If the transmit power of each node is assumed to be the same, a certain amount of extra energy will be dissipated, since the distance between each pair of nodes is different, which would necessitate a different amount of transmit energy. An energy-efficient TR algorithm was designed with the aid of the hop-lengthdependent power allocation of Section III-B, which also jointly considered the FER in the PHY layer, the maximum number of retransmissions in the DL layer and the number of hops in the NET layer. A reliable routing metric is constituted by the NEC quantified in terms of the energybased OF exemplified in Section III-B.
• Additionally, the violently time-varying fading channel will impose extra energy dissipation as well, because it may render a pre-selected route inadequate for reliable data transmission. This led to the concept of OR, which is capable of reducing the energy consumption. Hence an energy-efficient OR regime was designed with the aid of hop-length-dependent PA in Section III-C, which also relied on cross-layer operation across the lower three layers of the TCP/IP model. Again, a reliable routing metric is constituted by the NEC quantified in terms of the energybased OF exemplified in Section III-C.
All operational systems rely on a vital form of crosslayer operation, which makes wireless systems different from wireline based systems. Explicitly, both handovers and power-control rely on cross-layer cooperation in all wireless systems. This is why they are usually shown diagrammatically as a block bridging the lowest three layers. Going back as far as the old second-generation GSM system, the total control-channel bitrate was as low as 961 bits/sec, which limited the efficiency of the power-control and handover operations, especially at high velocity and for small traffic cells, when handovers are frequent. For the 3G systems the control-channel rates were increased by an order of magnitude to about 10 kbits/s, which facilitated more prompt handovers and power-control actions, when for example the mobile turned at a street-corner. The 4G LTE system also followed this trend, since an increased control-channel rate supports more sophisticated cross-layer cooperation. Although the main focus of this tutorial is on the energy dissipated by data packets during the process of data transmission, we note that cross-layer cooperation imposes an extra network overhead, since the control information also plays an important role in determining the system's total energy consumption, especially in mobile scenarios where the control information assists in maintaining seamless communications [128] . The extra control information is generated, when the information exchange takes place amongst layers or different nodes, including the control bits and the extra control packets. Additionally, a plethora of control packets are required for both route discovery and for route maintenance. For example, nodemobility might cause the following problems:
• In TR, both the pre-selected route and the pre-stored backup routes become invalid, which will activate route re-discovery and hence may deplete the residual energy of each node; • In OR, both the pre-computed optimal transmit power and the forwarder set might become invalid, which requires the re-computation of these two parameters. Hence, the effects of the route life-time have to be considered for estimating the energy consumption in a mobile scenario [128] - [131] .
Hence, the energy-consumption-based OFs formulated in the stationary scenario may require further adjustments, if the energy dissipated by the control packets is also considered. It may be promising to employ bio-inspired algorithms, such as the ant colony algorithm [132] , for accommodating a dynamically changing topology, which requires future research.
