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Abstract—In this work, we propose a novel low com-
plexity Generalised Frequency Division Multiplexing (GFDM)
transceiver design. GFDM modulation matrix is factorized into
FFT matrices and a diagonal matrix to design low complexity
GFDM transmitter. Factorization of GFDM modulation matrix
is used to derive low complexity Matched Filter (MF), Zero
Forcing (ZF) and Minimum Mean Square Error (MMSE) based
novel low complexity self-interference equalizers. A two-stage
receiver is proposed for multipath fading channel in which
channel equalization is followed by our proposed low-complexity
self-interference equalizers. Unlike other known low complex-
ity GFDM transceivers, our proposed transceiver attains low
complexity for arbitrary number of time and frequency slots.
The complexity of our proposed transceiver is log-linear with a
number of transmitted symbols and achieves 3 to 300 times lower
complexity compared to the existing structures without incurring
any performance loss. Our proposed Unbiased-MMSE receiver
outperforms our proposed ZF receiver without any significant
increase in complexity especially in the case of large number of
time slots. In a nutshell, our proposed transceiver enables low
complexity flexible GFDM transceiver implementation.
I. INTRODUCTION
GFDM is a block based waveform fits into many next
generation cellular network requirements [1], [2] such as low
OoB radiation [3], immunity to CFO [4], [5], compatibility
with multiple input multiple output (MIMO) [6], [7], [8] and
flexibilty to use different time-frequency slots and pulse shapes
[9]. However, it requires transceivers with high computational
complexity. This is due to non-orthogonality, which is intro-
duced by the circular filtering of each sub-carrier. Moreover,
GFDM suffers from self-interference which mandates the
use of complex receivers to equalize self-interference. When
exposed to multipath channel, GFDM signal further distorts
which increases the complexity of signal reconstruction.
A two-stage receiver can be used for GFDM reception in
multipath fading channel in which channel equalization is
followed by self-interference equalizers [10]. Channel equal-
ization can be implemented by using well known low com-
plexity frequency domain equalizaers (FDE) same as in the
case of orthogonal frequency devision multiplexing (OFDM).
However, implementation of self-intereference equalization
is costly [11]. If M and N represent number of time and
frequency slots respectively, the implementation of the trans-
mitter, Matched Filter (MF) self-interference equalization and
Zero-Forcing (ZF) self-interference equalization involves a
complexity of O(M2N2) [12] while the complexity of Mini-
mum Mean Square Error (MMSE) self-interference equaliza-
tion is O(M3N3). When N ∼ 103’s and M ∼ 10’s (or N ∼
10’s andM ∼ 103’s), the count of computations becomes very
high. This high complexity hinders practical implementation
of GFDM transceivers. Therefore if complexity of GFDM
transceivers can be reduced it would help widespread use of
this versatile waveform design framework [9].
The sparsity of prototype pulse shape in frequency domain
is exploited to design a low complexity transmitter in [13]
and a low-complexity MF receiver in [14]. The complex-
ity is reduced to O(MNlog2(MN) + MN
2) but it comes
with increase in BER. Periodicity of complex exponential is
exploited in [15], [16] to reduce the complexity further to
O(MN log2(N) + M
2N). Similar order of complexity is
achived by using block circulant property of multiplication
of modulation matrix and its Hermitian in [11]. Behrouz and
Hussein proposed frequency spreading based GFDM trans-
mitter in [17] based on the principles of frequency spreading
filter bank multi carrier (FMBC) transmitter proposed in [18].
The complexity of the transmitter is O(MN log2(N)+M
2N)
similar to [19], [16], [15]. Recently, Wei et al. in [20]
have proposed a low complexity one-stage receiver based on
frequency-domain discrete Gabor transform (FD-DGT) called
Localized DGT receiver (LDGT) having the complexity of
O(MN log(MN)). Authors in [21] use two assumptions for
designing low complexity receiver (i) requirement of perfect
knowledge of coherence bandwidth by LDGT receiver 1 and
(ii) subcarrier bandwidth to be less than channel coherence
bandwidth2. Performance of LDGT receiver will depend on
estimation of coherence bandwidth which is further dependent
upon stationarity conditions [22], [23]. There will be additional
complexity requirement to estimate coherence bandwidth.
Constraint on sub-carrier bandwidth decreases the flexibility
of GFDM.
A flexible GFDM system is free to choose any arbitrary
value of M and N , arbitrary pulse shape and arbitrary sub-
carrier bandwidth [3] for different application requirements
[9]. To the best of author’s knowledge complexity of GFDM
transmitter and linear receiver is either found to increase non-
linearly with M or increase non-linearly with N . Additionally,
only transceiver present in [11] assumes arbitrary pulse shape
but has high complexity when M is high. Hence, no existing
GFDM transceiver enables flexibility of GFDM. Hence, to en-
able the flexibility of GFDM, we aim to reduce the complexity
growth further on M and N .
Our Contribution
In this work, we assume prior knowledge of GFDM specific
parameters such as N , M and pulse shape at transmitter as
well as receiver like in [13], [14], [15], [16], [11], [20]. Our
1See equation (50-52) in [20]. Further, while computing complexity of
LDGT, the dual function Γ˜opt in (50) is assumed to be known for a broadband
channel.
2See equation (15) in [20]
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Fig. 1: Baseband Block Diagram of GFDM Transceiver in Multipath Fading Channel
design consider arbitrary value N and M . Unlike [14], [3],
our design assumes arbitrary pulse shapes. We consider that
subcarrier bandwidth can be smaller as well as larger than
channel coherence bandwidth, unlike in [20].
1) We factorize the modulation matrix of GFDM in terms
of a Block Circulant Matrix and a Block Diagonal
IFFT matrix. This lead us to FFT based low complexity
GFDM transmitter implementation.
2) We derive closed form expression for MF, ZF
and MMSE self-interference equalizers using above-
mentioned GFDM modulation matrix factorization.
These closed form expressions provide low complexity
FFT based low complexity implementations.
3) We also derive closed form expression for bias correc-
tion correction for MMSE self-equalizer output to im-
prove BER performance of biased-MMSE receiver[24].
4) We present low complexity transceiver structure in mul-
tipath channel. The overall complexity of our transceiver
is found to be O(MN log2(MN)) which is significantly
below that of existing transceivers.
5) We compare BER performance of our proposed
transceiver with the direct implementation of receivers.
Our proposed low complexity tranceiver does not make
any assumption related to parameters of GFDM i.e. num-
ber of time-frequency slots and pulse shape. Hence, with
our transciever the properties of GFDM is same as in
[3]. Thus, our trancievers attain same BER performance
as direct implementation of GFDM trancievers in [3].
II. SYSTEM MODEL
In this work, vectors are represented by bold small letters
(x), matrices are represented by bold capital letters (X) and
scalers are represented as normal small letters (x). j =
√−1.
The superscripts (.)Tand (.)H indicate transpose and conjugate
transpose operations, respectively. Table I lists operators and
important symbols used in rest of the paper.
A. Transmitter
We have a GFDM system with N sub-carriers and M
timeslots. The MN length prototype filter is g(n), n =
0, 1, . . . ,MN − 1. QAM modulated data symbol is dm,k ∈
C, m = 0, 1, . . . ,M − 1, k = 0, 1, . . . , N − 1. We
assume that data symbols are independent and identical i.e.
E[dm,kd
∗
m′,k′ ] = σ
2
dδm−m′,k−k′ . The transmitted GFDM
signal can be written as,
x[n] =
1√
N
M−1∑
m=0
N−1∑
k=0
dm,kg[n−mN ]MNe
j2pink
N . (1)
TABLE I: List of Important Symbols and Operators
Operators Description
⊗ Kronecker product operator
diag{.}
A diagonal matrix whose diagonal elements
are formed by the elements of the vector
inside or diagonal elements of the matrix
inside
mod Modulus Operator
⌊.⌋
Rounds the value inside to the nearest integer
towards minus infinity
Symbols Description
I{.} Identity matrix with order {.}
W{.} {.}-order normalized IDFT matrix
M Number of Time Slots
N Number of sub-carriers
g[n], n =
0, 1, · · ·MN − 1.
prototype filter coefficients
d MN length data vector
A GFDM Modulation Matrix
x transmitted GFDM vector
xcp transmitted GFDM vector after CP addition
h channel impulse response vector
H circulant channel convolution matrix
zcp received vector
z received vector after CP removal
h˜(r), r =
0, 1, · · · , MN −
1
channel frequency coefficients
Λ Channel frequency diagonal Matrix
ν AWGN noise vector
Λeq Channel equalization diagonal matrix for FDE
dˆ Estimated data vector
Aeq Self-Interference Equalization Matrix
Θgfdm
Bias correction diagonal Matrix for MMSE
self-interference equalization
G
Block circulant Matrix with diagonal matrix
of order N
UN
Block diagonal matrix with IDFT blocks of
order N
D MN -order diagonal matrix
P Permutation Matrix
The transmitted signal can also be written as [3],
x = AMN×MNdMN×1, (2)
where d = [d0 d1 . . .dM−1]
T is the data vector, where dm =
[dm,0 dm,1 . . . dm,N−1]
T, where,m = 0, 1 . . .M−1, is the N
length data vector for mth time slot and A is the modulation
matrix which can be given as,
A = [g M1g · · · MN−1g |T1g T1M1g · · · T1MN−1g|
· · · |TM−1M1g · · · TM−1MN−1g],
(3)
where, g = [g[0] g[1] · · · g[MN − 1]]T is MN length
vector which holds the prototype filter coefficients, Mlg[n] =
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g[n]e
j2piln
N is the modulation operator and Tr = g(n−rN)MN
is the cyclic shift operator.
CP of length NCP is prepended to x. After adding CP,
transmitted vector, xcp, can be given as,
xcp = [x(MN −Ncp + 1 : MN) ; x]. (4)
B. Channel
Let, h = [h0, h1, · · ·hL−1]T be L length channel impulse
response vector, where, hi, for 0 ≤ i ≤ L− 1, represents the
complex baseband channel coefficient of (i + 1)th path [25],
which we assume is zero mean circular symmetric complex
Gaussian (ZMCSC). We also assume that channel coefficients
related to different paths are uncorrelated. We consider, Ncp ≥
L. Received vector of length NCP + NM + L − 1 is given
by,
zcp = h ∗ xcp + νcp, (5)
where νcp is AWGN vector of length MN + Ncp + L − 1
with elemental variance σ2ν .
C. Receiver
The first Ncp samples and last L − 1 samples of ycp are
removed at the receiver i.e. y = [ycp(Ncp+1 : Ncp+MN)].
Use of cyclic prefix converts linear channel convolution to
circular channel convolution when Ncp ≥ L[26]. The MN
length received vector after removal of CP can be written as,
z = HAd+ ν, (6)
where H is circulant convolution matrix of size MN ×MN
and ν is WGN vector of length MN with elemental variance
σ2ν . Since H is a circulant matrix, y can be further written as,
z =WMNΛW
H
MNAd+ ν, (7)
where, Λ = diag{h˜(0) , h˜(1) · · · h˜(MN − 1)} is a diagonal
channel frequency coefficients matrix whose rth coefficient
can be given as, h˜(r) =
∑L−1
s=0 h(s)e
j2pisr
MN where, r =
0, 1 · · ·MN − 1.
In this work, we consider two stage receiver in which
channel equalization is followed by GFDM demodulation [3],
[14], [11], [10]. Channel equalized vector, y, can be given as
[27],
y =WMNΛeqW
H
MNz = aAd+ b+ ν˜, (8)
where, Λeq =


Λ−1 for ZF FDE
[ΛHΛ+
σ2ν
σ2
d
IMN ]
−1ΛH for MMSE FDE
where, ν˜ =WMNΛeqW
H
MNν,
a =


1 for ZF FDE
1
MN
∑MN−1
r=0
|h˜(r)|2
|h˜(r)|2+
σ2ν
σ2
d
for MMSE FDE,
b is residual interference, given in (9) and ν˜ =
WMNΛeqW
H
MNν is post-processing noise.
b =


0 for ZF FDE
[WMNΛeqW
H
MN − 1MN
∑MN−1
r=0
|h˜(r)|2
|h˜(r)|2+
σ2ν
σ2
d
IMN ]Ad
for MMSE FDE
(9)
Channel equalized vector, y, is further equalized to remove
the effect of self-interference. Estimated data, dˆ, can be given
as,
dˆ = Aeqy, (10)
where, Aeq is GFDM equalization matrix which can be given
as,
Aeq =


AH for MF Equalizer
A−1 for ZF Equalizer
[
σ2ν
σ2
d
I+AHA]−1AH
for biased MMSE Equalizer
Θ−1gfdm[
σ2ν
σ2
d
I+AHA]−1AH
for unbiased MMSE Equalizer,
(11)
where,Θ−1gfdm is a diagonal bias correction matrix for GFDM-
MMSE equaliser, where,
Θgfdm = diag{[σ
2
ν
σ2
d
I+AHA]−1AHA}. (12)
III. LOW COMPLEXITY GFDM TRANSMITTER
In this section, we present low complex GFDM transmitter.
A matrix is factorized into special matrices to obtained
low complexity transmitter without incurring any assumptions
related to GFDM parameters. In the following subsections, we
will explain the design and implementation of the transmitter.
A. Low Complexity Transmitter Design
GFDM trasmitted signal is critcally sampled Inverse De-
screte Gabor Transform (IDGT) of d [28]. Using the IDGT
matrix factorization given in [29], the Modulation Matrix, A
can be given as,
A = G × UN
=


Ψ0 ΨM−1 · · · Ψ1
Ψ1 Ψ0 · · · Ψ2
...
...
. . .
...
ΨM−1 ΨM−2 · · · Ψ0




WN
. . .
WN

,
(13)
where, Ψm = diag{g[mN ], g[mN + 1], . . . , g[mN + N −
1]} for 0 ≤ m ≤ M − 1, is N × N diagonal matrix and
WN is N × N normalized IDFT matrix. The matrix G is
block circulant matrix with diagonal blocks. G can be further
factorized as[30],
G = FbDF
H
b ,
where, Fb =WM ⊗ IN and
(14)
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D = diag{D0, D1, . . .DM−1}, is a block diagonal matrix.
The qth block of D ie. Dq can be obtained as M point DFT
of Ψm blocks and can be given as,
Dq =
M−1∑
m=0
ω−qmΨm, 0 ≤ q ≤M − 1, (15)
where ω = e
j2pi
M . Since Ψm’s are diagonal, Dq’s are also
diagonal and hence D = diag{λ(0), λ(1), · · ·λ(MN − 1)},
is also diagonal whose rth diagonal value can be given as.
λ(r) =
M−1∑
m=0
g[mN + r mod N ]ω−m⌊ rN ⌋, 0 ≤ r ≤MN−1.
(16)
Using (13-14), the modulation matrix A can be given as,
A = FbDF
H
b UN . (17)
Using (2,17), the transmitted signal x can be given as,
x = FbDF
H
b UNd. (18)
Lemma 1. Let S = diag{s(0), s(1) · · · s(MN − 1)} be a
diagonal matrix of size MN×MN . The matrix R = FbSFHb
can be written as,
R = PTUM S¯U
H
MP, (19)
where, UM = diag{WM , WM · · ·WM} is a block diagonal
matrix which holdsN ,M order normalised IDFT matrix on its
diagonal, P is a subset of perfect shuffle permutation matrix,
which can be defined as, P = [pl,q] 0 ≤ l, q ≤ MN − 1,
where the matrix element pl,q can be given as,
pl,q =
{
1 if q = lN +
⌊
l
M
⌋
0 otherwise
. (20)
and S¯ = diag{s¯(0), s¯(1) · · · s¯(MN−1)} is a diagonal matrix
which can be given as,
s¯(r) = s((r mod M)N +
⌊ r
M
⌋
), for 0 ≤ r ≤MN − 1.
(21)
Proof: See Appendix A.
Theorem 1. The GFDM modulation matrix A can be given
as,
A = PTUMD¯U
H
MPUN , (22)
where, D¯ = diag{λ¯(0), λ¯(1) · · · λ¯(MN − 1)} is diagonal
matrix, whose rth element can be given as,
λ¯(r) =
M−1∑
m=0
g[mN +
⌊ r
M
⌋
]ωm(r mod M). (23)
Proof: See Appendix B.
Corollary 1. Using Theorem 1 and (2), GFDM transmitted
signal, x can be given as,
x = PTUMD¯U
H
MPUNd. (24)
Lemma 2. Let ϑ = [ϑ(0) ϑ(1) · · ·ϑ(MN − 1)]T be a
MN length complex valued vector. The vector, ϑ˜ = Pϑ =
[ϑ˜(0) ϑ˜(1) · · · ϑ˜(MN − 1)]T. The ith element of the vector ϑ˜
can be given as,
ϑ˜(i) = ϑ((i mod M)N +
⌊
i
M
⌋
), 0 ≤ i ≤MN − 1. (25)
The vector, ϑ¯ = PTϑ = [ϑ¯(0) ϑ¯(1) · · · ϑ¯(MN − 1)]T. The
ith element of the vector ϑ¯ can be given as,
ϑ¯(i) = ϑ((i mod N)M +
⌊
i
N
⌋
), 0 ≤ i ≤MN − 1. (26)
Proof: Using (20) in ϑ˜ = Pϑ and ϑ¯ = PTϑ, (25) and
(26) are obtained.
B. Low Complexity Transmitter Implementation
The low complexity transmitter can be obtained using
Corollary 1 and Lemma 2. Fig. 2 presents low complexity
transmitter implementation.
The vector e = UNd, can be obtained by M , N point
IFFT. The vector e˜ = Pe can be obtained by shuffling the
vector e using (25). The vector c = UHM e˜ can be obtained
using N , M -point FFT’s. Using (23), the matrix D¯, can be
precomputed at the transmitter. The MN length vector, z =
D¯c, can be obtained by MN -point complex multiplication.
The MN length vector, x˜ = UMz can be implemented using
N , M -point IFFT. Finally, the transmitted signal, x = PTx˜
can be obtained by shuffling x˜ according to (26).
N -
Point
IDFT
d0
d1
dN  1
N -
Point
IDFT
dN
dN + 1
d2N   1
N -
Point
IDFT
d(M  1)N
d(M  1)N + 1
dM N  1
M -
Point
DFT
d˜0
d˜N
d˜( M -1) N
M -
Point
DFT
d˜1
d˜N + 1
d˜M N -N + 1
M -
Point
DFT
d˜N -1
d˜2N -1
d˜M N -1
M N -
Point
Mult iplier
with Pre-
computed
Diagonal
Mat rix, D¯
c0
c1
cN -1
cN
cN + 1
c2N -1
cM ( N -1) + 1
c( M ( N -1) + 2)
cM N -1
M -
Point
IDFT
z0
z1
zM -1
x0
xN
x(M  1)N
M -
Point
IDFT
zM
zM + 1
z2M -1
x1
xN + 1
x(M  1)N + 1
M -
Point
IDFT
zM ( N -1) + 1
zM ( N -1) + 2
zM N -1
xN  1
x2N  1
xM N 	 1
Fig. 2: Low Complexity Implementation of GFDM Transmit-
ter.
IV. LOW COMPLEXITY GFDM RECIEVER
In this section, we present the low complexity leaner GFDM
receivers i.e. (1) MF (2) ZF and (3) Biased MMSE and (4)
Unbiased MMSE. In the following subsections, we will show
that using the factorization of A given in (13), receivers
will low computational load can be designed. Additionally,
our proposed receivers have unified implementation and will
lead to similar computational complexity. Our design does not
make any assumption related to GFDM parameters, hence can
achieve optimum performance.
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Fig. 3: Low Complexity Implementation of GFDM Receiver in Multipath Fading Channel.
A. Low Complexity GFDM Receiver Design
Receiver in AWGN channel is self-interference equalization.
For multipath fading channel, channel equalization is followed
by self-interference equalization. Theorem 2 relates to unified
low complexity GFDM linear receivers.
Theorem 2. GFDM equalization matrix Aeq can be written
in a unified manner as,
Aeq = ΘU
H
NP
TUMDeqU
H
MP, (27)
where, Deq is a diagonal MN -order matrix, which can be
given as,
Deq =


D¯H for MF
D¯−1 for ZF
[
σ2ν
σ2
d
I+ abs{D¯}2]−1D¯H
for unbiased and biased MMSE
(28)
and Θ = Θ−1gfdm for unbiased MMSE and Θ = IMN for
other equalizers. Further, Θgfdm can be given as,
Θgfdm =
1
MN
MN−1∑
r=0
|λr|2
|λr|2 + σ
2
ν
σ2
d
IMN . (29)
Proof: This theorem can be proved using the factorization
of A in (13), properties of Kronecker product and properties
of unitary matrices. For complete proof, see Appendix C.
Corollary 2. Using Theorom 2 and (7-12), the estimated data,
dˆ, can be given as,
dˆ =


ΘUHNP
TUMDeqU
H
MPz for AWGN Channel
ΘUHNP
TUMDeqU
H
MPWMNΛeqW
H
MNz
for Multipath Fading Channel
(30)
B. Low Complexity Receiver Implementation
The low complexity structure of GFDM self-interference
cancellation can be obtained by using Corollary 2 and
Lemma 2. Low complexity two stage receiver implementation
can be understood in the light of Fig. 3.
1) Channel Equalization: To implement y1 = ΛeqW
H
MNz,
MN -point FFT of z is multiplied with Λeq . Finally, we take
MN -point IFFT of y1 to implement y =WMNy
1.
2) Self-interference Equalization: The vector y˜ = Py,
can be obtained by shuffling the y vector using (25). The
MN × 1 vector α = UHM y˜ can be implemented by using
N , M-point IFFT’s. The vector α is then multiplied to the
diagonal matrixDeq to obtain β. The vector θ = UMβ can be
implemented using N , M -point FFTs. The vector, θ˜ = PTθ,
can be implemented by shuffling the θ vector using (26). Now,
the vector, d¯ = UN θ˜ can be implemented using M , N -point
FFTs. Finally, dˆ = Θd¯ can be obtained by using MN -point
multiplier.
V. COMPLEXITY COMPUTATION
In this section, we present the computational complexity
of GFDM transmitter and receivers proposed in this work.
We calculate the complexity in terms of the total number of
real multiplications and real additions. FFT(.) and IFFT(.)
denote (.)-point FFT and IFFT respectively.
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For evaluation of computational complexity, we compute the
flops required where one flop indicates one real multiplication
or one real addition. Flops needed for one complex multipli-
cation, division, addition, conjugate and modulus square are
6, 6, 2, 2 and 3 respectively.
We consider value of N and M to be a power of two.
To enable this we use modified raised cosine pulse derived
for even M values in [31]. In the light of Sec. III-B and
Sec. IV-B, it is clear that our low complexity transceiver is
implemented using N , M and MN point FFT and IFFT
algorithms. The choice of FFT/IFFT algorithm is a critical
aspect for complexity computation. Let us consider, the flops
required to compute N , M and MN point FFT/IFFT are
FLN , FLM and FLMN . It will be shown in further subsections
that complexity of our proposed transceiver is given in terms
of N × FLM and M × FLN . Value of N and M can be
small as well as large, however it is unlikely that both N
and M are small simultaneously. Hence, flops required for
FFT/IFFT of small inputs are also important for transceiver
implementation. In Appendix D, it is shown that Winograd’s
FFT [32] requires lesser flops than radix-2 and split-radix FFT
[33] when N, M is small (≤ 19) . Hence, when N or M is
small we choose Winograd’s small FFT algorithm. For input
values of [2 4 8 16], Winograd’s small FFT requires [4 12
34 92] flops. When M, N ≥ 32, we implement split-radix
algorithm to implementN orM point FFT/IFFT. We consider
that MN -point FFT/IFFT is also implemented using split-
radix algorithm. Flops to compute X point FFT/IFFT using
split-radix algorithm is 4X log2X − 6X + 8 [33].
Assumptions to design receiver in [20] are incompatible
with ones in [19], [16], [15], [17]. We have adhered to condi-
tions in [19], [16], [15], [17]. Because of contrary assumptions,
comparison of our tranceiver with [20] is beyond the scope of
our work.
A. Transmitter
As evident from Sec III and Fig. 2, the transmitter can
be implemented using M numbers of FFTN , N numbers of
FFTM , N numbers of IFFTM and MN complex divisions.
Table II presents the total number of complex multiplication
needed to implement different transmitter structures.
TABLE II: Computational Complexity of different GFDM
Transmitter Implementations. FLN and FLM are flops required
to compute N and M point FFT respectively.
Structure Number of Flops
Transmitter in [13]
M×FLN+2N×FLM+6MNL,
where 1 < L ≤ N
Transmitter in [17] M × FLN + 4M
2N
Transmitter in [15], [16],
[11]
M×FLN +3M
2N+2(M−1)N
Our Proposed Transmitter M × FLN +2N × FLM +6MN
OFDM Transmitter M × FLN
Complexities presented in Table II are plotted in Fig. 4a
for N = 16 and M ∈ [2, 1024] and Fig. 4b for M = 16
and N ∈ [2, 1024]. In this work, since we assume any
arbitrary pulse shape. Hence, for fairness of comparison, we
take L = N for transmitter in [13]. It is observed that for
M < 8, transmitter in [11] achieves the lowest complexity.
For instace for M = 4, our transmitter requires 50 percent
more computational load than one in [11]. For M ≥ 8, our
proposed transmitter has the lowest computational complexity.
It is worth mentioning that complexity of transmitter in [11] is
quadratic with M whereas complexity of transmitter in [13]
is quadratic with N . However, complexity of our proposed
transmitter is log-linear withM as well as N . Hence, whenM
is large, our transmitter achieves significant complexity gain
over transmitter in [11]. In the same way, when N is large our
transmitter acheives significant complexity gain over transmit-
ter in [13]. For instance, when M = 1024 and N = 16, our
transmitter is 100 times lesser complex than one in [11] and 3
times lesser complex than one in [13]. When N = 1024 and
M = 16, our transmitter is 100 times lesser complex than one
in [13] and 25 percent lesser complex than one in [11]. When
compared with OFDM, our proposed transmitter has 2 to 10
times higher computational load. Comparative complexity of
GFDM transmitter with OFDM transmitter increases with M
and decreases with N . For instance, when N = 1024 and
and M = 16, our transmitter has two higher complexity
than OFDM. Whereas, when M = 1024 and N = 16,
our transmitter is 6 times more complex than OFDM. It
can be concluded that our proposed transmitter provides low
computational load for flexible GFDM transmitter which may
take arbitrary values of M , N and arbitrary pulse shape.
B. Receiver
In this section we discuss the computation complexity of
our proposed receivers for AWGN as well as multipath fading
channel.
1) AWGN Channel: For AWGN channel, channel equal-
ization is not needed. So, we will discuss the computational
complexity of self-interference equalizer in this section. As
evident from Sec IV and Fig. 3, the receiver can be imple-
mented using M numbers of FFTN , N numbers of FFTM ,
N numbers of IFFTM and MN complex multiplications.
The Deq matrix can be precomputed for ZF and MF receiver.
But, for MMSE receiver,Deq can be computed usingMN real
additions, 2MN real multiplications and 2MN real divisions
when the matrix D¯H and abs{D¯}2 are precomputed. For MF,
ZF and biased-MMSE receiver multiplication with Θgfdm is
trivial and does not require any flops to implement. For Biased-
MMSE receiver, the Θ−1gfdm can be computed using 2MN−1
real additions,MN+1 real divisions andMN modulus square
operation. Computational complexity of different receivers in
AWGN channel is given in Table III.
Complexities presented in Table III are plotted in Fig. 5a
for N = 16 and M ∈ [2, 1024] and Fig. 5b for M = 16 and
N ∈ [2, 1024]. In this work, since we assume any arbitrary
pulse shape. Hence, for fairness of comparison, we take
L = N for recievers in [3], [28], [14]. Using the results in [14],
we consider I = 8 for SIC receiver in [14]. It is observed that
Our proposed MF/ZF, biased MMSE and Unbiased MMSE
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Fig. 4: Computational Complexity of different Transmitters.
have similar complexities since biased and unbiased MMSE
requires only 5MN and 11MN additional flops over ZF.
When M is small, our proposed MF/ZF receiver has similar
complexity to MF/ZF receiver in [11]. As M increases our
proposed MF/ZF receiver attains significant complexity gain
over ones in [11]. Our proposed MMSE receiver has the lowest
computation load and achievs complexity reduction of 3 to 300
times in comparision to the ones in [3], [28], [11], [16]. It is
worth mentioning that complexity of MF/ZF/MMSE Receiver
in [11] is quadratic with M , complexity of ZF receiver in [13]
is quadratic with N and complexity of MMSE receiver in [3],
[28] is quadratic with M as well as N . However, complexity
of our proposed recievers are log-linear with M as well as N .
Hence, when M is large, our MF/ZF/MMSE receiver achieves
significant complexity gain over MF/ZF/MMSE receiver in
[11] and MMSE receiver in [3], [28]. In the same way, when
N is large our MF/ZF/MMSE receiver acheives significant
complexity gain over MF/ZF/MMSE receiver in [13] and
MMSE receiver in [3], [28]. For instance, when M = 1024
and N = 16, our MF/ZF receiver and MMSE receiver are
TABLE III: Computational Complexity of Different Receivers
in AWGN Channel. FLMN , FLN and FLM are flops required
to compute NM, N and M point FFT respectively.
Structure Number of Flops
OFDM
M × FLN
ZF/MF Receiver in [11],
[16]
M × FLN + 3M
2N + 2(M − 1)N
ZF/MF Receiver in [3]
2× FLMN + 2N × FLM + 6MNL
, where 1 < L ≤ N
MMSE Receiver in [11],
[16]
M × FLN + 12M
2N + 9MN
SIC Receiver in [14]
2× FLMN + 2N × FLM +
6LMN + I(4N × FLM + 6MN)
Proposed ZF/MF Receiver M × FLM + 2N × FLM + 6MN
Proposed biased MMSE
Receiver
M × FLM + 2N × FLM + 11MN
Proposed unbiased MMSE
Receiver
M × FLM + 2N × FLM + 17MN
100 and 300 times lesser complex than ones in [11]. When
N = 1024 and M = 16, our MF/ZF receiver and MMSE
are respectively 100 and 300 times lesser complex than ones
in [13], [3], [28]. In comparison to SIC receiver in [14], our
proposed receivers are 100 to 200 times lesser complex. It
can be concluded that our proposed receivers attain significant
complexity reduction as compared to receivers in [3], [28],
[13], [11], [14].
When compared with OFDM, our proposed MF/ZF/MMSE
receiver has 2 to 10 times higher computational load. Com-
parative complexity of our proposed GFDM MF/ZF/MMSE
receiver with OFDM receiver increases with M and decreases
with N . For instance, when N = 1024 and and M = 16,
our receivers have two times higher complexity than OFDM
receiver. Whereas, whenM = 1024 andN = 16, our receivers
are 6 times more complex than OFDM.
2) Multipath Fading Channel: As discussed in Sec. IV,
receiver for multipath fading channel requires channel equal-
ization in addition to self-interference equalization. Hence to
compute complexity of receiver in multipath fading chan-
nel, channel equalization complexity needs to be added to
complexity required for self-interference equalization which
is computed in Sec. V-B1. As discussed in Sec. IV-B, channel
equalization can be implemented using one FFTMN , one
IFFTMN and one MN-point complex multiplication when Λeq
is known. This requires FLMN + 6MN flops. For ZF-FDE,
Λeq does not need any flops. Using (8), Λeq for MMSE
receiver can be computed using MN -point modulus square to
compute |Λ|2 which requires 3MN flops, oneMN -point real
adder which requires MN flops and one MN -point real and
complex divisions which requires 3MN flops. Thus, MMSE
FDE needs extra 7MN Flops over ZF FDE. Computational
complexity of different receivers in multipath fading channel
is provided in Table IV.
Complexities presented in Table IV are plotted in Fig. 6b
for N = 16 and M ∈ [2, 1024] and Fig. 6a for M = 16
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TABLE IV: Computational Complexity of Different Receivers in Multipath Fading Channel. FLMN , FLN and FLM are flops
required to compute NM, N and M point FFT respectively.
Structure Number of Flops for ZF FDE Number of Flops for MMSE FDE
OFDM
M × FLN + 6MN M × FLN + 13MN
ZF/MF Receiver in [11], [16] 2× FLMN +M × FLN + 3M
2N + 8MN − 2N 2× FLMN +M × FLN + 3M
2N + 15MN − 2N
ZF/MF Receiver in [3]
4× FLMN + 2N × FLM + 6LMN + I(4N ×
FLM + 6MN) + 6MN , where 1 < L ≤ N
4× FLMN + 2N × FLM + 6LMN + I(4N ×
FLM + 6MN) + 13MN
MMSE Receiver in [11], [16]
2× FLMN +M × FLN + 12M
2N + 15MN 2× FLMN +M × FLN + 12M
2N + 22MN
SIC Receiver in [14]
4× FLMN + 2N × FLM + 6LMN + I(4N ×
FLM + 6MN) + 6MN
4× FLMN + 2N × FLM + 6LMN + I(4N ×
FLM + 6MN) + 13MN
Proposed ZF/MF Receiver 2× FLMN +M × FLM + 2N × FLM + 12MN 2× FLMN +M × FLM + 2N × FLM + 19MN
Proposed biased MMSE
Receiver
2× FLMN +M × FLM + 2N × FLM + 17MN 2× FLMN +M × FLM + 2N × FLM + 24MN
Proposed unbiased MMSE
Receiver
2× FLMN +M × FLM + 2N × FLM + 23MN 2× FLMN +M × FLM + 2N × FLM + 30MN
and N ∈ [2, 1024] for MMSE FDE3. It is worthwhile to
note that complexity required for MMSE FDE will be added
to all low complexity ZF/MMSE self-interference equalizers
(our proposed and ones in [3], [28], [13], [11], [14] ). Hence,
comparative complexities of GFDM receivers will be similar
as in the case of AWGN channel (see Sec. V-B1). However,
comparative complexity of GFDM receivers to OFDM receiver
will increase as OFDM saves complexity in channel equal-
ization. For instance, when N = 1024 and and M = 16,
our receivers have 2.7 times higher complexity than OFDM.
Whereas, when M = 1024 and N = 16, our receivers are 6.5
times more complex than OFDM.
It can be concluded that our proposed ZF receiver in
AWGN as well as multipath fading channel is around 3
times simpler than ZF receivers in [3], [28], [13], [11]. Our
Proposed Unbiased MMSE receiver in AWGN as well as
multipath fading channel is 3 to 300 times simpler than biased
MMSE receiver in [3], [28], [13], [11]. Our receivers retain
low computational load for arbitrary value of M , N and
pulse shape. Our receivers also retain the optimal ZF and
MMSE performance since they are direct. We will investigate
performance optimality in detail in the next section.
VI. PERFORMANCE OF LOW COMPLEXITY GFDM
TRANSCEIVER
In this section, we present Bit Error Rate (BER) per-
formance of our proposed low complexity transceiver. As
discussed earlier our proposed transceiver does not make any
assumption related to GFDM parameters as well as provides
lowest computational load for arbitrary values of M , N and
pulse shape. We present BER performance of our low pro-
posed receiver in AWGN as well as multipath fading channel.
We compare the performance of our proposed receivers with
the direct implementation of respective receivers given in
Sec. II. Simulation parameters are provided in Table V. We
consider a system bandwidth of 1.92 MHz. We test our system
3Since MMSE FDE requires only 7MN additional flops over ZF FDE.
Results for ZF FDE will also be similar.
for two cases namely (i) CaseI :N = 128 andM = 8 denoting
a system where value of N is high M is low as well as sub-
carrier bandwidth is low at 15 KHz and (ii) Case II : N = 8
and M = 128 denoting a system where value of M is high N
is low as well as sub-carrier bandwidth is high at 240 KHz.
Each point in our BER curve is calculated for 107 transmission
bits.
TABLE V: Simulation Parameters
Parameters Case I Case II
Number of
Sub-carriers N
128 8
Number of Timeslots
M
8 128
Sub-carrier
Bandwidth
15 KHz 240 KHz
Number of
Sub-carriers for
OFDM
128
Mapping 16 QAM
Pulse shape modified RC [31] with ROF = 0.1 or 0.9
Channel AWGN or ETU[34]
Carrier Frequency 2.4 GHz
Maximum Doppler
shift for multipath
channel
100 Hz
RMS delay Spread
for multipath channel
1 µ sec
Coherence Bandwidth
for multipath channel
20 KHz
Channel Equalization
for multipath channel
MMSE FDE
Next, we discuss about the parameter M . Let the system
bandwidth remain constant while we discuss about changing
M . There are two ways to change M (a) Keeping the symbol
duration (or sub-carrier bandwidth) same and (b) Keeping the
block duration (or value of NM ) same. Without any loss of
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Fig. 5: Computational Complexity of different Receivers in
AWGN Channel.
generality, in this article we increase M while keeping the
block duration constant. As M is increasing N is decreasing
by the same amount i.e. sub-carrier bandwidth is increasing or
symbol duration is decreasing while keeping the block length
same. This way latency of the system does not change. One
might ask the question about it’s consequences on the perfor-
mance especially so in fading channel. The design criteria to
enable FDE in GFDM is different than that of in OFDM. In
OFDM, sub-carrier bandwidth δfOFDM < Bc, where Bc is
coherence bandwidth of multipath channel. In case of GFDM,
δfGFDM < M × Bc since the frequency resolution for FDE
in case of GFDM is 1
NM
. So, in the light of aforementioned
discussion, if we keep the value NM constant, usage of FDE
remains valid for GFDM. Additionally, PAPR will decrease as
M increases (since N decreases).
A. AWGN Channel
BER performance of low complexity GFDM system over
AWGN channel for Case I is provided in Fig 7. It is observed
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Fig. 6: Computational Complexity of different Receivers in
multipath fading channel with MMSE FDE.
that there is no degradation in performance as compared to the
direct implementation. For ROF value of 0.1, ZF and unbiased
MMSE have similar performance whereas biased MMSE has
worse performance than ZF and unbiased MMSE receivers.
Bias correction provides SNR gain of 0.1 dB at the BER
of 10−4. For ROF value of 0.9, unbiased MMSE receiver
provides SNR gain of 0.1 dB at the BER of 10−3 over biased
MMSE receiver which has similar performance to ZF receiver.
It can be concluded that our proposed low complexity bias
correction in MMSE holds importance.
BER performance of low complexity GFDM system over
AWGN channel for Case II is presented in Fig 8. It is observed
that there is no degradation in performance as compared to the
direct implementation. For ROF value of 0.1, our proposed
unbiased MMSE receiver achieves SNR gain of 0.2 dB our
proposed ZF receiver. For ROF value of 0.9, our proposed
unbiased MMSE receiver outperforms our proposed ZF re-
ceiver. To get more insight into behaviour of receivers at large
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M ’s, condition number of Aeq for ZF and MMSE receivers
is plotted for M ∈ [2, 1024], N = 16, ROF ∈ 0.1 0.9 and
σ2d
σ2ν
= 30 dB in Fig. 9. Condition number of Aeq for ZF
receiver increases with M which degrades it’s performance as
M increases [28], [31]. However, condition number for Aeq
for MMSE receiver saturates at the M = 32 and M = 256 for
ROF value of 0.1 and 0.9. This means that for large values of
M ’s, MMSE receiver outperforms ZF receiver. Interestingly,
performance gain achieved by our proposed MMSE receiver
comes with mere 3 percent additional complexity over our
proposed receiver.
It can be concluded that our proposed ZF and MMSE
low complexity self-interference equalizers do not incur any
performance loss as they maintain their optimum performance.
When M is large, MMSE equalizer is preferred as it out-
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Fig. 9: Condition number of GFDM equalization matrix Aeq
for ZF and MMSE equalization for M ∈ [2, 1024], N = 16,
ROF ∈ {0.1 0.9} and σ2d
σ2ν
=30 dB.
performs ZF equalizer as well as does not incur additional
significant complexity over ZF equalizer.
B. Multipath Fading Channel
In this section, we present BER performance of our pro-
posed low complexity transceiver in multipath fading channel.
We consider 3GPP extended typical urban channel (ETU) [34]
whose whose channel delay and channel power are [0 50 120
200 230 500 1600 2300 5000] µs and [-1 -1 -1 0 0 0 -3
-5 -7] dB, respectively. The CP is chosen long enough to
accommodate the wireless channel delay spread. We consider
a coded system to compare our results. We used convolutional
code with code rate of 0.5 with a constraint length of 7 and
code generator polynomials of 171 and 133.
For multipath fading channel Case I indicates a scenario
where δfgfdm <
Bc
N
whereas Case II indicates a scenario
where Bc
N
< δfgfdm <
Bc
NM
. For both cases, we consider
δfofdm <
Bc
N
.
BER of our proposed low complexity transceiver in mul-
tipath fading channel for Case I is plotted in Fig. 10. Our
proposed receivers do not incur any performance loss over
direct implementations. Our proposed MMSE receiver shows
significant BER performance gain over other GFDM receivers.
For ROF value of 0.1, our proposed MMSE receiver gives the
best performance. MMSE receiver achieves SNR gain of 4
dB over OFDM at BER of 10−5. This SNR gain over OFDM
is due to higher frequency resolution of GFDM [3]. MMSE
receiver also achieves SNR gain of 2.5 dB over our proposed
ZF receiver and SIC receiver in [14] at BER of 4× 10−6. For
ROF value of 0.9, our proposed MMSE receiver shows a SNR
gain of 5 dB over our proposed ZF receiver at BER of 10−4.
BER of SIC receiver in [14] floors at 10−2 and has SNR loss
of 15 dB over our proposed MMSE receiver.
BER of our proposed low complexity transceiver in mul-
tipath fading channel for Case II is plotted in Fig. 11. Our
proposed receivers do not incur any performance loss over
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direct implementations. Since δfgfdm ∼ 10 × Bc, GFDM
receivers show frequency diversity gain for ROF value of 0.1.
Maximum diversity gain is extracted by our proposed MMSE
receiver. Our proposed MMSE receiver has SNR gain of 12
dB, 9 dB and 8 dB over OFDM receiver, SIC receiver in [14]
and our proposed receiver respectively. When ROF value is
0.9, GFDM receivers show huge performance degradation.
It can be concluded that our proposed MMSE receiver
show significant performance gain over our proposed ZF
receiver in [14] in multipath fading channel with mere 3
percent additional computational load. Performance gain of
our proposed MMSE receiver is achieved with 100 times lesser
computational load.
VII. CONCLUSION
In this work, we have proposed low complexity GFDM
transceivers. We used a special factorization of GFDM mod-
ulation matrix to design low complexity GFDM transceiver
without incurring any performance loss. GFDM modulation
matrix is factorized in terms of DFT matrices and diagonal
matrix to design low complexity GFDM transmitter. This
factorization was also used to derive closed form expression
of MF, ZF and MMSE self-interference equalizers. We also
derived closed form expression for bias correction of MMSE
equalizer. These closed-form expressions lead to low complex-
ity FFT based self-interference equalizers. Two stage receivers
in which channel equalization is followed by self-interference
equalizers was proposed for multipath fading channel. FFT
based low complexity implementation of these receivers was
presented.
Computational complexity of our transceiver was computed
and compared with the existing ones known so far to have the
lowest complexity. Our proposed receivers MF, ZF and MMSE
receivers are shown to have similar complexity and log-linear
with number of symbols. We found that our transceivers
show huge complexity reduction as compared to ones in
[3], [11]. Our proposed transmitter and ZF receiver achieves
around 100 times complexity reduction over ZF in [11]. Over
300 times complexity reduction can be achieved through our
MMSE receiver compared with the proposed MMSE receiver
in [11]. Our transceivers are also shown to have 2 to 9 times
more complex than OFDM transceiver. When M is large,
our proposed MMSE receiver outperforms our proposed ZF
receiver without any signification computational complexity
addition. Such significant complexity reduction makes our
transceiver an attractive choice for hardware implementation
of GFDM systems.
APPENDIX A
PROOF OF LEMMA 1
The matrix R can be written as,
R = (WM ⊗ IN )S(WM ⊗ IN )
H. (31)
Using the properties of Kronecker product[35], R can be
further simplified to,
R = PT(IN ⊗WM )PSP
T(IN ⊗W
H
M )P
= PTUM S¯U
H
MP,
(32)
where, S¯ = PSPT. Definition of S¯, given in (21), can be
directly obtained by using the definition of P given in (20).
APPENDIX B
PROOF OF THEOREM 1
Using Lemma 1 for A given in (17), A can be given as,
A = PTUMD¯U
H
MPUN , (33)
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where, D¯ = PDPT = diag{λ¯(0), λ¯(1) · · · λ¯(MN − 1)}.
Using (21) in (16), the rth diagonal value λ¯(r) can be given
as,
λ¯(r) = λ((r mod M)N +
⌊ r
M
⌋
), for 0 ≤ r ≤MN − 1
=
M−1∑
m=0
g[mN + ((r mod M)N +
⌊ r
M
⌋
) mod N ]×
ω
−m
⌊
(r mod M)N+⌊ rM ⌋)
N
⌋
]
(34)
Now, using the fact that
⌊
r
M
⌋
will vary from 0 to N − 1, r
mod M will vary from 0 to M − 1, ((r mod M)N + ⌊ r
M
⌋
)
mod N ] =
⌊
r
M
⌋
and
⌊
(r mod M)N+⌊ rM ⌋)
N
⌋
= r mod M .
(23) can be obtained by putting these simplified values in (34).
APPENDIX C
PROOF OF THEOREM 2
Using the properties of unitary matrices, Theorem 1 and
(11), Aeq for MF and A
MF
eq , ZF can be given as,
AMFeq = [P
TUMD¯U
H
MPUN ]
H
= UHNP
TUMD¯
HUHMP.
(35)
AZFeq = [P
TUMD¯U
H
MPUN ]
−1
= UHNP
TUMD¯
−1UHMP.
(36)
Now, let, Γ1 = P
TUM and Γ2 = U
H
MPUN . Both Γ1 and
Γ2 are unitary matrix and A = Γ1D¯Γ2. Using this, A
HA =
ΓH2 abs{D¯}2Γ2. Using above definitions and (11), AMMSEeq
can be given as,
AMMSEeq = [
σ2ν
σ2
d
I+ ΓH2 abs{D¯}2Γ2]−1ΓH2 D¯HΓH1
= ΓH2 [
σ2ν
σ2
d
I+ abs{D¯}2]−1D¯HΓH1
= UHNP
TUM [
σ2ν
σ2
d
I+ abs{D¯}2]−1D¯HUHMP.
(37)
Unbiased MMSE equalizer matrix, Aun−MMSEeq =
ΘgfdmA
MMSE
eq . Now, using the definition of A, given in
(17),AHA = UHNFbabs{D}2FHb UN = (IM⊗WHN)(WM⊗
IN )abs{D}2(WHM⊗IN )(IM⊗WN). Using the properties of
Kronecker product, this can be further simplified as, AHA =
(WM ⊗ W
H
N)abs{D}2(WHM ⊗ WN ) = Γ3abs{D}2ΓH3 ,
where, Γ3 =WM ⊗W
H
N is a unitary matrix. The matrix Γ3
can be written as,
Γ3 =


WHN W
H
N . . . W
H
N
WHN ωW
H
N . . . ω
M−1WHN
...
...
...
...
WHN ω
M−1WHN . . . ω
(M−1)2WHN


. (38)
Using above given definition of AHA, Θgfdm in (12) can be
given as,
Θgfdm = diag{Γ3[σ
2
ν
σ2
d
I+ abs{D}2]−1abs{D}2ΓH3 }
= diag{Γ3D˜ΓH3 },
(39)
where, D˜ = [
σ2ν
σ2
d
I+abs{D}2]−1abs{D}2 is a diagonal matrix.
Using the definition of D in (16), rth diagonal value of D˜ can
be given as,
D˜(r, r) =
|λr|2
|λr |2 + σ
2
ν
σ2
d
, 0 ≤ r ≤MN − 1. (40)
It is straight forward to obtain (29) by using (38-40) and
properties of DFT matrix.
APPENDIX D
COMPARISON OF FLOPS FOR FFT/IFFT ALGORITHM WHEN
N OR M IS SMALL
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r o
f F
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S[plit-Radix FFT
Radix-2 FFT
Fig. 12: Flops required for different FFT algorithms. This
figure shows that Winograd’s FFT achieves least complexity
when N or M is small.
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