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Abstract
We introduce SentEval, a toolkit for evaluating the quality of universal sentence representations. SentEval encompasses a variety of
tasks, including binary and multi-class classification, natural language inference and sentence similarity. The set of tasks was selected
based on what appears to be the community consensus regarding the appropriate evaluations for universal sentence representations.
The toolkit comes with scripts to download and preprocess datasets, and an easy interface to evaluate sentence encoders. The aim is to
provide a fairer, less cumbersome and more centralized way for evaluating sentence representations.
Keywords: representation learning, evaluation
1. Introduction
Following the recent word embedding upheaval, one of
NLP’s next challenges has become the hunt for univer-
sal general-purpose sentence representations. What distin-
guishes these representations, or embeddings, is that they
are not necessarily trained to perform well on one specific
task. Rather, their value lies in their transferability, i.e.,
their ability to capture information that can be of use in any
kind of system or pipeline, on a variety of tasks.
Word embeddings are particularly useful in cases where
there is limited training data, leading to sparsity and poor
vocabulary coverage, which in turn lead to poor generaliza-
tion capabilities. Similarly, sentence embeddings (which
are often built on top of word embeddings) can be used
to further increase generalization capabilities, composing
unseen combinations of words and encoding grammatical
constructions that are not present in the task-specific train-
ing data. Hence, high-quality universal sentence represen-
tations are highly desirable for a variety of downstream
NLP tasks.
The evaluation of general-purpose word and sentence em-
beddings has been problematic (Chiu et al., 2016; Faruqui
et al., 2016), leading to much discussion about the best way
to go about it1. On the one hand, people have measured
performance on intrinsic evaluations, e.g. of human judg-
ments of word or sentence similarity ratings (Agirre et al.,
2012; Hill et al., 2016b) or of word associations (Vulic´ et
al., 2017). On the other hand, it has been argued that the
focus should be on downstream tasks where these repre-
sentations would actually be applied (Ettinger et al., 2016;
Nayak et al., 2016). In the case of sentence representa-
tions, there is a wide variety of evaluations available, many
from before the “embedding era”, that can be used to as-
sess representational quality on that particular task. Over
the years, something of a consensus has been established,
mostly based on the evaluations in seminal papers such as
SkipThought (Kiros et al., 2015), concerning what evalu-
ations to use. Recent works in which various alternative
sentence encoders are compared use a similar set of tasks
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1See also recent workshops on evaluating representations for
NLP, e.g. RepEval: https://repeval2017.github.io/
(Hill et al., 2016a; Conneau et al., 2017).
Implementing pipelines for this large set of evaluations,
each with its own peculiarities, is cumbersome and in-
duces unnecessary wheel reinventions. Another well-
known problem with the current status quo, where every-
one uses their own evaluation pipeline, is that different pre-
processing schemes, evaluation architectures and hyperpa-
rameters are used. The datasets are often small, meaning
that minor differences in evaluation setup may lead to very
different outcomes, which implies that results reported in
papers are not always fully comparable.
In order to overcome these issues, we introduce SentEval2:
a toolkit that makes it easy to evaluate universal sentence
representation encoders on a large set of evaluation tasks
that has been established by community consensus.
2. Aims
The aim of SentEval is to make research on universal sen-
tence representations fairer, less cumbersome and more
centralized. To achieve this goal, SentEval encompasses
the following:
• one central set of evaluations, based on what appears
to be community consensus;
• one common evaluation pipeline with fixed standard
hyperparameters, apart from those tuned on validation
sets, in order to avoid discrepancies in reported results;
and
• easy access for anyone, meaning: a straightforward
interface in Python, and scripts necessary to download
and preprocess the relevant datasets.
In addition, we provide examples of models, such as a sim-
ple bag-of-words model. These could potentially also be
used to extrinsically evaluate the quality of word embed-
dings in NLP tasks.
3. Evaluations
Our aim is to obtain general-purpose sentence embeddings




















name N task C examples label(s)
MR 11k sentiment (movies) 2 “Too slow for a younger crowd , too shallow for an older one.” neg
CR 4k product reviews 2 “We tried it out christmas night and it worked great .” pos
SUBJ 10k subjectivity/objectivity 2 “A movie that doesn’t aim too high , but doesn’t need to.” subj
MPQA 11k opinion polarity 2 “don’t want”; “would like to tell”; neg, pos
TREC 6k question-type 6 “What are the twin cities ?” LOC:city
SST-2 70k sentiment (movies) 2 “Audrey Tautou has a knack for picking roles that magnify her [..]” pos
SST-5 12k sentiment (movies) 5 “nothing about this movie works.” 0
Table 1: Classification tasks. C is the number of classes and N is the number of samples.
name N task output premise hypothesis label
SNLI 560k NLI 3 “A small girl wearing a pink jacket
is riding on a carousel.”
“The carousel is moving.” entailment
SICK-E 10k NLI 3 “A man is sitting on a chair and rub-
bing his eyes”
“There is no man sitting on a chair
and rubbing his eyes”
contradiction
SICK-R 10k STS [0, 5] “A man is singing a song and playing
the guitar”
“A man is opening a package that
contains headphones”
1.6
STS14 4.5k STS [0, 5] “Liquid ammonia leak kills 15 in
Shanghai”
“Liquid ammonia leak kills at least
15 in Shanghai”
4.6
MRPC 5.7k PD 2 “The procedure is generally per-
formed in the second or third
trimester.”
“The technique is used during
the second and, occasionally, third
trimester of pregnancy.”
paraphrase
COCO 565k ICR sim 3 “A group of people on some horses
riding through the beach.”
rank
Table 2: Natural Language Inference and Semantic Similarity tasks. NLI labels are contradiction, neutral and entail-
ment. STS labels are scores between 0 and 5. PD=paraphrase detection, ICR=image-caption retrieval.
for a broad set of tasks. To evaluate the quality of these
representations, we use them as features in various transfer
tasks.
Binary and multi-class classification We use a set of
binary classification tasks (see Table 1) that covers var-
ious types of sentence classification, including sentiment
analysis (MR and both binary and fine-grained SST) (Pang
and Lee, 2005; Socher et al., 2013), question-type (TREC)
(Voorhees and Tice, 2000), product reviews (CR) (Hu and
Liu, 2004), subjectivity/objectivity (SUBJ) (Pang and Lee,
2004) and opinion polarity (MPQA) (Wiebe et al., 2005).
We generate sentence vectors and classifier on top, either in
the form of a Logistic Regression or an MLP. For MR, CR,
SUBJ and MPQA, we use nested 10-fold cross-validation,
for TREC cross-validation and for SST standard validation.
Entailment and semantic relatedness We also include
the SICK dataset (Marelli et al., 2014) for entailment
(SICK-E), and semantic relatedness datasets including
SICK-R and the STS Benchmark dataset (Cer et al., 2017).
For semantic relatedness, which consists of predicting a se-
mantic score between 0 and 5 from two input sentences, we
follow the approach of Tai et al. (2015a) and learn to pre-
dict the probability distribution of relatedness scores. Sen-
tEval reports Pearson and Spearman correlation. In addi-
tion, we include the SNLI dataset (Bowman et al., 2015),
a collection of 570k human-written English supporting the
task of natural language inference (NLI), also known as rec-
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ognizing textual entailment (RTE) which consists of pre-
dicting whether two input sentences are entailed, neutral
or contradictory. SNLI was specifically designed to serve
as a benchmark for evaluating text representation learning
methods.
Semantic Textual Similarity While semantic related-
ness requires training a model on top of the sentence em-
beddings, we also evaluate embeddings on the unsuper-
vised SemEval tasks. These datasets include pairs of sen-
tences taken from news articles, forum discussions, news
conversations, headlines, image and video descriptions la-
beled with a similarity score between 0 and 5. The goal is
to evaluate how the cosine distance between two sentences
correlate with a human-labeled similarity score through
Pearson and Spearman correlations. We include STS tasks
from 2012 (Agirre et al., 2012), 20134 (Agirre et al., 2013),
2014 (Agirre et al., 2014), 2015 (Agirre et al., 2015) and
2016 (Agirre et al., 2016). Each of these tasks includes
several subtasks. SentEval reports both the average and the
weighted average (by number of samples in each subtask)
of the Pearson and Spearman correlations.
Paraphrase detection The Microsoft Research Para-
phrase Corpus (MRPC) (Dolan et al., 2004) is composed
of pairs of sentences which have been extracted from
news sources on the Web. Sentence pairs have been
human-annotated according to whether they capture a para-
phrase/semantic equivalence relationship. We use the same
4Due to License issues, we do not include the SMT subtask.
approach as with SICK-E, except that our classifier has only
2 classes, i.e., the aim is to predict whether the sentences are
paraphrases or not.
Caption-Image retrieval The caption-image retrieval
task evaluates joint image and language feature models (Lin
et al., 2014). The goal is either to rank a large collection
of images by their relevance with respect to a given query
caption (Image Retrieval), or ranking captions by their rel-
evance for a given query image (Caption Retrieval). The
COCO dataset provides a training set of 113k images with 5
captions each. The objective consists of learning a caption-
image compatibility score Lcir(x, y) from a set of aligned









max(0, α− s(Ux, V y) + s(Ux, V yk′)),
where (x, y) consists of an image y with one of its asso-
ciated captions x, (yk)k and (yk′)k′ are negative examples
of the ranking loss, α is the margin and s corresponds to
the cosine similarity. U and V are learned linear trans-
formations that project the caption x and the image y to
the same embedding space. We measure Recall@K, with
K ∈ {1, 5, 10}, i.e., the percentage of images/captions for
which the corresponding caption/image is one of the first
K retrieved; and median rank. We use the same splits
as Karpathy and Fei-Fei (2015), i.e., we use 113k images
(each containing 5 captions) for training, 5k images for
validation and 5k images for test. For evaluation, we split
the 5k images in 5 random sets of 1k images on which we
compute the mean R@1, R@5, R@10 and median (Med r)
over the 5 splits. We include 2048-dimensional pretrained
ResNet-101 (He et al., 2016) features for all images.
4. Usage and Requirements
Our evaluations comprise two different types: ones where
we need to learn on top of the provided sentence represen-
tations (e.g. classification/regression) and ones where we
simply take the cosine similarity between the two represen-
tations, as in the STS tasks. In the binary and multi-class
classification tasks, we fit either a Logistic Regression clas-
sifier or an MLP with one hidden layer on top of the sen-
tence representations. For the natural language inference
tasks, where we are given two sentences u and v, we pro-
vide the classifier with the input 〈u, v, |u− v|, u ∗ v〉. To fit
the Pytorch models, we use Adam (Kingma and Ba, 2014),
with a batch size 64. We tune the L2 penalty of the classifier
with grid-search on the validation set. When using Sent-
Eval, two functions should be implemented by the user:
• prepare(params, dataset): sees the whole
dataset and applies any necessary preprocessing, such
as constructing a lookup table of word embeddings
(this function is optional); and
• batcher(params, batch): given a batch of in-
put sentences, returns an array of the sentence embed-
dings for the respective inputs.
The main batcher function allows the user to encode text
sentences using any Python framework. For example, the
batcher function might be a wrapper around a model writ-
ten in Pytorch, TensorFlow, Theano, DyNet, or any other
framework5. To illustrate the use, here is an example of
what an evaluation script looks like, having defined the pre-




transfer_tasks = ['MR', 'CR']
results = se.eval(transfer_tasks)
Parameters Both functions make use of a params ob-
ject, which contains the settings of the network and the
evaluation. SentEval has several parameters that influence
the evaluation procedure. These include the following:
• task path (str, required): path to the data.
• seed (int): random seed for reproducibility.
• batch size (int): size of minibatch of text sen-
tences provided to batcher (sentences are sorted by
length).
• kfold (int): k in the kfold-validation (default: 10).
The default config is:
params = {'task_path': PATH_TO_DATA,
'usepytorch': True,
'kfold': 10}
We also give the user the ability to customize the classifier
used for the classification tasks.
Classifier To be comparable to the results published in
the literature, users should use the following parameters for
Logistic Regression:
params['classifier'] =
{'nhid': 0, 'optim': 'adam',
'batch_size': 64, 'tenacity': 5,
'epoch_size': 4}
The parameters of the classifier include:
• nhid (int): number of hidden units of the MLP; if
nhid> 0, a Multi-Layer Perceptron with one hidden
layer and a Sigmoid nonlinearity is used.
• optim (str): classifier optimizer (default: adam).
• batch size (int): batch size for training the classi-
fier (default: 64).
• tenacity (int): stopping criterion; maximum num-
ber of times the validation error does not decrease.
• epoch size (int): number of passes through the
training set for one epoch.
5Or any other programming language, as long as the vectors
can be passed to, or loaded from, code written in Python.
Model MR CR SUBJ MPQA SST-2 SST-5 TREC MRPC SICK-E
Representation learning (transfer)
GloVe LogReg 77.4 78.7 91.2 87.7 80.3 44.7 83.0 72.7/81.0 78.5
GloVe MLP 77.7 79.9 92.2 88.7 82.3 45.4 85.2 73.0/80.9 79.0
fastText LogReg 78.2 80.2 91.8 88.0 82.3 45.1 83.4 74.4/82.4 78.9
fastText MLP 78.0 81.4 92.9 88.5 84.0 45.1 85.6 74.4/82.3 80.2
SkipThought 79.4 83.1 93.7 89.3 82.9 - 88.4 72.4/81.6 79.5
InferSent 81.1 86.3 92.4 90.2 84.6 46.3 88.2 76.2/83.1 86.3
Supervised methods directly trained for each task (no transfer)
SOTA 83.11 86.31 95.51 93.31 89.52 52.42 96.12 80.4/85.93 84.54
Table 3: Transfer test results for various baseline methods. We include supervised results trained directly on each task (no
transfer). Results 1 correspond to AdaSent (Zhao et al., 2015), 2 to BLSTM-2DCNN (Zhou et al., 2016), 3 to TF-KLD (Ji
and Eisenstein, 2013) and 4 to Illinois-LH system (Lai and Hockenmaier, 2014).
• dropout (float): dropout rate in the case of MLP.
For use cases where there are multiple calls to SentEval,
e.g when evaluating the sentence encoder at every epoch of
training, we propose the following prototyping set of pa-
rameters, which will lead to slightly worse results but will
make the evaluation significantly faster:
params['classifier'] =
{'nhid': 0, 'optim': 'rmsprop',
'batch_size': 128, 'tenacity': 3,
'epoch_size': 2}
You may also pass additional parameters to the params
object in order which will further be accessible from the
prepare and batcher functions (e.g a pretrained model).
Datasets In order to obtain the data and preprocess
it so that it can be fed into SentEval, we provide the
get transfer data.bash script in the data directory.
The script fetches the different datasets from their known
locations, unpacks them and preprocesses them. We to-
kenize each of the datasets with the MOSES tokenizer
(Koehn et al., 2007) and convert all files to UTF-8 encod-
ing. Once this script has been executed, the task path pa-
rameter can be set to indicate the path of the data directory.
Requirements SentEval is written in Python. In order
to run the evaluations, the user will need to install numpy,
scipy and recent versions of pytorch and scikit-learn. In
order to facilitate research where no GPUs are available,
we offer for the evaluations to be run on CPU (using scikit-
learn) where possible. For the bigger datasets, where more
complicated models are often required, for instance STS
Benchmark, SNLI, SICK-R and the image-caption retrieval
tasks, we recommend pytorch models on a single GPU.
5. Baselines
Several baseline models are evaluated in Table 3:
• Continuous bag-of-words embeddings (average of
word vectors). We consider the most commonly used
pretrained word vectors available, namely the fastText
(Mikolov et al., 2017) and the GloVe (Pennington et
al., 2014) vectors trained on CommonCrawl.
• SkipThought vectors (Ba et al., 2016)
• InferSent vectors (Conneau et al., 2017)
In addition to these methods, we include the results of cur-
rent state-of-the-art methods for which both the encoder
and the classifier are trained on each task (no transfer). For
GloVe and fastText bag-of-words representations, we re-
port the results for Logistic Regression and Multi-Layer
Perceptron (MLP). For the MLP classifier, we tune the
dropout rate and the number of hidden units in addition
to the L2 regularization. We do not observe any improve-
ment over Logistic Regression for methods that already
have a large embedding size (4096 for Infersent and 4800
for SkipThought). On most transfer tasks, supervised meth-
ods that are trained directly on each task still outperform
transfer methods. Our hope is that SentEval will help the
community build sentence representations with better gen-
eralization power that can outperform both the transfer and
the supervised methods.
6. Conclusion
Universal sentence representations are a hot topic in NLP
research. Making use of a generic sentence encoder allows
models to generalize and transfer better, even when trained
on relatively small datasets, which makes them highly de-
sirable for downstream NLP tasks.
We introduced SentEval as a fair, straightforward and cen-
tralized toolkit for evaluating sentence representations. We
have aimed to make evaluation as easy as possible: sen-
tence encoders can be evaluated by implementing a simple
Python interface, and we provide a script to download the
necessary evaluation datasets. In future work, we plan to
enrich SentEval with additional tasks as the consensus on
the best evaluation for sentence embeddings evolves. In
particular, tasks that probe for specific linguistic properties
of the sentence embeddings (Shi et al., 2016; Adi et al.,
2017) are interesting directions towards understanding how
the encoder understands language. We hope that our toolkit
will be used by the community in order to ensure that fully
comparable results are published in research papers.
Model SST’12 SST’13 SST’14 SST’15 SST’16 SICK-R SST-B
Representation learning (transfer)
GloVe BoW 52.1 49.6 54.6 56.1 51.4 79.9 64.7
fastText BoW 58.3 57.9 64.9 67.6 64.3 82.0 70.2
SkipThought-LN 30.8 24.8 31.4 31.0 - 85.8 72.1
InferSent 59.2 58.9 69.6 71.3 71.5 88.3 75.6
Char-phrase 66.1 57.2 74.7 76.1 - - -
Supervised methods directly trained for each task (no transfer)
PP-Proj 60.01 56.81 71.31 74.81 - 86.82 -
Table 4: Evaluation of sentence representations on the semantic textual similarity benchmarks. Numbers reported are
Pearson correlations x100. We use the average of Pearson correlations for STS’12 to STS’16 which are composed of
several subtasks. Charagram-phrase numbers were taken from (Wieting et al., 2016). Results 1 correspond to PP-Proj
(Wieting et al., 2015) and 2 from Tree-LSTM (Tai et al., 2015b).
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