In the absence of vision, grasping an object often relies on tactile feedback from the fingertips. As the finger pushes the object, the fingertip can feel the contact point move. If the object is known in advance, from this motion the finger may infer the location of the contact point on the object, and thereby, the object pose. This paper primarily investigates the problem of determining the pose (orientation and position) and motion (velocity and angular velocity) of a planar object with known geometry from such contact motion generated by pushing.
Introduction
Part sensing and grasping are two fundamental operations in automated assembly. Traditionally, they are performed sequentially in an assembly task. Parts in many assembly applications are manufactured to high precisions, based on their geometric models. This knowledge of part geometry can The International Journal of Robotics Research Vol. 18, No. 5, May 1999 sometimes significantly facilitate sensing as well as grasping. It can sometimes also help integrate these two operations, reducing the assembly time and cost.
Consider the task of grasping something, say a pen, on the table while keeping your eyes closed. Your fingers fumble on the table until one of them touches the pen and (inevitably) starts pushing it for a short distance. While feeling the contact move on the fingertip, you can almost tell which part of the pen is being touched. Assume the pushing finger is moving away from you. If the contact remains almost stable, then the middle of the pen is being touched; if the contact moves counterclockwise on the fingertip, then the right end of the pen is being touched; otherwise, the left end is being touched. Immediately, a picture of the pen configuration has been formed in your head, so you coordinate other fingers to quickly close in for a grip.
The above example tells us that the pose of a known shape may be inferred from the contact motion on a finger pushing the shape. To better illustrate this idea, Figure 1 shows two motions of a quadrilateral in different initial poses pushed by an ellipse under the same motion. Although the initial contacts on the ellipse were the same, the final contacts are quite far apart. Thinking in reverse leads to the main questions of this paper:
1. Can we determine the pose of an object with known geometry and mechanical properties from the contact motion on a single pushing finger, or simply, from a few intermediate contact positions during the push? 2. Can we determine any intermediate pose of the object during the push? 3. Furthermore, can we estimate the motion of the object during the push?
In this paper, we give affirmative answers to the above questions in the general case. To accomplish this, we characterize pushing as a system of nonlinear differential equations based on its dynamics. As shown in Figure 2 , the state of the system includes the configurations (positions, orientations, and velocities) of the finger and object during the push at any time instant. The system input is the acceleration of the finger. The system output is the contact location on the finger subject to the kinematics of contact. This output is fed to nonlinear observers, which serve as the sensing algorithms, to estimate the object's pose and motion.
Section 2 elaborates on the dynamics of pushing and the kinematics of contact, deriving a system of differential equations that govern the object and contact motions while resolving related issues such as support friction in the plane and the initial object motion; Section 3 applies nonlinear control theory to verify the soundness of our sensing approach to be proposed, establishing the local observability of this dynamical pushing system from the finger contact; Section 4 describes two nonlinear observers which estimate the object pose (and motion) at any instant and at the start of pushing, respectively, and which require different amounts of sensor data; Section 5 extends the results to incorporate contact friction between the finger and the object; Section 6 presents simulations on both observers and the implementation of a contact sensor, demonstrating that three intermediate contact points often suffice to determine the initial pose for the fingers and objects tested; and finally, Section 7 summarizes the paper and outlines future work.
Related Work
Our work is grounded in robotics where an abundance of previous work exists. It also draws upon the part of nonlinear control theory that concerns nonlinear observability and observers.
Robotics
Dynamics of sliding rigid bodies was treated by MacMillan (1936) for nonuniform pressure distributions, and by Goyal, Ruina, and Papadopoulos (1991) using geometric methods based on the limit-surface description of friction. Howe and Cutkosky (1996) experimentally showed that the limit surface only approximates the force-motion relationship for sliding bodies, and discussed other simplified practical models for sliding manipulation.
Mason (1986) pioneered the study of the mechanics of pushing using quasi-static analysis, predicting the direction in which an object being pushed rotates, and plotting out its instantaneous rotation center. For unknown centers of friction, 1 Alexander and Maddocks (1993) reduced the problem of determining the motion of a slider under some applied force to the case of a bipod, and obtained analytical solutions for simple sliders. The problem of predicting the accelerations of multiple 3-D objects in contact with Coulomb friction has a nonlinear complementarity formulation due to Pang and Trinkle (1996) ; the existence of solutions to models with sliding and rolling contacts has been established. Montana (1988) derived a set of differential equations describing the motion of a contact point between two rigid bodies in response to a relative motion of these bodies, and employed these equations to sense the local curvature of an unknown object and to follow its surface while steering the contact point to some desired location on the end effector. The kinematics of spatial motion with point contact was also studied by Cai and Roth (1987) , who assumed a tactile sensor capable of measuring the relative motion at the contact point. The special kinematics of two rigid bodies rolling on each other was considered by Li and Canny (1990) in view of path planning in the contact configuration space. In our work, contact kinematics is derived directly from the absolute velocities of the finger and the object rather than from their relative velocities at the contact. Also, we are concerned with a finger and an object only in the plane, not in 3-D space.
Part of our motivation came from the blind-grasping task at the beginning of the paper. The caging work by Rimon and Blake (1996) was concerned with constructing the space of all configurations of a two-fingered hand controlled by one parameter that confined a given 2-D object; these configurations could lead to immobilizing grasps by following continuous paths in the same space. This work required an initial image of the object to be taken by a camera. Work related to caging includes parts-feeder design (Peshkin and Goldberg 1993) and fixture design (Brost and Goldberg 1994) . In this paper, we are concerned with how to "feel" a known object using only one finger, and how to infer its pose and motion information, rather than how to constrain and grasp the object using multiple fingers.
A larger part of the motivation of our work was from parts orienting. Orienting mechanical parts was studied early on by Grossman and Blasgen (1975) . They used a vibrating box to constrain a part to a small finite number of possible stable poses, and then determined the particular pose by a sequence of probes using a tactile sensor. Inspired by their result, Erdmann and Mason (1988) constructed a planner that employed sensorless tilting operations to orient planar objects randomly dropped into a tray, based on a simple model of the quasi-static mechanics of sliding. Utilizing the theory of limit surfaces (Goyal, Ruina, and Papadopoulos 1991 and Böhringer et al. 1994 ) developed a geometric model for the mechanics of an array of microelectromechanical structures, and showed how this structure could be used to uniquely and efficiently align a part up to symmetry. Goldberg (1993) showed that every polygonal part with unknown initial orientation could be oriented by a parallel-jaw gripper up to symmetry in the part's convex hull. He constructed an algorithm with subcubic running time as a proof of sensorless parts orienting.
Based on the limit-surface model and quasi-static analysis, Lynch, Maekawa, and Tanie (1992) conducted active sensing of an object's center of mass during pushing from tactile feedback, and developed a control system that translated and oriented objects. Their work assumed a known contact edge, and did not quantitively estimate the object's motion due to the quasi-static nature. Also applying quasi-static analysis, Akella and Mason (1992) described a complete open-loop planner that could orient and translate polygonal objects in the plane by pushing with a straight fence.
In our previous work (Jia and Erdmann 1996b), we introduced the methods of cone inscription and point sampling that computed the poses of known shapes from a continuum and a finite number of possibilities, respectively, using simple geometric constraints such as coincidence and containment. Paulos and Canny (1996) studied the problem of finding optimal point probes for refining the pose of a polygonal part with known geometry from an approximate pose; they revealed that this problem was due to the grasping problem of computing optimal finger placements, and gave an efficient near-optimal solution.
Model-based recognition and localization traditionally solve a constraint-satisfaction problem by searching for a consistent matching between sensory data and model(s). This is often conducted by pruning the search tree subject to pure geometric constraints. Grimson and Lozano-Pérez (1984) used tactile measurements of positions and surface normals on a 3-D object to identify and locate it from a set of known 3-D objects, based on the geometric constraints imposed by these tactile data. Gaston and Lozano-Pérez (1984) showed how to identify and locate a polyhedron on a known plane using tactile information that included contact points and the ranges of surface normals at these points. Grimson (1990) advocated that model-based recognition and localization should be regarded as a constraint-satisfaction problem that searches for a consistent matching between sensory data (e.g., 2-D) and model(s) (e.g., 3-D) under some geometric constraints.
A major difference between the sensing approach described in this paper and the listed previous work is that our approach combines geometric constraints with dynamics of manipulation. On one hand, this would relieve the requirement for sufficient geometric constraints (and hence lessen the hardware load). On the other hand and more importantly, the involvement of dynamics extends sensing to dynamic pose and motion estimation. Subsequently, the tools that we apply are from nonlinear control theory rather than from AI and computational geometry.
One feasible implementation for contact detection is to employ a force or tactile sensor. The paper by Salisbury (1984) proposed the concept of fingertip force sensing with an approach for determining contact locations and orientations from force and moment measurements. Fearing and Binford (1988) designed a cylindrical tactile sensor to determine the principal curvatures of an object through rolling contact. Based on continuum mechanics and photoelastic stress analysis, Cameron, Daniel, and Durrant-Whyte (1988) built a tactile sensor using a layer of photoelastic material along with its mathematical model. Allen and Roberts (1989) deployed robot fingers to obtain a number of contact points around an object and then fit (in a least-squares manner) the data to a superquadric surface representation to reconstruct the object's shape. Howe and Cutkosky (1993) introduced dynamic tactile sensing in which sensors captured fine surface features during motion, presenting mechanical analysis and experimental performance measurements for one type of dynamic tactile sensor-the stress-rate sensor.
Nonlinear Control
The theoretical foundation of our work comes from the part of control theory concerned with the observability and observers of nonlinear systems. For a general introduction to nonlinear control theory, we refer the reader to the works of Isidori (1985) and Nijmeijer and van der Schaft (1990) . Hermann and Kerner (1977) first studied observability using the notion of observation space. We use their observability rank condition to show that the pose and motion of a poly-gonal object pushed by a disk is locally observable from the disk contact. A result due to Crouch (1981) shows that an analytic system is observable if and only if the observation space distinguishes points in the state space.
Luenberger-like asymptotic observers, first constructed by Luenberger (1971) for linear systems, are likely the most commonly used observer forms for nonlinear systems today. Gauthier, Hammouri, and Othman (1992) described an observer for affine-control nonlinear systems whose "gain" was determined via the solution of an appropriate Lyapunov-like equation. Their observer had a very simple form: it was a copy of the original system, together with a linear corrective term that depended only on the state-space dimension. Our first pose observer is constructed using the Gauthier, Hammouri, and Othman (GHO) procedure.
Ciccarella, Mora, and Germani (1993) proposed a similar observer whose gain vector was controlled by the properly chosen eigenvalues of a certain matrix obtained from the original system's Brunowsky canonical form, thus providing more freedom for optimizing the observer behavior. Extending Gauthier, Hammouri, and Othman's results (1992), Gauthier and Kupka (1994) characterized nonaffine control systems that were observable under any input, and constructed a generic exponential observer for these systems.
Zimmer (1994) presented a state estimator that conducted on-line minimization over some objective function. His observer, with provable convergence, iteratively used Newton's method to modify its state estimate every fixed period of time. Our second pose observer also makes use of Newton's method, but we estimate the initial motionless pose of the object, relieving the task of evaluating the complex second-order partial derivatives of the drift field that Zimmer encountered.
Notation
We abide by the following notation conventions in this paper. Every vector x is a column vector written as (x 1 , . . . , x n ) T for some variables x 1 , . . . , x n . The derivative of a vector function x(t) = (x 1 (t) 
To avoid any ambiguity, the raised-dot notation (˙) means differentiation with respect to time, while the accent notation ( ) means differentiation with respect to some curve parameter. For example,α = α u = dα du du dt gives the velocity of a point moving on a curve α(u). The cross product of two vectors (e.g., α × v) is treated as a scalar wherever ambiguity would not arise. A scalar in a cross product (e.g., the angular velocity ω in ω × β) acts as a vector of equal magnitude, orthogonal to the plane.
Motion of Contact
Throughout the paper, we consider the two-dimensional problem of a translating finger F pushing an object B. Coulomb's friction law is assumed, and the coefficient of support friction, that is, friction between B and the plane, is everywhere µ. For simplicity, let us assume uniform mass and pressure distributions of B. Let us also assume frictionless contact between F and B at present, and deal with contact friction exclusively in Section 5. Let v F be the velocity of F, known to F's controller; and let v and ω be the velocity and angular velocity of B, respectively, all in the world coordinate frame (Fig. 3) .
Let F's boundary be a smooth curve α, and B's boundary be a piecewise-smooth closed curve β such that α(u) and β(s) are the two points in contact in the local frames of F and B, respectively. Following convention, moving counterclockwise along α and β increases u and s, respectively. Assume that one curve segment of β stays in contact with α throughout the pushing.
Dynamics of Pushing
That F and B maintain contact imposes a velocity constraint
where R(θ) = cos θ − sin θ sin θ cos θ is the rotation matrix associated with the orientation θ of B, which is determined by u, s, and the orientation of F. Newton's and Euler's equations on rigid-body dynamics are stated as Fig. 3 . Finger F translating and pushing object B.
where F is the contact force acting on B, g is the acceleration of gravity, m is the mass, η is the mass density, and I is the angular inertia about the center of mass O (all of B).
With no friction at the contact point, F acts along the inward normal of B:
Finally, the normals of F and B at the contact are opposite to each other; equivalently, we have
Given the finger motion v F , there are seven equations (1), (2), (3), (4), and (6), with seven variables u, s, ω, v, and F . 3 From these equations, we are now ready to derive the differential equations for u, s, ω, and v.
Let a F be the acceleration of F, A = B dp = m η and ρ = I m be the area and radius of gyration of B, respectively, and = B Rβ × (Rp ×v p ) + (β · β)v p dp be an integral associated with support friction. We have the following theorem. THEOREM 1. Consider the pushing system described by eqs.
(1)-(6). The points of contact evolve according tȯ
2. That F is translating implies either v = 0 or ω = 0 after the pushing starts. So v p can vanish over at most one point p ∈ B, which will vanish in the integrals in eqs. (2) and (3). 3. Note that eqs. (1) and (2) and variables v and F are each counted twice.
and the object's angular acceleration and acceleration arė
Proof. Taking the dot products of α with both sides of eq. (1) and rearranging terms thereafter, we obtain
Next differentiate both sides of eq. (6):
Immediately, we solve foru andṡ from the two equations above and obtain eqs. (7) and (8). Now we move on to derive the differential equations for v and ω. First take the cross products of Rβ with both sides of eq. (3), eliminating the resulting term that contains F · Rβ and substituting eq. (2) in after term expansion,
Here the term
when multiplied by µηg, combines the dynamic effects of friction. Thus we can writev in the form of eq. (10). Taking the cross products of α with both sides of eq.
(1) and canceling the term α × Rβ according to eq. (6), we have after a few more steps of term manipulation
Differentiating both sides of eq. (12) yieldṡ
Finally, substituting eq. (10) in eq. (13) gives us eq. (9).
Substitute eqs. (7) and (8) into eq. (9) and the resulted differential equation into eq. (10). We have thus obtained the differential equations of ω and v, which along with eqs. (7) and (8), form a system of ordinary differential equations (ODEs). This system is numerically solvable for u, s, ω, and v. Without any ambiguity, we also let eqs. (9) and (10) refer to their corresponding differential equations.
Our derivation of the differential eqs. (7)- (10) is correct only if the denominators on their right-hand sides do not vanish. It is easy to show that these denominators vanish only if β · β = 0, or equivalently, Rβ × F = 0. Furthermore, the limits ofω andv given by eqs. (9) and (10), respectively, as β · β → 0, are equal to their degenerate forms derived under the condition β · β = 0, respectively (see Jia 1997).
The motion of B is independent of its mass density η, as seen from eqs. (7), (8), (9), and (10), or directly from eqs. (2) and (3).
If α and β are unit-speed curves with curvatures κ α and κ β at the contact point, respectively, such that κ α + κ β = 0, 4 then eqs. (7) and (8) are simplified tȯ
For example, let α be a circle with radius r and let β be a polygon. Hence κ α = 
Integral of Support Friction
To numerically integrate eqs. (7)- (10), it is necessary to evaluate the integral given by eq. (11) which represents the effect of support friction on dynamics. Two-dimensional numerical integration of can be very slow. However, by choosing proper polar coordinates, we can reduce the evaluation of to one-variable integration, and if B is polygonal, obtain the closed form of .
When the motion of B is pure translation (ω = 0), the evaluation is easy:
4. The term κ α + κ β is the two-dimensional case of the relative curvature form introduced by Montana (1988). 5. Here κ β is the curvature of the polygon edge in contact with α. We assume that the finger will not be in contact with any vertex during the pushing.
So we focus our discussion on the case ω = 0. The integral can be evaluated in the polar coordinates with respect to the instantaneous rotation center of B introduced below. Let us first express in terms of B's moving-body frame at its center of mass O:
where v B p = R −1 v + ω × p is the velocity at p ∈ B in the body frame. At the moment, B is rotating about the point Figure 4 . For convenience and clarity, we only illustrate the case where B is convex. The evaluation should be straightforwardly generalized to the case where B is concave.
Any ray at angle φ from the irc has at most two intersections (φ, r 1 (φ)) T and (φ, r 2 (φ)) T , r 1 (φ) < r 2 (φ), with the object boundary. Every point p on the ray is instantaneously moving along the same directionv
The two subintegrals in eq. (17) now reduce to one-variable integrals in the polar coordinates: 6
. If the irc is in the interior of B, let φ 1 = 0, φ 2 = 2π , and r 1 (φ) = 0.
Fig. 4. The instantaneous rotation center
x , v B y ) T and angular velocity ω = 0 (about its center of mass O). The integral is evaluated in polar coordinates with respect to the irc.
For polygonal shapes, the closed forms of the above two integrals are given by Jia (1997); for most other shapes, these integrals can only be evaluated numerically.
Initial Motion
To numerically integrate eqs. (7)- (10), it is necessary to determine the initial accelerationsv andω of B from the finger acceleration a F and the configurations of F and B. 7
At the start of pushing, both the finger F and the object B are motionless; that is, we have
Plugging the above into eqs. (7) and (8) yields the initial contact velocitiesu
We only consider the nondegenerate case where the contact normal N does not pass through the center of mass O, as otherwise the initial accelerations can be easily determined. In other words, we deal withω 0 = 0. The frictional force f p at point p ∈ B is opposed to the direction of relative motion (Goodman and Warner 1964) , which at the start of pushing is the direction of the acceleratioṅ
7. In this section, our focus is on simulating the start of pushing. Hence we temporarily assume the initial configuration of B is known. Later in Section 4.2, we see how to use such simulation to solve for the initial pose of B using Newton's method.
By a simple argument, the sign ofω 0 must agree with its sign were there no friction; hence it is easily determined.
Rp ×v p (0) dp + (β · β) Bv p (0) dp
. Thus eq. (10) can be rewritten aṡ
at t = 0. 8 Meanwhile, it follows from eq. (13) thaṫ
Dividing both sides of eq. (19) byω 0 and substituting eq. (20), we get the following equation inv
Equation (21) 
Contact Breaking
The only constraint that was left out in the derivation of the differential eqs. (7)- (10) is inequality (5). This constraint, however, is used for checking when the contact between the finger and the object breaks. More specifically, the contact breaks when Rβ × F < 0.
Local Observability
In the previous section, we saw that the kinematics of contact and the dynamics of pushing are together determined by a system of nonlinear ordinary differential eqs. (7)-(10). A 8. We here make a simplification by identifying the coefficient of static friction with the coefficient of kinetic friction µ. state of this nonlinear system consists of u and s, which determine the contact locations on the finger and on the object, respectively, the object's angular velocity ω, velocity v, and orientation θ ; the input is the finger's acceleration a F , generated by the controller of the finger; and the output is u, reported by a tactile sensor mounted on the finger. The sensing task becomes to "observe" s from u, which, as suggested by the system equations, is no easier than to "observe" the whole state of the system.
In this section, we study local observability of one instantiation of the above system in which the finger is circular and the object is polygonal. This type of pushing is representative in real manipulation tasks. First of all, we introduce the notion of nonlinear observability as well as a theorem about local observability; next, we show that the instantiation is locally observable. It is then not difficult to see that these results can generalize to many other finger and object shapes.
Observability of a Nonlinear System
Let us consider a smooth affine (or input-linear) control system together with an output map:
where
. . , g m are smooth vector fields on M, and h = (h 1 , . . . , h k ) T : M → k is the smooth output map of the system. We call f the drift vector field and g 1 , . . . , g m the input vector fields. In the system, u 1 , . . . , u m are the inputs, called the controls, over time whose Cartesian product range U defines the system's input space. At state x, f (x) is a tangent vector to M representing the rate of change of x when there is no input, while g j (x) for 1 ≤ j ≤ m is a tangent vector showing the change of such rate under unit input of u j . Throughout, we are only concerned with the class of controls U that consists of piecewise-constant functions that are continuous from the right. 9 We call these controls admissible. The system with constant controls, or equivalently, no input fields, is said to be autonomous.
Denote by y(t, x 0 , u), t ≥ 0, the output function of the system with initial state x 0 and under control u. Two states x 1 , x 2 ∈ M are said to be indistinguishable (denoted by x 1 I x 2 ) if for every admissible control u the output functions y(t, x 1 , u) and y(t, x 2 , u), t ≥ 0 are identical on their common domain of definition. The system is observable if x 1 I x 2 implies x 1 = x 2 .
To derive a condition on nonlinear observability, the above definition of "observable" is localized in the following way.
9. So that U is closed under concatenation.
Let V ⊂ M be an open set containing states x 1 and x 2 . These two states are said to be V -indistinguishable, denoted by x 1 I V x 2 , if for any T > 0 and any constant control u : [0, T ] → U such that x(t, x 1 , u), x(t, x 2 , u) ∈ V for all 0 ≤ t ≤ T , it follows that y(t, x 1 , u) = y(t, x 2 , u) for all 0 ≤ t ≤ T on their common domain of definition. The system is locally observable at x 0 if there exists a neighborhood W of x 0 such that for every neighborhood V ⊂ W of x 0 the relation x 0 I V x 1 implies that x 0 = x 1 . The system is called locally observable if it is locally observable at every x 0 ∈ M. Figure 5 illustrates local observability for the case of one output function.
A one-form on M is a real-valued and pointwise-linear function on the set of all tangent vectors to M. The cotangent space of M at state x includes all the one-forms on M instantiated by x. In particular, it includes for 1 ≤ j ≤ k the gradient of h j : 
It is not difficult to show that O is also the linear space of functions on M that includes h 1 , . . . , h k , and all repeated Lie derivatives
for some point
The observation space shall be better understood with the notion of integral curve. Given a nonlinear systeṁ
defined by some vector field Z on the state space M, the integral curve σ x 0 (t) is the solution of the system satisfying the initial condition σ x 0 (0) = x 0 . For every bounded subset M 1 ⊂ M, there exists an interval (t 1 , t 2 ) 0 on which the integral curve σ x 0 (t) is well defined for all t ∈ (t 1 , t 2 ). This allows us to introduce on M 1 a set of maps called the flow: for small time t 1 , . . . , t p , respectively. The outputs of the system at t 1 + · · · + t p time are
Differentiating these outputs sequentially with respect to t p , t p−1 , . . . , t 1 at t p = 0,
Hence we see that the observation space in fact consists of the output functions and their derivatives along all possible system trajectories.
The observability codistribution at state x ∈ M, denoted dO(x), is defined as
We are ready for a main theorem concerning local observability. THEOREM 2. (Herman and Krener) System (22) is locally observable at state
The equation dim dO(x 0 ) = n is called the observability rank condition. Proofs of the above theorem can be found in the works by Hermann and Krener (1977) and Nijmeijer and van der Schaft (1990, pp. 95-96) . Basically, to distinguish between a state and any other state in its neighborhood, it is necessary to consider not only the output functions but also their derivatives along all possible system trajectories. The rank condition ensures the existence of n output functions and/or derivatives that together define a diffeomorphism on some neighborhood of the state, which in turn ensures that the state is locally distinguishable.
The Disk-Polygon System
Now we study the case in which finger F is a disk bounded by α = r(cos u r , sin u r ) T , and object B is a simple polygon. The interior of one edge e of B maintains contact with F throughout the pushing. 10 We assume that e is known, since local observability is concerned, and since a sensing strategy can hypothesize all edges of B as the contact edge and verify them one by one. Let h be the distance from the centroid O of B to e. Choose s as the signed distance from the contact to the intersection of e, and its perpendicular through O such that s increases monotonically while moving counterclockwise (with respect to B's interior) on e. See Figure 6 
10. This is easily realizable in a real pushing scenario. 11. Given a different contact edge e 1 , it follows θ = u/r − π/2 + θ e 1 for some constant θ e 1 . 12. These equations assume that O and the disk center are on different sides of e. Otherwise, the term r + h in the equations forṡ,ω, andv need to be replaced by r − h. Fig. 6 . A circular finger pushing a polygonal object.
is the integral of friction reduced from eq. (17), with I 1 and I 2 given by eq. (18). We refer to eq. (24) and its future variations as the disk-polygon system. Of all the variables and constants in system (24), only the height h of the contact edge (from the polygon's center of geometry) and the contact location s on the edge encode the geometry of the contact.
The relative orientation of the polygon to the disk, determined by u, appears in the equations forṡ,ω, andv, thereby in both system kinematics and dynamics. The relative position, determined by s, however, appears only in the system dynamics. That s does not directly affect the kinematics is due to that local geometry on the contact edge is everywhere the same, with zero curvature. However, this is not true for curved objects.
To apply Theorem 2 to show that system (24) is locally observable, we first need to rewrite it into the form of eq. (22) of an affine system. For convenience, we express v in terms of the Frenet frame at the disk contact defined by the tangent T and normal N : v = (v T , v N ) T , where v T = v ·T and v N = v · N. We also express the disk velocity v F and acceleration a F in the same frame as (v F T , v F N ) T and (a F T , a F N ) T , respectively. We find that v N depends on s, ω, and v F N by taking the dot product of N with the velocity constraint given by eq. (1): 
where T = · T . System (24) is now rewritten aṡ
The state x of the system becomes (u, s, ω, v T , v F T , v F N ) T with six variables in total; the inputs are the acceleration components a F T and a F N along the contact tangent and normal, respectively; and the output is a triple
The drift and input fields are given by
THEOREM 3. The disk-polygon system (26) is locally observable.
Proof. By Theorem 2, it suffices to show that the observability codistribution dO has rank 6 at every state. Here the observation space O consists of the outputs u, v F T , v F N , and their repeated Lie derivatives. We choose from O the following functions and write out their differentials: 
In summary, the observability codistribution dO is spanned by du, dv
and thus attains full rank.
The above proof in fact constructs several control sequences which, when applied for infinitesimal amounts of time, will distinguish between different states in any neighborhood. Assuming s = η, one of the functions u, v 
is realizable in an arbitrarily small amount of time by the control sequence starting with zero control and ending with a F N = 1 (or −1). The case with function L f L g N L f u is similar.
Moreover, the proof reveals the relative "hardness" of observing the state variables, especially u, s, and ω. The diskcontact u constitutes the system output, and thus is the easiest to observe. The angular velocity ω of the polygon needs to be obtained from the first-order derivative of u. The polygoncontact s, the hardest of the three to observe, requires a Lie derivative of the second order or above, which is obtained using two or more controls.
Support friction does not affect the local observability of the disk-polygon system, as none of the differentials chosen in the proof to span dO involves the integral or any of its partial derivatives.
The proof makes use of the input vector field g N , but not g T , which suggests that pushing along a tangential direction is unnecessary for the purpose of local observability. Intuition tells us that pushing along the contact normal will more likely help the disk observe the polygon.
We conjecture that the autonomous version of the system (under a F = 0) is locally observable at all except a finite number of states. Although it seems much more difficult to prove the linear independence of du, dv
f u, and dL 3 f u at every state, this conjecture is supported by our simulation results in Section 6.
Pose Observers
With local observability, we can view sensing strategies as nonlinear observers for the disk-polygon system (26) or for the general pushing system of eqs. (7)-(10). An observer of a nonlinear system is a system whose state converges to the state of the original system. The input of the observer consists of the input as well as the output of the original system.
Luenberger-like asymptotic observers (Luenberger 1971) for nonlinear systems are often designed through linearization. The disk-polygon system (26), however, cannot be linearized, for we have
violating one of Nijmeijer's necessary conditions on linearization (Nijmeijer and van der Schaft 1990, p. 156). Another approach of observer design transforms the original system into a linear system modulo an output injection (Krener and Isidori 1983). The necessary conditions for a nonlinear system to admit linear observer-error dynamics are rather restrictive, and hardly satisfied by the disk-polygon system, let alone eqs. (7)-(10). Even if these conditions hold, it is still quite burdensome (and sometimes impossible) to find explicit solutions to partial differential equations involving repeated Lie brackets on which the desired coordinate transformation must be based. Our observer, for the disk-polygon system only, uses a result by Gauthier, Hammouri, and Othman to be introduced next.
A Gauthier-Hammouri-Othman Observer
We apply the GHO procedure (Gauthier, Hammouri, and Othman 1992) to find an observer for the disk-polygon system (26). THEOREM 4. (Gauthier, Hammouri, and Othman) Consider the single-output nonlinear (and analytic) systeṁ
defined on n-dimensional state-space manifold M. Suppose the following two conditions hold:
1. the mapping Z :
2. L n f h(x) can be extended from M to n by a C ∞ function that is globally Lipschitzian on n .
Let C = (1, 0, . . . , 0). Let A = (a ij ) be an n × n matrix with a ij = 1 if i = j − 1 and 0 if i = j − 1, and let S ∞ (ζ ) be the n × n matrix that satisfies the equation
where ζ is some large-enough constant. Then the systeṁ
is an observer for eq. (28) with error dynamics
where K(ζ ) is some constant.
The proof of the above theorem given by Gauthier, Hammouri, and Othman (1992) is based on standard Lyapunov arguments. The parameter ζ controls the speed of the observer. The matrix S ∞ (ζ ) = (s ij ) is the limit of the stationary solution ofṠ t
(ζ ) = −ζ S t (ζ )−A T S t (ζ )−S t (ζ )A+C T C
as t → ∞, with the initial value S 0 (ζ ) being any symmetric positive-definite matrix. 13 The symmetric matrix S ∞ can be determined by starting from its first row and column simultaneously and progressing to higher ordinal pairs of rows and columns. We observe s 11 = 1 ζ and let s 0j = s j 0 = 0, for j = 1, 2, . . . , n. Then the remaining entries of S ∞ satisfy a three-term recurrence relation:
13. So is S t (ζ ) for t > 0 symmetric positive definite.
The observer of eq. (30) is a copy of the original system (28) with a corrective term that does not depend on system (28) but only on the dimension and the desired convergence speed ζ .
The GHO observer for a general nonlinear system (22) with inputs is a copy of the original system plus the errorcorrective term given in eq. (30). To have such an observer, not only must conditions 1 and 2 in the above theorem hold for the drift systemẋ = f (x), but also the original system must be observable for any input.
Getting back to the disk-polygon system (26), we now need to consider only u, s, ω, and v T as state variables. The drift and input fields reduce from eq. (27) to
With u being the system's only output, the new coordinates under map χ consist of u and its Lie derivatives, up to the third order:
Generally, for all except at most a finite number of states, du, rdω, rdL f ω, and rdL 2 f ω are linearly independent, which implies that the map χ is locally diffeomorphic. The Jacobian of the inverse transformation χ −1 is then the inverse of the Jacobian of χ (Spivak 1970, pp. 2-17) :
The differential dL f ω consists of the following partial derivatives:
where the closed form of d (on u, s, ω, v T ) can be derived (Jia 1997). The differential dL 2 f ω, however, involves secondorder partial derivatives of whose closed forms are too complicated to obtain. Hence we choose to evaluate dL 2 f ω numerically.
Solve eq. (29) under n = 4, and take the inverse of the solution: 
Finally, from eqs. (30) and (31), we obtain a GHO observer for frictionless contact,    ũ
It should be noted that we did not verify condition 2 in Theorem 4. The Lie derivative L 4 f u is generally not extendible to a globally Lipschitzian function. However, L 4 f u is locally Lipschitzian. So the observer should work well as long as the state estimate is close to the real state and its trajectory does not exit the local neighborhood in which the Lipschitz condition holds. This is supported by the simulation results in Section 6.1.
The Initial Pose Observer
The asymptotic observer presented in Section 4.1 has two drawbacks. First, for finger and object shapes other than disks and polygons, the computation of the Lie derivatives and the Jacobian may become a burden. Second, the observer requires a sequence of contact locations on the finger to be sensed, which may cause difficulties in sensor implementation.
One sensing strategy is to observe the initial object pose. The state of the pushing system at any time will then be determined from equations (7)- (10), given that the finger's pose and velocity during the pushing are known (to the controller). The initial object pose is determined by the initial contact position s 0 on the object boundary. So is the contact position u(t) on the finger. This fact leads to our second observer, which is a variation of the shooting method for integrating ordinary differential equations. This observer is for the system described by eqs. (7)- (10), in which the finger and the object have general planar shapes.
For each initial object contact s 0 , there is a unique fingercontact trajectory u(t) ≡ u(t; s 0 ), t ≥ 0, as the solution to the differential eqs. (7)- (10) with the initial values including s 0 . Note u(0; s 0 ) = u 0 must hold, where u 0 is the initial finger contact. Let the finger sense a second contact position u 1 at time t 1 > 0. Then the problem reduces to finding a zero s * 0 of the function u(t 1 ; s 0 )−u 1 . Figure 7 depicts the contact curves resulting from two different initial object contacts, together with the curve segment g(s 0 ) = u(t 1 ; s 0 ) representing all possible finger contacts at time t 1 resulting from any initial object contact in between.
The root s * 0 of u(t 1 ; s 0 ) − u 1 can be obtained iteratively with Newton's method for solving nonlinear equations. Each evaluation of this function now involves solving a separate initial value problem for the system of eqs. (7)-(10), given the value of s 0 at the present iteration step.
The initial pose (IP) observer is also local, and is therefore subject to how close the estimate on s 0 at the start of iteration is from the real pose s * 0 . To globalize sensing, we provide Newton's method with multiple guesses of s 0 along the object boundary. This may yield multiple solutions to u(t 1 ; s 0 ) = u 1 , as we can see in the simulation results in Section 6.2. However, such ambiguities can often be resolved by detecting a third contact u 2 on the finger at time t 2 > t 1 and verifying against u 2 the finger contacts at t 1 resulting from all ambiguous s 0 values.
Contact Friction
This section extends the results in the previous sections to include contact friction between the finger and the object. Now we need to consider two modes of contact: rolling and sliding, according to whether the contact force lies inside the contactfriction cone or on one of its two edges (see Figure 8) . Each mode is hypothesized and solved; then the obtained contact force is verified with the contact-friction cone for consistency. This hypothesis-and-test approach is quite common in solving multi-rigid-body contact problem with Coulomb friction. (See, for instance, the work of Haug, Wu, and Yang 1986.) 
Rolling
When rolling contact occurs, the contact force F may lie anywhere inside the contact-friction cone. Let µ c be the coefficient of contact friction. Constraint (4) for frictionless contact must now be replaced by
where φ = tan −1 µ c is the half-angle of the contact-friction cone and R, β, F are defined in Section 2. Furthermore, the two points in contact, fixed on α and β, respectively, must have the same instantaneous velocity; that is,
Subtracting eq. (34) from the velocity constraint of eq. (1) on contact maintenance yields
We are now ready to set up the contact-and object-motion equations for rolling.
PROPOSITION 5. In the problem of a translating finger pushing an object considered in Section 2, assume contact friction between the finger and the object as well. In addition to the notation of Section 2, let µ c and φ = tan −1 µ c be the coefficient and the angle of contact friction, respectively. When the object is rolling along the finger boundary, the pushing system is determined by eqs. (2), (3), (6), (33), (34), and (35).
The contact and object motions satisfẏ
R(β − p) ×v p dp
Proof. Equations (36) and (37) are just the special cases of eqs. (7) and (8), respectively, under the rolling constraint (34). Differentiate both sides of eq. (34):
Meanwhile, substituting Newton's eq. (2) into Euler's eq. (3), and manipulating the resulting terms, we obtain
Taking the cross-products of Rβ with both sides of eq. (39) and plugging in eq. (40), we have after a few steps of term expansion
from which eq. (38) immediately follows.
To investigate local observability in the presence of contact friction, we look at the same problem of a disk pushing a polygon considered before. In fact, local observability for the case of rolling can be established more easily. Under rolling contact, v depends on u, s, ω as follows:
Subsequently, a state can be denoted by x = (u, s, ω) T . 14 And the dynamical system (26) has simpler drift and input fields:
We leave to the reader the task of verifying that the differentials du, dL f u, and dL g T L f u (or dL g N L f u if s = 0) are linearly independent. THEOREM 6. The disk-polygon system of eq. (42) with rolling contact between the disk and the polygon and under support friction in the plane is locally observable.
The GHO observer for the rolling case has the form  ũ ṡ
The derivation of eq. (43) is similar to that of eq. (32), and is thus omitted here.
14. Unlike in the case of frictionless contact, here v F T and v F N are not involved in the dynamics of rolling. So they are not considered as state variables.
Sliding
When sliding contact occurs, F must lie along one edge of the contact-friction cone that makes an obtuse angle with the sliding direction. Constraint (4) must be accordingly replaced by
where "±" is determined by the sliding direction, which is hypothesized. Rewrite constraint (44) as F · Rβ = 0, whereβ = R(±φ)β . Also, denoteβ = R(±φ)β and = B Rβ × (Rp ×v p ) + (β · β)v p dp. The differential equations governing contact and object motions are similar to those under no contact friction which are given in Section 2. PROPOSITION 7. In the problem of a translating finger pushing an object that was considered in Section 2, assume contact friction between the finger and the object as well. In addition to the notation of Section 2, let µ c and φ = tan −1 µ c be the coefficient and the angle of contact friction, respectively. When the object is sliding along the finger boundary, the pushing system is determined by eqs. (1), (2), (3), (5), (6), and (44). The contact motions still follow eqs. (7) and (8), while the object's angular acceleration and acceleration satisfẏ
Proof. Analogous to the proof of Theorem 1.
The resemblance of eqs. (45) and (46) to eqs. (9) and (10) suggests the reasoning on local observability for the diskpolygon system in the sliding case to resemble the proof of Theorem 3. We write the system in this case into the form of eq. (26), and obtain its drift and input fields as follows:
, and g T is as given in eq. (27), where "±" stands for "+" for left sliding of the polygon and "−" for right sliding, and " " for some complicated terms. Involved calculations reveal that du, dv 
Simulations and Experiments
We simulated the GHO observer and the IP observer by the fourth-order Runge-Kutta integration with a step size corresponding to 0.01 sec real time. The object data in our simulations included polygons and ellipses, 15 all of which were randomly generated. 16 Our proofs of the local observability of the disk-polygon system and its variations in Sections 3.2, 5.1, and 5.2 did not rely on support friction. This suggests that friction would hardly affect the observer's performance. So we set the coefficient of support friction to be uniformly 0.3. This number was also consistent with the measurements in our experiments, which are discussed in the next section. The finger accelerations and velocities used in the simulations were easily achieved on an Adept robot. For convenience, only constant finger accelerations were used.
The simulation code was written in Lisp and run on a Sparcstation 20. The major load of computation turned out to come from the evaluations of the integrals of friction and their partial derivatives (with respect to the object pose and velocities). To speed up, these integrals and their first-order partial derivatives were evaluated via closed forms when the object was a polygon. In such cases, each evaluation took time linear in 15. The latter shapes are for the initial pose observer only. 16. The polygons were constructed by taking random walks on the arrangement of a large number of random lines precomputed by a topological sweeping algorithm (Edelsbrunner and Guibas 1986) . the number of the polygon vertices (for the algorithm, see the work of Jia 1997). For instance, evaluating given by eq. (17) for a 7-gon took 0.183 sec, and evaluating its partial derivatives took 1.118 sec; while evaluating and its partial derivatives for a triangle took only 0.067 sec and 0.412 sec, respectively.
On the GHO Observer
We simulated two versions of the GHO observer for the diskpolygon system: eq. (32) in the case of frictionless contact (µ c = 0) between the disk and the polygon, and eq. (43) in the case of rolling contact. The first version had four state variables: the disk contact u, the edge contact s (which determines the polygon's pose), the polygon's angular velocity ω, and the tangential component of the polygon's velocity v T . The second version had only three: u, s, and ω. The case of sliding contact was not simulated, mainly because it is very similar to the case of frictionless contact except its nonlinear system is more complicated.
The magnitude of the control parameter ζ of the GHO observer directly affects its performance. When ζ is too small, the observer either converges its estimate to the real state very slowly or does not converge at all. In this case, the error correction is dominated by the original system's drift field such that it may not be enough to drive the estimate to some neighborhood of the real state where it can converge. On the other hand, when ζ is too large, the error correction dominates the original system, causing the state estimate to change dramatically and often to diverge. Based on numerous trials, we chose ζ = 10 in our simulations.
The disk radius was normalized to 1 cm in all simulations. All time measurements refer to how long the pushing would have taken place in the real world, rather than how long the computation took. 17 To get an idea of the observer's behavior, let us look at a simple example of a 7-gon being pushed by the unit disk and rolling on its boundary (see Fig. 9 ). The trajectories of u, s, and ω and their estimatesũ,s, andω are shown in Figure 10 . Since the disk contact u is also the output, its estimateũ converges faster than the estimates of other state variables. However, this caused the following problem in many other instances we simulated: the feedbackũ − u that drives the observer's error-corrective term would usually diminish fast and become ineffective before other estimates could be corrected. To remedy this problem, our observer turned off error correction in the last 0.04 sec of every 0.1-sec interval of pushing, so that the errorũ − u would accumulate a bit for the corrective term to become effective again at the start of the next 0.1-sec interval. This scheme turned out to be quite effective at driving other state-variable estimates toward convergence. Fig. 8 . Two modes of motion under contact friction: (a) rolling, in which the contact force F points to the interior of the contact friction cone; and (b) sliding, in which F points along one of the edges of the cone. Fig. 9 . A disk of radius 1 cm at constant velocity 5 cm/sec, pushing a 7-gon while observing its pose and motion. The snapshots are taken every 0.1 sec. Contact friction between the polygon and the disk is assumed to be large enough to allow only the rolling on the disk edge. The edge of the polygon in contact is assumed to be known. The coefficient of support friction is 0.3. (a) The scene of pushing for 0.71 sec. (b) The imaginary scene as "perceived" by the observer in eq. (43) during the same time period. The observer constantly adjusts its estimates of the polygon's pose and motion, based on the moving contact on the disk boundary until they converge to the real pose and motion. Although the real contact and its estimate were about 4.5 cm apart on the contact edge at the start of the estimation, the error became negligible in 0.56 sec. Figure 9 . The sampling rate is 100 Hz. Variable u gives the polar angle (scaled by the 1-cm disk radius) of the contact from the disk center. Variable s measures the (signed) distance from the contact point to the intersection of the contact edge, with its perpendicular through the polygon's center of geometry; it has the range [−5.82, 2.90] (cm). Variable ω is the polygon's angular velocity. These three state variables have estimatesũ,s, andω, respectively: (c) the trajectories of u andũ; (d) the trajectories of s ands; and (e) the trajectories of ω andω. Note thatũ andω converge faster thans.
We first conducted tests assuming known contact edges. In each test, a state and an estimate were randomly generated over the ranges of the state variables. 18 The test would be regarded as a success as soon as the difference between the state and its estimate became negligible for a period of time; 19 it would be regarded as a failure if one of the state variables went out of its range repeatedly, or if there were no success after a long period of observation. 20 Table 1 summarizes the results with known contact edges. There are four groups of data, each representing a different combination of contact mode and disk acceleration. As the table indicates, the finger-acceleration a F did not affect the observer's performance. This seems to be in contradiction with our resort to the use the normal input field g N , driven by the normal acceleration a F N , in the proof of Theorem 3 on local observability. Nevertheless, the use of g N serves to simplify the construction of an algebraic proof of the observability rank condition. We might have used the drift field f only in the proof, except the rank condition would be very hard or even impossible to establish. Figure 11a shows a simulation example in which a 5-gon makes frictionless contact with the unit disk translating at constant velocity. Figure 11b plots the "polygon motion" as understood by the observer from the contact motion along the disk boundary. In 0.6 sec (real time), the observer is able to locate the contact point (thereby determining the pose of the 5-gon) as well as estimate its velocity and angular velocity. The trajectories of the state variables u, s, ω, and v T paired with the trajectories of their estimatesũ,s,ω, andṽ T are shown in Figures 12c, 12d , 12e, and 12f, respectively.
Since in every test the estimated contact point, given by s, was randomly chosen on the contact edge, it could be far from the real contact point; yet the results in Table 1 seem to suggest that the local GHO observer has "globalness," at least within one edge.
We also observed that the disk-contact estimateũ and the angular velocity estimateω always converged very fast, and the tangential velocity estimateṽ T almost always converged. The pose estimates, however, was always part of the divergence whenever it occurred. This phenomenon agrees with our previous discussion following the proof of Theorem 3 on the relative "hardness" of observing different state variables of the disk-polygon system.
In the real situation, only the finger contact u is known. In other words, the contact edge, the contact location s on the edge, and the velocities ω and v T are all unknown. Accordingly, we modify the observer as follows. The observer 18. The range of u in terms of the polar angle with respect to the disk center was set to be the interval [80, 100] (degrees); the range of s was determined from the contact edge; the ranges of ω and v T were set as [−1, 1] (rad/sec) and [−0.4, 0.4] (cm/sec 2 ), which were based on the velocity range of the Adept robot and our simulation data of pushing. 19. The length of the period can be arbitrarily set, but should be large enough. It was chosen as 0.2 sec in our simulations. 20. In the simulations, we set this "long period" as 2 sec.
generates for each edge of the polygons being pushed a state estimate that hypothesizes the edge as in contact. Then it simulates the push, starting with these estimates in parallel for a short period of time. 21 Assuming that the estimate hypothesizing the correct contact edge will likely have converged to the real state by now, the observer then turns off its error correction and continues the simulation of the remaining possible state trajectories. The estimate is chosen from the trajectory that outlasts all the others in having itsũ stay negligibly close to the the observed disk-contact u. The observer fails if all estimates go out of their ranges in the first period, or the obtained contact estimate, including the edge and the location on the edge, is incorrect. Table 2 shows the test results with unknown contact edges. A high percentage of the failures reported in the table were due to incorrect contact edges. To explain this, recall in the disk-polygon system (24) that the only parameters reflecting the contact geometry are the distance (or height) h from the contact edge to the polygon's centroid and the signed distance s from the contact to where the edge intersects its perpendicular from this center. Contact points on different edges of (approximately) the same height and with (approximately) the same s can thus result in (approximately) the same behavior of the disk-polygon system. Finding a wrong contact edge is therefore expected to happen often when the polygon's centroid is approximately equidistant to the real contact edge and to another edge. In fact, the failures due to incorrect contact edges that we observed individually were predominantly of this type.
On the IP Observer
Simulations were conducted for three types of pushing: ellipse(finger)-ellipse(object), line-ellipse, and ellipsepolygon. No contact friction was assumed in these simulations.
Closed forms of the integral exist for polygons, but not for ellipses. On a Sparcstation 20, one evaluation of takes about 2 sec for an ellipse. The computation of initial accelerations as in Section 2.3 takes about 1.6 sec for a hexagon and 25 sec for an ellipse.
During a push, the initial, the final, and one intermediate contact positions on the finger were recorded, along with the times when the contact reached these positions. The initial pose observer in Section 4.2 computed possible resting poses of the object, which under the push, would cause the contact to move to the intermediate position on the fingertip at the recorded time. More specifically, the algorithm guessed a number of initial contacts on the object, and called the Newton-Raphson routine. 22 The final contact position was then used to further eliminate infeasible poses.
21. The length of this period was based on the average convergence time in Table 1 . 22. In the experiments, 10 guesses were taken for an ellipse and 3 guesses for each edge of a polygon. Fig. 11 . A disk of radius 1 cm at constant velocity 5 cm/sec pushing and observing a 5-gon. The contact between the disk and the polygon is assumed to be frictionless. (a) The scene of pushing for 0.6 sec. (b) The imaginary scene as "perceived" by the observer in eq. (32). The real contact and its estimate were about 7.84 cm apart on the edge at the start of estimation. The error became negligible in about 0.5 sec. Figure 12 details the convergence of the estimates of the pose, velocity, and angular velocity of the polygon during the push. Figure 11 . Variables u, s, and ω are as specified in Figure 10 . Variable v T is the projection of the velocity of P onto the contact tangent. Variable s has the range [−5.82, 2.90] (cm). The four state-variable estimates areũ,s,ω, andṽ T , respectively. Note thatũ,ω, andṽ T converge faster thans. Table 3 shows the test results under no support friction. These results support our conjecture in Section 4.2 that the object pose can often be determined from three instantaneous contacts on the finger during a push.
The slow numerical evaluation of integral prohibits us from conducting a large number of tests on elliptic objects under support friction. Simulations under friction were only performed on polygons, for which closed forms of exist. The 105 tests took about 65 hours, yielding 94 successes and 11 failures and ambiguities.
Preliminary Experiments
Later we conducted some experiments with an Adept 550 robot. The "finger" in our experiments was a plastic disk held by the robot gripper. The disk edge was marked with angles from the disk center so a contact position could be read by flesh eyes. Plastic polygonal parts of different material were used as objects. A plywood surface served as the supporting plane for pushing. Figure 13 shows the experimental setup.
Simulation and experimental results on pushing were found to agree closely (Fig. 14) , with slight discrepancies mainly due to shape uncertainties and nonuniform properties of the disk, the parts, and the plywood, all handmade.
We also did some experiments on sensing. Instead of one push, two consecutive pushes were performed so that the contact position after the first push served as the intermediate contact position.
Sensor Implementation
We built a "finger" with tactile capability using four strain gauges as shown in Figure 15 . The strain gauges are mounted near the top of a vertical stainless steel beam, and connected to an Omega PC plug-in card to form two Wheatstone halfbridges. The lower end of the beam is attached to a disk that Fig. 13 . Experimental setup of pose-from-pushing. The coefficient of contact friction between the part and the disk (finger) was small (measured to be 0.213).
