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Abstract
A spanning subgraph S = (V; E0) of a connected simple graph (or digraph) G = (V; E) is
an f(x)-spanner if for any pair of vertices u and v, dS(u; v)6f(dG(u; v)) where dG and dS
are the usual distance functions in graphs (digraphs) G and S, respectively. The delay of the
f(x)-spanner is f(x)− x. We investigate the number of edge-disjoint spanners of a given delay
that can exist in complete graphs and in complete digraphs. c© 1999 Elsevier Science B.V. All
rights reserved.
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1. Introduction and preliminaries
Interconnection networks (the topological structure of parallel and distributed sys-
tems) are generally modeled as graphs. Consequently, researchers have been inves-
tigating those structural properties of graphs that correspond to useful properties of
interconnection networks. One such property that has recently been investigated is the
existence of spanners in a graph.
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A spanner is a spanning subgraph in which the distance between any pair of vertices
approximates the distance in the original graph. They were introduced by Peleg and
Ullman [30], who used them for ecient simulation of synchronous distributed systems
on asynchronous ones. A rst systematic presentation of spanners and their basic prop-
erties in a variety of graph classes was given by Peleg and Schaer [29]. Spanners
were recognized early on as the underlying graph structure in various constructions
in distributed systems and communication networks, such as locality-preserving covers,
partitions, regional matchings and compact routing schemes [4], and were used for a va-
riety of applications such as ecient broadcast [2] and network design [27]. Richards
and Liestman [31] suggested the use of spanners as network topologies: if one has
an expensive desired topology, often a sparse (and therefore less expensive) spanner
can be substituted, retaining a similar network structure for only a slight increase in
communication costs. In a series of papers, Liestman and Shermer [21{25] continued
the study of spanners as network topologies, and introduced a more general denition
of spanner. Heydemann et al. [17] also investigated spanners as network topologies.
Kortsarz and Peleg [18,19] studied approximation techniques for spanner constructions.
The most ecient algorithm for constructing sparse, light weight spanners for general
graphs is presented and analyzed in [1,12].
In this paper we begin the investigation of edge-disjoint spanners of a given graph.
(A preliminary version appeared as [20].) One possible use of edge-disjoint spanners
is to partition a parallel computer for several independent users or processes without
signicantly decreasing the performance of each ‘virtual computer’; this would be most
useful when the network is asynchronous (making timeslicing on the edges of the
network dicult) or when the speed of communication is much lower than the speed
of the processors. Another situation in which this type of partition could be useful for
allowing several simultaneous independent processes on a network that uses wormhole
routing | the communication paths set up by one process would not be interfered
with by the operation of the other processes.
We characterize a spanner by its delay, a number which represents how closely it
models its underlying graph. We study the number of edge-disjoint spanners of each
delay for complete graphs and complete digraphs. Although for application purposes
it is unlikely that a parallel machine would have a complete interconnection network,
our results are the rst step in tackling this problem for more general graphs and
digraphs, and do provide bounds on this more general problem. For instance, we can
upper-bound the number of edge-disjoint spanners of any graph by the number of
edge-disjoint spanners (of a dierent delay) in the complete graph (see Lemma 1.6).
A network is represented by a connected simple graph (or digraph) G= (V; E). We
use dG(u; v) to denote the distance from vertex u to vertex v in graph (digraph) G. In
[21], Liestman and Shermer introduced a general denition of graph spanner which is
easily modied to describe digraph spanners: A spanning subgraph (subdigraph) S of a
connected simple graph (digraph) G is an f(x)-spanner if for any pair of vertices u and
v, dS(u; v)6f(dG(u; v)). We call dS(u; v)− dG(u; v) the delay between vertices u and
v in S. For an f(x)-spanner S, we refer to f(x)− x as the delay of the spanner. Note
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that f(x)− x is an upper bound (but not necessarily a tight bound) on the maximum
delay in S between any pair of vertices at distance x in G. Various aspects of spanners
have been investigated in recent papers [1{3,8{14,16{19,21{25,27].
We are interested in constructing multiple edge-disjoint (x + c)-spanners of a graph
(digraph) G on n vertices, for appropriate constants c. The maximum value that c can
reach will depend on G. Let EDS(G; c) denote the maximum number of edge-disjoint
(x + c)-spanners of G for n>2 and c>0. (Note that for all graphs (digraphs) G,
EDS(G; 0) = 1.) The maximum value that c can reach will depend on G.
We use Kn to denote the complete graph on n vertices and Kn to denote the complete
directed graph on n vertices. That is, Kn can be formed from Kn by replacing each
edge with two oppositely directed edges. In these graphs, dG(u; v) = 1 for any pair of
vertices u and v and in any connected subgraph S, dS(u; v)6n−1. Thus, we need only
consider values of c in the range 06c6n− 2.
We begin with a few simple observations:
Lemma 1.1. EDS(G; c)6EDS(G; c+1) where 06c6n−2 and the graph (or digraph)
G contains n>3 vertices.
Proof. By denition, any (x + c)-spanner is also an (x + c + 1)-spanner.
Lemma 1.2. For any connected graph G on n vertices; EDS(G; c)6bn=2c for all
06c6n− 2; where n>2.
Proof. Any spanner of G must be connected, and thus must contain at least n − 1
edges. Since G contains at most n(n− 1)=2 edges, the result follows.
Lemma 1.3. For any strongly connected digraph G on n vertices; EDS(G; c)6n−1
for all 06c6n− 2; where n>2.
Proof. In any spanner, each vertex must have outdegree >1 and, thus, the spanner
must contain at least n edges. Since there are at most n(n− 1) edges in G, there can
be at most n− 1 edge-disjoint spanners of G.
Lemma 1.4. Let G be a graph with maximum degree G and let S1; S2; : : : ; Sk be
edge-disjoint spanners of G; each of which has minimum degree . Then; every vertex
v has degree at most G − (k − 1) in any Si; 16i6k.
Proof. There are k − 1 spanners other than Si. Vertex v must have degree at least 
in each of them.
Since every spanner has minimum degree at least 1, the above lemma implies that
a vertex has degree at most G − k + 1 in every spanner.
The corresponding result for directed graphs is also true.
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Lemma 1.5. Let G be a digraph with maximum indegree G ; in and maximum out-
degree G ;out and let S1; S2; : : : ; Sk be edge-disjoint spanners of G; each of which has
minimum indegree in and minimum outdegree out. Then; every vertex v has indegree
at most G ; in − in(k − 1) and outdegree at most G ;out − out(k − 1) in any Si;
16i6k.
Lemma 1.6. If G1 is a spanning subgraph of graph (or digraph) G2; then
EDS(G1; c)6 EDS(G2; c + diam(G1)− 1).
Proof. Let d= diam(G1) and consider any delay c spanner S of G1; S is a subgraph
of G1 having diameter at most d+ c. The delay between any two vertices u and v of
G2 is at most d+ c − dG2 (u; v) in S. Since dG2 (u; v)>1, the delay of S as a spanner
of G2 is at most d+ c− 1. A collection of such delay c spanners of G1 is therefore a
collection of delay d+ c− 1 spanners of G2, so the maximum size of the latter is an
upper bound on the maximum size of the former.
For our purposes, the most interesting special case of the previous lemma is when G2
is the complete graph, yielding EDS(G; c)6EDS(Kn; c+diam(G)−1) where jV (G)j=n.
Thus, EDS(Kn; c) gives an upper bound for any graph G on n vertices. Similarly,
EDS(Kn ; c) gives an upper bound for any digraph.
When n is a composite number pq, we often label the n vertices of G with the
ordered pairs (a; b) where 06a<p and 06b<q. We refer to this as a hp; qi-labelling
of G. When G is hp; qi-labelled and u and v are any integers, the notation (u; v) refers
to the vertex with label (umodp; vmod q). This notation allows concise description of
spanners. For xed b, the term row b refers to the set of vertices f(a; b) j 06a<pg.
Similarly, the term column a refers to the set of vertices f(a; b) j 06b<qg.
In this paper, we give bounds on and exact values for EDS(Kn; c) and EDS(Kn ; c).
In Section 2, we consider the problem in complete (undirected) graphs. In Section 3,
we give general bounds on EDS(Kn ; c). In Section 4, we give improved bounds on
EDS(Kn ; c) for some particular n and c.
2. Spanners of complete graphs
Lemma 2.1. EDS(Kn; 2) = bn=2c for n>4.
Proof. For even n= 2q, consider a h2; qi-labelling of Kn. For each 16i6q, we con-
struct Si, an (x+2)-spanner of Kn, as follows: Include in Si the edge between (0; i) and
(1; i). Add edges between (0; i) and all vertices (0; j) for i< j6q and edges between
(0; i) and all vertices (1; j) for 16j< i. Add edges between (1; i) and all vertices
(1; j) for i< j6q and edges between (1; i) and all vertices (0; j) for 16j< i. Fig. 1
illustrates spanner S3 for n= 12. It is easy to see that Si is an (x + 2)-spanner of Kn
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Fig. 1. Spanner S3 for n = 12.
since any two vertices of Si are at distance at most 3. Further, for any i 6= j, Si and
Sj are edge-disjoint. Thus, EDS(Kn; 2)>n=2.
For odd n= 2q+ 1, we can obtain the same result by simply adding one additional
vertex (0; q+1), following the above construction, and adding the edge between (0; i)
and (0; q+ 1) in each Si.
The matching upper bound comes from Lemma 1.2.
Theorem 2.2. EDS(Kn; c) = bn=2c for 26c6n− 2 where n>4.
Proof. This follows from Lemmas 1.1, 1.2, and 2.1.
We now turn our attention to EDS(Kn; 1), the maximum number of edge-disjoint
(x + 1)-spanners of Kn. Note that a graph on n vertices is an (x + 1)-spanner of Kn
if and only if it is Kn itself or has diameter two. EDS(Kn; 1) is therefore equal to
the maximum number of diameter two graphs that can be packed into Kn. Various
authors have studied the function g(k) such that Kn can be decomposed into k graphs
of diameter two if and only if n>g(k). Thus, we know that
Lemma 2.3. EDS(Kn; 1) = k for g(k)6n<g(k + 1).
Bosak et al. [7] showed that g(2) = 5 and g(3) = 12 or 13, and that 156g(4)624.
Later, Stacho and Urland [32] showed that g(3) = 13. Thus,
Lemma 2.4.
EDS(Kn; 1) =
8>><
>>:
1 16n64;
2 56n612;
3 136n615:
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Bosak [6] showed that 6k − 526g(k)66k for every k>2. (In fact, he gave various
better lower bounds on g(k) for k in the range 46k6370.) Thus, we can conclude
that
Theorem 2.5. EDS(Kn; 1)  n=6 for large n.
Thus, the situation in complete graphs is reasonably well understood.
3. Bounds for directed complete graphs
3.1. General results
In Kn , the distance between every pair of vertices is 1. Thus, a spanner with delay
c is a digraph on n vertices with diameter c+1. Tomova [34] investigated the decom-
position of Kn into digraphs with given diameters. Among other results (which do not
pertain here), she showed that Kn could be decomposed into two digraphs of nite
diameter d if and only if n>d+ 1. Thus, we can conclude:
Lemma 3.1. EDS(Kn ; c)>2 for n− 2>c>1.
The following two simple results will be used below.
Lemma 3.2. EDS(Kn ; c)>EDS(Kn; c).
Proof. Any spanner S of Kn can be transformed into a spanner of Kn by replacing
each edge of S with two opposite edges.
Lemma 3.3. EDS(Kn+1; c + 1)>EDS(K

n ; c).
Proof. Given Kn+1, choose one vertex v and consider the k = EDS(K

n ; c) edge-
disjoint spanners S1; S2; : : : ; Sk of the complete digraph on the remaining n vertices.
Choose k distinct vertices (k <n) u1; u2; : : : ; uk other than v. To form spanner S 0i of
Kn+1, simply add both edges between ui and v to Si. The resulting spanner has delay
at most c + 1.
It is not necessarily true that EDS(Kn+1; c)>EDS(K

n ; c). For example,
EDS(Kn+1; n − 2)<EDS(Kn ; n − 2) for n = 5 and n>7 as can be seen from
Lemmas 3.23 and 3.24. It could be interesting to determine whether this inequality
may hold for some large classes of values of n and c.
Let Kn denote the complete directed graph on n vertices with self-loops. Note that
any delay c spanner of Kn is also a delay c spanner of K

n : simply delete any self
loops. It follows that EDS(Kn ; c)=EDS(K

n ; c). The following lemma applies to both
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Kn and K

n . Stating it for K

n allows us to simplify some other proofs. A self-loop
is considered to be a cycle of length one.
Lemma 3.4. If there exists a set of k edge-disjoint spanners of Kn with delay c such
that some vertex w of Kn is in a cycle of length at most c+1 in each spanner, then
there is a set of k edge-disjoint spanners of Kn0 with delay c for any n
0>n.
Proof. Let S1; S2; : : : ; Sk be edge-disjoint delay c spanners of Kn , with vertex w=w0
in a cycle Ci of length at most c + 1 in each spanner Si. Consider any n0 = n+  for
positive . We construct a spanner S 0i of K

n0 from Si by adding  copies of w to Si;
i.e. adding w1; : : : ; w where there is an edge to (or from) wj to any other vertex u if
and only if there is an edge from w to (or from) u. The S 0i must be edge-disjoint as
the Si are.
Let u and v be two vertices in S 0i . If u and v are both vertices of Si then dS0i (u; v)6c+
1 because Si is a delay c spanner (dSi(u; v)6c+1) and Si is a subgraph of S
0
i . If u=wj
and v 2 Si − w, then there is a path of length at most c + 1 from u to v in S 0i that is
the same as the path of length at most c + 1 from w to v in S 0i except that the rst
edge is from wj rather than w. Similarly, if u 2 Si−w and v=wj, then there is a path
of length at most c+ 1 from u to v in S 0i that is the same as the path from u to w in
S 0i save the last edge. Finally, if u= wj and v= wj0 (06j; j
06), then there is a path
of length at most c + 1 from u to v that is the same as the cycle Ci (considered as a
path from w to w) except that both ends have been replaced.
In each case, we have shown that dS0i (u; v)6c + 1, so each S
0
i is a delay-c spanner
of Kn .
The following result of [15] (cf. Section IV.5 of [5]) will be used below:
Lemma 3.5. If a strongly connected digraph G has n>3 vertices and e>n+1 edges
then its diameter is at least 2(n− 1)=(e − n+ 1).
This lemma can be restated as follows:
Corollary 3.5a. If a strongly connected digraph G has n>3 vertices and diameter
d6n− 1 then G has at least 2(n− 1)=d+ n− 1 edges.
A simple corollary to this result is:
Corollary 3.5b. If S is a spanner of Kn ; n>3; with delay c< (2(n− 1)=)− 1; then
S has at least n+  edges, where > 1 is an integer.
Proof. From Lemma 3.5, we see that a spanner with n+ − 1 edges has diameter at
least 2(n− 1)= and its delay must be at least (2(n− 1)=)− 1 Thus, a spanner with
delay less than (2(n− 1)=)− 1 must have at least n+  edges.
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We can now present the following upper bound; this bound is the best known for a
wide range of n and c.
Theorem 3.6.
EDS(Kn ; c)6

(n2 − n)

n+

2n− 3
c + 1

where n>3 and 06c6n− 3.
Proof. Let =b(2n−3)=(c+1)c. Since 06c6n−3,  is an integer strictly greater than
1. Also, < (2n− 2)=(c+1)= 2(n− 1)=(c+1), or equivalently c< (2(n− 1)=)− 1.
By Corollary 3.5b, any delay-c spanner of Kn must have at least n +  edges. Since
there are n2 − n edges in Kn ,
EDS(Kn ; c)6

n2 − n
n+ 

:
A less tight but clearer and simpler-to-check version of this bound is the following:
Lemma 3.7. EDS(Kn ; c)6(c + 1)=(c + 3) n for n>3 and 06c6n− 2.
Proof. Immediately from Lemma 3.5.
We turn our attention to lower bounds.
Lemma 3.8. EDS(Kn ; c)>bn=2c for c>2.
Proof. From Lemma 3.2 and EDS(Kn; 2)=bn=2c, we conclude that EDS(Kn ; c)>bn=2c
for c>2.
Combining Theorem 3.6 and Lemma 3.8, we obtain the following general bounds
on EDS(Kn ; c).
Theorem 3.9.jn
2
k
6EDS(Kn ; c)6

(n2 − n)

n+

2n− 3
c + 1

for 26c6n− 2.
The following theorem improves Lemma 3.8 when n>6 and c>5, and matches the
upper bound of Theorem 3.6 for many values of n and c.
Theorem 3.10. If 26p 6= 4; 6 and n>2p; then EDS(Kn ; c)>(p − 1)bn=pc for any
c>2p− 1.
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Fig. 2. Spanner S0.
Proof. Let us rst prove the theorem for the special case where n is divisible by p
and c = 2p− 1. Let q= n=p. Consider a hp; qi-labelling of Kn . We say that an edge
from (a; b1) to (a+ 1; b2) has slope m if b2  b1 + m (mod q).
We now describe a set of (p − 1)q edge-disjoint spanners of delay 2p − 1. Each
spanner consists of one cycle of length p and q − 1 cycles of length p + 1, all of
which meet at a single vertex which we call the hub of the spanner. Thus, the delay
of the spanner is 2p− 1.
Let us describe a rst set of q spanners as follows.
As shown in Fig. 2, spanner S0 has (0; 0) as its hub, length p cycle (0; 0); (1; 0); : : :,
(p− 1; 0), and length p+ 1 cycles (0; 0); (0; b); (1; b); : : : ; (p− 1; b) for 16b6q − 1.
In other words, S0 uses edges from (0; 0) to all the other vertices of column 0, edges
joining all vertices of column p− 1 to (0; 0), and edges of slope 0 from column a to
column a+ 1 for each 06a6p− 2.
Similarly we construct spanner Sj, 16j6q − 1, with (0; j) as the hub, using the
edges from (0; j) to all the other vertices of column 0, edges joining all vertices of
column p − 1 to (0; j), and all edges of slope j from column a to column a + 1 for
each 06a6p− 2.
These rst q spanners are edge-disjoint. Together, they use all edges between vertices
of column 0 and all edges from vertices of column a to vertices of column a+ 1 for
any 06a6p− 1.
Let Gp denote the p vertex graph obtained by adding self-loops to every vertex of
Kp . Let each vertex a of Gp represent column a of K

n , and each edge (a1; a2) of Gp
represent all of the edges of Kn from column a1 to column a2. The edges used in the
above set of q spanners correspond to the directed Hamiltonian cycle 0; 1; 2; : : : ; p− 1
and the self-loop (0; 0) of Gp. We can construct a similar set of q spanners for any
directed Hamiltonian cycle and self-loop of Gp. If two such cycle-and-self-loop sub-
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graphs of Gp are edge-disjoint, then the corresponding sets of spanners are also edge-
disjoint.
We now show that if p 6= 4 or 6, Gp can be decomposed into p− 1 edge-disjoint
cycle-and-self-loop subgraphs. Without the self-loops, Gp is Kp which (for p 6= 4 or
6) can be decomposed into p− 1 directed Hamiltonian cycles [33]. To each of these
cycles, we add a dierent self-loop, yielding the p− 1 subgraphs of Gp.
By constructing a set of q spanners for each of these p − 1 cycle-and-self-loop
subgraphs, we obtain (p− 1)q edge-disjoint spanners of Kn with delay 2p− 1. These
are also a set of delay c spanners for any c>2p− 1.
If n is not divisible by p, let q=bn=pc, and construct (p−1)q edge-disjoint spanners
of Kpq with delay c>2p − 1 as described above. Since every vertex of Kpq is in a
cycle of length at most p+ 162p− 16c in each spanner, we can apply Lemma 3.4
to obtain the result.
Note that for p=2, the above gives a construction of bn=2c spanners of delay 3 or
more which are dierent from those obtained from Lemma 3.8.
We can characterize when Theorems 3.6 and 3.10 together give the exact value of
EDS(Kn ; c).
Theorem 3.11. EDS(Kn ; c)=n−q for (2n−q)=q6c6(2n− (q−1)−3)=(q−1) when
q divides n; 26q6dpne and n=q 6= 4; 6.
Proof. We assume that n= pq where p is an integer. Then, by Lemma 1.1, we need
only show that EDS(Kn ; (2n−q)=q)>n−q and EDS(Kn ; (2n−(q−1)−3)=(q−1))6n−q.
Using p= n=q as assumed above, the conditions of Theorem 3.10 are satised and we
obtain EDS(Kn ; (2n− q)=q)>(p− 1)bn=pc= (n=q− 1)bn=n=qc= n− q.
By Theorem 3.6,
EDS

Kn ;
2n− (q− 1)− 3
(q− 1)

6
$
n2 − n
n+ 2n−31+(2n−(q−1)−3)=(q−1)
%
=
$
n2 − n
n+ 2n−3(2n−3)=(q−1)
%
=

n2 − n
n+ q− 1

=

n− q+ q
2 − q
n+ q− 1

:
Since q6dpne, q< dpne+ 1 and one can derive (q2 − q)=(n+ q − 1)< 1. Thus,
EDS(Kn ; (2n− (q− 1)− 3)=(q− 1))6n− q.
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3.2. Spanners with delay 1
We now obtain almost tight bounds on EDS(Kn ; 1). We begin with upper bound
results.
Lemma 3.12. Let S1; S2; : : : ; Sk be a set of at least three edge-disjoint delay 1 spanners
of Kn . In each Si; the indegree and outdegree of each vertex must lie between 2 and
n− 2k + 1; inclusive.
Proof. If a vertex u in such a spanner has outdegree 1, then its out-neighbor v must
have outdegree at least n−2 in order for there to be a path of length at most 2 from u
to each vertex of Kn . This contradicts Lemma 1.5 for out=1. Therefore, the maximum
outdegree is at least 2. By Lemma 1.5 with out = 2, the maximum outdegree is at
most (n− 1)− 2(k − 1) = n− 2k + 1.
Theorem 3.13. EDS(Kn ; 1)6dn=4e for n>5.
Proof. Suppose, by way of contradiction, that there exist dn=4e + 1 = d(n + 4)=4e
edge-disjoint delay 1 spanners of Kn , for some n>5. By Lemma 3.12, the indegree and
outdegree of each vertex in each spanner are at least 2 and at most n−2d(n+4)=4e+1.
The spanner S with the least number of edges has at most bn(n−1)=d(n+4)=4ec edges.
Note that this quantity is at most 4n−14 for n>5 and at most 4n−15 for n>9. Since
this is less than 4n edges, there must exist a vertex u of outdegree 2 or 3 in S.
If there are no vertices of outdegree 2 in S, then there is a vertex u of outdegree 3
with out-neighbors v; w; and x. Since there must be a path of length at most 2 from
u to every other vertex, the sum of the outdegrees of v; w; and x must be at least
n− 4. Since all vertices other than v; w; and x must have outdegree at least 3, the total
number of edges must be at least 3(n− 3) + (n− 4) = 4n− 13, a contradiction. Thus,
there is at least one vertex of outdegree 2 in S.
If v and w are the out-neighbors of a vertex of outdegree 2 in S (and at least one
such pair exists), then the sum of the outdegrees of v and w must be at least n − 3,
and thus one of them has outdegree at least d(n− 3)=2e. This outdegree is quite large;
we can compare this outdegree to the n − 2d(n + 4)=4e + 1 bound from Lemma 3.12
by subtracting the outdegree from the bound. This dierence is b( + 1)=2c − 2d=4e
where =nmod 4. If =1 or 2, then the dierence is −1, i.e. the outdegree is greater
than the bound allows, a contradiction. If  = 0 or 3, then the dierence is 0, so no
vertex can have outdegree greater than d(n − 3)=2e. This implies that both v and w
have outdegree d(n − 3)=2e. Let Vh be the vertices of outdegree at least b(n − 3)=2c
in S, Vh+ be the vertices of outdegree at least b(n − 3)=2c + 1 in S, and let h = jVhj
and h+ = jVh+ j. The vertices v and w are both in Vh and, therefore, h is at least 2. If v
and w are the out-neighbors of two distinct vertices of outdegree 2, then v and w have
out-edges to each of the other n − 2 vertices and one of them must have outdegree
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at least d(n − 2)=2e. If  = 3, then d(n − 2)=2e = d(n − 3)=2e + 1, contradicting the
outdegree bound. Thus, when =3, there is no such pair v and w in S. If =0, then
d(n − 2)=2e = d(n − 3)=2e = b(n − 3)=2c + 1, and both v and w must have outdegree
b(n− 3)=2c+ 1, i.e. v and w are in Vh and in Vh+ and both h and h+ are at least 2.
In the remainder of this proof, we assume that n>11. The proofs for n=7 and n=8
use a dierent method and are deferred to Lemmas 4.1 and 4.3. The other values of
n610 have either  = 1 or  = 2 and are, thus, already proved.
The number of edges in S, j, is at least 2(n − h) + hb(n − 3)=2c + h+. We dene
the excess, , to be the number of edges minus this quantity, that is =j−2(n−h)−
hb(n − 3)=2c − h+. The excess is an upper bound on the number of vertices with
outdegree between 3 and b(n − 3)=2c − 1, inclusive; thus the number of outdegree 2
vertices is at least n − h − . If the excess is negative, then we have a contradiction.
Since j64n−15, 6(4n−15)−2(n−h)−hb(n−3)=2c−h+ =2n−15−h+−hb(n−7)=2c.
Note that if h>5, this bound is negative, and so the only possible values of h are 2,
3 and 4.
Let n  3 (mod 4). In this case, b(n−7)=2c=(n−7)=2, and so the excess 62n−15−
h+−h((n−7)=2)6(2−h=2)(n−7)−1. If h=4, this is negative, a contradiction. If h=3,
6(n−9)=2, and the number vertices of outdegree 2 is at least n−h−>(n+3)=2>7.
As there are only

3
2

=3 distinct pairs of vertices in Vh, some two vertices of outdegree
2 have the same pair of out-neighbors, a contradiction. If h = 2, 6n − 8, and there
are at least n− h− = 6 vertices of outdegree 2. All of these vertices must have the
same pair of outneighbors, a contradiction.
Let n  0 (mod 4). In this case, b(n − 7)=2c = (n − 8)=2 and so the excess
62n − 15 − h+ − h( n−82 )6(2 − h=2)(n − 8) + 1 − h+. We consider the 3 cases,
h= 4; 3; or 2. Recall that for n  0 (mod 4), h+>1.
If h = 4, then 61 − h+, and the number of vertices of outdegree 2 is at least
n − h − >n − 5. If h+>2, the excess is negative and we have a contradiction. If
h+ = 1, then there is only one vertex in Vh+ and this vertex has every outdegree 2
vertex as an in-neighbor, contradicting the outdegree bound.
If h=3, then 6n=2− 3− h+, and there are at least n− h− >n=2+ h+ vertices of
outdegree 2 in S. If there is a vertex v 62 Vh such that exactly one vertex w 2 Vh has
v as an out-neighbor, then every vertex of outdegree 2 (except possibly w) must have
w as an out-neighbor; otherwise there is no path of length at most 2 from this vertex
to v. However, this implies that w has indegree at least n=2 + h+, contradicting the
indegree bound. Otherwise, every vertex that is not in Vh has at least two in-neighbors
in Vh. The sum of the outdegrees of the vertices in Vh is, therefore, at least 2(n− 3).
Hence, the vertex in Vh with maximum outdegree has outdegree at least d2(n− 3)=3e,
contradicting the outdegree bound.
If h= 2, then 6n− 7− h+, and there are at least 5 + h+ vertices of outdegree 2
in S. Each vertex of outdegree 2 has the two vertices of Vh as its out-neighbors, and
thus both vertices of Vh are also in Vh+ . Let n2, n3, nm denote the number of vertices of
outdegree 2, 3, and between 4 and b(n−3)=2c−1, respectively. By counting outdegree,
the number of edges of S is at least 2n2 + 3n3 + 4nm + (n− 2).
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Suppose there is some vertex u with outdegree 3 that has no out-neighbors in Vh.
Denote these out-neighbors by v, w, and x. Since there is a path of length at most
2 from u to every other vertex, the sum of the outdegrees of v; w; and x is at least
n− 4. Let n2 ; n3 ; nm be the number of vertices other than v; w; and x of outdegrees 2,
3, and between 4 and b(n − 3)=2c − 1, respectively. The number of edges in S is at
least 2n2 + 3n

3 + 4n

m + (n − 4) + (n − 2) and thus this quantity is at most 4n − 15.
Simplifying, we obtain 2n2 + 3n

3 + 4n

m62n− 9 and since n− 5 = n2 + n3 + nm, we
obtain 2n2 + 3n

3 + 4n

m62(n

2 + n

3 + n

m) + 1. This is only possible if n

2>n − 6.
Thus the vertices of Vh both have indegree at least n − 6, contradicting the indegree
bound.
It remains to consider the situation that every vertex of outdegree 3 has an out-
neighbor in Vh. Thus, the sum of the indegrees of the two vertices in Vh is at least
2n2 + n3. The number of edges in S is at least 2n2 + 3n3 + 4nm + (n − 2)64n − 15.
Therefore, 2n2 + 3n3 + 4nm63n− 13. Noting that n= n2 + n3 + nm+2 and subtracting
4n from each side, we get −2n2−n3−86−n−13 or 2n2+n3>n+5. As the left-hand
side of this inequality is the lower bound on the sum of the indegrees of the vertices
of Vh, some vertex of Vh has indegree at least d(n+ 5)=2e, a contradiction.
Turning to the lower bound, we obtain:
Theorem 3.14. EDS(Kn ; 1)>bn=4c for n>4.
Proof. We begin by considering n  0 (mod 4) and hn=4; 4i-label the graph Kn . For
each i, 16i6n=4, dene spanner Si as follows. First, connect the vertices of column i
as a complete directed graph K4 ; this column will be the hub of the spanner. Add to
this all edges from (i; 0) and (i; 2) to rows 2 and 3, all edges from (i; 1) and (i; 3) to
rows 0 and 1, all edges to (i; 0) and (i; 1) from rows 0 and 2, and all edges to (i; 2)
and (i; 3) from rows 1 and 3.
Consider any two vertices (a; b) and (a0; b0). There is a hub vertex (i; b00) in Si such
that (i; b00) has all vertices of row a as in-neighbors and all vertices of row a0 as
out-neighbors. Thus, there is a path of length at most 2 from (a; b) to (a0; b0) in Si and
Si is a delay 1 spanner of Kn .
To see that Si and Sj are edge-disjoint for i 6= j, note that all edges in Si have
an endpoint in column i and all edges in Sj have an endpoint in column j. The only
edges that could possibly be in both spanners have endpoints in both columns. In Si,
column i is the hub and (i; b) has in-neighbors (j; 0) and (j; 2) when b = 0 or 1 or
in-neighbors (j; 1) and (j; 3) when b=2 or 3. In Sj, column j is the hub and (i; b) has
in-neighbors (j; 1) and (j; 3) when b = 0 or 1 or in-neighbors (j; 0) and (j; 2) when
b = 2 or 3. Thus, no edge from column j to column i is included in both Si and Sj;
the argument for edges from column i to column j is symmetric.
Thus, the Si form a set of bn=4c edge-disjoint spanners of Kn .
When n 6 0 (mod 4), add nmod 4 additional vertices labelled with (bn=4c+1; 0); : : : ;
(bn=4c + 1; (nmod 4) − 1) and include these vertices in rows 0; : : : ; (nmod 4) − 1,
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respectively. Following the above construction (without constructing spanner
Sbn=4c+1
for the incomplete column bn=4c+ 1) gives the result.
Combining Theorems 3.13 and 3.14, we obtain the following.
Theorem 3.15. bn=4c6EDS(Kn ; 1)6dn=4e for n>5.
The following lemma is useful for small values of n.
Lemma 3.16. EDS(Kn ; 1)>b
p
nc for n>1.
Proof. Let p = bpnc. In order to apply Lemma 3.4, we use Kp2 rather than Kp2 ,
and rst show that EDS(Kp2 ; 1)>p. Consider a hp;pi-labelling of Kp2 . For each
i, 16i6p, dene spanner Si of Kp2 to contain only the edges from each (a; b),
06a; b6p−1, to the p vertices (b+ i; l) where 06l6p−1. Note that these spanners
are edge-disjoint. There is a path of length 2 in Si from any vertex (a1; b1) to any
other vertex (a2; b2) by way of (b1 + i; a2 − i).
Every vertex (a; b) is in a cycle of length at most 2 in every Si. In particular,
if a  b + i (modp) then there is a self-loop on (a; b). Otherwise, there is a cycle
containing only (a; b) and (b+ i; a− i). Thus, we can choose any vertex and use it to
apply Lemma 3.4.
3.3. Spanners with small delay
In this section, we investigate spanners with delay 2 and 3. In particular, we give the
exact value of EDS(Kn ; 2) and a lower bound on EDS(K

n ; 3). We begin by presenting
a few lemmas which will be used in the proof of the delay 2 bound.
In several of the proofs that follow, we will construct a tree T that is a spanning
tree of a spanner S. We call any edge of T a tree edge, and any edge of S that is not
in T a non-tree edge. We count the edges in S by adding the number of tree edges
(n − 1) to the number of non-tree edges. If we have some subtree T 0 of T , we say
that a non-tree edge is from T 0 if its initial vertex is in T 0, regardless of whether its
terminal vertex is outside of T 0 or inside it.
Lemma 3.17. Let S be a delay-2 spanner of Kn ; for n>5. The spanner S cannot
contain three vertices u; v; w; all of outdegree one in S; such that uv and vw are edges
of S.
Proof. For S to be a delay-2 spanner, there must be a path of length at most 3 from u
to every other vertex. However, only u, v, w, and the out-neighbor of w (four vertices
only) are reachable by such paths.
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Lemma 3.18. Let S be a delay-2 spanner of Kn ; for n>5. If S contains an edge uv
where both vertices u and v have outdegree one; then S has at least 2n− 3 edges.
Proof. Let S be such a spanner containing such u and v. Let w denote the out-neighbor
of v. The vertex w must have outdegree at least n − 3 in order for u to reach each
remaining vertex x1; x2; : : : ; xn−3 by a length-3 path.
Let T be a breadth-rst search tree in S starting at u; T has n − 1 tree edges. As
each of the n− 3 leaves xi has outdegree at least one, there are at least n− 3 non-tree
edges in S.
The vertex v cannot be an in-neighbor of u, as then u could reach only the vertices
u and v. If w is an in-neighbor of u, then wu is another non-tree edge, and we have
at least n− 2 non-tree edges, or at least 2n− 3 edges total. Otherwise, some xi must
be an in-neighbor of u. In this case, xi must have outdegree at least two, by Lemma
3.17. We thus have at least n− 2 non-tree edges from the leaves xi, or at least 2n− 3
edges total.
Lemma 3.19. Let S be a delay-2 spanner of Kn ; for n>4. If S contains a vertex
whose out-neighbors all have outdegree 1; then S has at least 2n− 3 edges.
Proof. Suppose to the contrary that S has a vertex w whose out-neighbors x1; x2; : : : ; xk
all have outdegree 1 and S has at most 2n − 4 edges. If k = 1 then by Lemma 3.18
we are done. Let T be a breadth-rst search tree from w in S; T has height at most 3.
For each 16i6k, let Ti denote the subtree of T rooted at xi, and ni denote the number
of vertices in Ti. Let yi denote the child of xi in T (if any). If yi exists, let zi;1; zi;2; : : :
denote the children of yi in T (if any). See Fig. 3.
Fig. 3. Breadth-rst search tree from w.
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If there are at least ni non-tree edges from each Ti, then there are at least
P
ni=n−1
non-tree edges, which with the n − 1 tree edges are a total of at least 2n − 2 edges,
and we are done.
Consider each Ti. If Ti has height 0, then Ti = fxig and since xi has outdegree 1,
there are at least ni non-tree edges from Ti. If Ti has height 1, then Ti contains only
the vertices xi and yi. If yi has outdegree 1, then Lemma 3.18 gives the desired result;
if yi has outdegree 2 or more, then there are at least ni non-tree edges from Ti.
Either we are done or at least one Ti has height 2. Suppose exactly one Ti has
height 2. If yi has outdegree one, then Lemma 3.18 gives the desired result. If there
is a non-tree edge from yi, then there are at least ni − 1 non-tree edges from Ti, as
there is one from each zi; j. Together with the ni non-tree edges from each other Ti, this
gives n−2 non-tree edges, which with the tree edges gives a total of 2n−3 edges, and
we are done. So there are at least two tree edges from yi, and therefore two vertices
zi; j on the third level of T . If more than one Ti has height 2, then each contains at
least one zi; j, and again there are at least two vertices on the third level of T .
From this we may conclude that any in-neighbor v of the root w has outdegree at
least 2. Otherwise, if v had outdegree 1, then every path from v must pass through
w and so any zi; j is at distance 4 from v unless zi; j = v. Since there are two distinct
vertices zi; j and zi0 ; j0 , at least one is not v and S cannot have delay 2.
Let Ti be a subtree with fewer than ni non-tree edges from it; Ti has height 2. Each
zi; j has outdegree at least one, so there are at least ni−2 non-tree edges from Ti. Thus,
there must be either ni− 2 or ni− 1 such edges. These are the one non-tree edge from
each zi; j identied above and possibly one additional edge e.
Let T 0 be a depth 2 breadth-rst search tree from xi in S as shown in Fig. 4. The
root xi of T 0 has a single child yi. Let z1; z2; : : : ; zr denote the children of yi in T 0.
If the number of non-tree edges from vertices in Ti is ni − 2, then T 0 = Ti, zj = zi; j,
and each zj has outdegree one. Otherwise, there are ni − 1 non-tree edges and the
extra edge e from Ti is from either yi or some zi; j. If e is from yi to xi, then T 0 = Ti,
zj=zi; j, and each zj has outdegree one. If e is from yi to any vertex other than xi, then
T 0 = Ti [ feg and we let zj = zi; j for 16j6r − 1 and zi; r be the terminal vertex of e.
For 16j6r− 1, the outdegree of zj is one. If e is from zi; j, then T 0=Ti and, without
loss of generality, we assume that zi; j = zr . Again, for 16j6r − 1, the outdegree of
zj is one.
In any case, let A denote the out-neighbors of zj for 16j6r−1 that are not vertices
of T 0. Let B denote the out-neighbors of zr that are not in T 0 or in A.
Since there must be a path of length at most three from xi to any vertex of S, all
of the vertices of S must be in A [ B [ T 0, and n= (r + 2) + jAj+ jBj.
Letting er denote the outdegree of zr in S, there are r + 1 edges forming T 0, r − 1
edges from z1; z2; : : : ; zr−1, and er edges from zr . In addition, there must be two edges
from each element of A by Lemma 3.18, giving 2jAj edges. Finally, let eB denote the
number of edges from vertices in B. The total number of edges is, therefore, at least
(r + 1) + (r − 1) + er + 2jAj+ eB = 2r + 2jAj+ eB + er . Note that er>jBj and, since
every vertex has outdegree at least one, eB>jBj.
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Fig. 4. Breadth-rst search tree from xi .
The vertex w must be in A, B, or T 0. It is not in A because then it would have an
outdegree one in-neighbor zj. If it is in B, then eB>jBj+ 1 because w has outdegree
at least two (by Lemma 3.18). If it is in T 0, then w= zr and there is an edge from w
to xi so er>jBj+ 1. In any case, the number of edges, 2r + 2jAj+ eB + er , is at least
2r + 2jAj+ 2jBj+ 1. As n= r + jAj+ jBj+ 2, S has at least 2n− 3 edges.
Theorem 3.20. EDS(Kn ; 2) = bn=2c for n>5.
Proof. The lower bound comes from Lemma 3.8. To prove the upper bound, suppose
that there are bn=2c+1 spanners of Kn of delay 2. Since there are n2−n edges in Kn ,
then some such spanner, say S1, has at most b(n2 − n)=(bn=2c+ 1)c62n− 4 edges.
Since there are less than 2n edges in S1, some vertex v has outdegree 1. Let w
denote the out-neighbor of v. Then, there must be a path of length at most 2 from w
to every vertex except v and w itself. Let T be a breadth-rst search tree from v in
S1 and let x1; x2; : : : ; xk be the children of w in T . For each 16i6k, let Ti denote the
subtree of T rooted at xi, and ni denote the number of vertices in Ti.
If there are at least ni non-tree edges leaving each Ti, then there are at least
P
ni=
n − 2 non-tree edges. Together with the n − 1 tree edges, this gives 2n − 3 edges, a
contradiction. Thus, there is some Ti such that at most ni − 1 non-tree edges are from
vertices of Ti. Since every vertex has outdegree at least one in S1, there is a non-tree
edge from each leaf of Ti, so at least ni − 1 non-tree edges are from vertices of Ti.
Thus, exactly ni − 1 non-tree edges are from vertices of Ti; the out-neighbors of xi
are exactly its children in Ti and each of the children has outdegree one. Applying
Lemma 3.19, there must be 2n− 3 edges in S1, a contradiction.
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We now turn our attention to a lower bound for delay 3.
Suppose n= pq where p and q are integers, p6q, and q is prime, and consider a
hp; qi-labelling of Kn . Let Mq denote the set f0; 1; 2; : : : ; q− 1g, and M 0q =Mq [ f1g.
An edge from (a; b) to (a0; b0) in Kn is said to have slope m 2 M 0 where m =1
if a = a0 and otherwise m satises b0 − b  (a0 − a)m (mod q). A standard result
in number theory (see [28]) guarantees that this linear congruence has exactly one
solution for m when the greatest common divisor of a0 − a and q is 1. Since q is
prime, this is true when a0 − a 6 0 (mod q) which is the case here since a0 6= a
and ja0 − aj<p6q. Thus, each edge has a well-dened and unique slope in M 0q.
Note that these slopes are (with the exception of 1) integral and use modular arith-
metic | thus an edge from (a; b) to (a + 2; b + 1) will have slope (q + 1)=2, not
slope 1=2.
For m 2 Mq and 06b06q−1, let L(m; b0) denote the line with slope m and intercept
b0; i.e. L(m; b0) is the set of vertices f(a; b) j b= (ma+ b0)mod qg. Each of these sets
contains p vertices, each with a dierent value of a. For m=1, we similarly dene
L(m; b0) = f(a; b) j a = b0g; each of these sets contains q vertices. Note that for any
line L(m; b0), if vertices u and v are both in L(m; b0), then the slope of the edge from
u to v is m.
Let L(m; b0) denote the complete directed graph on L(m; b0); each L(m; b0) is a
subgraph of Kn . Consider any edge e from (a; b) to (a
0; b0) in Kn . This edge is in the
subgraph L(m; b0) where m is the slope of e and b0 = (b − ma)mod q. Furthermore,
e is in no other subgraph L(m0; b00), as m
0 must be the slope of e (i.e. m0 = m) and
the equation b0 = (b−ma)mod q has a unique solution for b0. Thus, the collection of
all subgraphs L(m; b0) partitions the edges in Kn .
For any m 2 M 0q, let Em be the set of all edges of slope m; Em is the union (over
all b0) of the edges in the subgraphs L(m; b0). The collection of all Em partitions the
edges of Kpq. We will also sometimes use the notation Em to denote the subgraph of
Kn with edge set Em.
In the following lemma, we consider Kp2 as Kpq as labeled and described above,
with q= p.
Lemma 3.21. For n = p2 with p prime; and any m1; m2 2 M 0p with m1 6= m2; the
subgraph S = Em1 [ Em2 of Kn is isomorphic to the subgraph S 0 = E0 [ E1 of Kn .
Proof. For any (a; b) in Kn and m 2 M 0p, we let the m-coordinate of (a; b) be the
unique value b0 such that (a; b) 2 L(m; b0). Observe that the 1-coordinate of (a; b) is
a, and the 0-coordinate of (a; b) is b.
Let  be a function mapping any vertex (a; b) of S to the vertex (a0; b0) of S 0
where a0 is the m1-coordinate of (a; b) and b0 is the m2-coordinate of (a; b). No two
distinct vertices u and v of S yield the same (a0; b0) pair: if they did, then both their
m1-coordinates and m2-coordinates are the same, implying that the edge from u to v
has slope m1 and slope m2, a contradiction. Thus, as the number of vertices in S and
S 0 are the same, the mapping  is one-to-one.
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Since S=Em1 [Em2 , if an edge e from u to v is in S, then e has slope m1 or m2, and
so either u and v have the same m1-coordinate or the same m2-coordinate. Under the
mapping , then, they have the same a0 or b0, or equivalently, the same 1-coordinate
or 0-coordinate. Thus, the edge between (u) and (v) is in S 0. Similarly, if the edge
from u to v is not in S, then u and v have neither the same m1-coordinate nor the
same m2-coordinate. This implies that (u) and (v) have neither the same a0 nor the
same b0, so the corresponding edge is not in S 0.
Note that the subgraph E0 [ E1 in the previous lemma (and thus, any Em1 [ Em2 )
of Kp2 is isomorphic to K

p  Kp .
Corollary 3.21a. For n= p2 with p prime; and any m1; m2 2 M 0p with m1 6= m2; the
subgraph S = Em1 [ Em2 of Kn is isomorphic to the subgraph S 0 = E0 [ E1 of Kn .
Theorem 3.22. EDS(Kn ; 3)>(p
2 + p)=2 for n>p2> 4 with p prime.
Proof. Let us rst prove the theorem for the special case where n = p2. Suppose
n = p2 where p is prime, and consider a hp;pi-labelling of Kp 2 . We now proceed
to show how to construct a set of p edge-disjoint delay-3 spanners of Kp2 using only
edges of slopes m1 and m2, for any m1; m2 2 M 0p. Since jM 0pj = q + 1 = p + 1, we
can repeat this construction (p + 1)=2 times, never using the same slope twice. This
yields p(p+1)=2= (p2 +p)=2= (n+
p
n)=2 edge-disjoint delay-3 spanners of Kn . By
Corollary 3.21a, we can without loss of generality assume that m1 = 0 and m2 = 1.
Let S0 be the subgraph of Kp2 with all edges from (0; b) to (a; b) for all 16a6p−1
and 06b6p−1 and from (a; b) to (0; b−a) for all 16a6p−1 and 06b6p−1. We
call the vertices (0; b) the hub vertices of S0. S0 is isomorphic to a complete directed
graph on the hub vertices, where each directed edge has been subdivided. The vertex
that subdivides the ‘edge’ from (0; b) to (0; b0) is (b − b0; b). For any vertex u, let
the in-hub of u be u if it is a hub, or the hub that is an in-neighbor of u otherwise.
Similarly, let the out-hub of u be either the hub u or the hub out-neighbor of u. For
any vertices u and v in S0, there is a path from u to v consisting of a section from u
to the out-hub of u (zero or one edges), a section from the out-hub of u to the in-hub
of v (zero or two edges), and a section from the in-hub of v to v (zero or one edges).
This path has at most four edges and thus S0 has delay at most three.
We can view S0 as having exactly all of the slope 0 edges from each (0; b) and all
of the slope 1 edges to each (0; b). For 16i6p− 1, we similarly dene Si as having
all of the slope 0 edges from each (i; b) and all of the slope 1 edges to each (i; b).
Each Si is therefore isomorphic to S0 and consequently is a delay-3 spanner of Kp2 .
Furthermore, all of the graphs Si are easily seen to be edge-disjoint by their denition.
Thus, the graphs Si are an edge-disjoint collection of p delay-3 spanners of Kp2
using only edges of slopes 0 and 1; the result follows for n= p2. Since every vertex
of Kp2 is in a cycle of length at most 4 in each spanner, we can apply Lemma 3.4 to
obtain the result for n>p2.
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3.4. Spanners with large delay
In this section, we obtain exact values of EDS(Kn ; c) where c= n− 2 or n− 3, the
two largest possible delays.
Lemma 3.23.
EDS(Kn ; n− 2) =
(
n− 2 for n= 4; 6;
n− 1 for other n> 2:
Proof. For n = 4, the lower bound comes from Lemma 3.1. From Lemma 1.3,
EDS(K4 ; 2)63. If EDS(K

4 ; 2) = 3, then each spanner would have exactly 4 edges
and would, therefore, be a directed cycle. This would contradict the fact that K4 can-
not be decomposed into 3 Hamiltonian cycles (see [33]).
For n=6, the lower bound comes from Lemma 3.3 and the fact that EDS(K5 ; 4)=4.
From Lemma 1.3, EDS(K6 ; 4)65. If EDS(K

6 ; 4) = 5, then each spanner would have
exactly 6 edges and would, therefore, be a directed cycle, contradicting the fact that
K6 cannot be decomposed into 5 Hamiltonian cycles (see [33]).
For other n> 2, the upper bound comes from Lemma 1.3. Tillson showed that Kn
can be decomposed into n− 1 directed Hamiltonian cycles [33] for even n if and only
if n=2 or n>8. For odd n>3, a decomposition of Kn into n−1 directed Hamiltonian
cycles is obtained directly from a decomposition of Kn into (n − 1)=2 Hamiltonian
cycles which has long been known (see, for example, [26]). In a directed cycle on
n vertices, the distance between any ordered pair of vertices is at most n − 1 and,
thus, each of the directed Hamiltonian cycles is a spanner of Kn with delay at most
n− 2.
Lemma 3.24. EDS(Kn ; n− 3) = n− 3 for any n>5.
Proof. The upper bound comes from Theorem 3.6.
For odd n; n=2p+1; Kn can be decomposed into p Hamiltonian cycles C1; C2; : : : ; Cp
(each of length 2p+1). Any one of these cycles, Ci, can be used to obtain 2 spanners
of Kn with delay 2p − 1 (that is, n − 2) by taking 2 copies of Ci and assigning all
edge directions to be clockwise in one copy and counterclockwise in the other. By
adding a pair of edges xy and yx to such a cycle (where x and y are not adjacent
vertices in the cycle), we obtain a spanner with delay at most 2p − 2. The resulting
graph can be regarded as two directed cycles of length 62p, one including xy and the
other including yx. The distance between any (ordered) pair of vertices in the same
short cycle is 62p− 1. From any vertex u to any vertex v which is not on the same
short cycle as u, there is a path of length 62p − 1 in the original cycle. Thus, the
delay in this spanner is at most 2p − 2 (that is, n − 3). We can construct 2p − 2
edge-disjoint spanners of this type as follows. Use C1; C2; : : : ; Cp−1 to form 2p − 2
edge-disjoint Hamiltonian cycles as described above. To each of these cycles, add a
pair of edges xy and yx corresponding to a dierent edge xy from Cp. Since Cp is
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edge-disjoint from each of the other Ci, these edges connect vertices of Ci which are not
adjacent.
For even n = 2p, consider the decomposition of K2p−1 into p − 1 Hamiltonian
cycles H1; H2; : : : ; Hp−1. From each Hi, 16i6p − 1, construct 2 directed Hamilto-
nian cycles C2i−1 and C2i of K2p−1. In particular, let C2p−3 be x1; x2; : : : ; x2p−1. For
each i, 16i62p − 4, add to Ci a dierent edge xixi+1 from C2p−3 and edges xi+1w
and wxi where w is a vertex not in K2p−1. This gives 2p − 4 edge-disjoint spanners
of K2p with delay at most 2p − 3. Indeed, any two vertices on Ci are at distance at
most 2p − 2. Vertex w forms a directed cycle of length 62p − 1 with vertices of
Ci from xi to xi+1. Note that there is at least one vertex r between xi and xi+1 in Ci.
Consider any vertex s between xi+1 and xi in Ci. There is a path from w to s (also s
to w) which goes through xi and xi+1 but not r. This path has length at most 2p− 2.
Thus, the delay of this spanner is at most 2p − 3 (that is, n − 3). We construct an
additional spanner from C2p−2 (which is the ‘opposite’ cycle of C2p−3) by adding the
remaining edges x2p−3x2p−2; x2p−2x2p−1, and x2p−1x1 from C2p−3. We also add edges
wx2p−3, x2p−2w, wx2p−2, x2p−1w, wx2p−1, and x1w. As before, the delay is 62p− 3.
4. Specic bounds for complete digraphs
Using the results from the previous section, one can construct a table showing bounds
on EDS(Kn ; c) for various values of n and c. Although for some values of n and c we
know EDS(Kn ; c) exactly, for many n and c the bounds are not tight. In this section,
we tighten the bounds on EDS(Kn ; c) for small n, often producing the exact value. The
resulting bounds are shown in Table 1 for n616. Tables 2 and 3 indicate the sources
of the lower and upper bounds given in Table 1.
Table 1
Known values of (and bounds on) EDS(Kn ; c)
n,c 1 2 3 4 5 6 7 8 9 10 11 12 13 14
3 2
4 2 2
5 2 2 4
6 2 3 3 4
7 2 3 4 4 6
8 2 4 4,5 5 5 7
9 3 4 6 6 6 6 8
10 3 5 6 6 6,7 6,7 7 9
11 3 5 6,7 6,7 6,7 6{8 6{8 8 10
12 3 6 7 7,8 8 8 8,9 8,9 9 11
13 3,4 6 7,8 7{9 8,9 8,9 8{10 8{10 8{10 10 12
14 3,4 7 7{9 7{9 8{10 8{10 8{10 8{11 8{11 8{11 11 13
15 3,4 7 8{10 8{10 10,11 10,11 10,11 10,11 12 12 12 12 14
16 4 8 8{10 8{11 10{12 10{12 10{12 10{12 12,13 12,13 12,13 12,13 13 15
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Table 2
Sources of lower bounds on EDS(Kn ; c)
n; c 1 2 3 4 5 6 7 8 9 10 11 12 13 14
3 3.1
4 3.1 3.1
5 3.1 3.24 3.23
6 3.1 3.8 3.24 3.23
7 3.1 3.8 4.2 3.24 3.23
8 3.1 3.8 1.1 4.4 3.24 3.23
9 3.16 3.8 3.22 1.1 1.1 3.24 3.23
10 3.16 3.8 3.22 1.1 1.1 1.1 3.24 3.23
11 3.16 3.8 3.22 1.1 1.1 1.1 1.1 3.24 3.23
12 3.14 3.8 4.5 1.1 3.10 1.1 1.1 1.1 3.24 3.23
13 3.14 3.8 4.5 1.1 3.10 1.1 1.1 1.1 1.1 3.24 3.23
14 3.14 3.8 1.1 1.1 3.10 1.1 1.1 1.1 1.1 1.1 3.24 3.23
15 3.14 3.8 4.6 1.1 3.10 1.1 1.1 1.1 3.10 1.1 1.1 3.24 3.23
16 3.14 3.8 1.1 1.1 3.10 1.1 1.1 1.1 3.10 1.1 1.1 1.1 3.24 3.23
Table 3
Sources of upper bounds on EDS(Kn ; c)
n; c 1 2 3 4 5 6 7 8 9 10 11 12 13 14
3 1.3
4 3.6 3.23
5 3.13 3.6 1.3
6 3.13 3.6 3.6 3.23
7 4.1 3.20 3.6 3.6 1.3
8 4.3 3.20 3.6 3.6 3.6 1.3
9 3.13 3.20 3.6 3.6 3.6 3.6 1.3
10 3.13 3.20 3.6 3.6 3.6 3.6 3.6 1.3
11 3.13 3.20 3.6 3.6 3.6 3.6 3.6 3.6 1.3
12 3.13 3.20 3.6 3.6 3.6 3.6 3.6 3.6 3.6 1.3
13 3.13 3.20 3.6 3.6 3.6 3.6 3.6 3.6 3.6 3.6 1.3
14 3.13 3.20 3.6 3.6 3.6 3.6 3.6 3.6 3.6 3.6 3.6 1.3
15 3.13 3.20 3.6 3.6 3.6 3.6 3.6 3.6 3.6 3.6 3.6 3.6 1.3
16 3.13 3.20 3.6 3.6 3.6 3.6 3.6 3.6 3.6 3.6 3.6 3.6 3.6 1.3
Lemma 4.1. EDS(K7 ; 1) = 2.
Proof. From Lemma 3.1 we know that EDS(K7 ; 1)>2. Suppose, by way of contradic-
tion, that EDS(K7 ; 1)>3 and consider three edge-disjoint spanners of K

7 with delay 1.
From Lemma 3.12, we know that in such a spanner, each vertex must have indegree
and outdegree exactly 2.
Consider the tree of height 2 of edges going out from any vertex in such a spanner.
This tree must contain 7 vertices and must, therefore, be a balanced binary tree of
height 2. Label the root of such a tree s, with its out-neighbors being labeled t and u.
Label the out-neighbors of t with v and w and label the out-neighbors of u with x and
y. Since t must also be the root of such a tree, s; u; x, and y must be out-neighbors
of v and w. Likewise, since u must be the root of such a tree, s; t; v, and w must be
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Fig. 5. Two spanners of complete directed graph on 7 vertices with delay 3.
out-neighbors of x and y. Without loss of generality, assume that s is an out-neighbor
of v and y. Vertex u cannot be an out-neighbor of v since, otherwise, the outtree of
v would contain u twice. So, u must be an out-neighbor of w. Similarly, t must be
an out-neighbor of x. Now, either x or y must be an out-neighbor of v. If x is an
out-neighbor of v, then the outtree of v contains two paths of length 2 to t. If y is an
out-neighbor of v, then the outtree of v contains paths of length 1 and 2 to s. Since
we cannot construct such a spanner, EDS(K7 ; 1)62.
Lemma 4.2. EDS(K7 ; 3) = 4.
Proof. EDS(K7 ; 3)64 comes from Theorem 3.6. Two edge-disjoint spanners of delay
3 are shown in Fig. 5. Two other edge-disjoint spanners of delay 3 may be obtained
from this pair by reversing the directions of all of the edges.
Lemma 4.3. EDS(K8 ; 1) = 2.
Proof. From Lemma 3.1 we know that EDS(K8 ; 1)>2. Suppose, by way of contra-
diction, that EDS(K8 ; 1)>3 and consider three such spanners. From Lemma 3.12, we
know that in such a spanner, each vertex must have indegree and outdegree at least
2 and at most 3. Since the indegree and outdegree of each vertex in K8 is 7, we can
have at most three such spanners.
If there are three such spanners, then one of them, S, must have no more than
b 8:73 c = 18 edges. S must, therefore, have 2 vertices with indegree 3 and 6 vertices
with indegree 2. Similarly, S must have 2 vertices with outdegree 3 and 6 vertices
with outdegree 2.
Consider a vertex s with exactly two out-neighbors t and u in S. Since S is a delay 1
spanner, at least one of t and u, say u, must have outdegree 3. In fact, any vertex of
outdegree 2 must have an out-neighbor of outdegree 3. Since there are only 2 vertices
of outdegree 3, these same vertices must also have indegree 3. As this saturates the
indegree of these two vertices, it follows that the out-neighbors of the vertices of
outdegree 3 must all be vertices of outdegree 2. Thus, the out-neighbors of u must all
have indegree 2 and outdegree 2. Further, t must have outdegree 2 and exactly one of
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Fig. 6. Five spanners of complete directed graph on 8 vertices with delay 4.
its out-neighbors, say v, must have outdegree 3. Finally, each of the out-neighbors of u
(which are vertices of outdegree 2) must have an out-neighbor of outdegree 3 and this
out-neighbor cannot be u. Thus, these three vertices must have v as an out-neighbor,
giving v indegree >4, a contradiction.
Lemma 4.4. EDS(K8 ; 4) = 5.
Proof. EDS(K8 ; 4)65 comes from Theorem 3.6 and ve spanners of delay 4 are
shown in Fig. 6.
Lemma 4.5. EDS(Kn ; 3)>7 for n>12.
Proof. Consider n = 12 and h3; 4i-label the graph K12. We construct one set of 3
spanners S0; S1; and S2, and another set of 4 spanners T0, T1, T2, and T3.
For 06i62, the spanner Si will have column i as its hub. In each Si, include the
edges from every hub vertex (i; b) to the other two vertices in row b. To complete Si,
include edges to every hub vertex (i; b) from (i+1; b+1), (i−1; b+2), and (i−1; b−1).
In each Si, there is a path of length two from any hub vertex to any other hub vertex,
and any non-hub vertex has a hub in-neighbor and a hub out-neighbor. Fig. 7a shows
the edges from vertices in row 1 in S1; the hub is shown with solid vertices. In other
rows (and other spanners Si, the pattern is identical. As in the proof of Theorem 3.22,
in each Si there is a path of length at most 4 from any vertex u to any other vertex
v that goes through an out-hub of u and an in-hub of v; thus each Si is a delay 3
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Fig. 7. Structure of delay 3 spanners of K12.
spanner. Note that each hub vertex is in a cycle of length 4 with any other hub vertex,
and each non-hub vertex is in a cycle of length 4 with one of its in-hubs and one of
its out-hubs.
For 06j63, spanner Tj will have row j as its hub. In each Tj, include the edges
from every hub vertex (a; j) to the three other vertices in column a. To complete Tj,
include the edges to every hub vertex (a; j) from (a + 1; j − 1), (a + 1; j + 2), and
(a− 1; j+1). In each Tj, there is a path of length 2 from any hub vertex to any other
hub vertex, and each non-hub vertex has a hub in-neighbor and a hub out-neighbor.
Fig. 7b shows the edges from vertices in column 1 in T1; in other columns and other
Tj the pattern is identical. As with the Si, each Tj is a delay 3 spanner and each vertex
is contained in a cycle of length 4.
The 7 spanners described are edge-disjoint and together use every edge of K12. Let
the oset of an edge from (a; b) to (a0; b0) be the ordered pair (a0 − a; b0 − b). The
Si together use all edges with osets (1; 0); (2; 0); (1; 1); (1; 2), and (2; 3), and the Ti
together use all edges with osets (0; 1); (0; 2); (0; 3); (1; 3); (2; 1), and (2; 2). Fig. 7c
shows the edges from (1; 1) in K12 and which spanner includes each of them.
We thus have 7 edge-disjoint delay 3 spanners of K12. For n>12, the result follows
by choosing any vertex and applying Lemma 3.4.
Lemma 4.6. EDS(Kn ; 3)>8 for n>15.
Proof. We give only the construction details, which are similar to those in Lemma
4.5. Consider K15 with a h3; 5i-labelling.
For 06i62, the spanner Si has column i as its hub. Include the edges from each
hub vertex (i; b) to the two other vertices in row b, and the edges to (i; b) from
(i+1; b+1); (i+1; b+2); (i−1; b−1), and (i−1; b−2). For 06j64, the spanner Tj
has column j as its hub. Include the edges from each hub vertex (a; j) to the other 4
vertices in column a, and the edges to (a; j) from (a+1; b−1); (a+1; b−2); (a−1; b+1),
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and (a− 1; b+2). In each spanner described, there is a path of length 2 from any hub
vertex to any other hub vertex, and each non-hub vertex has a hub in-neighbor and a
hub out-neighbor. The result follows as in Lemma 4.5.
5. Conclusions
We have investigated the number of edge-disjoint spanners in complete graphs and
complete digraphs. In the case of complete graphs, we found, among other things,
that EDS(Kn; c) = bn=2c for 26c6n − 2 where n>4, and that EDS(Kn; 1)  n=6 for
large n.
The situation in complete digraphs is not as well understood. In addition to de-
termining some exact values, we have obtained several general results. For delay 1,
we established that bn=4c6EDS(Kn ; 1)6dn=4e for n>5. For delay 2, we showed that
EDS(Kn ; 2) = bn=2c for n>5. With larger delays, we showed thatjn
2
k
6EDS(Kn ; c)6

(n2 − n)

n+

2n− 3
c + 1

for 36c6n − 4 and n>7. The lower bound can be improved to EDS(Kn ; c)>
(p − 1)bn=pc when n>2p and c>2p − 1 where p>7; this same improved lower
bound holds for p = 2; 3; or 5. As c gets close to n, we obtained some other exact
values, specically EDS(Kn ; n− 3) = n− 3 for any n>5, EDS(Kn ; n− 2) = n− 2 for
n= 4 or 6 and EDS(Kn ; n− 2) = n− 1 for other n> 2.
We nd these bounds surprisingly large; the number of edge-disjoint spanners in the
complete graph and complete digraph is in most cases at least some xed fraction of n.
These results indicate that, by using spanners, a large number of simultaneous processes
can be executed on a machine with a complete interconnection network without edge
contention between processes. Although our results give only upper bounds on other
more interesting network topologies, they suggest that further study of these topologies
is warranted.
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