Abstract. The present work explores the massively parallel capabilities of the most advanced architecture of graphics processing units (GPUs) code named "Fermi", on a two-dimensional unstructured cell-centred finite volume code. We use the SIMPLE algorithm to solve the continuity and momentum equations that was fully ported to the GPU. The benefits of this implementation are compared with a serial implementation that traditionally runs on the central processing unit (CPU). The developed codes were assessed with the bench-mark problems of Poiseuille flow, for Newtonian and generalized Newtonian fluids, as well as by the lid-driven cavity and the sudden expansion flows for Newtonian fluids. The parallel (GPU) code accelerated the resolution of those three problems by factors of 19, 10 and 11, respectively, in comparison with the corresponding CPU single core counterpart. The results are a clear indication that GPUs are and will be useful in the field of computational fluid dynamics (CFD) for rheologically simple and complex fluids.
INTRODUCTION
The demands to solve more complex and large dimensional problems has led to the development of parallel computing methodologies, aiming to solve the problems of interest within acceptable computational times. Traditionally, scientific computations are performed on Central Processing Units (CPU) either on sequential [1] or parallel [2, 3] approaches, however the enhanced performance offered by the Graphics Processing Units (GPUs) is decisively contributing to its adoption in highly intensive scientific computations, with concomitant reductions of computation times [4, 5] . Considering the fact that a couple of years ago GPUs were mainly targeted to the games industry, nowadays, performing heavy computations on GPUs has been defined as a new trend in computational science fields, due to the massively parallelism available on such devices [5] .
Over the past five years, the number of non-graphical applications that use GPUs to perform heavy computations has significantly increased in a variety of fields [6, 7] . However, as reported recently [4] there are some performance limitations in regard to Computational Fluid Dynamics (CFD). Nevertheless, several implementations of CFD codes on GPUs have been reported and are briefly outlined hereafter.
Regarding the solution of the Euler or Navier-Stokes equations on GPU, one of the first implementation for compressible fluids can be found in Hagen et al. [8] , indicating speed-ups of up to 25x, when compared with the corresponding single core CPU code. Brandvik and Pullan [9] reported speed-ups of 29x (2D) and 16x (3D) when solving the Euler equations using structured grids. Elsen et al. [7] also solved the Euler equations for hypersonic flows with speed-ups of 40x (simple geometries) or 20x (complex geometries). However, all these performances were attained by using single precision (SP) codes, because the first generation of GPU hardware did not allow double precision (DP) computations. Mixed precision techniques were used to compensate this problem as reported by Goddeke et al. [10] , without major loss of precision.
The first DP incompressible Navier-Stokes solver for structured grids, achieved speed-ups of 8.5x when compared to the CPU implementation [11] . Corrigan et al. [12] reported speed-ups of 7.4x using DP with an unstructured cell-centred mesh finite volume code (FVM), for solving the Euler equations. The most relevant speed-ups were obtained on the implementation of an unstructured mesh vertex-based FVM code developed by Kampolis et al. [13] , where maximum speed-ups of 28x (single precision), 25x (mixed precision) and 20x (double precision) for 2D and 3D NavierStokes solvers, were achieved. Subsequent work by the same group [14] improved their code and a maximum speed-up of 46x was achieved with the mixed precision technique, when solving unsteady laminar and turbulent flows.
In this work, we present a parallel Navier-Stokes type solver on GPU able to model generalized Newtonian fluids targeted to computational rheology applications. The aim is to evaluate its performance with inelastic models to move towards more complex constitutive equations. This will enable to tackle current computationally demanding viscoelastic fluids problems. Regarding the code implementation, no sort of optimization was introduced in the implementation with the purpose of evaluating if graphics cards required such robust programming skills. The parallel code was compared with a CPU version running on a single core.
GOVERNING EQUATIONS AND NUMERICAL METHOD
The governing equations for isothermal flow of an incompressible fluid are the continuity and momentum equations of motion written in vector form as
where ȡ is the fluid density, u the velocity vector, p the pressure and Ĳ the extra stress tensor. The simplest constitutive equation for incompressible fluids is the purely viscous generalized Newtonian fluid model of Eq. 3. If this equation is substituted into in the momentum equation the Navier-Stokes equation for variable viscosity fluids is obtained [15] .
In Eq. 3 Ș is the viscosity and g is the rate of strain tensor defined in Eq. 4. This model is valid for Newtonian and generalized Newtonian fluids, i.e., fluids with variable viscosity without any elastic effects. For Newtonian fluids the function Ș(g) takes on a constant value, while for the generalized Newtonian fluids the shear viscosity depends on an invariant rate of strain tensor [16] , such as the shear rate of equation Eq. 5. The Bird-Carreau viscosity equation is a commonly employed model to account for the shear-thinning behaviour of polymer melts and solutions, and is given by
which uses four empirical parameters. The model accounts for the low and high shear rate Newtonian plateau (Ș 0 and Ș , respectively), along with the variable viscosity quantified by the power law exponent (n) and its onset at a shear rate of Ȝ -1 [16] . The numerical solution of the governing equations are obtained by employing the finite volume method, used to solve flow problems with Newtonian and non-Newtonian fluids. In this method the computational domain is mapped onto control volumes over which the governing equations are initially integrated in space and time and benefiting from the application of the Gauss' Divergence Theorem. Then, the ensuing exact solutions are discretized to form a system of algebraic equations that can be solved using an iterative method [15, 17] , which includes a procedure to ensure the coupling between velocity and pressure fields. At the end, any of the discretized governing equations can be written in the following general linear form at any cell P for the property ‫‬ (u for instance) I ¦ S a a nb nb nb I I P P (7) in which contributions to the central and neighbour cells are carried out through the corresponding coefficients. The specific expressions depend on the adopted differencing scheme. In this work, the discretization of the governing equations was made using an unstructured two-dimensional mesh based on triangular control volumes [17] . We adopt the cell-centred scheme, in which all variables are computed at the centre of the control volume, also known as collocated arrangement. The advantage of using unstructured meshes, in comparison with structured meshes, lays on the fact that more complex geometries can be mapped without the need for unnecessary mesh refinements elsewhere [17, 18] .
Considering the discretization of the momentum equation we use a central-difference scheme to determine the diffusive term, a first-order upwind or a second-order MUSCL scheme [19] to compute the convective term and the pressure gradient is computed explicitly based on the least-square gradient technique [17] . The time discretization is by the first-order Euler implicit scheme. When performing steady state calculations we use this term to march the computation along time, but without converging at each time step (pseudo-transient approach), as an alternative to under-relaxation [17] .
To overcome the nonlinearities of the governing equations, their coefficients are always computed on the field data obtained in the previous iteration. To satisfy both the mass and momentum equations, and since there is no specific equations for the pressure, the SIMPLE algorithm [20] is adopted, in which the continuity equation is transformed into an equation for a pressure correction. The idea behind this algorithm is to start with a guessed velocity field in order to compute the convective fluxes at the cell faces, and a guessed pressure field to solve the momentum equations, obtaining a new velocity field. The new velocity field does not satisfy continuity, but the pressure correction equation, derived from the continuity equation, is then solved to correct both the pressure and velocity fields, thus obtaining a mass conservative velocity field. Since pressure and velocities are computed and stored at the cell centres, a special interpolation scheme has to be used when calculating the mass fluxes at cell faces in order to ensure complete coupling between the two fields. The Rhie and Chow method [21] is used for this purpose. The algorithm employed is illustrated in Figure 1 along with details regarding the flow chart of the parallel (GPU) implementation that will be mentioned later. The process converges when sufficient velocity and pressure corrections are performed, in order to satisfy the chosen stopping criteria for the SIMPLE algorithm. The convergence criterion of SIMPLE is based on the normalized residuals of the momentum and pressure equations, where the maximum residual is taken to be the maximum of the first 5 iterations. The normalized residuals must fall below 10 í4 for momentum and pressure-correction equations.
IMPLEMENTATION ON THE GPU
In this section the GPU computing environment is briefly introduced and implementation details of the developed numerical modelling code are presented.
Graphics Processing Units
GPUs are now considered to be highly parallel multi-core processors with large floating point performance peak (GFLOPS) and higher memory band-width (GB/s) than CPUs. Recent developments on the architecture of graphics cards introduced the Fermi architecture, considered to be the first GPU suitable for scientific computations, since the previous generations of GPU architectures lacked some important features (e.g. double-precision support, extended memory hierarchy, handling of algorithms with irregular patterns, among others) in order to be suitable for a wide range of scientific computations [22] .
Basically, the Fermi architecture features up to 512 CUDA cores or Streaming Processors (SPs) organized in Streaming Multiprocessors (SMs) each containing 32 cores. The GPU has its own DRAM memory that can be as large as 6 GB depending on the graphic card, and exchanging data between the host (CPU) and the device (GPU) memories is done via a PCI-Express interface. On the device (GPU) there are different types of memories, from fast to slow, that can be used and controlled by the programmer. The main advantage of the Fermi architecture is the existence of an extended memory hierarchy that caches memory accesses to global memory automatically, i.e. without the programmers' intervention, a feature that enables algorithms with random memory accesses to be suitable for GPUs, as opposed to previous architectures [23] .
Execution Model
The Compute Unified Device Architecture (CUDA) introduced by NVIDIA [23] is a general purpose parallel computing architecture that provides a C/C++ language interface to the hardware, based on a scalable programming model and on an instruction set architecture. In other words, CUDA is simultaneously a hardware and a software architecture that enables the execution of parallel programs on GPUs [22, 24] . The device (GPU) is considered to be a host (CPU) co-processor and device function calls for device memory allocation, data transfer between host and device and kernel calls are controlled by the host. Kernels are device functions that execute the same instruction in parallel for a set of threads organized in blocks, which compose a grid of one or more blocks. Essentially each block is an amount of work that is assigned to each SM and the threads within the block are executed simultaneously by all SPs in each SM. Increasing the number of cores and of SM allows to solve more blocks of work concurrently, enabling an automatic scalability with the number of CUDA cores [23] . In the Fermi architecture, each SM schedules threads in groups of 32 parallel threads called warps, which are the minimum size of the data processed. The interested reader should consult [23, 24] for more details on GPU architecture and programming.
Implementation Issues
The parallel implementation of the code on a GPU is not a hard task, but getting performance benefits from the parallel implementation is not so straightforward. The most basic strategy is to remove the bottlenecks of the serial code, by porting to the GPUs the most time consuming routines. This must be done carefully to avoid unnecessary memory transfers between host and device. Sometimes it compensates to run part of the code on the GPU rather than on the CPU, even if that does not show performance gains, just to avoid data transfer between host and device.
The flow chart of the code implemented on the GPU is shown in Figure 1 which indicates the routines that run on the GPU and on the CPU. As shown, some lightweight routines are executed only once, hence it is not worth to port them into the device. These are the mesh generation, the data structuring arising from the mesh and the colouring scheme that will be detailed later. These routines are required along the code and are all computed on the CPU, and the data copied to the GPU global memory.
An important issue regards the assembly of the algebraic system of equations on parallel architectures. The system of equations is assembled by sweeping through all edges of the computational mesh in order to collect contributions from each edge to both triangular control volume straddling that edge. However in parallel architectures it is necessary to adopt a special scheme to avoid the occurrence of race conditions [13, 26] , which occur when two or more threads (running in parallel) try to access simultaneously the same memory address, leading to information loss. One way to avoid this problem in parallel architectures is to adopt a colouring scheme when assembling the system of equations [13, 26] . In this work we coloured those edges that have independent diagonal contribution to the matrix which guarantees that each triangle receives only one contribution from each edge colour, i.e. this assumes that implicit contributions to the diagonal are not carried out in the same assembly step. In the case of triangular control volumes, six colouring steps (3 per cell) are necessary to assemble the system of equations, since every edge has two adjacent cells. The routine to colour the edges is per-formed once on the host and the information is further copied to the device memory.
The iterative methods for solving sparse linear systems used in this work were the point-iterative Jacobi and the conjugate-gradient, which use a matrix stored in the compressed sparse row (CSR) format [27] . Whenever possible, the GPU parallel code uses the CUBLAS and CUSPARSE libraries from NVIDIA's toolkit [23] , in routines such as sparse matrix-vector multiplication (y = Ax + y), vector-scalar multiplications and vector update or dot product. The convergence criteria or accuracy of the iterative solvers was defined by the ratio of the current and initial normalized residuals . The key feature of sparse matrix-vector multiplication operations is the large number of load instructions relative to the floating point instructions and this is the reason why they are considered to be a memory bound operation.
CODE ASSESSMENT
In this section the numerical solution of the benchmark problems used to assess the implementation of the GPU parallel code are presented. All computations were performed with double-precision and meshes were generated with the open source software Gmsh [28] .
Poiseuille Flow between Parallel Plates
In Poiseuille flow, the flow is driven by a streamwise pressure gradient in equilibrium with the viscous drag. For Newtonian and some non-Newtonian fluids there is a full analytical solution for the fully developed velocity and pressure fields, which depends on the shear viscosity of the fluid. In the case of a 2D parallel plate flow, the length L and width of the channel are assumed to be much larger than the thickness H of the channel as depicted in Figure 2 (a). Figure 2(b) shows one of the meshes used (PF01) having a cell thickness of the order of 0.033H , since a variety of computational meshes (detailed in Table 1 ) were used to evaluate how the performance scales with the number of cells, as will be shown in the next section. All meshes are unstructured with a "quasi-uniform" distribution of cell sizes, i.e., no attempt was made to refine them (see Figure 2) . The ratio between length (L) and thickness (H) of the channel was defined to be 5. The problem was solved considering a Newtonian fluid flow at Re = 0.1, where the Re is computed based on the mean fluid velocity, channel thickness and the kinematic viscosity (Ș). A fully developed velocity profile was used as inlet boundary condition and as outlet a zero normal gradient for all flow variables was assumed. In this problem, the first-order UDS scheme was used to estimate the convective fluxes and both the momentum and pressure-correction were solved with an accuracy of 10 í2 . A time-step of 10 í4 s was used for the time-marching computations and pressure corrections were relaxed with a constant value of 0.1.
The non-Newtonian model used in this test is that of a purely viscous fluid, the generalized Newtonian fluid model, with the viscosity law given by the Bird-Carreau equation (Eq. 6). In this case the zero shear viscosity is used to compute the Reynolds number. The computations were carried out with different values for the power index n (0.4 í 1.0) and the parameters used for the Bird-Carreau model were: Ș 0 = 1.3·10 4 Pa.s, Ș = 1.0·10 í3 Pa.s and Ȝ = 5.4·10 í2 s. The dimensionless velocity profiles computed with the GPU code and using the computational mesh PF01 (see Table 1 ) for both Newtonian and generalized Newtonian fluids are presented in Figure 3 . Since there is no analytical solution for the Bird-Carreau constitutive equation, the numerical predictions by the developed GPU code were compared with results from a reliable and well-verified finite volume code [1] , that uses structured meshes.
The results in Figure 3 show a good agreement between both codes. As expected, by decreasing the power index (n) the velocity profile tends to a plug shape, the typical behaviour for a shear-thinning fluid. 
Lid-Driven Cavity Flow
The lid-driven cavity flow is a benchmark problem usually employed to verify the Navier-Stokes equations solvers and for the assessment of numerical techniques and accuracy. The problem considers incompressible flow in a square cavity with side length H, where an upper lid moves with a known velocity (U), as illustrated in Figure 4 . This test problem is well documented in the literature [29, 30, 31] , using different solution procedures and Reynolds numbers ranging from 100 to 10,000. The major difficulty with this problem is to capture the flow near the corners, where vortices appear. Here, numerical solutions for the cavity flow at Re = 1,000, are presented and compared with steady state benchmark quality data from the literature. The solutions were obtained by using the MUSCL scheme to estimate the convective fluxes. All the computations were performed using the pseudo-transient approach, considering that the fluid was initially at rest. The square cavity height was set to H = 0.1 m and the top wall moves at a speed of U = 0.01 m.s í1 , corresponding to flow at Re =1,000. The time-step of 0.005 s and a constant value of 0.5 were used for the time-marching computations and relaxation of pressure correction, respectively. Furthermore, the accuracy of the iterative solvers was defined to be of 10 í1 . The assessment work was performed using mesh LD01 (see Table 2 ). The numerical results obtained were assessed by means of velocity plots and streamlines. The computed u-velocity along the central vertical centre line and the v-velocity along the horizontal centre line are compared with the values reported in [29] . The velocity profiles are plotted in Figure 5 and match very well with the reference values reported in the literature. For assessment purposes it is also useful to present the flow field using streamlines, because it enables the visualization of the global flow field. They are plotted in Figure 6 , and were obtained using the Paraview's [32] implementation of the fourth-order Runge-Kutta scheme on the Stream Tracer filter. . Velocity profiles for Re = 1,000 using mesh LD 01, for the lid-driven cavity problem.
FIGURE 6.
Streamlines for the lid-driven cavity problem at Re = 1,000: a) this code, b) adapted from Ghia et al. [29] .
The streamlines predicted by the code match very well the literature data [29] including the shape and location of the vortices.
Sudden Expansion
The last problem employed for assessment purposes was the planar sudden expansion, whose geometry is illustrated in Figure 7 . It consists of an upstream channel of thickness H followed by a downstream channel of thickness 4H. For this problem a Newtonian fluid was considered, assuming fully developed flow at the channel inlet. Due to the very long downstream channel (300H), the gradient of flow variables at the outlet is null, except for the pressure that is linearly extrapolated from the domain. This benchmark problem has been extensively used to verify numerical solutions and schemes [33, 34, 35] used in incompressible laminar flow of Newtonian and non-Newtonian fluids. At low Reynolds numbers the flow is symmetric and at a critical Reynolds number, that depends on expansion ratio, the flow becomes asymmetric [34] , but remains steady. Using the developed code we solve numerically the plane sudden expansion following the geometry used by Drikakis [34] at Reynolds numbers of 55 and 80. As done in [34] , the Reynolds number was computed based on the maximum velocity in the fully developed profile in the upstream channel. For this problem the meshes described in Table 3 were considered, and in particular mesh SE01 was employed here for assessment purposes. The numerical results obtained are presented as streamlines shown in Figure 8 for Re = 55, where the flow is still symmetric, and at Re = 80, where the transition from symmetric to asymmetric flow has already taken place. The similarity of these results with those of Drikakis by [34] for the same flow conditions, also shown in Figure 8 , are an additional verification of the developed code. 
PERFORMANCE ANALYSIS
In this section a performance comparison between the serial and parallel implementations of the developed codes is carried out, based on mesh refinement scalability for the three benchmark flow problems presented before.
Methodology Employed for the Performance Evaluation
A performance comparison between the developed GPU numerical code and a quite similar CPU code running in a single core is presented in this section, with the goal of exploring the benefits of porting code to GPUs. The performance comparison is carried out in terms of the computational time consumed as a function of the number of computational cells (problem dimension).
Both numerical codes have a set of routines to solve flow problems which include the implementation of the SIMPLE algorithm, along with other pre-and postprocessing routines essential to the developed numerical codes, such as mesh generation, handling of mesh data, computing geometrical properties, among others, which are not analyzed here because they are exactly the same in both codes. Instead, our focus is to those routines that are essential to the parallel implementation and which are listed in Table 4 . The circles are used to indicate the routines that run fully on the GPU, whereas the crosses refer to those running on the CPU even on the GPU code. Note that the GPU implementation requires 3 additional routines that are executed only once, and do not exist in the CPU code. The routines for solving the momentum equation, the pressure-correction equation and the velocity corrections are invoked several times during the SIMPLE iterative process, and were programmed to run fully on the GPU. During this study it was also found that it is crucial to implement the complete algorithm on the GPU, in order to minimize data transfers between host and device. Time measurements of the most relevant routines presented later on were obtained with the command gettimeofday(), both for the CPU and GPU implementations. Since kernel calls are asynchronous to host threads, in the case of the GPU implementation the command cudaThreadSynchronize() must precede the timing command in order to guarantee that the GPU has finished the computations [23] .
Poiseuille Flow between Parallel Plates
The details of the computational meshes were introduced in Table 1 , thus we present in Table 5 the computational times taken by the SIMPLE algorithm for both CPU and GPU implementations, along with the duration of data transfers between host and device memories. The results show that the parallel implementation accelerates the SIMPLE algorithm up to 19x, which corresponds to a reduction of the computational time from 23 hr 22 min to 1 hr 12 min for the finest mesh.
As can be concluded from the data shown in Table 5 increasing the amount of work increases the speed-up of the parallel implementation, which emphasizes the advantages of GPU parallelization. It is well known that solving the system of equations is always the bottleneck of computational fluid mechanics codes. However, solving only the system of equations on the GPU is not the correct strategy, since data transfers between host and device are very slow and easily kill the application performance. This justifies the complete implementation of the SIMPLE algorithm in the parallel architecture, in order to avoid data transfers between host and device at every iteration of the algorithm. Copying data to the device memory is performed once at the beginning of the SIMPLE algorithm and only again at the end of the algorithm, after convergence. This minimizes the impact of the data transfer, which can be neglected with respect to the computations, since its relative contribution varies from 0.01% to 0.001% for the problems studied.
Within each code (serial/CPU and parallel/GPU) the relative amount of time spent on each routine is similar as shown in Figure 9 . Note that most of the time is actually devoted to solving the momentum equations and in particular in the x-direction, since this problem is mainly a one-dimensional flow. Usually, in this type of algorithms, solving the pressure-correction equation is more time consuming than solving the momentum equations, however this was not seen here because of the convergence rate of the Jacobi iterative solver used for the latter, that is lower than that of the conjugategradient method, used for the former. Indeed, these models only require the change of the local viscosity, according to the rate of deformation by using Eqs. 5 and 6. A maximum speed-up of approximately 14 was attained for the mesh PF06. So far, the performance results are quite impressive for such a simple implementation without of the usual referred, and time consuming for the code development, memory optimizations required to achieve impressive performance speed-ups in GPUs. [23] .
Lid-Driven Cavity Flow
For this flow the computational times are those in Table 6 for the SIMPLE algorithm on the CPU and GPU with the meshes on Table 2 . From now on, we ignore the data transfers between host and device since it was shown in the previous problem that these operations are relatively small in terms of computational time. This is mainly because the copying routines are executed only twice, once at the beginning and then at the end of the calculation. The maximum speed-up factor obtained for this case study was 10, which is approximately half those of the previous problems. In a typical computation the most time consuming routine is devoted to solving the system of equations, but here, we had to use a small time-step to under-relax properly the momentum equations in order to achieve convergence. As a result, the iterative solver required less iterations to achieve the desired accuracy. Smaller time-steps require more outer iterations on the SIMPLE algorithm and as a result the assembly of the system of equations limits performance to a maximum speed-up of 10.
Sudden Expansion
For the sudden expansion flow problem, we simply considered the two highly refined meshes in Table 3 , one with 128k cells and the other with 385k cells. The speed-up factors obtained for the 1:4 planar sudden expansion at Re = 80 were 7.9 and 10.8, for the coarse and finest meshes, respectively, a clear indication that it follows the performance trend of the previous problem. It is important to note that there is a dependence of the performance on the simulation parameters or on flow conditions, since the relative time spent on each routine varies and some routines perform better than others when parallelized.
CONCLUSION
This work presents and discusses the GPU parallel implementation and performance scalability of a 2D finite-volume flow solver for unstructured meshes. The performance assessment is carried out in comparison with a serial version of the code running on a single CPU core. For the GPU version of the developed numerical code, the latest Fermi graphics cards architecture was used, which dispenses with the need for the programmer to devote most of the developing time in memory optimizations to obtain relevant performance gains. The performance benefits obtained with the GPU implementation relative to the single core CPU code are quantified in maximum speed-up factors of 19, 10 and 11, for the Poiseuille channel, lid-driven cavity and 1:4 planar sudden expansion flows, respectively.
Considering the GPU availability, cost and easiness to program, the results obtained are an indication that the full exploitation of the capabilities of these devices can be very useful for future computational fluid dynamics and computational rheology calculations. Porting numerical code to the massively parallel graphics cards compensates when the amount of work is large. The parallel code runs considerably faster that its serial counterpart, even without any memory optimizations that can speed-up even further the computations.
