We consider the constrained graph alignment problem which has applications in biological network analysis studies. Given two input graphs G 1 , G 2 , a pair of vertex mappings induces an edge conservation if the vertex pairs are adjacent in their respective graphs. In general terms the goal is to provide a one-to-one mapping between the vertices of the input graphs such that edge conservation is maximized. However the allowed mappings are restricted. Let m 1 (m 2 ) denote the number of
Introduction
The graph alignment problem has important applications in biological network alignment, in particular in the alignments of protein-protein interaction (PPI) networks [1, 2, 17, 18, 3] . Undirected graphs G 1 , G 2 (not necessarily connected) correspond to PPI networks from a pair of species, where each of the vertex sets V 1 , V 2 represent the sets of proteins, and E 1 , E 2 represent respectively the sets of known protein interactions pertaining to the networks of species under consideration. The informal goal is to find a one-to-one mapping between V 1 , V 2 that maximizes the "similarity" of the mapped proteins; usually scored with respect to the aminoacid sequence similarity of the mapped proteins and the conservation of interactions between the pairs of mappings. Functional orthology is an important application that serves as the main motivation to study the alignment problems as part of a comparative analysis of PPI networks; a successful alignment could provide a basis for deciding the proteins that have similar functions across species. Such information may further be used in predicting functions of proteins with unknown functions or in verifying those with known functions, in detecting common orthologous pathways between species, or in reconstructing the evolutionary dynamics of various species. A graph theory problem related to the biological network alignment problem is that of finding the maximum common edge subgraph (MCES) of a pair of graphs, a problem commonly employed in the matchings of 2D/3D chemical structures [16] . The MCES of two undirected graphs G 1 , G 2 is a common subgraph (not necessarily induced) that contains the largest number of edges common to both G 1 and G 2 . The NP-hardness of the MCES problem [11] trivially implies that the biological network alignment problem is also NP-hard.
A specific version of the problem reduces the size of the problem by restricting the output alignment mappings to those chosen among certain subsets of protein mappings. The subsets of allowed mappings are assumed to be predetermined via some measure of similarity, usually that of sequence similarity [1, 18] . The constrained alignment problem we consider herein can be considered as a graph theoretical generalization of this biological network alignment problem version. Formally, let G 1 = (V 1 , E 1 ), G 2 = (V 2 , E 2 ) be a pair of undirected graphs and S be a bipartite graph defined on (V 1 , V 2 ) as the partition. For bipartite graph S, assume the degree of each vertex from the part V i is at most m i , for i = 1, 2. A legal alignment A is a matching of S. Let u 1 u 2 , v 1 v 2 be a pair of edges of A such that u 1 , v 1 ∈ V 1 and u 2 , v 2 ∈ V 2 . This pair of edges from S gives rise to a conserved edge if and only if u 1 v 1 ∈ E 1 and u 2 v 2 ∈ E 2 . The constrained alignment problem is that of finding a legal alignment that maximizes the number of conserved edges. All presented results, other than our fixed-parameter tractability result, apply to the case where m 2 = 1, that is each vertex of G 2 can be mapped to a single vertex of G 1 . Our results stem from extracting graph-theoretical properties of conflict graphs, constructed from G 1 , G 2 , and S.
Several related problems have been studied previously. Goldman et al. have introduced the contact map overlap problem [12] . The goal again is to maximize the number of conserved edges however different from the constrained alignment problem, no constraints in terms of the bipartite graph S is given. Furthermore their problem definition assumes a linear order of the vertices of both G 1 , G 2 which should be preserved by the output mapping. Fagnot et al. introduced the problem of (µ G , µ H )−matching with orthologies problem where the goal is to find a mapping that conserves all edges [9] . Similar to the constrained alignment, the output mapping should respect the constraints defined in bipartite graph S. They show that the problem is NP-complete even when m 1 = 1, m 2 = 3 and both graphs are bipartite. Finally, Fertin et al. studied the MAX(µ G , µ H ) problem, which is the same as the constrained alignment problem under the setting of m 2 = 1 [10] . They show that the problem is APX-hard and provide several approximability and fixed-parameter tractability results. Although they also define a conflict graph and provide their fixed-parameter tractability result based on a simple argument regarding the degrees of the conflict graphs, they do not provide any further structural properties.
In what follows we provide several graph-theoretic properties of conflict graphs arising from possible constrained alignment instances under various restrictions. Such properties are useful in applying relevant maximum independent set results which lead to stronger algorithmic results than those of [10] . More specifically, assuming ∆(G) denotes the maximum degree of G, Fertin et al. show that the problem is approximable within ratio 2 3∆(G 1 )/5 for even ∆(G 1 ) and ratio 2 (3∆(G 1 ) + 2)/5 for odd ∆(G 1 ), whereas we show that it is approximable within ratio ∆ min + 1, where ∆ min = min(∆(G 1 ), ∆(G 2 )). They also show that the problem is fixed-parameter tractable on the size of the output assuming G 1 is a bounded degree graph. We show that the same fixed-parameter tractability result still holds even without any restriction on graph degrees, due to the special combinatorial properties of the conflict graphs. Furthermore, we extend the problem setting, considering any positive integer constant m 1 , m 2 and show that the problem in this most general setting is fixed-parameter tractable for bounded degree graphs.
Constrained Alignments
For the following a 4-cycle v denoted with c 4 (v) = abcd is a cycle a − b − c − d − a where ab ∈ E 1 , cd ∈ E 2 and ad, bc ∈ E(S). For ease of description the edges of bipartite graph S, are called similarity edges in what follows. We say that two c 4 s conflict if their similarity edges cannot coexist in any legal alignment; the c 4 s contain at least one pair of similarity edges which cannot coexist in a matching of S. Given a pair of conflicting c 4 s, we can classify the conflicting configurations into three, depending on the number of vertices they share. We say that the pair is in a conflicting configuration of Type1, if they share a single vertex from G 1 , a conflicting configuration of Type2 if they share two vertices from G 1 , and finally a conflicting configuration of Type3 if they share two vertices from G 1 and one from G 2 . Recall that m 2 = 1, thus it is trivial to verify that the pair of conflicting c 4 s in C U should respectively correspond to those shown in Figure 1 . We further classify Type1 and Type3 conflicting configurations with respect to c 4 (v) = abcd into two. Let TypeXa, TypeXb denote the types of conflicts (X = 1, 3) occurring respectively at vertex a and b. More specifically, for f = d, a conflicting c 4 includes an edge af ∈ E(S) in the former conflict type whereas it includes an edge bf ∈ E(S) in the latter.
For a given ≺G 1 , G 2 , S instance, we construct a conflict graph, C, as follows: For each c 4 create a vertex in C and for each pair of conflicting c 4 s create an edge between their respective vertices in C. Let C U denote the graph underlying the conflict graph, that is the union of G 1 , G 2 , and S, excluding all the vertices and edges that are not part of any c 4 s in the conflict graph. With this construction of the conflict graph, the constrained alignment problem obviously reduces to the maximum independent set problem. Let M be and independent set of the conflict graph C. The similarity edges included in the c 4 s corresponding to the vertices in M constitute an optimum solution of the constrained alignment instance ≺G 1 , G 2 , S , that is a legal alignment with the maximum number of conserved edges, if and only if M is a maximum independent set of C. In what follows we provide several graph-theoretic properties of conflict graphs arising from possible constrained alignment instances under various restrictions. Such properties are then employed in applying relevant independent set results.
Polynomial-time Algorithm When G 1 is Acyclic
We present a polynomial-time solution to the constrained alignment problem for the case where G 1 is acyclic and m 2 = 1. Let P k denote a k-path, vertices labeled 1 through k. Similarly assume a k-cycle
Denote the complement of G with G. Lemma 1. Assume G 1 is acyclic. Let P k be an induced subgraph of the conflict graph C. For k ≥ 4, the c 4 s corresponding to the end vertices of P k neither share a vertex nor an edge in C U .
Proof. Consider the two c 4 s in C U which correspond to the extremities of a P k , k ≥ 4 in the conflict graph. They can neither share an edge from G 2 nor a vertex from G 2 without sharing a similarity edge incident on it (m 2 = 1). They also cannot share an edge from G 1 nor a vertex from G 1 without sharing a similarity edge incident on it since otherwise they would conflict. Thus we simply need to show that they do not share a similarity edge. The proof is based on induction on k. For the base case of k = 4, suppose there is a P 4 1 − 2 − 3 − 4 in the conflict graph and that the c 4 s corresponding to 1 and 4 share a similarity edge. Let abcd be the c 4 corresponding to vertex 1 and let bef c be the c 4 corresponding to vertex 4 with the edge bc ∈ S in common. There are two cases for the c 4 of vertex 2. It must either be gahi, where h, i / ∈ {d, c, f } or abch where h / ∈ {d, c, f }. Now considering the c 4 corresponding to 3, to create a conflict with 4, one edge of 3 must be ej where j / ∈ {d, c, f, h, i}. Placing the other edge of 3 from E(S) such that it creates a conflict with 2 is now impossible, since it either gives rise to a cycle in G 1 (cycle a − b − e − a or g − a − b − e − g) or creates a conflict with 1.
For the inductive part, assume lemma holds for all k where 4 ≤ k < k. Consider the c 4 s corresponding to a P k , 1 − · · · − (k − 1) − k in the conflict graph. Let abcd and ef gh correspond to the c 4 s 1 and (k − 1) respectively. By the inductive hypothesis these two c 4 s are disjoint. Consider in C U the subset of edges from E 1 that belong to the c 4 s associated with vertices in the path P k−1 , 1 − · · · − (k − 1); it contains in particular ab and ef . These edges form a connected subgraph of G 1 and without loss of generality we assume that the shortest path between b and e contains neither a nor f . This path has at least one edge; let its last edge be e e ∈ G 1 which is part of a c 4 associated with a vertex of the P k−2 , 1 − · · · − (k − 2). Let e exy be the related c 4 and pqrs be the c 4 corresponding to k. If at least one of p, q is on the path, say p, and p = e , p = e then q must be one of e or f , since pqrs must conflict with ef gh, which implies a cycle in G 1 . If p = e then q = e to create a conflict with ef gh without creating a cycle in G 1 . This implies a conflict between pqrs and e exy, which is impossible since P k is an induced path. Finally, if p = e, q = e , abcd and pqrs do not share a similarity edge, which concludes the proof.
2
The subgraph of C U that corresponds to an induced k-path of the conflict graph C is said to be in chain configuration if each c 4 shares only a distinct G 1 vertex with the neighboring c 4 s and does not share any G 1 or G 2 vertices with any other c 4 s on the k-path; see Figure 2 for a sample chain configuration. Note that a chain configuration imposes a certain order of the involved c 4 s.
Lemma 2.
Given nonconflicting c 4 s 1 and 3 that do not share a vertex or an edge in C U , let 2 denote a third c 4 conflicting both. The c 4 s 1, 2, 3 must be in chain configuration where 2 is in the middle in any left to right order.
Proof. If the conflict configuration of 1 and 2 were of Type2 or Type3, the c 4 3 could conflict with the c 4 2, only if it shared a vertex in C U (more specifically a vertex from G 1 , since m 2 = 1) with the c 4 corresponding to 1, which is not possible. It follows that the only feasible configuration for the c 4 s corresponding to 1 and 2 is of Type1. Applying the same reasoning to the conflict between 2 and 3 it follows that all three must be in chain configuration where 2 is in the middle of the chain in any left to right order. 2
A weakly triangulated graph contains neither a C k nor C k , for k ≥ 5.
Theorem 3. If G 1 is acyclic and m 2 = 1 then C is weakly triangulated.
Proof. We first show that C k , is not an induced subgraph of any conflict graph This implies there cannot be a conflict between 1 and k. To prove that C k is not an induced subgraph in any conflict graph, we first note that since C 5 is isomorphic to C 5 , C 5 cannot be an induced subgraph of any conflict graph. For k > 5, we employ proof by contradiction. Suppose C k , with k > 5 is an induced subgraph of C. Consider the path (k
This is an induced 4-path in C k . By Lemma 1, the c 4 s corresponding to the vertices k and k − 1 of the induced C k do not share a vertex or an edge in C U . By definition of C k they do not conflict. Since c 4 corresponding to vertex 2 of the induced C k conflicts with both (k − 1) and k, by Lemma 2, the c 4 s (k − 1), 2, and k must be in chain configuration in that order. By the same reasoning c 4 s (k − 1), 3, and k must be in chain configuration again in the same order. However this is only possible if the c 4 s 2 and 3 are identical. 2
The above theorem in connection with the "strong perfect graph theorem" of [6] implies that the conflict graphs under the considered setting are perfect. It is known that the maximum independent set problem is polynomial-time solvable for perfect graphs [13] , which gives rise to a polynomial-time algorithm for the constrained alignment problem under this setting. Note that the instance of the problem under consideration has already been shown to be polynomial-time solvable via dynamic programming, when G 1 and G 2 are directed graphs; see Supplementary Document in [1] . The same result can be extended to undirected graphs as well. Although, the discussion of this subsection achieves the same result, it has an extra significance, since it provides certain structural properties of conflict graphs and provides an alternative proof.
Constrained Alignments For the Case m 1 = 2
In this subsection we do not assume any restrictions on the input graphs G 1 , G 2 but impose further restrictions on m 1 . It is shown that the problem is APX-hard even for the case where m 1 = 2 and both G 1 , G 2 are bipartite [10] .
We present graph theoretic properties of conflict graphs applying to the case where m 1 = 2. In addition to providing valuable information regarding structural properties of conflict graphs, they also provide the basis for the polynomial-time approximation algorithm presented in Corollary 8.
There can be at most one c 4 that conflicts v with a conflicting configuration of Type2.
Proof. Let c 4 (x) = abef be a c 4 with a Type2 conflict with v and for the sake of contradiction assume that c 4 (y) = abrs is another c 4 with a Type2 conflict with v. We know from the definition of Type2 conflicting configuration and Fact 1 that c, d, e, f are pairwise distinct. Similarly, c, d, r, s are also pairwise distinct. Since m 1 = 2, it must be that r = e and s = f which is a contradiction since x, y are two distinct c 4 s.
There can be at most one c 4 that conflicts v with a conflicting configuration of Type3a and at most one c 4 that conflicts v with a conflicting configuration of Type3b.
Proof. Let c 4 (x) = abce be a c 4 with a Type3a conflict with v. By definition of a Type3a conflicting configuration, it must be that d = e. For the sake of contradiction assume that c 4 (y) = abcf is a c 4 , distinct from x, that also has a Type3a conflict with v. Since m 1 = 2, it must be that e = f which is a contradiction since x, y are two distinct c 4 s. Similar argument holds for conflicts of Type3b. 2 
Proof. The uniqueness is a direct result of Facts 2 and 3. The fact that any pair of c 4 s conflicting v with a Type2, Type3a, and Type3b must themselves conflict follows from the definitions of these conflicting configurations. 1. Any c 4 that conflicts v with a conflicting configuration of Type1a (Type1b) conflicts with at most one c 4 that is in a conflicting configuration of Type1a (Type1b) with v. 2. Any c 4 that conflicts v with a conflicting configuration of Type1a (Type1b) conflicts with at most one c 4 that is in a conflicting configuration of Type1b (Type1a) with v.
3. Any c 4 that conflicts v with a conflicting configuration of Type1 does not conflict with a c 4 that is in a conflicting configuration of Type2 with v. 4. Any c 4 that conflicts v with a conflicting configuration of Type3a (Type3b) conflicts with every c 4 that is in a conflicting configuration of Type1b (Type1a) with v. 5. Any c 4 that conflicts v with a conflicting configuration of Type3a (Type3b) does not conflict with a c 4 that is in a conflicting configuration of Type1a (Type1b) with v. 6. There exist no three pairwise conflicting c 4 s each of which is in a conflicting configuration of Type1 with v. 7. For k ≥ 4, there exists no induced path P k in C with vertices corresponding to c 4 s each of which is in a conflicting configuration of Type1 with v.
Proof. The proofs for Cases 1 and 2 consider Type1a conflicts. Analogous arguments apply to Type1b conflicts as well and therefore are omitted. Similarly the proofs for Cases 4 and 5 consider Type3a conflicts and analogous arguments apply to Type3b conflicts. 1. Let c 4 (x) = apef be a c 4 with a Type1a conflict with v. By definition of Type1a conflicting configuration and the degree constraint m 1 , any other c 4 with a Type1a conflict with v must contain the edge af . It implies that any such c 4 either does not conflict c 4 (x) or it is in a Type3 conflict with it. Thus by the degree constraint m 1 there can be only one such c 4 , which is of the form c 4 (x ) = ape f , for e = e .
2. Let c 4 (x) = apef be a c 4 with a Type1a conflict with v and c 4 (y) = bqzt be a c 4 with a Type1b conflict with v. If p = q, then by Fact 1 {e, f, t, z} are pairwise distinct and x, y do not conflict. Thus we can safely assume that c 4 (y) = bpzt. By Fact 1, t = e and t = f . Again by Fact 1 z = f , since q = a. Finally, z = e, since otherwise x, y cannot conflict. This implies that {e, f, t, z} are pairwise distinct. Now assume c 4 (y ) = bpz t is another c 4 conflicting x and has a Type1b conflict with v. The arguments regarding y apply to y as well and {e, f, t , z } are pairwise distinct. By the degree constraint m 1 on b, p it must be that z = z and t = t. Thus the c 4 s y, y are not distinct.
3. Without loss of generality let the Type1 conflicting configuration be of Type1a and let c 4 (x) = apef be the c 4 giving rise to the conflict. Let c 4 (y) = abzt conflict v with a Type2 conflicting configuration. Due to the degree constraint m 1 on a, it must be that t = f . By Fact 1 z = e which implies that the c 4 s x and y do not conflict.
4. Let c 4 (z) = abce be a c 4 with a Type3a conflict with v and c 4 (y) = bqzt be any c 4 with a Type1b conflict with v. By definition of Type1b conflicting configuration c = t. It implies that the c 4 z conflicts with any such c 4 y.
5. Let c 4 (z) = abce be a c 4 with a Type3a conflict with v and c 4 (y) = aqzt be any c 4 with a Type1a conflict with v. By the degree constraint m 1 on a and the fact that v and y are in a conflicting configuration of Type1a, it must be that e = t. Employing the definition of Type1a conflicting configuration existing between v and y it must be that q, z / ∈ {b, c}. This further implies that c 4 s z and y do not conflict. Note that W 4 can still exist in C; see Figure 3 for a sample construction. We recall that a fan graph F n consists of a path P n with n vertices and a new vertex v that is adjacent to all the vertices of P n .
This is a direct consequence of
Cases 1 and 2. 7. It suffices to prove the statement for only k = 4. By Cases 1 and 2, an induced P 4 in C can be in one of three configurations, x−x −y −y , x−y −y −x, or y − x − x − y , where x, x are vertices corresponding to c 4 s with Type1a conflicts with v and y, y are those corresponding to c 4 s with Type1b conflicts with v. Since the definitions of Type1a and Type1b conflicts are symmetrical, without loss of generality we prove the statement only for the first configuration. Let c 4 (x) = apef . By the arguments employed in the proofs of Case 1 and 2 it should be that c 4 (x ) = ape f, c 4 (y) = bpzt, and c 4 (y ) = bpz t. By the degree constraint m 1 on p, z and z must be in {e, e } and c 4 (y) = bpet, c 4 (y ) = bpe t. However these c 4 s form an induced cycle C 4 not an induced P 4 , a contradiction.
Corollary 7.
If m 1 = 2 and m 2 = 1, F t , t ≥ 8 is not an induced subgraph of C.
Proof. We consider the induced subgraph P t consisting of neighbors of v in F t and examine the maximum possible value of t. If P t includes a vertex x corresponding to a c 4 that conflicts v with a conflicting configuration of Type2, by Fact 2 there can be only one such vertex in P t . The neighbors of x in P t must correspond to c 4 s conflicting v with configurations of Type3a or Type3b by Proposition 5.3. By Facts 3 and 4 only one such neighbor is possible. Furthermore by Facts 3 and 4 there cannot exist any other vertex in P t that corresponds to a c 4 conflicting v with a configuration of Type3a or 3b. Thus considering x, its neighbor of Type3a or 3b, and the maximum number of vertices conflicting v with Type1 configurations, which is 3 by Proposition 5.7, we have t ≤ 5. Now consider the case where no such x is in P t . Let y correspond to a c 4 conflicting v with a Type3a configuration and let z correspond to a c 4 conflicting v with a Type3b configuration. Assume P t includes both x and y. By Fact 3 no other vertex corresponding to a c 4 conflicting v with a Type3 configuration can be in P t . By the definition of the conflicting configurations Type3a and 3b, y, z must be neighbors in P t . By Proposition 5.4 and 5.5 P t can then include at most one vertex corresponding to a c 4 conflicting v with a Type1a configuration and at most one with a Type1b configuration. In this case t ≤ 4 . Now without loss of generality let y ∈ P t , z / ∈ P t . If y has degree 1 in P t , by Proposition 5.7, t ≤ 4, otherwise t ≤ 7. Thus F t , t ≥ 8 is not an induced subgraph of C. 2
Corollary 8. For a given constrained alignment instance ≺G 1 , G 2 , S , with m 1 = 2 and m 2 = 1, let ∆(C) denote the maximum degree of the conflict graph C. We can find a legal alignment with at least (∆(C) − 2)/2 conserved edges in polynomial time.
Proof. Let v be a vertex of C with maximum degree. We note that by Facts 2 and 3 there can be at most one c 4 conflicting v with a configuration of Type2, at most one with Type3a, and at most one with Type3b. We consider only those c 4 s that conflict v with a configuration of Type1. We classify the maximal connected subgraphs of C that the c 4 s conflicting v with Type1 configuration can induce. For a given conflict graph C, let N k denote each such class with induced subgraphs of k vertices corresponding to c 4 s conflicting v with Type1 configuration. By Proposition 5.1 and 5.2, the degree of each such vertex in the defined induced subgraph can be at most 2. Therefore every N k includes induced P k s or C k s. By Proposition 5.7 induced P 4 s are forbidden in the defined subgraphs, which implies that N k is empty for k ≥ 5. N 1 , N 2 trivially consist of P 1 , P 2 respectively. N 3 cannot contain C 3 . This is due to the fact that with three vertices at least two are of the same subclass of Type1 (Type1a or 
Constrained Alignments for Any Constant m 1
We generalize the results of the previous subsection by providing further structural properties of conflict graphs for the more general case where m 1 can be any positive integer constant. Similar to the results of the previous subsection, we then employ these properties to provide suitable polynomial-time approximation algorithms for the constrained alignment problem in Corollaries 13, 14, and 16. We first present our result analogous to Theorem 6 of the previous subsection. Proof. Let x−w−y−z be an induced P 4 of C and let c 4 (x) = abcd. Assume for the sake of contradiction a ∈ G 1 is a vertex common to all the c 4 s. The c 4 s, c 4 (y) and c 4 (z) must both include the edge ad, since otherwise each would conflict with c 4 (x). Similarly, c 4 (w) must also include the edge ad, since otherwise c 4 (w) and c 4 (z) would conflict. This implies that all c 4 s include the edge ad and thus any conflict between any pair can only be of Type3 which further implies that all the c 4 s must include b. By Fact 6, this implies a conflict between c 4 (x) and c 4 (y) which is not possible in the induced P 4 .
Proof. Assume for the sake of contradiction an induced W k exists and let c 4 (v) = abcd be the center vertex. Let x 1 − x 2 . . . x k − x 1 be the induced C k of the wheel W k in the conflict graph. By Fact 5 every x i , 1 ≤ i ≤ k must include at least one of a or b in their corresponding c 4 s. By Lemma 9, it is not possible for all of them to share a, nor can they all share b. This implies that there must exist a pair of conflicting c 4 s such that their corresponding vertices are neighbors in C k , one including a and the other including b. Without loss of generality, let the former be c(x 1 ) = aklm and the latter be c(x k ) = bpqr. The proof is based on possible configurations of the c 4 s x 3 , x 4 , x 5 . We note that for any 3 ≤ j ≤ 5, if x j includes a it must include the edge am and if it includes b it must include the edge br. This is due to the fact that any x j must include a or b, and must not conflict with x 1 or x k . Furthermore for any 3 ≤ j ≤ 5, x j cannot include both a and b. If it were to include them both, x j would be abrm and any c 4 conflicting with abrm would have to include the edge am , m = m or the edge br , r = r. However in such a case x j could not conflict with any x j , for 3 ≤ j ≤ 5 and j = j. Yet another fact that arises from the above properties is that all c 4 s x 3 , x 4 , x 5 must share a vertex x ∈ V 1 other than a, b. This holds since a, b cannot coexist in any of these c 4 s and x 4 conflicts with both x 3 and x 5 , therefore all three include a vertex x = a, b. Below we handle all possible configurations of the c 4 s x 3 , x 4 , x 5 in three cases, in each of which there will arise a conflict between two c 4 s which must not exist leading to a contradiction.
Case-1: Suppose now, x 3 and x 5 share the same edge am or br. Since all three c 4 s share x in addition to a or b, by Fact 6 x 3 and x 5 conflict.
Case-2: Secondly, suppose x 4 and x 5 share the same edge am or br which does not exist in x 3 . Without loss of generality let x 3 include the edge am and x 4 , x 5 include the edge br. In this case, if x 6 includes a it must include the edge am and if it includes b it must include the edge br. This is due to the fact that x 6 must include a or b, and must not conflict with x 3 or x 4 . Since x 6 must conflict with x 5 , this further implies that x 6 must include the same vertex x shared by all c 4 s x 3 , x 4 , x 5 . But then by Fact 6 x 6 conflicts with x 3 or x 4 .
Case-3: Suppose finally, x 3 and x 4 share the same edge am or br which does not exist in x 5 . The proof is very similar to that of Case-2. Without loss of generality let x 5 include the edge br and x 3 , x 4 include the edge am. In this case, if x 2 includes a it must include the edge am and if it includes b it must include the edge br. This is due to the fact that x 2 must include a or b, and must not conflict with x 4 or x 5 . Since x 2 must conflict with x 3 , this further implies that x 2 must include the same vertex x shared by all c 4 s x 3 , x 4 , x 5 . But then by Fact 6 x 2 conflicts with x 4 or x 5 .
Note that Theorem 6 of the previous subsection shows that a W k , for k ≥ 5, cannot be included in a conflict graph when m 1 = 2. Although the above theorem shows for any positive integer constant m 1 , that the same holds for W k , for all k ≥ 7, it is still possible to have a W 5 and W 6 in a conflict graph for Next we present our results regarding the existence of cliques as subgraphs of conflict graphs for any m 1 . Assume that there is a clique K t in C and let a corresponding c 4 of a vertex from this K t be c 4 (x) = abcd. We partition all the corresponding c 4 s in K t into three disjoint reference sets with respect to the reference c 4 (x). Let S 1 , S 2 consist of all the c 4 s respectively conflicting c 4 (x) with a Type1a and Type1b configuration. Let S 3 be the set of all c 4 s with Type2 or Type3 conflicts with c 4 (x) and c 4 (x) itself.
Lemma 11. Any pair of c 4 s from different reference sets do not share a similarity edge.
Proof. Note that since the pair of c 4 s are part of the same clique K t , they should conflict by sharing at least one vertex from G 1 . We consider two cases. For the first case assume one of the c 4 s is in S 1 or S 2 , and the other is in S 3 . Without loss of generality assume the former c 4 is in S 1 including vertices x and a from G 1 , where x = b. Since the latter c 4 from S 3 includes both a, b from G 1 , the pair of c 4 s can only share the vertex a from G 1 giving rise to a Type1 conflict between them. For the second case assume one of the c 4 s is in S 1 and the other is in S 2 . In this case the former must have a Type1a conflict whereas the latter must have a Type1b conflict with the reference c 4 (x) = abcd. Since a = b the c 4 s from S 1 and S 2 can only share one vertex from G 1 , thus giving rise to a Type1 conflict between the pair. In both cases we show that both c 4 s are in Type1 conflict with each other. The fact that any pair of c 4 s with Type1 conflict do not share a similarity edge completes the proof. Proof. We consider two cases. Case-1: We first handle the case where at least one of S 1 , S 2 is empty. Assume without loss of generality S 1 is empty. Let p be the number of similarity edges incident on b in the c 4 s of S 3 . Since each pair of similarity edges, one incident on a and one incident on b, gives rise to at most one c 4 , the number of c 4 s in S 3 is at most m 1 p. By Lemma 11, c 4 s in S 3 cannot share an edge from S with the c 4 s in S 2 . This implies that the number of similarity edges incident 2
is possible in a conflict graph C for any positive integer m 1 . Indeed Case-1 of the above proof provides an actual construction method; see Figure 5 .
One of the classical approximation results for the maximum independent set problem based on Ramsey theory is due by Boppana and Halldórsson [5] . It is shown that for a given undirected graph with n vertices and m edges, an independent set I and a clique C can be found in time O(n + m), where |I||C| ≥ 1 4 log 2 n. Combining this result with Theorem 12, we arrive at the following corollary.
Corollary 13. For a given constrained alignment instance ≺G 1 , G 2 , S , with m 1 any positive integer constant and m 2 = 1, let V C denote the vertex set of the conflict graph C. We can find an alignment with at least
conserved edges in polynomial time.
Note that under the setting of m 2 = 1, the size of V C is bounded by |E 2 |. It is shown that the maximum independent set problem is fixed-parameter tractable, parameterized by the size of the output, in the class of K r -free graphs for constant integer r [15, 7] . Combining this result with Theorem 12, leads to the following corollary: Corollary 14. The constrained alignment problem is fixed-parameter tractable when m 1 is any fixed positive integer constant and m 2 = 1.
Note that the analogous result by Fertin et al. is more restrictive since it applies only to the bounded degree graphs [10] .
We next present our results that characterize the conflict graphs that do not contain certain claws as induced subgraphs. A d-claw is an induced subgraph of an undirected graph, that consists of an independent set of d vertices, called talons, and the center vertex that is adjacent to all vertices in this set. Let ∆ min = min(∆ 1 , ∆ 2 ), where ∆ 1 , ∆ 2 indicates the maximum degree of any vertex in G 1 and G 2 respectively. Proof. Let abcd be the corresponding c 4 of the center vertex of a claw. Let abkl be a talon that has a Type2 or Type3 conflict with abcd. Since any other talon with a Type2 or Type3 conflict with abcd would also have to share the vertices a, b, by Fact 6 it would conflict with abkl, which is not possible. Thus the total number of talons that create a Type2 or a Type3 conflict with abcd is at most 1. With regards to the number of talons with a Type1 conflict with abcd, we first count the maximum number of Type1a conflicts possible. Let apqr be a talon with a Type1a conflict with abcd. Any talon with a Type1a conflict with abcd must share the edge ar, since otherwise it would conflict with apqr. Any G 1 edge incident on vertex a can belong only to a single c 4 since otherwise by Fact 6 there would be a conflict between a pair of c 4 s corresponding to talons. In addition, since m 2 = 1, every G 2 edge can belong only to a single c 4 . Thus the number of talons with Type1a conflicts is bounded by ∆ min . Same holds for Type1b conflicts giving rise to at most (2∆ min + 1) talons that are independent.
The above theorem in conjuction with the result of [4] which states that a d/2 approximation for maximum independent sets can be found in polynomialtime for d−claw free graphs gives rise to a polynomial-time approximation for the constrained alignment problem.
Corollary 16. If m 2 = 1, the constrained alignment problem can be (∆ min + 1)− approximated in polynomial time.
We note that the approximation ratio above is better than that of Fertin et al.; 2 3∆(G 1 )/5 for even ∆(G 1 ) and 2 (3∆(G 1 ) + 2)/5 for odd ∆(G 1 ) [10] . Their solution only provides a ratio of ∆(G 1 ) + 1, assuming the linear arboricity conjecture is true.
2.4. Constrained Alignments for Any Constants m 1 , m 2 Our final result relates the degrees of the input graphs and m 1 , m 2 to the degree of the conflict graph. Note that that this setting is more general than the previous ones, since both m 1 and m 2 can be any positive integer constant. This generalizes the degree bound provided in [10] as their result applies only to the case where m 2 = 1. The proof is an extension of Lemma 17 of [10] .
Lemma 17. The degree of C is bounded by
Proof. Let c 4 (x) = abcd be a c 4 corresponding to a vertex in the conflict graph C. Denote the set of vertices adjacent to c 4 (x) in C with S 4 ∪ S 5 . The first set S 4 is the set of vertices that are in conflict with c 4 (x) and that include ad or bc, and S 5 consists of the rest of the vertices conflicting with c 4 (x). It is clear that, if a c 4 from S 4 shares the edge ad(bc) with c 4 (x), it must also include either b(a) or c(d) in order to create a conflict with c 4 (x). In any case, since the total number of valid similarity edges (edges that can create the conflict with c 4 (x)) incident on b and c (a and d) is bounded by m 1 + m 2 − 2, this implies that S 4 is upperbounded by 2m 1 + 2m 2 − 4. For the second set S 5 , we first note that a pair of similarity edges can create only one c 4 . This implies that any edge in G 1 different from ab can be part of at most m A polynomial time algorithm guaranteeing the ratio O(∆ log log ∆/ log ∆) for the maximum independent set is given in [14] . Here ∆ denotes the maximum degree of the input graph. Combining their result with the above lemma we achieve an approximation algorithm for the constrained alignment problem in the most general setting where m 1 , m 2 can be any positive integer constant.
Corollary 18. For any positive constant m 1 , m 2 , the constrained alignment problem can be approximated in polynomial time with an approximation ratio of O((∆ 1 + ∆ 2 ) log log(∆ 1 + ∆ 2 )/ log(∆ 1 + ∆ 2 )).
It is known that by bounded search techniques [8] , it is possible to find an independent set of size k in a graph G in O(n(∆(G) + 1) k ) time, or return that no such subset exists. Fertin et al. [10] employ this result to show that the constrained alignment in the case of m 2 = 1 is fixed-parameter tractable for bounded degree graphs. We can now employ the same result in conjunction with Lemma 17 and improve upon the result of [10] with the following corollary.
Corollary 19. Provided that G 1 and G 2 are bounded degree graphs, for any positive constants m 1 , m 2 , the constrained alignment problem is fixed-parameter tractable for parameter k and solvable in O(min(|E 1 |, |E 2 |)(D+1) k ) time, where k is the number of final conserved edges and D = O(∆ 1 + ∆ 2 ).
Conclusion
We considered the constrained alignment of a pair of input graphs. We heavily investigate the combinatorial properties of a conflict graph which was introduced in [10] but not studied in detail as far as graph theoretical properties are concerned. Several structural properties of conflict graphs that we extracted lead to a polynomial-time solution in a restricted case, polynomial-time approximations, and fixed-parameter tractability results in more general settings. We note that all results apply to the case where m 2 = 1, that is each G 2 -vertex can be mapped to a single G 1 -vertex, except for the fixed-parameter tractability result on bounded degree graphs which applies to the most general setting of any constant m 1 , m 2 . The rest of the presented results do not readily generalize to the case where m 2 > 1. This is mainly due to the fact that the number of conflicting configurations of a pair of c 4 s jump from three to ten. Future work includes an investigation of analogous results for the case m 2 > 1.
