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ABSTRACT
Fairness-aware learning is increasingly important in data mining.
Discrimination prevention aims to prevent discrimination in the
training data before it is used to conduct predictive analysis. In
this paper, we focus on fair data generation that ensures the gener-
ated data is discrimination free. Inspired by generative adversarial
networks (GAN), we present fairness-aware generative adversarial
networks, called FairGAN, which are able to learn a generator pro-
ducing fair data and also preserving good data utility. Compared
with the naive fair data generationmodels, FairGAN further ensures
the classifiers which are trained on generated data can achieve fair
classification on real data. Experiments on a real dataset show the
effectiveness of FairGAN.
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1 INTRODUCTION
Discrimination refers to unjustified distinctions in decisions against
individuals based on their membership in a certain group. Currently,
many organizations or institutes adopt machine learning models
trained on historical data to automatically make decisions, includ-
ing hiring, lending and policing [12]. However, many studies have
shown that machine learning models have biased performance
against the protected group [1–3]. In principle, if a dataset has dis-
crimination against the protected group, the predictive model sim-
ply trained on the dataset will incur discrimination.
Many approaches aim to mitigate discrimination from historical
datasets. A general requirement of modifying datasets is to preserve
the data utility while removing the discrimination. Some methods
mainly modify the labels of the dataset [13, 26]. Some methods
also revise the attributes of data other than the label, such as the
Preferential Sampling [14] and the Disparate Impact Removal [9].
In addition, some methods prevent discrimination by learning fair
representations from a dataset [8, 18, 23].
In this work, instead of removing the discrimination from the
existing dataset, we focus on generating fair data. Generative adver-
sarial networks (GAN) have demonstrated impressive performance
on modeling the real data distribution and generating high quality
synthetic data that are similar to real data [10, 21]. After generating
high quality synthetic data, many approaches adopt the synthetic
dataset to conduct predictive analysis instead of using the real data,
especially when the real data is very limited [5]. However, due
to high similarity between the real data and synthetic data, if the
real data incur discrimination, the synthetic data can also incur
discrimination. The following predictive analysis which is based
on the synthetic data can be subject to discrimination.
Throughout the paper, for ease of representation, we assume that
there is only one protected attribute, which is a binary attribute
associated with the domain values of the unprotected group and
the protected group. We also assume there is one binary decision
attribute associated with the domain values of the positive decision
and the negative decision. Formally, let D = {X,Y,S} be a histor-
ical dataset where X ∈ Rn is the unprotected attributes,Y ∈ {0, 1}
is the decision, and S ∈ {0, 1} is the protected attribute. We aim to
generate a fair dataset Dˆ = {Xˆ, Yˆ, Sˆ}. In principle, the generated
fair data Dˆ should meet following requirements: 1) data utility
which indicates the generated data should preserve the general
relationship between attributes and decision in the real data; 2)
data fairness which indicates there is no discrimination in the
generated data; 3) classification utilitywhich indicates classifiers
trained on the generated data should achieve high accuracy when
deployed for decision prediction of future real data; 4) classifica-
tion fairness which indicates classifiers trained on the generated
data should not incur discrimination when predicting on real data.
To achieve high data utility and classification utility, the gener-
ated data should be close to the real data, i.e., D ≈ Dˆ. To achieve
data fairness and classification fairness, the generated data should
be free from discrimination. In particular, there are two types of dis-
crimination in the literature, disparate treatment and disparate im-
pact. Disparate treatment indicates the discriminatory outcomes
are due to explicitly using the protected attribute to make decisions.
Hence, data fairness can be achieved if the generated decision has
no correlation with the generated protected attribute. Disparate
impact indicates the discriminatory outcomes are not explicitly
from the protected attribute but from the proxy unprotected at-
tributes. Theoretical analysis shows that the disparate impact is
caused by the correlation between the unprotected attributes and
the protected attribute [9]. Hence, to achieve classification fairness,
a certifying framework proposed in [9] indicates that the dataset
adopted to train classifiers should be free from the disparate impact.
It is nontrivial to achieve the four requirements simultaneously.
For example, a naive approach keeps the generated unprotected
attributes and decision close to the real data {Xˆ, Yˆ} = {X,Y}
but randomly sets the protected attribute Sˆ. With this strategy, the
disparate treatment in the dataset Dˆ = {Xˆ, Yˆ, Sˆ} is removed, so the
data fairness can be achieved. However, the classification fairness
on real data cannot be ensured since the classifier may preserve
the potential disparate impact from unprotected attributes. This is
because when Xˆ = X, given the generated unprotected attributes
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Xˆ, their corresponding real protected attributeS is predictable. The
disparate impact is not mitigated from the generated dataset.
We develop fairness-aware generative adversarial networks (Fair-
GAN) for fair data generation. Besides generating synthetic samples
that match the distribution of real data, we also aim to prevent dis-
crimination in the generated dataset. In particular, the generated
data should be free from disparate treatment and disparate impact.
FairGAN consists of one generator and two discriminators. The
generator generates fake samples {Xˆ, Yˆ} conditioned on the pro-
tected attribute S. One discriminator aims to ensure the generated
data {Xˆ, Yˆ, Sˆ} close to the real data {X,Y,S} while the other
discriminator aims to ensure there are no correlation between Xˆ
and Sˆ and no correlation between Yˆ and Sˆ. Note that Sˆ = S since
generator is conditioned on S. Hence, unlike the naive method,
which has Xˆ = X and randomly generates Sˆ, FairGAN generates
revised unprotected attributes Xˆ and decision Yˆ given the pro-
tected attribute Sˆ (S) and achieves Xˆ ⊥ S and Yˆ ⊥ S. Therefore,
the generated data can meet requirements of data fairness and clas-
sification fairness. The experimental results show that FairGAN
can achieve fair data generation with good data utility and free
from disparate impact, so the classifiers trained on the synthetic
datasets can achieve fair classification on the real data with high
accuracy.
2 RELATEDWORK
With the widely adoption of automated decision making systems,
fairness-aware learning or anti-discrimination learning becomes
an increasingly important task. In fairness-aware learning, discrim-
ination prevention aims to remove discrimination by modifying the
biased data and/or the predictive algorithms built on the data. Many
approaches have been proposed for constructing discrimination-
free classifiers, which can be broadly classified into three categories:
the pre-process approaches that modify the training data to re-
move discriminatory effect before conducting predictive analytics
[4, 7, 9, 26], the in-process approaches that enforce fairness to clas-
sifiers by introducing constraints or regularization terms to the
objective functions [16, 22], and the post-process approaches that
directly change the predicted labels [11, 15].
The pre-process approaches that modify the training data are
widely studied. The fundamental assumption of the pre-process
methods is that, once a classifier is trained on a discrimination-free
dataset, the prediction made by the classifier will also be discrim-
ination free [13]. Research in [14] proposed several methods for
modifying data including Massaging, which corrects the labels of
some individuals in the data, Reweighting, which assigns weights
to individuals to balance the data, and Sampling, which changes the
sample sizes of different subgroups to remove the discrimination
in the data. In [9], authors further studied how to remove disparate
impact by modifying the distribution of the unprotected attributes
such that the protected attribute cannot be estimated from the un-
protected attributes. Research in [25] proposed a causal graph based
approach that removes discrimination based on the block set and
ensures that there is no discrimination in any meaningful partition.
For the in-process approaches, some tweak or regularizers are ap-
plied to the classifier to penalize discriminatory prediction during
the training process. In principle, preventing discrimination when
training a classifier consists of balancing two contrasting objectives:
maximizing the accuracy of the extracted predictive model and min-
imizing the number of predictions that are discriminatory. Research
in [7] proposed a predictive model for maximizing utility subject
to the fair constraint that achieves both statistical parity and indi-
vidual fairness, i.e., similar individuals should be treated similarly.
In [11], authors proposed a framework for optimally adjusting any
predictive model so as to remove discrimination.
Recently, several studies have been proposed to remove discrim-
ination through adversarial training. Research in [8] incorporated
an adversarial model to learn a discrimination free representation.
Based on that, research in [1] studies how the choice of data for the
adversarial training affects the fairness. Studies in [19, 24] further
proposed various adversarial objectives to achieve different levels
of group fairness including demographic parity, equalized odds and
equal opportunity. This paper studies how to generate a discrimi-
nation free dataset while still preserving the data generation utility.
Fair data generation is in line with the pre-process approaches.
The classical pre-process methods like Massaging cannot remove
disparate treatment and disparate impact, and the certifying frame-
work, which can remove the disparate impact, can only apply on
numerical attributes. On the contrary, FairGAN can remove the
disparate treatment and disparate impact from both numerical and
categorical data. Meanwhile, compared with the pre-process meth-
ods, FairGAN can generate more data for training predictive models,
especially when the original training data is very limited.
3 PRELIMINARY
3.1 Fairness and Discrimination
In fairness-aware learning, the literature has studied notions of
group fairness on dataset and classification [11, 14].
Definition 1 (Statistical Parity/Fairness in a LabeledDataset). Given
a labeled dataset D, the property of statistical parity or fairness in
the labeled dataset is defined as:
P(y = 1|s = 1) = P(y = 1|s = 0)
The discrimination in a labeled dataset w.r.t the protected at-
tribute S is evaluated by the risk difference: disc(D) = P(y = 1|s =
1) − P(y = 1|s = 0).
Definition 2 (Statistical Parity/Fairness in a Classifier). Given a
labeled dataset D and a classifier η : X → Y, the property of
statistical parity or fairness in a classifier is defined as:
P(η(x) = 1|s = 1) = P(η(x) = 1|s = 0)
We can then derive the discrimination in a classifier in terms of
risk difference as disc(η) = P(η(x) = 1|s = 1) − P(η(x) = 1|s = 0).
The classification fairness on a dataset is achieved if both the
disparate treatment and disparate impact are removed from the data.
To remove the disparate treatment, the classifier cannot use the
protected attribute to make decisions. As for the disparate impact,
research in [9] proposed the concept of ϵ-fairness to examine the
potential disparate impact.
Definition 3 (ϵ-fairness [9]). A labeled dataset D = (X,Y,S) is
said to be ϵ-fair if for any classification algorithm f : X → S
BER(f (X),S) > ϵ
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Figure 1: Illustration of generative adversarial networks
with empirical probabilities estimated from D, where BER (bal-
anced error rate) is defined as
BER(f (X),S) = P[f (X) = 0|S = 1] + P[f (X) = 1|S = 0]2 .
BER indicates the average class-conditioned error of f on distribu-
tion D over the pair (X,S).
The ϵ-fairness quantifies the fairness of data through the error
rate of predicting the protected attribute S given the unprotected
attributes X. If the error rate is low, it means S is predictable by X.
In the fair data generation scenario, for a classifier trained on the
synthetic dataset and tested on the real dataset, the classification
fairness is achieved if disparate impact in terms of the real protected
attribute is removed from the synthetic dataset, i.e. Xˆ ⊥ S.
3.2 Generative Adversarial Network
Generative adversarial nets (GAN) are generative models that con-
sist of two components: a generator G and a discriminator D. Typi-
cally, both G and D are multilayer neural networks. G(z) generates
fake samples from a prior distribution Pz on a noise variable z and
learns a generative distribution PG to match the real data distribu-
tion Pdata. The discriminative component D is a binary classifier
that predicts whether an input is real data x or fake data generated
from G(z). The objective function of D is defined as:
max
D
Ex∼Pdata [logD(x)] + Ez∼Pz [log(1 − D(G(z)))], (1)
where D(·) outputs the probability that · is from the real data rather
than the generated fake data. In order to make the generative dis-
tribution PG close to the real data distribution Pdata,G is trained by
fooling the discriminator unable to distinguish the generated data
from the real data. Thus, the objective function of G is defined as:
min
G
Ez∼Pz [log(1 − D(G(z)))]. (2)
Minimization of Equation 2 ensures that the discriminator is fooled
by G(z) and D predicts high probability that G(z) is real data.
Overall, GAN is formalized as a minimax gamemin
G
max
D
V (G,D)
with the value function:
V (G,D) = Ex∼Pdata [logD(x)] + Ez∼Pz [log(1 − D(G(z)))]. (3)
Figure 1 illustrates the structure of GAN. Theoretical analy-
sis shows that GAN aims to minimize the Jensen-Shannon diver-
gence (JSD) between Pdata and PG [10]. Minimization of the JSD is
achieved when PG = Pdata.
GAN for discrete data generation. The generator of a regular
GAN cannot generate discrete samples because G is trained by
the loss from D via backpropagation [10]. In order to tackle this
limitation, medGAN incorporates an autoencodermodel in a regular
GAN model to generate high-dimensional discrete variables [5].
Figure 2: The Structure of FairGAN
Autoencoder is a feedforward neural network used for unsuper-
vised learning. A basic autoencoder consists of an encoder Enc and
a decoder Dec . Both the encoder and decoder are multilayer neural
networks. Given an input x ∈ Rn , the encoder computes the hidden
representation of an input Enc(x) ∈ Rh , and the decoder computes
the reconstructed input Dec(Enc(x)) ∈ Rn based on the hidden rep-
resentation. To train the autoencoder model, the objective function
of the autoencoder is to make the reconstructed input close to the
original input:
LAE = | |x′ − x| |22 , (4)
where x′ = Dec(Enc(x)). Because the hidden representation can
be used to reconstruct the original input, it captures the salient
information of the input.
To generate the dataset which contains discrete attributes, the
generatorGDec in medGAN consists of two components, the gener-
atorG and the decoder Dec . The generatorG is trained to generate
the salient representations. The decoder Dec from autoencoder
seeks to construct the synthetic data from the salient represen-
tations Dec(G(z)). Hence, the generator of medGAN GDec (z) is
defined as:
GDec (z) = Dec(G(z)),
where z is a noise variable. The discriminator D aims to distinguish
whether the input is from real data or Dec(G(z)). With playing the
adversarial game with D, the gradient backpropagates from D to
the decoder Dec and further to the generator G in an end-to-end
manner. Hence, the generator GDec can be viewed as a regular
generator G with extra hidden layers that maps continuous salient
representations to discrete samples.
4 FAIRGAN
4.1 Problem Statement
Given a dataset {X,Y,S} ∼ Pdata, FairGAN aims to generate a fair
dataset {Xˆ, Yˆ, Sˆ} ∼ PG which achieves the statistical parity w.r.t
the protected attribute Sˆ, i.e., P(yˆ = 1|sˆ = 1) = P(yˆ = 1|sˆ = 0).
Meanwhile, our goal is to ensure that given a generated dataset
{Xˆ, Yˆ} as training samples, a classification model seeks an accurate
function η : Xˆ → Yˆ while satisfying fair classification with respect
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to the protected attribute on the real dataset, i.e., P(η(x) = 1|s =
1) = P(η(x = 1)|s = 0).
4.2 Model
FairGAN consists of one generator GDec and two discriminators
D1 and D2. We adopt the revised generator from medGAN [5] to
generate both discrete and continuous data. Figure 2 shows the
structure of FairGAN. In FairGAN, every generated sample has a
corresponding value of the protected attribute s ∼ Pdata(s). The
generator GDec generates a fake pair (xˆ, yˆ) following the condi-
tional distribution PG (x,y |s). The fake pair (xˆ, yˆ) is generated by a
noise variable z given the protected attribute s , namely,
xˆ, yˆ = GDec (z, s), z ∼ Pz(z), (5)
where Pz(z) is a prior distribution. Hence, the generated fake sample
(xˆ, yˆ, sˆ) is from the joint distribution PG (x,y, s) = PG (x,y |s)PG (s),
where PG (s) = Pdata(s). The discriminator D1 is trained to distin-
guish between the real data from Pdata(x,y, s) and the generated
fake data from PG (x,y, s).
Meanwhile, in order to make the generated dataset achieve fair-
ness, a constraint is applied to the generated samples, which aims
to keep PG (x,y |s = 1) = PG (x,y |s = 0). Therefore, another discrim-
inator D2 is incorporated into the FairGAN model and trained to
distinguish the two categories of generated samples, PG (x,y |s = 1)
and PG (x,y |s = 0).
The value function of the minimax game is described as:
min
GDec
max
D1,D2
V (GDec ,D1,D2) = V1(GDec ,D1)+λV2(GDec ,D2), (6)
where
V1(GDec ,D1)
= Es∼Pdata(s),(x,y)∼Pdata(x,y |s)[logD1(x,y, s)]
+ Esˆ∼PG (s),(xˆ,yˆ)∼PG (x,y |s)[log(1 − D1(xˆ, yˆ, sˆ))],
(7)
V2(GDec ,D2) = E(xˆ,yˆ)∼PG (x,y |s=1)[logD2(xˆ, yˆ)]
+ E(xˆ,yˆ)∼PG (x,y |s=0)[log(1 − D2(xˆ, yˆ))],
(8)
λ is a hyperparameter that specifies a trade off between utility and
fairness of data generation.
The first value functionV1 is similar to a conditional GAN model
[20], where the generator G seeks to learn the joint distribution
PG (x,y, s) over real data Pdata(x,y, s) by first drawing sˆ from PG (s)
and then drawing {xˆ, yˆ} from PG (x,y |s) given a noise variable.
Note that in the generated sample {xˆ, yˆ, sˆ}, the protected attribute
sˆ = s due to the generator conditioning on s to generate {xˆ, yˆ}.
The second value function V2 aims to make the generated samples
not encode any information supporting to predict the value of
protected attribute s . Therefore, D2 is trained to correctly predict
s given a generated sample while the generator G aims to fool
the discriminator D2. Once the generated sample {xˆ, yˆ} cannot be
used to predict the protected attribute sˆ (s), the correlation between
{xˆ, yˆ} and s is removed, i.e., {xˆ, yˆ} ⊥ s . FairGAN can ensure that
the generated samples do not have the disparate impact.
For the decoder Dec to convert the representations to data sam-
ples, FairGAN first pre-trains the autoencoder model. The decoder
then can generate samples given the representation from G(z, s).
Meanwhile, since the autoencoder is pre-trained by the original
dataset that may contain discrimination information, we further
fine-tune the decoder Dec to remove the discrimination informa-
tion when optimizing the generator G. The procedure of training
FairGAN is shown in Algorithm 1, where θae , θd1 , θd2 and θд are
trainable parameters in autoencoder, D1, D2 andGDec respectively.
FairGAN first pretrains the autoencoder (from Line 1 to 4). For train-
ing the generator GDec and discriminators D1 and D2, FairGAN
first samples a batch of real data and a batch of fake data to train
GDec and D1 (from Line 6 to 9) and then applies the fair constraint
to train GDec and D2 (from Line 10 to 12).
Algorithm 1 Minibatch stochastic gradient descent training of
FairGAN.
1: for number of pre-training iterations do
2: Sample a batch ofm examples (x,y, s) ∼ Pdata(x,y, s)
3: Update Autoencoder by descending its stochastic gradient:
∇θae
1
m
m∑
i=1
| |x′ − x| |22
4: end for
5: for number of training iterations do
6: Sample a batch ofm examples (x,y, s) ∼ Pdata(x,y, s)
7: Sample a batch ofm examples (xˆ, yˆ, sˆ) ∼ PG (x,y, s) from
generator GDec (z, s) by first drawing s ∼ PG (s) and noise sam-
ples z ∼ Pz(z)
8: Update D1 by ascending its stochastic gradient:
∇θd1
1
m
m∑
i=1
[
logD1(x,y, s) + log(1 − D1(xˆ, yˆ, sˆ))
]
9: Update GDec by descending along its stochastic gradient:
∇θд
1
m
m∑
i=1
log(1 − D1(xˆ, yˆ, sˆ))
10: Sample a batch ofm examples (xˆ, yˆ |sˆ = 1) ∼ PG (x,y |s =
1) and sample another batch of m examples (xˆ, yˆ |sˆ = 0) ∼
PG (x,y |s = 0)
11: Update D2 by ascending its stochastic gradient:
∇θd2
1
2m
2m∑
i=1
[
logD2(xˆ, yˆ) + log(1 − D2(xˆ, yˆ))
]
12: Update GDec by descending along its stochastic gradient:
∇θд
1
2m
2m∑
i=1
[
logD2(xˆ, yˆ) + log(1 − D2(xˆ, yˆ))
]
13: end for
4.3 Theoretical analysis
We conduct the similar theoretical analysis as the traditional GAN
model [10]. We first consider the optimal discriminators D1 and D2
for any given generator G.
Proposition 1. ForG fixed, the optimal discriminators D1 and D2
by the value function V (GDec ,D1,D2) are
D∗1(x,y, s) =
Pdata(x,y, s)
Pdata(x,y, s) + PG (x,y, s)
,
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D∗2(x,y) =
PG (x,y |s = 1)
PG (x,y |s = 1) + PG (x,y |s = 0)
Proof. The training criteria for the discriminators D1 and D2,
given any generator GDec , are to maximize V (GDec ,D1,D2):
V (GDec ,D1,D2)
=
∫
x
∫
y
Pdata(x,y, s) logD1(x,y, s) +
∫
x
∫
y
PG (x,y, s) log(1 − D1(x,y, s))
+ λ
∫
x
∫
y
PG (x,y |s = 1) log(D2(x,y)) + λ
∫
x
∫
y
PG (x,y |s = 0) log(1 − D2(x,y))
(9)
Following [10], for any (a,b) ∈ R2 \ {0, 0}, the function y →
a log(y) + b log(1 − y) achieves its maximum in [0, 1] at aa+b . This
concludes the proof. □
Theorem 1. The minimax game of FairGAN can be reformulated
as C(GDec ) = −(2 + λ) log 4 + 2 · JSD(Pdata(x,y, s)| |PG (x,y, s)) +
2λ · JSD(PG (x,y |s = 1)| |PG (x,y |s = 0)), where JSD indicates the
Jensen-Shannon divergence between two distributions. The min-
imum value is −(2 + λ) log 4 + ∆, where ∆ is the minimum value
when the two JSD terms are converged to a global optimal point
due to convexity of JSD.
Proof. Given D∗1 and D
∗
2 , we reformulate Equation 6 as:
C(GDec )
= max
D1,D2
V (GDec ,D1,D2)
= E(x,y,s)∼Pdata(x,y,s)[log
Pdata(x,y, s)
Pdata(x,y, s) + PG (x,y, s)
]
+ E(x,y,s)∼PG (x,y,s)[log
PG (x,y, s)
Pdata(x,y, s) + PG (x,y, s)
]
+ λE(x,y)∼PG (x,y |s=1)[log
PG (x,y |s = 1)
PG (x,y |s = 1) + PG (x,y |s = 0) ]
+ λE(x,y)∼PG (x,y |s=0)[log
PG (x,y |s = 0)
PG (x,y |s = 1) + PG (x,y |s = 0) ]
= −(2 + λ) log 4 + 2 · JSD(Pdata(x,y, s)| |PG (x,y, s))
+ 2λ · JSD(PG (x,y |s = 1)| |PG (x,y |s = 0)),
(10)
While the two pairs of distributions Pdata(x,y, s) = PG (xˆ, yˆ, s) and
PG (xˆ, yˆ |s = 1) = PG (xˆ, yˆ |s = 0) cannot be achieved simultaneously
in Equation 10, the two JSD terms can still be converged to a global
optimal point due to convexity of JSD. Hence, the optimum value
of V (GDec ,D1,D2) = −(2 + λ) log 4 + ∆, where ∆ is the minimum
value when the two JSD terms are converged to a point.
□
4.4 NaïveFairGAN models
In this subsection, we discuss two naive approaches which can
only achieve fair data generation (disparate treatment) but cannot
achieve fair classification (disparate impact).
NaïveFairGAN-I
To mitigate the disparate treatment, a straightforward approach
is to remove S from the dataset. Hence, if a GAN model ensures the
generated samples have the same distribution as the real data with
unprotected attributes and decision, i.e., PG (x,y) = Pdata(x,y), and
randomly assigns the values of protected attribute with only pre-
serving the ratio of protected group to unprotected group the same
as the real data, the completely generated dataset could achieve
the statistical parity in the dataset. Because there is no additional
fair constraint in data generation, the NaïveFairGAN-I model is
a regular GAN model which consists of one generator and one
discriminator. The value function of NaïveFairGAN-I is defined as:
min
GDec
max
D
V (GDec ,D) = Ex,y∼Pdata(x,y)[logD1(x,y)]
+ Exˆ,yˆ∼PG (x,y)[log(1 − D1(xˆ, yˆ))],
In principle, NaïveFairGAN-I achieves the fair data generation
by randomly generating the protected attribute Sˆ. However, due to
the property PG (x) = Pdata(x), the disparate impact caused by the
correlation between generated unprotected attributes Xˆ and the
real protected attribute S is not removed. The classifier trained on
the generated dataset cannot achieve fair prediction when tested
on real data.
NaïveFairGAN-II
We can extend the NaïveFairGAN-I to NaïveFairGAN-II by con-
sidering the protected attribute. NaïveFairGAN-II consists of one
generator and two discriminators. Given the protected attribute S,
the real data can be seen as from two sub-domains, Pdata(x,y |s = 1)
and Pdata(x,y |s = 0). The discriminatorD1 is used to detect whether
a pair of sample (x,y) is from the real data. If the sample is from
the generator, then another discriminator D2 is used to distinguish
whether this sample is from PG (x,y |s = 0) or PG (x,y |s = 1). Hence,
by playing this three-player game with value function shown in
Equation 11, the first discriminator is to ensure the generated sam-
ple be close to the real sample while the second discriminator is to
ensure the demographic parity of the generated data.
min
GDec
max
D1,D2
V (GDec ,D1,D2) = V1(GDec ,D1) +V2(GDec ,D2) (11)
where
V1(GDec ,D1) = E(x,y)∼Pdata(x,y |s=1)[logD1(x,y)]
+ E(x,y)∼Pdata(x,y |s=0)[logD1(x,y)]
+ E(xˆ,yˆ)∼PG (x,y |s=1)[log(1 − D1(xˆ, yˆ))]
+ E(xˆ,yˆ)∼PG (x,y |s=0)[log(1 − D1(xˆ, yˆ))],
V2(GDec ,D2) = E(xˆ,yˆ)∼PG (x,y |s=1)[logD2(xˆ, yˆ)]
+ E(xˆ,yˆ)∼PG (x,y |s=0)[log(1 − D2(xˆ, yˆ))],
Following the similar theoretical analysis as FairGAN, the global
minimum of NaïveFairGAN-II V (GDec ,D1,D2) is achieved if and
only if PG (x,y |s = 1) = PG (x,y |s = 0) =
(
Pdata(x,y |s = 1) +
Pdata(x,y |s = 0)
)/2 with D∗1 = 12 and D∗2 = 12 . At that point,
V (GDec ,D1,D2) achieves the value −4 log 4. The detailed proof
is described in the appendix.
Although NaïveFairGAN-II considers the protected attribute,
it achieves PG (x,y |s = 1) = PG (x,y |s = 0) =
(
Pdata(x,y |s = 1) +
Pdata(x,y |s = 0)
)/2without ensuring PG (x,y |s = 1) = Pdata(x,y |s =
1) or PG (x,y |s = 0) = Pdata(x,y |s = 0). Hence, NaïveFairGAN-II
achieves the fair data generation by randomly shuffling the pro-
tected attribute Sˆ. Similar to the data from NaïveFairGAN-I, the
generated data from NaïveFairGAN-II also incurs disparate impact
because the correlation between generated unprotected attributes
Xˆ and the real protected attribute S is not removed.
FairGAN vs. NaïveFairGAN-I vs. NaïveFairGAN-II
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(a) Toy Dataset (b) NaïveFairGAN-I (c) NaïveFairGAN-II (d) FairGAN
Figure 3: Comparing FairGAN, NaïveFairGAN-I and NaïveFairGAN-II on a toy dataset. (a) shows the distributions Pdata(x)
(black), Pdata(x |s = 1) (green) and Pdata(x |s = 0) (red) of real data; (b), (c) and (d) are distributions PG (x), PG (x |s = 1) and PG (x |s = 0)
of synthetic datasets generated by NaïveFairGAN-I, NaïveFairGAN-II and FairGAN separately.
We compare FairGAN with NaïveFairGAN-I and NaïveFairGAN-
II on a toy dataset which consists of one unprotected attribute x ∈ R
and one protected attribute s ∈ {0, 1}. The toy dataset is drawn from
x ∼ 0.5∗N(1, 0.5)+0.5∗N(3, 0.5), where Pdata(x |s = 1) = N(1, 0.5)
and Pdata(x |s = 0) = N(3, 0.5). Hence, the unprotected attribute x
is strong correlated with the protected attribute s .
We train FairGAN and NaïveFairGAN models to approximate
the distribution of Pdata(x). Figure 3 shows the data probability P(x)
and two conditional probabilities P(x |s = 1) and P(x |s = 0) of the
toy dataset (shown in Figure 3a) and synthetic datasets (Figures 3b
to 3d) from FairGAN and NaïveFairGAN models.
For NaïveFairGAN-I, it is a regular GAN model which aims to
make PG (x) = Pdata(x) while s is independently generated. There-
fore, in this toy example, as shown in Figure 3b, we can observe that
PG (x) is similar to Pdata(x). Meanwhile, because s is independently
assigned instead of generated from the GAN model, PG (x |s = 1)
and PG (x |s = 0) are almost identical to each other, which avoids
disparate treatment. However, due to the high similarity between
PG (x) and Pdata(x), given the generated xˆ and the real s , the poten-
tial disparate impact isn’t mitigated.
For NaïveFairGAN-II, in the ideal situation, it has PG (x |s = 1) =
PG (x |s = 0) =
(
Pdata(x |s = 1) + Pdata(x |s = 0)
)/2. As shown in
Figure 3c, the empirical results are close to the theoretical analysis.
Hence, the generated dataset from NaïveFairGAN-II achieves statis-
tical parity. However, similar to the dataset from NaïveFairGAN-I,
the dataset from NaïveFairGAN-II also has PG (x) = Pdata(x), so the
disparate impact in terms of the real s isn’t mitigated.
For FairGAN, in this toy example, the discriminator D1 in Fair-
GAN aims to ensure PG (x , s) = Pdata(x , s). For s = 1, we have
PG (s = 1)PG (x |s = 1) = Pdata(s = 1)Pdata(x |s = 1). Since PG (s =
1) = Pdata(s = 1), FairGAN ensures PG (x |s = 1) = Pdata(x |s = 1).
Similarly, FairGAN also ensures PG (x |s = 0) = Pdata(x |s = 0).
Hence, D1 in FairGAN makes the two conditional distributions of
synthetic data are close to those of the real data. Meanwhile, the dis-
criminator D2 in FairGAN aims to make PG (x |s = 1) = PG (x |s = 0).
The statistical parity of synthetic data is achieved by making two
conditional distributions close to each other. Figure 3d shows that
PG (x |s = 1) and PG (x |s = 0) are close to Gaussian distributions,
especially compared with the data distributions from two Naïve-
FairGAN models. In addition, the mean values of PG (x |s = 1) and
PG (x |s = 0) are similar, which ensures the real s is unpredictable
given the generated xˆ , i.e., free from disparate impact.
For fair data generation, the statistical parity in datasets can be
achieved by adopting FairGAN and NaïveFairGAN models. For fair
classification on the real data, we should remove both disparate
treatment and disparate impact. The disparate treatment can be
removed by shuffling or removing the protected attribute while the
disparate impact can be removed only when correlations between
unprotected attributes and the protected attribute are removed
by modifying the unprotected attributes [9]. Especially, in data
generation scenario, the generated Xˆ should be unable to predict
the real S. For NaïveFairGAN-I and NaïveFairGAN-II, PG (x) are
close to Pdata(x). The potential disparate impact is still preserved
since Xˆ have correlations with the real S. A classifier trained on
the synthetic dataset from NaïveFairGAN-I or NaïveFairGAN-II
would capture the disparate impact, so the statistical parity in the
classifier cannot be achieved when predicting on the real dataset.
On the contrary, FairGAN revises PG (x) to ensure PG (x |s = 1) =
PG (x |s = 0), and the protected attribute from FairGAN is the same
as the real data, Sˆ = S. Once the correlations between Xˆ and Sˆ
are removed, the correlations between Xˆ and S are also removed.
A classifier trained on the synthetic dataset from FairGAN can
achieve statistical parity when tested on the real dataset.
5 EXPERIMENTS
We evaluate the performance of FairGAN on fair data generation
and fair classification.
5.1 Experimental Setup
Baselines. To evaluate the effectiveness of FairGAN, we com-
pare the performance of FairGAN with the regular GAN model
and two NaïveFairGAN models. GAN aims to generate the syn-
thetic samples that have the same distribution as the real data,
i.e., PG (x,y, s) = Pdata(x,y, s). The regular GAN model cannot
achieve fair data generation. We adopt GAN as a baseline to eval-
uate the utility of data generation. NaïveFairGAN models include
NaïveFairGAN-I and NaïveFairGAN-II.
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Figure 4: Dimension-wise conditional probability distributions (P(x,y |s = 1) vs. P(x,y |s = 0)). Each dot represents one attribute.
The x-axis represents the conditional probability given s = 1. The y-axis represents the conditional probability given s = 0.
The diagonal line indicates the ideal fairness, where data have identical conditional probability distributions given s.
In this paper, we don’t compare with the pre-process methods,
because the classical methods like Massaging cannot remove dis-
parate treatment and disparate impact [14]. Although the certifying
framework proposed algorithms to remove disparate impact, they
only work on numerical attributes [9].
Datasets. We evaluate FairGAN and baselines on the UCI Adult
income dataset which contains 48,842 instances [6]. The decision
indicates whether the income is higher than $50k per year, and the
protected attribute is gender. Each instance in the dataset consists
of 14 attributes. We convert each attribute to a one-hot vector and
combine all of them to a feature vector with 57 dimensions.
In our experiments, besides adopting the original Adult dataset,
we also generate four types of synthetic data, SYN1-GAN that is
generated by a regular GAN model, SYN2-NFGANI that is gen-
erated by NaïveFairGAN-I, SYN3-NFGANII that is generated by
NaïveFairGAN-II, and SYN4-FairGAN that is generated by Fair-
GAN with λ = 1. For each type of synthetic data, we generate five
datasets to evaluate the data fairness and classification fairness. We
then report the mean and stand deviation of evaluation results. The
sizes of the synthetic datasets are same as the real dataset.
Implementation Details. We first pretrain the autoencoder for
200 epochs. Both the encoder Enc and the decoder Dec have one
hidden layer with the dimension size as 128. The generator G is a
feedforward neural network with two hidden layers, each having
128 dimensions. The discriminator D is also a feedforward network
with two hidden layers where the first layer has 256 dimensions and
the second layer has 128 dimensions. NaïveFairGAN-II and FairGAN
are first trained without the fair constraint for 2,000 epochs (D1 and
GDec ) and then trained with the fair constraint for another 2,000
epochs (D1, D2 and GDec ). The regular GAN and NaïveFairGAN-I
are trained for 2,000 epochs. We adopt Adam [17] with the learning
rate as 0.001 for stochastic optimization.
5.2 Fair Data Generation
We evaluate FairGAN on data generation from two perspectives,
fairness and utility. Fairness is to check whether FairGAN can
generate fair data, while the utility is to check whether FairGAN
can learn the distribution of real data precisely.
Fairness.Weadopt the risk difference in a labeled dataset (disc(D) =
P(y = 1|s = 1) − P(y = 1|s = 0)) as the metric to compare the per-
formance of different GAN models on fair data generation. Table 1
Table 1: Risk differences of real and synthetic datasets
Real Data SYN1-GAN SYN2-NFGANI SYN3-NFGANII SYN4-FairGAN
disk(D) 0.1989 0.1798±0.0026 0.0025±0.0007 0.0062±0.0037 0.0411±0.0295
shows the risk differences in the real and synthetic datasets. The risk
difference in the Adult dataset is 0.1989, which indicates discrimina-
tion against female. The SYN-GAN, which is trained to be close to
the real dataset, has the similar risk difference to the real dataset. On
the contrary, SYN2-NFGANI, SYN3-NFGANII, and SYN4-FairGAN
have lower risk differences than the real dataset. In particular, both
SYN2-NFGANI and SYN3-NFGANII have extremely small risk dif-
ferences. This is because the protected attribute of SYN2-NFGANI
and SYN3-NFGANII is independently assigned, i.e., yˆ ⊥ sˆ . Hence,
the synthetic datasets from SYN2-NFGANI and SYN3-NFGANII
are free from disparate treatment. FairGAN prevents the disparate
treatment by generating revised yˆ to make yˆ ⊥ sˆ . The risk differ-
ence of SYN4-FairGAN is 0.0411, which shows the effectiveness of
FairGAN on fair data generation.
In Figure 4, we compare the dimension-wise conditional prob-
ability distributions between P(x,y |s = 1) and P(x,y |s = 0). Each
dot indicates one attribute. The diagonal line indicates the ideal
fairness, where the conditional probability distributions of each
attribute given s = 1 and s = 0 are identical. We can observe that
the dimension-wise distributions of datasets with lower risk differ-
ences are closer to the diagonal line. For example, dimension-wise
conditional probabilities of real dataset and SYN1-GAN are spread
around the diagonal line (shown in Figures 4a and 4b), while condi-
tional probabilities of SYN2-NFGANI and SYN3-NFGANII with the
lowest risk difference are just on the diagonal line (shown in Figure
4c). SYN4-FairGAN also achieves reasonable risk difference, so the
attribute dots are close to the diagonal line. Overall, the synthetic
datasets from SYN2-NFGANI, SYN3-NFGANII, and SYN4-FairGAN
can prevent the disparate treatment.
We further evaluate the ϵ-fairness (disparate impact) by calcu-
lating the balanced error rates (BERs) in the real data and SYN4-
FairGAN. Because the protected attribute in SYN2-NFGANI and
SYN3-NFGANII are randomly assigned, the real s given xˆ is un-
known. The BERs in SYN2-NFGANI and SYN3-NFGANII cannot
be calculated. The BER in the real dataset is 0.1538, which means a
classifier can predict s given x with high accuracy. Hence, there is
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(a) SYN1-GAN:
Pdata(x, y) vs. PG (x, y)
(b) SYN1-GAN:
Pdata(x, y |s = 1) vs.
PG (x, y |s = 1)
(c) SYN1-GAN:
Pdata(x, y |s = 0) vs.
PG (x, y |s = 0)
(d) SYN2-NFGANI:
Pdata(x, y) vs. PG (x, y)
(e) SYN2-NFGANI:
Pdata(x, y |s = 1) vs.
PG (x, y |s = 1)
(f) SYN2-NFGANI:
Pdata(x, y |s = 0) vs.
PG (x, y |s = 0)
(g) SYN3-NFGANII:
Pdata(x, y) vs. PG (x, y)
(h) SYN3-NFGANII:
Pdata(x, y |s = 1) vs.
PG (x, y |s = 1)
(i) SYN3-NFGANII:
Pdata(x, y |s = 0) vs.
PG (x, y |s = 0)
(j) SYN4-FairGAN:
Pdata(x, y) vs. PG (x, y)
(k) SYN4-FairGAN:
Pdata(x, y |s = 1) vs.
PG (x, y |s = 1)
(l) SYN4-FairGAN:
Pdata(x, y |s = 0) vs.
PG (x, y |s = 0)
Figure 5: Dimension-wise probability distributions. Each dot
represents one attribute. The x-axis represents the Bernoulli
success probability for the real dataset. The y-axis repre-
sents the probability for the synthetic dataset generated by
eachmodel. The diagonal line indicates the ideal case, where
the real and synthetic data show identical quality.
disparate impact in the real dataset. On the contrary, the BER in
SYN4-FairGAN is 0.3862±0.0036, which indicates using the gener-
ated xˆ in SYN4-FairGAN to predict the real s has much higher error
rate. The disparate impact in SYN4-FairGAN is small. It shows the
effectiveness of FairGAN on removal of the disparate impact in
terms of the real s . Note that we adopt a linear SVM as a classifier
to predict s .
Utility.We then evaluate the data utility of synthetic datasets. We
adopt the dimension-wise probability to check whether the gen-
erated data have the similar distribution to the real data on each
dimension. Figure 5 compares dimension-wise probability distri-
butions of different GAN models in both joint probability P(x,y)
and conditional probability P(x,y |s). From Figures 5a, 5d, 5g and
5j, we can observe that the four synthetic datasets generated by
different GAN models have similar P(x,y) to the real dataset. Mean-
while, PG (x,y |s = 1) and PG (x,y |s = 0) on SYN1-GAN perfectly
match the real dataset (shown in Figures 5b and 5c), which indi-
cates the effectiveness of the regular GANmodel on data generation.
We can also observe that SYN4-FariGAN better preserves P(x,y |s)
than SYN2-NFGANI and SYN3-NFGANII by comparing the Figures
5k and 5l with Figures 5e, 5f, 5h and 5i. This is because neither
NaïveFairGAN-I nor NaïveFairGAN-II ensures the generated sam-
ples have the same conditional probability distribution given s as
the real data.
In Table 2, we further evaluate the closeness between each syn-
thetic dataset and the real dataset by calculating the Euclidean
distance of joint and conditional probabilities (P(x,y), P(x,y, s),
and P(x,y |s)). The Euclidean distance is calculated between the
estimated probability vectors (probability mass function) on the
sample space from the synthetic dataset and the real dataset. A
smaller distance indicates better closeness between the real data
and the synthetic data. As expected, SYN1-GAN has the small-
est distance to the real dataset for joint and conditional probabili-
ties. For synthetic datasets generated by FairGAN and NaïveFair-
GAN models, SYN2-NFGANI has the smallest distance in terms of
| |Pdata(x,y)−PG (x,y)| |2 since its objective is PG (x,y) = Pdata(x,y),
while SYN4-FairGAN has the smallest distance in terms of condi-
tional probability | |Pdata(x,y |s) − PG (x,y |s)| |2 and joint probabil-
ity | |Pdata(x,y, s) − PG (x,y, s)| |2 since only FairGAN aims to en-
sure PG (x,y, s) = Pdata(x,y, s). Overall, without considering the
protected attribute, all the synthetic datasets from FairGAN and
NaïveFairGAN models are close to the real dataset. When consider-
ing the protected attribute, FairGAN has better performance than
NaïveFairGAN models. Therefore, after removing disparate impact,
FairGAN still achieves good data utility.
Table 2: Euclidean distances of joint and conditional proba-
bilities between synthetic datasets and real dataset
Euclidean Distance SYN1-GAN SYN2-NFGANI SYN3-NFGANII SYN4-FairGAN
| |Pdata(x,y)
−PG (x,y)| |2 0.0231±0.0003 0.0226±0.0003 0.0227±0.0003 0.0233±0.0004
| |Pdata(x,y |s = 1)
−PG (x,y |s = 1)| |2 0.0108±0.0002 0.0118±0.0003 0.0118±0.0005 0.0111±0.0004
| |Pdata(x,y |s = 0)
−PG (x,y |s = 0)| |2 0.0166±0.0002 0.0194±0.0003 0.0200±0.0007 0.0176±0.0005
| |Pdata(x,y, s)
−PG (x,y, s)| |2 0.0198±0.0002 0.0227±0.0003 0.0232±0.0006 0.0208±0.0005
5.3 Fair Classification
In this subsection, we adopt the real and synthetic datasets to train
several classifiers and check whether the classifiers can achieve fair-
ness. We evaluate the classifiers with three settings: 1) the classifiers
are trained and tested on the real dataset, called REAL2REAL; 2)
the classifiers are trained and tested on the synthetic datasets, called
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Table 3: Risk differences in classifiers and classification accuracies on various training and testing settings
Classifier REAL2REAL SYN2SYN SYN2REALSYN1-
GAN
SYN2-
NFGANI
SYN3-
NFGANII
SYN4-
FairGAN
SYN1-
GAN
SYN2-
NFGANI
SYN3-
NFGANII
SYN4-
FairGAN
Risk
Difference
SVM (Linear) 0.1784 0.1341±0.0023 0.0018±0.0021 0.0073±0.0039 0.0371±0.0189 0.1712±0.0062 0.1580±0.0076 0.1579±0.0079 0.0461±0.0424
SVM (RBF) 0.1788 0.1292±0.0049 0.0018±0.0025 0.0074±0.0028 0.0354±0.0206 0.1623±0.0050 0.1602±0.0053 0.1603±0.0087 0.0526±0.0353
Decision Tree 0.1547 0.1396±0.0089 0.0015±0.0035 0.0115±0.0061 0.0535±0.0209 0.1640±0.0077 0.1506±0.0070 0.1588±0.0264 0.0754±0.0641
Accuracy
SVM (Linear) 0.8469 0.8281±0.0103 0.8162±0.0133 0.0.8226±0.0126 0.8247±0.0115 0.8363±0.0108 0.8340±0.0091 0.8356±0.0018 0.8217±0.0093
SVM (RBF) 0.8433 0.8278±0.0099 0.8160±0.0100 0.8215±0.0130 0.8233±0.0103 0.8342±0.0036 0.8337±0.0060 0.8349±0.0012 0.8178±0.0128
Decision Tree 0.8240 0.8091±0.0059 0.7926±0.0083 0.8055±0.0102 0.8077±0.0144 0.8190±0.0051 0.8199±0.0041 0.8158±0.0069 0.8044±0.0140
SYN2SYN; 3) the classifiers are trained on the synthetic datasets
and tested on the real dataset, called SYN2REAL. The ratio of the
training set to testing set in these three settings is 1:1. We empha-
size that only SYN2REAL is meaningful in practice as the classifiers
are trained from the generated data and are adopted for decision
making on the real data.
We adopt the following classifiers to evaluate the fair classifi-
cation: 1) SVM (linear) which is a linear support vector machine
withC = 1; 2) SVM (RBF) which is a support vector machine with
the radial basis kernel function; 3) Decision Tree with maximum
tree depth as 5; Note that we do not adopt the protected attribute
and only use the unprotected attributes to train classifiers, which
ensures there is no disparate treatment in classifiers.
Fairness. We adopt the risk difference in a classifier (disc(η) =
P(η(x) = 1|s = 1) − P(η(x) = 1|s = 0)) to evaluate the performance
of classifier on fair prediction. Table 3 shows the risk differences in
classifiers on various training and testing settings. We can observe
that when the classifiers are trained and tested on real datasets
(i.e., REAL2REAL), the risk differences in classifiers are high. It
indicates that if there is disparate impact in the training dataset,
the classifiers also incur discrimination for prediction. Since SYN1-
GAN is close to the real dataset, classifiers trained on SYN1-GAN
also have discrimination in both SYN2SYN and SYN2REAL settings.
Although SYN2-NFGANI and SYN3-NFGANII have similar dis-
tributions as the real dataset on unprotected attributes and decision,
i.e., PG (x,y) = Pdata(x,y), classifiers which are trained and tested
in SYN2SYN settings achieve low risk differences. This is because
the values of the protected attribute in SYN2-NFGANI or SYN3-
NFGANII are independently generated or shuffled. Since both xˆ and
yˆ have no correlations with the generated sˆ in SYN2-NFGANI and
SYN3-NFGANII, the statistical parity in classifiers can be achieved
when trained and tested on synthetic datasets.
However, when classifiers are trained on SYN2-NFGANI and
SYN3-NFGANII and tested on the real dataset (i.e., SYN2REAL),
the classifiers still have significant discrimination against the pro-
tected group. Because the unprotected attributes of SYN2-NFGANI
and SYN3-NFGANII are close to the real dataset, the correlations
between the generated xˆ and the real s are still preserved. The
disparate impact in terms of the real s on SYN2-NFGANI and SYN3-
NFGANII is not removed. When classifiers are tested on the real
dataset where the correlations between x and s are preserved, the
classification results indicate discrimination. On the contrary, when
the classifiers are trained on SYN4-FairGAN and tested on the real
dataset, we can observe that the risk differences in classifiers are
small. Since the FairGAN prevents the discrimination by generating
xˆ that don’t have correlations with the real s , i.e. free from the dis-
parate impact, the classifier trained on SYN4-FairGAN can achieve
fair classification on the real dataset. It demonstrates the advantage
of FairGAN over the NaïveFairGAN models on fair classification.
Classification accuracy. Table 3 further shows the classification
accuracies of different classifiers on various training and testing
settings. We can observe that the accuracies of classifiers on the
SYN2REAL setting are close to the results on the REAL2REAL set-
ting. It indicates synthetic datasets generated by different GAN
models are similar to the real dataset, showing the good data gen-
eration utility of GAN models. Meanwhile, accuracies of classifiers
which are trained on SYN4-FairGAN and tested on real dataset are
only slightly lower than those trained on SYN1-GAN, which means
the FairGAN model can achieve a good balance between utility and
fairness. The small utility loss is caused by modifying unprotected
attributes to remove disparate impact in terms of the real s .
5.4 Parameter Sensitivity
(a) Utility and fairness in synthetic
datasets from FairGAN with various
λ.
(b) Accuracy and fairness in a linear
SVM which is trained on synthetic
datasets from FairGAN with various
λ and tested on real dataset.
Figure 6: The sensitivity analysis of FairGAN with various λ
We evaluate how the λ in FairGAN affects the synthetic datasets
for fair data generation and fair classification. For fair data gen-
eration, we evaluate risk differences of the generated datasets
and the Euclidean distances of joint probabilities | |Pdata(x,y, s) −
PG (x,y, s)| |2 between real and synthetic datasets. From Figure 6a,
we can observe that the risk differences of the generated datasets
decrease significantly when λ increases. Meanwhile, the Euclidean
distances of joint probabilities | |Pdata(x,y, s) − PG (x,y, s)| |2 keep
steady with slightly increases while λ changes from 0 to 2. Mean-
while, the standard deviations of Euclidean distances with various
λ are smaller than 10−3. Overall, with the increase of λ from 0 to 2,
the discrimination in the synthetic datasets becomes smaller while
data generation utility keeps steady.
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For fair classification, we train a linear SVMon different synthetic
datasets generated by FairGAN with various λ and evaluate on the
real dataset. Figure 6b shows how the accuracies and risk differences
vary with different λ values. We can observe that the risk difference
in SVMwhen predicting on the real dataset decreases as λ increases.
Meanwhile, the prediction accuracy keeps relatively steady with
a slightly decrease. The standard deviations of accuracies with
various λ are smaller than 10−2. Overall, it indicates that increasing
λ can prevent the classification discrimination on the real dataset
while achieving good classification utility.
6 CONCLUSIONS AND FUTUREWORK
In this paper, we have developed FairGAN to generate fair data,
which is free from disparate treatment and disparate impact in
terms of the real protected attribute, while retaining high data
utility. As a result, classifiers trained on the generated fair data
are not subject to discrimination when making decision of the real
data. FairGAN consists of one generator and two discriminators.
In particular, the generator generates fake samples conditioned
on the protected attribute. One discriminator is trained to identify
whether samples are real or fake, while the other discriminator is
trained to distinguish whether the generated samples are from the
protected group or unprotected group. The generator can generate
fair data with high utility by playing the adversarial games with
these two discriminators. The experimental results showed the
effectiveness of FairGAN. In future, we plan to improve FairGAN
to make classifiers trained on synthetic datasets achieve equalized
odds or equal opportunity on the real dataset besides statistical
parity. We emphasize this is the first work to study the use GAN for
generating fair data, which is different from pre-process approaches
[9, 13, 14, 25] widely studied in fairness aware learning. In our
future work, we will conduct comprehensive comparisons both
theoretically and empirically in terms of fairness-utility tradeoff.
ACKNOWLEDGMENTS
This work was supported in part by NSF 1646654 and 1564250.
REFERENCES
[1] Alex Beutel, Jilin Chen, Zhe Zhao, and Ed H. Chi. 2017. Data Decisions and
Theoretical Implications when Adversarially Learning Fair Representations. In
FAT/ML.
[2] Reuben Binns. 2017. Fairness in Machine Learning: Lessons from Political Phi-
losophy. arXiv:1712.03586 [cs] (2017).
[3] Tolga Bolukbasi, Kai-Wei Chang, James Zou, Venkatesh Saligrama, and Adam
Kalai. 2016. Man is to Computer Programmer as Woman is to Homemaker?
Debiasing Word Embeddings. arXiv:1607.06520 [cs, stat] (2016).
[4] T. Calders, F. Kamiran, and M. Pechenizkiy. 2009. Building Classifiers with
Independency Constraints. In 2009 IEEE International Conference on Data Mining
Workshops. 13–18.
[5] Edward Choi, Siddharth Biswal, Bradley Malin, Jon Duke, Walter F. Stewart,
and Jimeng Sun. 2017. Generating Multi-label Discrete Patient Records using
Generative Adversarial Networks. In MLHC.
[6] Dua Dheeru and Efi Karra Taniskidou. 2017. UCI Machine Learning Repository.
University of California, Irvine, School of Information and Computer Sciences.
[7] Cynthia Dwork, Moritz Hardt, Toniann Pitassi, Omer Reingold, and Rich Zemel.
2011. Fairness Through Awareness. arXiv:1104.3913 [cs] (2011).
[8] Harrison Edwards and Amos Storkey. 2015. Censoring Representations with an
Adversary. arXiv:1511.05897 [cs, stat] (2015).
[9] Michael Feldman, Sorelle Friedler, John Moeller, Carlos Scheidegger, and Suresh
Venkatasubramanian. 2015. Certifying and removing disparate impact. In KDD.
[10] Ian J. Goodfellow, Jean Pouget-Abadie, Mehdi Mirza, Bing Xu, David Warde-
Farley, Sherjil Ozair, Aaron Courville, and Yoshua Bengio. 2014. Generative
Adversarial Networks. In NIPS.
[11] Moritz Hardt, Eric Price, and Nathan Srebro. 2016. Equality of Opportunity in
Supervised Learning. In NIPS.
[12] Matthew Joseph, Michael Kearns, Jamie H Morgenstern, and Aaron Roth. 2016.
Fairness in Learning: Classic and Contextual Bandits. In NIPS.
[13] F. Kamiran and T. Calders. 2009. Classifying without discriminating. In Control
and Communication 2009 2nd International Conference on Computer. 1–6.
[14] Faisal Kamiran and Toon Calders. 2012. Data preprocessing techniques for
classification without discrimination. Knowledge and Information Systems 33, 1
(2012), 1–33.
[15] F. Kamiran, T. Calders, and M. Pechenizkiy. 2010. Discrimination Aware Decision
Tree Learning. In 2010 IEEE International Conference on Data Mining. 869–874.
[16] T. Kamishima, S. Akaho, and J. Sakuma. 2011. Fairness-aware Learning through
Regularization Approach. In 2011 IEEE 11th International Conference on Data
Mining Workshops. 643–650.
[17] Diederik P. Kingma and Jimmy Ba. 2015. Adam: A Method for Stochastic Opti-
mization. In ICLR.
[18] Christos Louizos, Kevin Swersky, Yujia Li, Max Welling, and Richard Zemel. 2016.
The Variational Fair Autoencoder. In ICLR.
[19] David Madras, Elliot Creager, Toniann Pitassi, and Richard Zemel. 2018. Learning
Adversarially Fair and Transferable Representations. arXiv:1802.06309 [cs, stat]
(2018).
[20] Mehdi Mirza and Simon Osindero. 2014. Conditional Generative Adversarial
Nets. arXiv:1411.1784 [cs, stat] (2014).
[21] Alec Radford, Luke Metz, and Soumith Chintala. 2015. Unsupervised Repre-
sentation Learning with Deep Convolutional Generative Adversarial Networks.
arXiv:1511.06434 [cs] (2015).
[22] Muhammad Bilal Zafar, Isabel Valera, Manuel Gomez Rodriguez, and Krishna P.
Gummadi. 2017. Fairness Constraints: Mechanisms for Fair Classification. In
AISTATS.
[23] Rich Zemel, Yu Wu, Kevin Swersky, Toni Pitassi, and Cynthia Dwork. 2013.
Learning Fair Representations. In International Conference on Machine Learning.
325–333.
[24] Brian Hu Zhang, Blake Lemoine, and Margaret Mitchell. 2018. Mitigating Un-
wanted Biases with Adversarial Learning. In AAAI Conference on AI, Ethics and
Society.
[25] Lu Zhang, Yongkai Wu, and Xintao Wu. 2017. Achieving Non-Discrimination in
Data Release. In KDD. 1335–1344.
[26] Lu Zhang, Yongkai Wu, and Xintao Wu. 2017. A Causal Framework for Discov-
ering and Removing Direct and Indirect Discrimination (IJCAI’17). 3929–3935.
APPENDIX
Theoretical analysis of NaiveFairGAN-II
For G fixed, the optimal discriminators D1 and D2 by the value
function V (GDec ,D1,D2) are
D∗1(x,y) =
Pdata(x,y |s=1)+Pdata(x,y |s=0)
Pdata(x,y |s=1)+Pdata(x,y |s=0)+PG (x,y |s=1)+PG (x,y |s=0) ,
D∗2(x,y) =
PG (x,y |s = 1)
PG (x,y |s = 1) + PG (x,y |s = 0)
The proof procedure is a straightforward extension of the proof in
Proposition 1.
Given D∗1 and D
∗
2 , we can reformulate the minimax game of
NaïveFairGAN-II as:
C ′(G) = max
D1,D2
V (GDec ,D1,D2)
= E(x,y)∼Pdata(x,y |s=1)[log
Pdata(x,y |s = 1) + Pdata(x,y |s = 0)
Pdata(x,y |s = 1) + Pdata(x,y |s = 0) + PG (x,y |s = 1) + PG (x,y |s = 0)
]
+ E(x,y)∼Pdata(x,y |s=0)[log
Pdata(x,y |s = 1) + Pdata(x,y |s = 0)
Pdata(x,y |s = 1) + Pdata(x,y |s = 0) + PG (x, yˆ |s = 1) + PG (x,y |s = 0)
]
+ E(x,y)∼PG (x,y |s=1)[log
PG (x,y |s = 1) + PG (x,y |s = 0)
Pdata(x,y |s = 1) + Pdata(x,y |s = 0) + PG (x,y |s = 1) + PG (x,y |s = 0)
]
+ E(x,y)∼PG (x,y |s=0)[log
PG (x,y |s = 1) + PG (x,y |s = 0)
Pdata(x,y |s = 1) + Pdata(x,y |s = 0) + PG (x,y |s = 1) + PG (x,y |s = 0)
]
+ E(x,y)∼PG (x,y |s=1)[log
PG (x,y |s = 1)
PG (x,y |s = 1) + PG (x,y |s = 0) ]
+ E(x,y)∼PG (x,y |s=0)[log
PG (x,y |s = 0)
PG (x,y |s = 1) + PG (x,y |s = 0) ]
Follow the proof of GAN [10], C ′(G) can be rewritten as
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C ′(G) = −4 log 4 + 2 · JSD(PG (x,y |s = 1)| |PG (x,y |s = 0))
+ 2JSD
(
Pdata(x,y |s = 1) + Pdata(x,y |s = 0)| |PG (x,y |s = 1) + PG (x,y |s = 0)
)
.
(12)
Since Jensen-Shannon divergence between two distributions is
non-negative and zero only when they are equal, the only solution
of C ′(G) reaching the global minimum is that the two JSD terms in
Equation 12 are both zeros, i.e., Pdata(x,y |s = 1)+Pdata(x,y |s = 0) =
PG (x,y |s = 1) + PG (x,y |s = 0) and PG (x,y |s = 1) = PG (x,y |s = 0)
simultaneously. Hence, the global minimum of NaïveFairGAN-II is
PG (x,y |s = 1) = PG (x,y |s = 0) =
(
Pdata(x,y |s = 1) + Pdata(x,y |s =
0))/2. At that point, V (GDec ,D1,D2) achieves the value −4 log 4.
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