Applying hydrological models for river basin management depends on the availability of the relevant data information to constrain the model residuals. The estimation of reliable parameter values for parameterized models is not guaranteed. Identification of influential model parameters controlling the model response variations either by main or interaction effects is therefore critical for minimizing model parametric dimensions and limiting prediction uncertainty. In this study, the Sobol variancebased sensitivity analysis method was applied to quantify the importance of the HBV conceptual hydrological model parameterization. The analysis was also supplemented by the generalized sensitivity analysis method to assess relative model parameter sensitivities in cases of negative Sobol sensitivity index computations. The study was applied to simulate runoff responses at twelve catchments varying in size. The result showed that varying up to a minimum of four to six influential model parameters for high flow conditions, and up to a minimum of six influential model parameters for low flow conditions can sufficiently capture the catchments' responses characteristics. To the contrary, varying more than nine out of 15 model parameters will not make substantial model performance changes on any of the case studies.
INTRODUCTION
There is an argument that when the individual hydrological processes are described in a model structure with increased parameterization, the model flexibility increases during calibration and the residual errors can eventually be minimized (Snowling & Kramer ; Tripp & Niemann ) . On the other hand, over-parameterization increases parameter interaction and model sensitivity to inputs. This challenges making consistent inferences about the uncertainty in prediction and model parameter distributions (Beven et al. ) .
For model parameter identification, the information extracted from the input data during model calibration is critical to discriminate between parameter sets (Vrugt et al. ; Wagener et al. ) . Due to accessibility and ease of measurement issues, however, observed data are limited and customarily aggregated at large time steps (often daily) and sampled once (often the mean over the time step). As a result, the performances of complex hydrological model configurations may not be warranted by the information content of the input data (Jakeman & Hornberger ) . It is likely that the value of the model parameter is being adjusted to overcome deficiencies in input data and model structures (Tripp & Niemann ) . In addition, discharge is rarely measured directly but estimated from rating curves for most sites, introducing observational errors overall performances, we considered the following performance measures (Willmott ) : the correlation coefficient, the mean absolute error and the error standard deviation (i.e., the error distribution about the mean error). In the study, the priority factor and weight were kept constant for all the performance measures.
Hence, the method's performance score was the only determining factor for the overall performance of the interpolation method at a given climate station location ( Figure 1 ). Following the MCE, regions where each interpolation method performed best were identified. As a result, the OK was found to be the best precipitation interpolation method at catchments AUS, GRS, GRV, TAN, JON and HOR; the UK at catchments BOR, KIL, GRA, GRY and KLB; and the KED (considering elevation as covariate) at catchment GJU (see Table 1 for the catchment names). In a second step, the mean precipitation inputs for each catchment were extracted from a prediction grid ranging from 0.2 × 0.2 to 1 × 1 km 2 . We considered the observed precipitation locations as part of the prediction grids in order to account for the extreme event observations in the spatial predictions ( Figure 1 ).
We computed temperature inputs from 15 recording climate stations available in the study area ( Figure 1 ).
We classified the study area into temperature zones 
METHODS
The methodology in this study consists of model parameter space estimation and model parameter sensitivity assessment using the Sobol variance decomposition-based sensitivity analysis and GSA methods. The methods are briefly described in the subsequent sections.
The HBV hydrological model
We applied the HBV conceptual hydrological model ( Table 3 , respectively. The model has 15 free model parameters that need to be calibrated before it can be used for catchment hydrological applications (Table 3) .
Model parameter space estimation
Due to the lack of prior parameter space information for the case study catchments, optimization was applied to estimate the model parameter spaces. Equation (1)) (Lidén & Harlin ) and the Nash-Sutcliff Efficiency (NSE; Equation (2)) (Nash & Sutcliffe ) model performance measures were used to guide the parameter sampling into the feasible parameter spaces:
(1)
where Q o,i is the observed and Q s,i simulated flows at time step i Q o the mean observed flow and N total number of time steps.
Sobol's variance-based sensitivity analysis (VBSA)
We used the variance decomposition-based method of Sobol 
where r represents the observed forcing input time series. In this study, the direct model response (Y ), is replaced by the model performance measure, NSE (i.e., the projected response surface of model output in the model parameters spaces) computed considering without and with square root transformed flows.
The total unconditional variance, where the dependence of the model parameter is assessed by integrating the parameter on to the potential space of the model parameter value, can be decomposed as:
where
Þ and so on for higher order terms.
The first-order sensitivity index (S i ) quantifies the importance of the model parameters' main effects on the variation of the model response and it can be assessed by the ratio of the variance caused by the parameter's variation to the unconditional variance V(Y ),
where θ i is the i-th model parameter and θ ∼i denotes the matrix of all parameters except for θ i . The inner expectation operator in the Equation (5) Equation (4) contains k terms of the first-order V i ,
terms of the second-order V ij and so on, to the last term of order k, for a total of 2 k À 1 terms. Instead of computing all the 2 k À 1 terms of the unconditional variance decomposition, it is customary to evaluate the total effect sensitivity index (S iT ; Equation (6)) in addition to all the S i values. The S iT is computed as:
The V θ ∼i (E θ i (Yjθ ∼i )) in Equation (6) can be considered as the first-order effect of θ ∼i ; and V(Y) minus 
Generalized sensitivity analysis (GSA)
We applied the GSA method in order to supplement the (7)) was used to evaluate whether the groups' CDFs were drawn from the same or different distributions:
where F We used the LHS technique to sample the model parameter spaces (Table 3) for the GSA method. In the LHS sampling method, the probability distribution is divided into intervals of equal probability, and LHS has the advantage of generating representative sample sets, reflecting the shape of the sampled distributions. Previous hydrological studies also recommended the LHS technique due to its sampling efficiency (e.g., Sieber & Uhlenbrook ; Tang et al. ).
Ten thousand sample sets from all model parameter spaces were generated for the GSA and the NSE thresholds were varied between 0.60 and 0.75 for splitting behavioural and non-behavioural model realizations depending on the model performance on each catchment. The analytical process followed in the study is presented in Figure 3 .
Flow transformation
Due to the heteroscedastic nature of residual errors, the variances of high flows have larger weights than the low flows in the model performance measure computations (Equation (2) 
RESULTS AND DISCUSSION

Input precipitation correction
Precipitation data are the forcing input in hydrological modelling to simulate hydrological processes and estimate catchment responses. However, the systematic error in the arrowed line indicates that sensitivity is a necessary but not sufficient condition for identifiability (Wagener et al. 2003) . The available general precipitation correction factors were modified and applied for our case study catchments.
Since there are sparse wind data for gauge correction and no regional correction factors for the case study region, we Table 2 ).
Values for pgrad for each catchment were chosen from the ranges of the computed values that minimized the water balance errors (Equation (1)), and the values were fixed for all simulation runs and the whole simulation period. Values of À1.0 and À0.5 W C/100 m temperature lapse rates were Upper part (six catchments) 2.3-3.6 0.0-3. 
,
Model parameter space estimation
Using the SCE-UA optimization algorithm, all model parameters introducing a long-term VE of between À10 and þ10% were retained, and the lower and upper parameter value limits were estimated (Table 3) (Table 6 ). This shows that sensitivity evaluation can be influenced by the model-fitting criteria.
Model parameters Ts, Tsn, uz2 and uz1 mainly influence the model response variation by interacting with other On the contrary, the CDF plots of parameters k1, Ts (Table 4) and uz2 (Table 6) We computed the Sobol sensitivity indices using the square root transformed flows to update the importance level of the model parameters for the model response variation at low flow conditions. The step-wise analyses were repeated following the ranking by the S iT in Table 7 . From the result, it is apparent and necessary to vary more than at least six model parameters to capture the hydrological response characteristics for the majority of the catchments for low flow conditions (Figures 7(a) and 7(b)). Varying 
SUMMARY AND CONCLUSIONS
It is a common practice that data for hydrological model application is limited mainly to precipitation, temperature and streamflow observations. At the same time, highly parameterized and complex hydrological models are being developed. However, the application of the models and estimation of reliable model parameters are constrained by the information content of the data. Hence, a method for assessing model parameter significance to capture model response variations responding to the input data information used is critical for modelling key hydrological processes, 
