A constructive perturbation bound of the Drazin inverse of a square matrix is derived using a technique proposed by G. Stewart and based on perturbation theory for invariant subspaces. This is an improvement of the result published by the authors Wei and Li [Numer. Linear Algebra Appl., 10 (2003), pp. 563-575]. It is a totally new approach to developing perturbation bounds for the Drazin inverse of a matrix. A numerical example which indicates the sharpness of the perturbation bound is presented.
Introduction.
The Drazin inverse occurs in a number of applications, such as singular differential and difference equations [2] , Markov chains [10] , and iterative methods and numerical analysis [6, 11, 21, 22] .
For each matrix A ∈ C n×n , the index of A, written as Ind(A), is the smallest nonnegative integer k for which rank(A k ) = rank(A k+1 ). If A is singular, Ind(A) is the largest order of Jordan blocks of A corresponding to the zero eigenvalues of A. The Drazin inverse of a square matrix A, denoted by A D , is the matrix satisfying
where k = Ind(A). For any square matrix A, there exists a unique Drazin inverse of A (cf. [2] ). In particular, if Ind(A) ≤ 1, the Drazin inverse is called the group inverse of A, denoted by A # . From now on, let k = Ind(A) for convenience. A sequence of matrices {A j } in C n×n converges to a matrix A, denoted by A j → A as j → ∞, if A j − A → 0 as j → ∞, where · is a matrix norm. Two matrix norms will be used in this paper: the Frobenius norm of A defined by
where A = [a ij ], and the spectral norm of A defined by where k j = Ind(A j ) for all sufficiently large j. It is mentioned in [1] that this continuity of the Drazin inverse A D of the matrix A is not the standard continuity but a continuity relative to special structured perturbations E in A. The same is valid for the convergence of the Drazin inverse of a sequence of matrices. In the same paper, the authors indicated two difficulties in establishing the perturbation bounds for the Drazin inverse.
Rong [13] in 1982 gave an upper bound for the Drazin inverse which is based on the Moore-Penrose inverse. But the assumptions are not easy to verify. In 1997, Wei and Wang [17] gave a simple expression for the Drazin inverse with the twosided condition. Later, Wei [19] relaxed it to a one-sided condition. Several authors [3, 4, 5, 6, 8, 9, 12, 18] studied the special perturbation of the Drazin inverse under some restrictions.
Wei and Wu [20] derived a general upper bound for the Drazin inverse in 2000. Koliha [7] also obtained upper bounds for the Drazin inverse in terms of distance between the matrices and their eigenprojections. Wei and Li [23] recently improved the perturbation bounds for the Drazin inverse up to the first order of the norm of a perturbation matrix E. However, the upper bound may be enlarged by using the matrix G = (A + E) l − A l , where l = max{Ind(A + E), Ind(A)}. In this paper, we derive a constructive perturbation bound for the Drazin inverse A D of a square matrix A using a technique proposed by G. Stewart and based on perturbation theory for invariant subspaces of a matrix. The matrix G is not used, which is an improvement of the result of [23] . Instead, a totally new approach is provided to develop perturbation bounds for the Drazin inverse of a matrix. This paper is organized as follows. Preliminaries are studied in section 2. An explicit formula for (A + E) D is presented in section 3 through the new approach. This is a key step of the paper. A new perturbation bound for A D is derived in section 4. Finally in section 5, a numerical example is given to indicate the sharpness of the perturbation bound.
Preliminaries. Let A ∈ C
n×n . It follows from the Schur decomposition theorem [15] that there is a unitary matrix X 1 Y 2 such that
where C ∈ C r×r is nonsingular and N ∈ C (n−r)×(n−r) is a nilpotent matrix of index k. It follows [15, Theorem 5.1.5] that there are matrices X 2 and Y 1 such that
It is easy to verify by (1.1) that the Drazin inverse
Let E be a perturbation matrix of A such that rank(A k ) = rank((A + E) j ), where j = Ind(A + E). This assumption is essential for the continuity of the Drazin inverse. Suppose
It follows that
Recall that X 1 Y 2 is a unitary matrix. We have
where
The following relations are obvious:
Now we introduce simple invariant subspaces of a matrix. It follows from (2.1) that
Let σ(M ) denote the set of all eigenvalues of a square matrix M . Since σ(C)∩σ(N ) = ∅, the ranges of X 1 and X 2 , denoted, respectively, by R(X 1 ) and R(X 2 ), are called simple invariant subspaces of A [15] . With an analogous argument, A + E can be expressed as
where C is nonsingular, N is a nilpotent matrix, and
Notice that R(X 1 ) and R( X 1 ) are the simple invariant subspaces of A and A + E corresponding to nonzero eigenvalues of A and A+E, respectively. This implies that a necessary and sufficient condition for the continuity of the Drazin inverse of a matrix is that the dimension of the simple invariant subspace corresponding to all nonzero eigenvalues of A + E equals that of A as
The separation function of two square matrices A and B is defined as [14] sep
is the minimum singular value of the matrix I ⊗ A − B T ⊗ I, where ⊗ is the Kronecker product, and we know that sep F (A, B) ≤ min{|λ − μ| : λ ∈ σ(A) and μ ∈ σ(B)}. We, nevertheless, should also keep in mind that sep F (A, B) can be very small even if the eigenvalues of A and B are well separated.
The stability of the function sep
is important in establishing the following result of perturbation bounds of simple invariant subspaces. Proposition 2.1 (see [15] ).
there is a unique matrix P satisfying
such that the columns of 
where P and Q satisfy, respectively,
Proof. Assume that E F is sufficiently small such that
Then, according to Proposition 2.1, there exists a unique matrix P satisfying
Thus,
It is obvious that for a sufficiently small E F , P F < 1 (3.6) and C + F 11 + F 12 P is nonsingular, (3.7) which will also be shown in the later discussion. Moreover, by the assumption of rank(A k ) = rank((A + E) j ), N + F 22 − P F 12 is nilpotent, which implies that
Furthermore, if E F is sufficiently small, then
It is noted that [16] sep F (C, N ) = sep F (N, C) . Thus, in an analogous way, by Proposition 2.1 and (2.5), there exists a unique matrix Q satisfying
Relation (3.1) follows from (3.9) . This completes the proof.
We next show how small E F needs to be such that (3.4), (3.6)-(3.8) are fulfilled. Theorem 3.2. The following holds:
Proof. The relations (2.5) will be used in the following proofs.
(i) It follows from (2.5) that
The last inequality follows from (3.10).
Moreover, by (3.2) and (3.10) we have
(ii) Assume that
Thus I + C −1 (F 11 + F 12 P ) is nonsingular and so is C + F 11 + F 12 P . (iii) Suppose that (3.10) holds. It follows from (i) that
Then we have N ) . This completes the proof.
A perturbation bound. Next, we derive a perturbation bound of A D with the explicit expression (3.1) for (A + E)
D . It is the main result of this paper.
Theorem 4.1. Let A and E be the same as in Theorem 3.1. If E F satisfies (3.10) and (3.11), then
Proof. With (2.2) and (3.1) we denote
The first term X 1 T 11 Y H 1 on the right-hand side of (4.3) can be spilt into two terms,
First we estimate (C + F 11 + F 12 P )
−1
F . By perturbation theory of a nonsingular matrix, we have
since (3.12) holds in the proof of (ii) in Theorem 3.1. With the notation p and g defined in (4.2), and the inequality in (3.2), we know that P F < p and
Moreover, we have
F can be estimated as follows:
Similarly, we know that Q F < q from (3.3) and (4.2). Then it follows from (4.4)-(4.6) that
In an analogous way, we have
Finally, (4.1) follows by combining (4.3), (4.7), and (4.8).
We remark that if E F is much smaller than
, then up to the first order of E F , the upper bound (4.1) is given by
Since the quantity 1/sep F (C, N ) is the condition number of the invariant subspace R(X 1 ) of A, the function sep is sure to appear in the perturbation theory for invariant subspaces as well as for Drazin inverses.
5.
Example. An example is given to illustrate that the upper bound of (4.1) is better than previous bounds. Let and its various upper bounds are listed in Table 5 .1. We can see from this table that our upper bound in this paper is sharper than previous upper bounds, but it is still not sharp when sep F (C, N ) is small. This indicates that 1/sep F (C, N ) is a condition number of the Drazin inverse of a matrix. 
