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Abstract
We consider a model of flow of two compressible and immiscible phases in a three-dimensional porous
media. The equations are obtained by the conservation of the mass of each phase. This model is treated in
its general form with the whole nonlinear terms. The only assumption concerns the dependence of densities
on a global pressure. We obtain the existence of weak solutions under different kinds of degeneracies of the
capillary terms.
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1. Introduction and model
A rigorous mathematical study of the immiscible flow models has been initiated in [1,3,4,6]. In
[4], these models are described by using the feature of “global pressure.” This approach enables
to write all models with one pressure variable and one or several saturations.
The study of two incompressible phases is well known [1,3–6], this is not the case for two
compressible phases. The models developed by [4] use the feature of global pressure even if the
density of each phase depends on its own pressure. The context is then to assume small capillary
pressure so that the densities are assumed to depend on the global pressure.
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1742 C. Galusinski, M. Saad / J. Differential Equations 244 (2008) 1741–1783We give below the basic model written in variable “global pressure” and saturation.
The equations describing the immiscible displacement of two compressible fluids are given
by the following mass conservation of each phase:
φ(x)∂t (ρisi)(t, x)+ div(ρiVi )(t, x)+ ρisifP (t, x) = ρisIi fI (t, x), i = 1,2, (1.1)
where φ is the porosity of the medium, ρi and si are respectively the density and the saturation
of the ith fluid. The velocity of each fluid Vi is given by the Darcy law:
Vi (t, x) = −K(x)ki(si(t, x))
μi
(∇pi(t, x)− ρi(pi)g), i = 1,2, (1.2)
where K is the permeability tensor of the porous medium, ki the relative permeability of the
ith phase, μi the constant i-phase’s viscosity and pi the i-phase’s pressure and g is the gravity
term. Here the functions fI and fP are respectively the injection and production terms. Note
that in Eq. (1.1) the injection term is multiplied by a known saturation sIi corresponding to the
known injected fluid, whereas the production term is multiplied by the unknown saturation si
corresponding to the produced fluid. By definition of saturations, one has
s1(t, x)+ s2(t, x) = 1. (1.3)
The curvature of the contact surface between the two fluids links the jump of pressure of the two
phases to the saturation by the capillary pressure law,
p12
(
s1(t, x)
)= p1(t, x)− p2(t, x). (1.4)
With the arbitrary choice of (1.4) (the jump of pressure is a function of s1), the application
s1 → p12(s1) is non-decreasing, ( dp12ds1 (s1) 0, for all s1 ∈ [0,1]).
The two relations (1.3) and (1.4) close the system (1.1). Nevertheless, this system is complex
and we prefer to reduce the problem to two unknowns, one saturation s1 and only one pressure.
We then introduce the global pressure. For that, let us denote,
Mi(si) = ki(si)/μi i-phase’s mobility,
M(s1) = M1(s1)+M2(1 − s1) the total mobility,
V = V1 + V2 the total velocity.
As in [4,11] we can express the total velocity in terms of p2 and p12. We have
V(t, x) = −K(x)M(s1)
(
∇p2(t, x)+ M1(s1)
M(s1)
∇p12(s1)
)
+ K(x)(M1(s1)ρ1(p1)+M2(s2)ρ2(p2))g,
and defining a function p˜(s1) such that dp˜ds (s1) = M1(s1)M(s1)
dp12
ds
(s1), the global pressure is then
p = p2 + p˜, as in [4],
V(t, x) = −K(x)M(s1)∇p(t, x)+ K(x)
(
M1(s1)ρ1(p1)+M2(s2)ρ2(p2)
)
g. (1.5)
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Vi = −KMi(si)∇p − Kα(s1)∇si + K(x)Mi(si)ρi(pi)g, (1.6)
where α(s1) = M1(s1)M2(s2)M(s1)
dp12
ds
(s1)  0, which completes the writing of the system in vari-
ables s1 and p, except for the densities ρi .
The density of fluid depends on the pressure of the corresponding fluid. In this general case,
the mathematical analysis is an open problem. A classical and physical assumption is to consider
the densities to depend only on the global pressure. As a matter of fact, we take advantage
of the fact that the capillary pressure is low and the densities vary slowly with the pressure
(see [4, Chapter 4], for more details), we then assume that ρi = ρi(p).
In this case, with (1.6), the system (1.1)–(1.4) can be rewritten as
φ∂t
(
ρi(p)si
)− div(Kρi(p)Mi(si)∇p)− div(Kρi(p)α(s1)∇si)
+ div(KMi(si)ρ2i (pi)g)+ ρi(p)sifP = ρi(p)sIi fI , i = 1,2, (1.7)
with (1.3).
This system is strongly nonlinear and highly coupled, namely by the evolution terms. It is
possible to exhibit the evolution of pressure and of saturation. The saturation equation is given
in (4.8), this equivalent system loses the conservative property and makes the analysis more
complicated. In the particular case of pressure exponential law of densities, with the same com-
pressibility factor for the two densities, the system can all the same be simplified and the analysis
is proposed in [7] when some quadratic terms on velocities are neglected. Here, we study the case
of bounded general densities, without simplification on nonlinear terms. The bound assumption
on densities is validate by a maximum principle on pressure.
The system (1.7) contains further degeneracies. The capillary term α can vanish when s1 = 0
and/or s1 = 1 in physical situations. The lack of coercivity of the degenerate diffusion term
div(Kρi(p)α(s1)∇si) has been studied for incompressible flows [4–6], and for compressible
flows [7], or mix compressible, incompressible flows [8,9]. One of the goals of this paper is to
handle this degeneracy.
The dissipative terms on pressure div(Kρi(p)Mi(si)∇p) degenerate when si = 0 due to the
immobility of ith phase when it is missing. But, roughly speaking, where one mobility vanishes,
the other is positive, finally, the combination of two degenerate dissipative estimates on pressure
will lead to one non-degenerate estimate on pressure. The degeneracy of terms on pressure is
overcome by a non-degenerate estimate on the gradient of pressure.
An additional difficulty is due to the degeneracy of the time derivative terms φ(x)∂t (ρi(p)si)
whose the evolution term on pressure vanishes in the region where si = 0 for i = 1,2. Neverthe-
less, the monotony of the densities ρ1, ρ2 ensures that the map (ρ1(p)s1, ρ2(p)s2) → (s1,p) is a
diffeomorphism. This point is crucial to define the pressure along time and compactness property
on the variable (s1,p).
Finally, from the two degenerate evolution terms φ(x)∂t (ρi(p)si) (i = 1,2), follows a non-
degenerate evolution of pressure. This is not the case for water gas flows studied in [8,9] since
the constant density of one fluid lead to a degenerate evolution term on pressure on one hand,
and on the other hand, allows a simpler equation on evolution of the saturation.
In this paper, the growth of densities with respect to pressure play a major role in the analysis
and consequently the results does not include the case of mix compressible incompressible flows
as water–gas problem, treated in [9].
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and some assumptions on the data of the problem.
Let T > 0, fixed and let Ω be a bounded set of Rd (d  1). We set QT = (0, T ) × Ω ,
ΣT = (0, T ) × ∂Ω . To the system (1.7) (i = 1,2), we add the following mixed boundary con-
ditions and initial conditions. We consider the boundary ∂Ω = Γ1 ∪ Γimp, where Γ1 denotes the
injection boundary of the second phase and Γimp the impervious one,{
s1(t, x) = 0, p(t, x) = 0 on Γ1,
V1 · n = V2 · n = 0 = 0 on Γimp, (1.8)
where n is the outward normal to the boundary Γimp. We force a constant pressure (shifted at
zero) along the time on the region of injection. This injection condition s1(t, x) = 0 on Γ1 is the
first asymmetric property of the model. We could choose s2(t, x) = 0, the result would be the
same.
The initial conditions are defined on pressure and saturation{
p(0, x) = p0(x) in Ω,
s1(0, x) = s01(x) in Ω.
(1.9)
Next we are going to introduce some physically relevant assumptions on the coefficients of
the system.
(H1) The porosity φ ∈ W 1,∞(Ω) and there is two positive constants φ0 and φ1 such that
φ0  φ(x) φ1 almost everywhere x ∈ Ω .
(H2) The tensor K belongs to (W 1,∞(Ω))d×d . Moreover, there exist two positive constants k0
and k∞ such that
‖K‖(L∞(Ω))d×d  k∞ and
(
K(x)ξ, ξ
)
 k0|ξ |2(
for all ξ ∈Rd , almost everywhere x ∈ Ω).
(H3) The functions M1 and M2 belong to C0([0,1];R+), M1(s1 = 0) = 0 and M2(s2 = 0) = 0.
In addition, there is a positive constant m0, such that, for all s1 ∈ [0,1],
M1(s1)+M2(s2)m0.
(H4) (fP ,fI ) ∈ (L2(QT ))2, fP (t, x), fI (t, x) 0 almost everywhere (t, x) ∈ QT , sIi (t, x) 0
(i = 1,2) and sI1 (t, x)+ sI2 (t, x) = 1 almost everywhere in (t, x) ∈ QT .
(H5) The densities ρi (i = 1,2) are C2(R) and increasing, there exist ρm > 0, ρM > 0 such that
ρm  ρi(p) ρM , for all p.
(H6) The function α ∈ C0([0,1];R+) satisfies α(s) > 0 for 0 < s  1, and α(0) = 0. There exist
r1 > 0, a0 and A0 > 0 such that, for all s ∈ [0,1], a0sr1  α(s)A0sr1 .
(H7) The function α ∈ C0([0,1];R+) satisfies α(s) > 0 for 0 < s < 1, and α(0) = α(1) = 0.
There exist r1 > 0, 0 < r2  2, ξ
 < 1, a0 and A0 > 0 such that
a0s
r1  α(s)A0sr1, for all s ∈ [0, ξ
],
a0(1 − s)r2  α(s)A0(1 − s)r2 , for all s ∈ [ξ
,1].
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satisfy
M1(s1) cs1, ∀s1 ∈ [0,1],
M2(s2) csq2 , ∀s2 ∈ [0,1].
The assumptions (H1)–(H4) are classical for porous media.
The assumption (H5) is a cut-off assumption on the density functions ρi which is valid when
the pressure remains bounded. That is the case when fP = fI , according to Proposition 1.1.
The assumption (H6) or (H7) deals with the degeneracy of the function α. From a physical
point of view, α can degenerate when a single phase is present (see [4, Chapter V]), that is
“s = 0” or “s = 1.” We investigate first the case where the degeneracy occurs only with one of
the two phases. We choose to call “phase 1” such a phase, that is α(s1 = 0) = 0, α(s1 = 1) > 0.
Such a degeneracy is detailed in assumption (H6) and can be referred as a “single” degeneracy.
No limitation on the degeneracy is required for “single” degeneracy.
We also investigate the case of a “double” degeneracy, that is when α(s1 = 0) = α(s1 = 1) = 0
in assumption (H7). By convention, we choose to denote “phase 2,” the one leading to the biggest
degeneracy when such a phase is exclusively present (s2 = 1). As a matter of fact, in (H7), the
degeneracy of α around s1 = 0 has no limitation whereas around s1 = 1, the degeneracy is not
allowed to be stronger than quadratic.
In assumption (H7), the degeneracy of the capillary term α is compared to polynomial growth
and goes with degeneracy of the mobilities Mi .
The main two existence results are given below. The first one deals with a single and strong
degeneracy. The second one treats the case of a double degeneracy, one strong and one weak
(quadratic). For such a double degeneracy, we assume that no injection occurs (fI = 0) and
initially, the saturation is constrained.
Define
β(s) =
s∫
0
α(z) dz, (1.10)
we can see that β−1 is a Hölder function of order θ , with 0 < θ  1, on [0, β(1)]. Which means
there exists a positive c such that for all z1, z2 ∈ [0, β(1)], one has |β−1(z1)−β−1(z2)| c|z1 −
z2|θ . This is a consequence of assumption (H6) or (H7).
Let us define the following Sobolev space
H 1Γ1(Ω) =
{
u ∈ H 1(Ω); u = 0 on Γ1
}
,
this is an Hilbert space when equipped with the norm ‖u‖H 1Γ1 (Ω) = ‖∇u‖(L2(Ω))d .
Let us state the main results of this paper.
Theorem 1.1 (Strong single degeneracy). Let (H1)–(H5) and (H6) hold. Let initial data
(introduced in (1.9)) 0  s01  1, p0 be defined almost everywhere in Ω . Then, there exists
(s1,p) satisfying
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(
0, T ;H 1Γ1(Ω)
)
, (1.11)
p ∈ L2(0, T ;H 1Γ1(Ω)), φ∂t(ρi(p)si) ∈ L2(0, T ; (H 1Γ1(Ω))′) (i = 1,2), (1.12)
such that for all ϕ, ξ ∈ C1([0, T ];H 1Γ1(Ω)) with ϕ(T ) = ξ(T ) = 0,
−
∫
QT
φρ1(p)s1∂tϕ dx dt −
∫
Ω
φ(x)ρ1
(
p0(x)
)
s01(x)ϕ(0, x) dx
+
∫
QT
ρ1(p)M1(s1)K∇p · ∇ϕ dx dt +
∫
QT
Kρ1(p)α(s1)∇s1 · ∇ϕ dx dt
−
∫
QT
Kρ21(p)M1(s1)g · ∇ϕ dx dt +
∫
QT
ρ1(p)s1fP ϕ dx dt
=
∫
QT
ρ1(p)s
I
1fIϕ dx dt, (1.13)
−
∫
QT
φρ2(p)s2∂t ξ dx dt −
∫
Ω
φ(x)ρ2
(
p0(x)
)
s02(x)ξ(0, x) dx
+
∫
QT
ρ2(p)M2(s2)K∇p · ∇ξ dx dt +
∫
QT
Kρ2(p)α(s1)∇s2 · ∇ξ dx dt
−
∫
QT
Kρ22(p)M2(s2)g · ∇ξ dx dt +
∫
QT
ρ2(p)s2fP ξ dx dt
=
∫
QT
ρ2(p)s
I
2fI ξ dx dt, (1.14)
and finally the initial conditions are satisfied in a weak sense as follows:
for all ψ ∈ H 1Γ1(Ω) the function t →
∫
Ω
φρi(p)siψ dx ∈ C0
([0, T ]), (1.15)
furthermore we have (∫
Ω
φρi(p)siψ dx
)
(0) =
∫
Ω
φρi
(
p0
)
s0i ψ dx. (1.16)
Theorem 1.2 (Strong and weak degeneracies). Let fI = 0. Assume (H1)–(H5) and (H7) hold.
Let initial data (introduced in (1.9)) 0 s01  0, p0 be defined almost everywhere in Ω and the
initial saturation verifies
G
(
s01
) ∈ L1(Ω),
where the function G is defined by (4.6).
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0 s1  1 a.e. in QT , G(s1) ∈ L∞
(
0, T ;L1(Ω)),
β(s1) ∈ L2
(
0, T ;H 1Γ1(Ω)
)
, (1.17)
p ∈ L2(0, T ;H 1Γ1(Ω)), φ∂t(ρi(p)si) ∈ L2(0, T ; (H 1Γ1(Ω))′) (i = 1,2), (1.18)
such that the formulations (1.13), (1.14) are satisfied and initial conditions verify (1.15) and
(1.16).
As we can see, the above notion of weak solutions is very natural provided that we explain the
origin of the requirements (1.11)–(1.12) or (1.17)–(1.18). Obviously, they correspond to a priori
estimates. Indeed, (1.13)–(1.14) ensure that si  0 (i = 1,2) which is equivalent to 0  si  1
(the proof is detailed in Proposition 2.2). The key point is to obtain the estimate on ∇p.
For that, define g1(p) =
∫ p
0 ρ2(q) dq and g2(p) =
∫ p
0 ρ1(q) dq and note that at least formally:
∂t
(
ρ1(p)s1
)
g1(p)+ ∂t
(
ρ2(p)s2
)
g2(p)
= ρ′1(p)g1(p)s1∂tp + ρ1(p)g1(p)∂t s1 + ρ′2(p)g2(p)s2∂tp + ρ2(p)g2(p)∂t s2.
The functions H1 and H2 defined by
H1(p) = ρ1(p)g1(p)−
p∫
0
ρ1(q)ρ2(q) dq, (1.19)
H2(p) = ρ2(p)g2(p)−
p∫
0
ρ1(q)ρ2(q) dq, (1.20)
satisfy H′i (p) = ρ′i (p)gi(p), Hi (0) = 0, Hi (p)  0 for all p, and Hi is sublinear with respect
to p. The identity s1 + s2 = 1 implies
∂t
(
ρ1(p)s1
)
g1(p)+ ∂t
(
ρ2(p)s2
)
g2(p) = ∂t
(
s1H1(p)
)+ ∂t(s2H2(p)).
Taking ϕ = g1(p) in (1.13) and ξ = g2(p) in (1.14), the sum leads to
d
dt
∫
Ω
φs1H1(p)dx + d
dt
∫
Ω
φs2H2(p)dx
+
∫
Ω
ρ1(p)ρ2(p)
(
M1(s1)+M2(s2)
)
K∇p · ∇p dx
−
∫
Kρ1(p)ρ2(p)
(
ρ1(p)M1(s1)+ ρ2(p)M2(s2)
)
g · ∇p dxΩ
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∫
Ω
(
ρ1(p)g1(p)s1 + ρ2(p)g2(p)s2
)
fP dx
=
∫
Ω
(
ρ1(p)g1(p)s
I
1 + ρ2(p)g2(p)sI2
)
fI dx. (1.21)
Using the assumptions (H3) and (H5), and the fact that the functions Hi are non-negative and
sublinear with respect to p, we deduce p ∈ L2(0, T ;H 1Γ1(Ω)).
Due to the degeneracy of the capillary function α, the bound on β(s1) in L2(0, T ;H 1Γ1(Ω)) is
too technical and we refer to Lemmas 4.1 and 4.2 for the estimates. When α is not degenerated,
s1 belongs to L2(0, T ;H 1Γ1(Ω)), this estimate is trivial and is obtained by taking ϕ = ρ1(p)s1
in (1.13).
The next result makes the cut-off assumption (H5) physically relevant.
Proposition 1.1 (Maximum principle on pressure). Let fI = fP and g = 0. If pmin  p0  pmax
then pmin  p(t, x) pmax, almost everywhere in (t, x) in QT .
The proof of this proposition is based on energy estimates with regularized Heaviside func-
tions of the shifted pressure.
Before establishing Theorems 1.1 and 1.2, we introduce the existence of solutions to sys-
tem (1.7) under the conditions (H1)–(H5), when α is replaced by a non-degenerate positive
function,
αη(s) = α(s) + η, η > 0,
then we consider the non-degenerate system
φ∂t
(
ρi
(
pη
)
s
η
i
)− div(Kρi(pη)Mi(sηi )∇pη)− div(Kρi(pη)αη(sη1 )∇sηi )
+ div(KMi(sηi )ρ2i (pη)g)+ ρi(pη)sηi fP = ρi(pη)sIi fI , (1.22)
completed with boundary conditions (1.8) and initial conditions (1.9).
Existence of solutions of system (1.22) is given in the following theorem.
Theorem 1.3 (Non-degenerate dissipative model). Let (H1)–(H5) hold. Let s0i  0, p0 (intro-
duced in (1.9)) be defined almost everywhere in Ω . Then, for all η > 0, there exists (sη1 ,pη)
satisfying
0 sηi (t, x) 1 a.e. in QT , s
η
i ∈ L2
(
0, T ;H 1Γ1(Ω)
)
, i = 1,2,
pη ∈ L2(0, T ;H 1Γ1(Ω)), φ∂t(ρi(pη)sηi ) ∈ L2(0, T ; (H 1Γ1(Ω))′),
ρi
(
pη
)
s
η
i ∈ C0
(
0, T ;L2(Ω)), i = 1,2,
for all ϕ ∈ L2(0, T ;H 1 (Ω)),Γ1
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φ∂t
(
ρi
(
pη
)
s
η
i
)
, ϕ
〉+ ∫
QT
ρi
(
pη
)
Mi
(
s
η
i
)
K∇pη · ∇ϕ dx dt
+
∫
QT
Kρi
(
pη
)
αη
(
s
η
1
)∇sηi · ∇ϕ dx dt −
∫
QT
Kρ2i
(
pη
)
Mi
(
s
η
i
)
g · ∇ϕ dx dt
+
∫
QT
ρi
(
pη
)
s
η
i fP ϕ dx dt =
∫
QT
ρi
(
pη
)
sIi fI ϕ dx dt, i = 1,2. (1.23)
The bracket 〈·,·〉 denotes the duality product between L2(0, T ; (H 1Γ1(Ω))′) and L2(0, T ;
H 1Γ1(Ω)).
The sequel of the article is organized as follows. In the next section, we construct approached
solutions solving a time discretization problem of (1.23). This choice is motivated by the fact that
no evolution have to be considered in a first step. The problem of degeneracy of evolution term
is temporarily seated aside. Furthermore, the maximum principle is conserved on saturation.
This requires the study of an auxiliary nonlinear elliptic problem in order to well define time
discrete solutions. The next section is devoted to the analysis of this elliptic problem. For the
same reasons, this technique had been employed in [9] for water gas flows.
Section 3 is devoted to the passage of a discrete problem to a continuous one and establishes
Theorem 1.3. Then, in Section 4, it remains to pass to the limit on the parameter η to treat the case
of a degenerate capillary term. Finally, we let the proof of the maximum principle on pressure in
the last section.
2. Study of a nonlinear elliptic system
Having in mind a time discretization of (1.23), we are concerned with the following system,
φ
ρi(p)si − ρ
i s
i
h
− div(Kρi(p)Mi(si)∇p)− div(Kρi(p)αη(s1)∇si)
+ div(KMi(sηi )ρ2i g)+ ρi(p)sifP = ρi(p)sIi fI . (2.1)
We introduce two regularizations, we add a second order operator in pressure in order to reinforce
the ellipticity of the system, we also trunk high frequencies of nonlinear elliptic term in pressure
in Eq. (2.1). Let PN be the orthogonal projector of H 1Γ1(Ω) on the first N eigenvectors of the
operator
p → −p
with homogeneous Dirichlet boundary conditions. Such perturbations lead to the loss of max-
imum principle on the saturation s, so the functions M1, M2 and α are extended on R by
continuous constant functions outside [0,1] and then are bounded on R. For the same reason
we denote
Z(s) =
{0 for s  0,
s for s ∈ [0;1],
1 for s  1.
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following problem for fixed parameters N > 0 and ε > 0,
∫
Ω
φ
ρ1(pN,ε)Z(s
N,ε
1 )− ρ
1s
1
h
ϕ dx +
∫
Ω
Kρ1
(
pN,ε
)
M1
(
s
N,ε
1
)
ρ2
(
pN,ε
)∇PNpN,ε · ∇ϕ dx
+
∫
Ω
Kρ1
(
pN,ε
)
αη
(
s
N,ε
1
)∇sN,ε1 · ∇ϕ dx −
∫
Ω
Kρ21
(
pN,ε
)
M1
(
s
N,ε
1
)
g · ∇ϕ dx
+
∫
Ω
ρ1
(
pN,ε
)
Z
(
s
N,ε
1
)
fP ϕ dx =
∫
Ω
ρ1
(
pN,ε
)
sI1fIϕ, (2.2)
∫
Ω
φ
ρ2(pN,ε)Z(s
N,ε
2 )− ρ
2s
2
h
ξ dx +
∫
Ω
Kρ2
(
pN,ε
)(
M2
(
s
N,ε
2
)+ ε)∇pN,ε · ∇ξ dx
+
∫
Ω
Kρ2
(
pN,ε
)
αη
(
s
N,ε
1
)∇sN,ε2 · ∇ξ dx −
∫
Ω
Kρ22
(
pN,ε
)
M2
(
s
N,ε
2
)
g · ∇ξ dx
+
∫
Ω
ρ2
(
pN,ε
)
Z
(
s
N,ε
2
)
fP ξ dx =
∫
Ω
ρ2
(
pN,ε
)
sI2fI ξ dx, (2.3)
for all (ϕ, ξ) belonging to H 1Γ1(Ω)×H 1Γ1(Ω).
Remark that the two additional regularizations are parametrized by N and ε. The projector PN
appears in (2.2) to make regular the implied term. It appears twice in order to conserve a coer-
civity property, as for the non-regularized term. The second regularization reinforce the diffusive
term on pressure in (2.3) since a part of the diffusion on pressure is lost in (2.2) because of the
operator PN . The symmetries in (2.2)–(2.3) are voluntary lost in order to consider an equation
on saturation (2.2), thus an equation on pressure (2.3) for some fixed variables in these systems.
The second step concerns the passage to the limit as N goes to infinity in order to recover the
full physical diffusion on pressure. Finally, the last one is the passage to the limit as ε goes to
zero.
Step 1. We show for fixed N > 0 and ε > 0 existence of solutions to (2.2)–(2.3). We omit for the
time being the dependence of solutions on parameters N and ε.
Proposition 2.1. Assume ρ
i s


i belongs to L2(Ω). Then, there exists (s1,p) belonging to
H 1Γ1(Ω)×H 1Γ1(Ω), solution of (2.2)–(2.3).
Proof. The proof is based on the Leray–Schauder fixed point theorem.
Let T be a map from L2(Ω) to L2(Ω) defined by
T (s1,p) = (s1,p),
where the pair (s1,p) is the unique solution of the system (2.4)–(2.5)
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∫
Ω
φ
ρ1(p)Z(s1)− ρ
1s
1
h
ϕ dx +
∫
Ω
ρ1(p)M1(s1)K∇PNp · ∇ϕ dx
+
∫
Ω
Kρ1(p)αη(s1)∇s1 · ∇ϕ dx −
∫
Ω
ρ21(p)M1(s1)Kg · ∇ϕ dx
+
∫
Ω
ρ1(p)Z(s1)fP ϕ dx =
∫
QT
ρ1(p)s
I
1fIϕ dx, (2.4)
∫
Ω
φ
ρ2(p)Z(s2)− ρ
2s
2
h
ξ dx +
∫
Ω
ρ2(p)
(
M2(s2)+ ε
)
K∇p · ∇ξ dx
+
∫
Ω
Kρ2(p)αη(s1)∇s2 · ∇ξ dx +
∫
Ω
ρ2(p)Z(s2)fP ξ dx =
∫
QT
ρ2(p)s
I
2fI ξ dx (2.5)
for all (ϕ, ξ) belonging to H 1Γ1(Ω)×H 1Γ1(Ω).
As a matter of fact, the map T is well defined on L2(Ω) by using Lax–Milgram theorem in
(2.5) to define a unique s1 ∈ H 1Γ1(Ω), then, using again Lax–Milgram theorem in (2.4), we have
a unique solution p ∈ H 1Γ1(Ω).
Lemma 2.1. The map T is a continuous operator which maps every bounded subset of L2(Ω)
into a relatively compact set.
Proof. Let us consider a sequence (s1,n,pn) of a bounded set of L2(Ω) × L2(Ω) which con-
verges to (s1,p) ∈ L2(Ω) × L2(Ω). Let us prove that (s1,n,pn) = T (s1,n,pn) is bounded in
H 1Γ1(Ω)×H 1Γ1(Ω) and converges to (s1,p) = T (s1,p).
The sequence (s1,n,pn) verifies
∫
Ω
φ
ρ1(pn)Z(s1,n)− ρ
1s
1
h
ϕ dx +
∫
Ω
ρ1(pn)M1(s1,n)K∇PNpn · ∇ϕ dx
+
∫
Ω
Kρ1(pn)αη(s1,n)∇s1,n · ∇ϕ dx −
∫
Ω
ρ21(pn)M1(s1,n)Kg · ∇ϕ dx
+
∫
Ω
ρ1(pn)Z(s1,n)fP ϕ dx =
∫
Ω
ρ1(pn)s
I
1fIϕ dx, (2.6)
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∫
Ω
φ
ρ2(pn)Z(s2,n)− ρ
2s
2
h
ξ dx +
∫
Ω
ρ2(pn)
(
M2(s2,n)+ ε
)
K∇pn · ∇ξ dx
+
∫
Ω
Kρ2(pn)αη(s1,n)∇s2,n · ∇ξ dx −
∫
Ω
ρ22(pn)M2(s2,n)Kg · ∇ξ dx
+
∫
Ω
ρ2(pn)Z(s2,n)fP ξ dx =
∫
Ω
ρ2(pn)s
I
2fI ξ dx (2.7)
for all (ϕ, ξ) belonging to H 1Γ1(Ω)×H 1Γ1(Ω).
Let us take ϕ = s1,n ∈ H 1Γ1(Ω) in (2.6), we get
k0ηρm
∫
Ω
|∇s1,n|2 dx  C +C‖s1,n‖2L2(Ω) +C‖∇PNpn‖2L2(Ω), (2.8)
where C depends on h, φ1, ‖fP ‖L2(Ω), ρM , k∞ and ‖ρ
s
‖L2(Ω). As
‖∇PNpn‖L2(Ω)  cN‖pn‖L2(Ω),
the Poincaré inequality and the estimate (2.8) ensure that the sequence (s1,n)n is uniformly
bounded in H 1Γ1(Ω).
Then, taking ξ = pn in (2.7), we get
εk0
∫
Ω
|∇pn|2 dx  C
(
1 + ‖∇s1,n‖2L2(Ω)
)+C‖pn‖L2(Ω),
where C depends on h, φ1, ‖fP ‖L2(Ω), ‖fI‖L2(Ω), k∞ and ‖αη‖L∞(R). Then the sequence (pn)n
is also uniformly bounded in H 1Γ1(Ω). This establishes the relative compactness property of the
map T .
Furthermore, up to a subsequence, we have the convergences
s1,n → s1 weakly in H 1Γ1(Ω), (2.9)
pn → p weakly in H 1Γ1(Ω), (2.10)
s1,n → s1 strongly in L2(Ω) and a.e. in Ω, (2.11)
pn → p strongly in L2(Ω) and a.e. in Ω. (2.12)
Passage to the limit in (2.6). Almost everywhere convergence of ρ1(pn)ϕ dominated by ρM |ϕ|
and (2.11) allow to apply the Lebesgue theorem and pass to the limit of the first term of (2.6).
The second term is treated as follows. The sequence (M1(s1,n)ρ1(pn)∇PNϕ)n is dominated and
converges a.e. as n goes to infinity. Then, by Lebesgue theorem, we have
M1(s1,n)ρ1(pn)∇ϕ → M1(s)ρ1(p)∇ϕ. (2.13)
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∇PNpn → ∇PNp strongly in
(
L2(Ω)
)d
. (2.14)
Then, the convergences (2.13)–(2.14) establish the limit for the second term.
In the same way,
ρ1(pn)αη(s1,n)∇ϕ → ρ1(p)αη(s1)∇ϕ strongly in
(
L2(Ω)
)d
,
the convergence (2.9) allows to pass to the limit for the third term. The convergences of the last
terms are always an application of the Lebesgue theorem.
The passage to the limit on (2.5) is obtained in the same manner.
Then (s1,p) is solution to (2.4)–(2.5), which establishes the continuity and achieves the proof
of the lemma. 
Lemma 2.2 (A priori estimate). There exists r > 0 such that, if (s1,p) = λT (s1,p) with λ ∈
(0,1), then
∥∥(s1,p)∥∥L2(Ω)×L2(Ω)  r.
Proof. Assume (s1,p) = λT (s1,p) exists, then (s1,p) satisfies
λ
∫
Ω
φ
ρ1(p)Z(s1)− ρ
1s
1
h
ϕ dx + λ
∫
Ω
ρ1(p)M1(s1)K∇PNp · ∇ϕ dx
+
∫
Ω
Kρ1(p)αη(s1)∇s1 · ∇ϕ dx − λ
∫
Ω
ρ21(p)M1(s1)Kg · ∇ϕ dx
+ λ
∫
Ω
ρ1(p)Z(s1)fP ϕ dx = λ
∫
Ω
ρ1(p)s
I
1fIϕ dx, (2.15)
λ
∫
Ω
φ
ρ2(p)Z(s2)− ρ
2s
2
h
ξ dx +
∫
Ω
ρ2(p)
(
M2(s2)+ ε
)
K∇p · ∇ξ dx
+
∫
Ω
Kρ2(p)αη(s1)∇s2 · ∇ξ dx − λ
∫
Ω
ρ22(p)M2(s2)Kg · ∇ξ dx
+ λ
∫
QT
ρ2(p)Z(s2)fP ξ dx = λ
∫
Ω
ρ2(p)s
I
2fI ξ dx (2.16)
for all (ϕ, ξ) belonging to H 1 (Ω)×H 1 (Ω).Γ1 Γ1
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∫ p
0 ρ2(q) dq ∈ H 1Γ1(Ω) in (2.15) and ξ = g2(p) :=
∫ p
0 ρ1(q) dq ∈
H 1Γ1(Ω) in (2.15). Summing these quantities, we obtain
λ
h
∫
Ω
φ
((
ρ1(p)Z(s1)− ρ
1s
1
)
g1(p)+
(
ρ2(p)Z(s2)− ρ
2s
2
)
g2(p)
)
dx
+ λ
∫
Ω
ρ1(p)ρ2(p)M1(s1)K∇PNp · ∇PNp dx
+
∫
Ω
ρ1(p)ρ2(p)
(
M2(s2)+ ε
)
K∇p · ∇p dx
− λ
∫
Ω
ρ1(p)ρ2(p)
(
ρ1(p)M1(s1)+ ρ2(p)M2(s2)
)
Kg · ∇p dx
+ λ
∫
Ω
(
ρ1(p)Z(s1)g1(p)+ ρ2(p)Z(s2)g2(p)
)
fP dx
= λ
∫
Ω
(
ρ1(p)s
I
1g1(p)+ ρ2(p)sI2g2(p)
)
fI dx. (2.17)
Remark that the functions p → gi(p) is sublinear, the second integral on the left-hand side is
non-negative, we deduce from Cauchy–Schwartz and Poincaré inequalities that (2.17) reduces to
ερ2mk0
∫
Ω
|∇p|2 dx  C1
(
1 + ‖fP ‖2L2(Ω) + ‖fI‖2L2(Ω) +
∥∥ρ
1s
1∥∥2L2(Ω) + ∥∥ρ
2s
2∥∥2L2(Ω)),
(2.18)
where C1 depends on h and ε, but not on λ.
On the other hand, consider ξ = −s1 ∈ H 1Γ1(Ω) in (2.16), we have
∫
Ω
Kρ2(p)αη(s1)∇s1 · ∇s1 dx
= λ
h
∫
Ω
φ
(
ρ2(p)Z(s2)− ρ
2s
2
)
s1 dx + λ
∫
Ω
ρ22(p)M2(s2)Kg · ∇s1 dx
+
∫
Ω
(
M2(s2)+ ε
)
K∇p · ∇s1 dx + λ
∫
Ω
ρ2(p)Z(s2)fP s1 dx − λ
∫
Ω
ρ2(p)s
I
2fI s1 dx.
(2.19)
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ρmk0η
∫
Ω
|∇s1|2 dx C1 +C2‖∇p‖2L2(Ω) +C3
(‖fP ‖2L2(Ω) + ‖fI‖2L2(Ω)), (2.20)
where constants Ci (i = 1,3) do not depend on λ, more precisely, C1 depends on h and η, C2
depends on ε and η, and C3 depends on η. And from (2.18), we have
‖∇s1‖L2(Ω)  C4, (2.21)
and constant C4 does not depend on λ.
Lemma 2.2 is then established. 
Lemmas 2.1 and 2.2 allow to apply the Leray–Schauder fixed point theorem [13] and prove
the existence of a solution to (2.2)–(2.3). This completes Proposition 2.1. 
Step 2. Now we are concerned with the limit N goes to infinity (we omit the dependence of
solutions on ε). For all N , we have established a solution (pN, sN) ∈ H 1Γ1(Ω) × H 1Γ1(Ω) to(2.2)–(2.3) satisfying
∫
Ω
φ
ρ(pN)Z(s1,N )− ρ
1s
1
h
ϕ dx +
∫
Ω
ρ1(pN)M1(s1,N )K∇PNpN · ∇ϕ dx
+
∫
Ω
Kρ1(pN)αη(s1,N )∇s1,N · ∇ϕ dx −
∫
Ω
ρ21(pN)M1(s1,N )Kg · ∇ϕ dx
+
∫
Ω
ρ1(pN)Z(s1,N )fP ϕ dx =
∫
Ω
ρ1(pN)s
I
1fIϕ dx, (2.22)
∫
Ω
φ
ρ(pN)Z(s2,N )− ρ
2s
2
h
ξ dx +
∫
Ω
ρ2(pN)
(
M2(s2,N )+ ε
)
K∇p · ∇ξ dx
+
∫
Ω
Kρ2(pN)αη(s1,N )∇s2,N · ∇ξ dx −
∫
Ω
ρ22(pN)M2(s2,N )Kg · ∇ϕ dx
+
∫
Ω
ρ2(pN)Z(s2,N )fP ξ dx =
∫
Ω
ρ2(pN)s
I
2fI ξ dx (2.23)
for all (ϕ, ξ) belonging to H 1Γ1(Ω)×H 1Γ1(Ω).
Reproducing the estimates (2.18)–(2.21) with λ = 1, we deduce the same estimates which are
uniform with N
ερ2mk0‖∇pN‖2L2(Ω)  C1
(‖fP ‖2L2(Ω) + ‖fI‖2L2(Ω) + ∥∥ρ
1s
1∥∥2L2(Ω) + ∥∥ρ
2s
2∥∥2L2(Ω)),
‖∇s1,N‖L2(Ω)  C4.
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s1,N → s1 weakly in H 1Γ1(Ω), strongly in L2(Ω) and a.e. in Ω, (2.24)
pN → p weakly in H 1Γ1(Ω), strongly in L2(Ω) and a.e. in Ω. (2.25)
The convergences in (2.22)–(2.23) with respect to N are obtained in the same manner as for the
convergences with respect to n in (2.6)–(2.7).
Step 3. Passage to the limit as ε goes to zero. For all ε > 0, we have shown that there exists
(s1,ε,pε) ∈ H 1Γ1(Ω)×H 1Γ1(Ω), satisfying∫
Ω
φ
ρ(pε)Z(s1,ε)− ρ
1s
1
h
ϕ dx +
∫
Ω
ρ1(pε)M1(s1,ε)K∇pε · ∇ϕ dx
+
∫
Ω
Kρ1(pε)αη(s1,ε)∇s1,ε · ∇ϕ dx −
∫
Ω
ρ21(pε)M1(s1,ε)Kg · ∇ϕ dx
+
∫
Ω
ρ1(pε)Z(s1,ε)fP ϕ dx =
∫
Ω
ρ1(pε)s
I
1fIϕ dx, (2.26)
∫
Ω
φ
ρ(pε)Z(s2,ε)− ρ
2s
2
h
ξ dx +
∫
Ω
ρ2(pε)
(
M2(s2,ε)+ ε
)
K∇pε · ∇ξ dx
+
∫
Ω
Kρ2(pε)αη(s1,ε)∇s2,ε · ∇ξ dx −
∫
Ω
ρ22(pε)M2(s2,ε)Kg · ∇ξ dx
+
∫
Ω
ρ2(pε)Z(s2,ε)fP ξ dx =
∫
Ω
ρ2(pε)s
I
2fI ξ dx (2.27)
for all (ϕ, ξ) belonging to H 1Γ1(Ω)×H 1Γ1(Ω).
Lemma 2.3 (Uniform estimates with respect to ε). The solutions (s1,ε,pε) of (2.26)–(2.27) sat-
isfy ∫
Ω
|∇pε|2 dx dt  C1, (2.28)
∫
Ω
αη(s1,ε)|∇s1,ε|2 dx dt  C2, (2.29)
where C1 and C2 depend only on Ω , φ1, k0, k∞, ‖fP ‖L2(Ω), ‖fI‖L2(Ω), ‖ρ
1s
1‖L2(Ω),‖ρ
2s
2‖L2(Ω), ρm, ρM and h.
Proof. Consider again ϕ = g1(p) :=
∫ p
0 ρ2(q) dq ∈ H 1Γ1(Ω) in (2.26) and ξ = g2(p) :=∫ p
ρ1(q) dq ∈ H 1 (Ω) in (2.27). We sum these quantities to obtain0 Γ1
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h
∫
Ω
φ
((
ρ1(pε)Z(s1,ε)− ρ
1s
1
)
g1(pε)+
(
ρ2(pε)Z(s2,ε)− ρ
2s
2
)
g2(pε)
)
dx
+
∫
Ω
ρ1(pε)ρ2(pε)
(
M1(sε)+M2(sε)+ ε
)
K∇pε · ∇pε dx
−
∫
Ω
ρ1(pε)ρ2(pε)
(
ρ1(pε)M1(sε)+ ρ2(pε)M2(sε)
)
Kg · ∇pε dx
+
∫
Ω
(
ρ1(pε)Z(s1,ε)g1(pε)+ ρ2(pε)Z(s2,ε)g2(pε)
)
fP dx
=
∫
Ω
(
ρ1(pε)s
I
1g1(pε)+ ρ2(pε)sI2g2(pε)
)
fI dx. (2.30)
This estimate involves a uniform dissipative term on pressure since
M1(sε)+M2(sε)+ ε m0,
according to assumption (H3).
We recall that pε → gi(pε) is sublinear (i.e. |gi(pε)| ρM |pε|), we deduce from the Cauchy–
Schwartz inequality and the Poincaré inequality that (2.30) reduces to
m0(ρm)
2k0
∫
Ω
|∇pε|2 dx  C1
(
1 + ‖fP ‖2L2(Ω) + ‖fI‖2L2(Ω) +
∥∥ρ
1s
1∥∥2L2(Ω) + ∥∥ρ
2s
2∥∥2L2(Ω)),
(2.31)
where C1 depends on h, Ω , k0, m0, ρm, k∞.
Take φ = −s1,ε in (2.26) and as for (2.20) we establish (2.29). 
Proposition 2.2. Assume s
i  0, ρ
i  0, and ρ
i s
i belongs to L2(Ω) (i = 1,2). Then, there
exists (s1,p) belonging to H 1Γ1(Ω)×H 1Γ1(Ω) such that 0 si  1 a.e. in Ω , solution of∫
Ω
φ
ρ1(p)s1 − ρ
1s
1
h
ϕ dx +
∫
Ω
ρ1(p)M1(s1)K∇p · ∇ϕ dx +
∫
Ω
Kρ1(p)αη(s1)∇s1 · ∇ϕ dx
−
∫
Ω
ρ21(p)M1(s1)Kg · ∇ϕ dx +
∫
Ω
ρ1(p)s1fP ϕ dx =
∫
Ω
ρ1(p)s
I
1fIϕ dx, (2.32)
∫
Ω
φ
ρ2(p)s2 − ρ
2s
2
h
ξ dx +
∫
Ω
ρ2(p)M2(s2)K∇p · ∇ξ dx +
∫
Ω
Kρ2(p)αη(s1)∇s2 · ∇ξ dx
−
∫
Ω
ρ22(p)M2(s2)Kg · ∇ξ dx +
∫
Ω
ρ2(p)s2fP ξ dx =
∫
Ω
ρ2(p)s
I
2fI ξ dx (2.33)
for all (ϕ, ξ) belonging to H 1 (Ω)×H 1 (Ω).Γ1 Γ1
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s1,ε → s1 weakly in H 1Γ1(Ω), strongly in L2(Ω) and a.e. in Ω, (2.34)
pε → p weakly in H 1Γ1(Ω), strongly in L2(Ω) and a.e.in Ω. (2.35)
As previously, we pass to the limit as ε goes to zero in formulations (2.26)–(2.27) to obtain∫
Ω
φ
ρ1(p)Z(s1)− ρ
1s
1
h
ϕ dx +
∫
Ω
ρ1(p)M1(s1)K∇p · ∇ϕ dx +
∫
Ω
Kρ1(p)αη(s1)∇s1 · ∇ϕ dx
−
∫
Ω
ρ21(p)M1(s1)Kg · ∇ϕ dx +
∫
Ω
ρ1(p)Z(s1)fP ϕ dx =
∫
Ω
ρ1(p)s
I
1fIϕ dx, (2.36)
∫
Ω
φ
ρ2(p)Z(s2)− ρ
2s
2
h
ξ dx +
∫
Ω
ρ2(p)M2(s2)K∇p · ∇ξ dx +
∫
Ω
Kρ2(p)αη(s1)∇s2 · ∇ξ dx
−
∫
Ω
ρ22(p)M2(s2)Kg · ∇ξ dx +
∫
Ω
ρ2(p)Z(s2)fP ξ dx =
∫
Ω
ρ2(p)s
I
2fI ξ dx (2.37)
for all (ϕ, ξ) belonging to H 1Γ1(Ω)×H 1Γ1(Ω).
Let us show si  0 a.e. in Ω . For that, consider ϕ = −(s1)−, ξ = −(s2)− respectively in
(2.36) and (2.37). Note that, according to the extension of the mobility of each phase we have
Mi(si)(si)
− = 0 and from the definition of the function Z we have also Z(si)(si)− = 0. One gets∫
Ω
Kρi(p)αη(s1)∇(si)− · ∇(si)− dx = −1
h
∫
Ω
φρ
i s


i (si)
− dx −
∫
Ω
ρ2(p)s
I
2fI (si)
− dx.
(2.38)
The coefficient of capillary diffusion satisfies αη(s1) η, the left-hand side of (2.38) is negative,
then the above equality leads to
η
∫
Ω
∣∣∇(si)−∣∣2 dx  0,
which proves the maximum principle since (si)− vanishes on Γ1. Then we can replace Z(si) by si
in the formulations (2.36)–(2.37) to obtain (2.32)–(2.33). In the same spirit, the functions M1,
M2 and α which were extended outside [0,1] operate now only on [0,1] where they have a
physical meaning. 
3. Proof of Theorem 1.3
The proof is based on a semi-discretization method in time [2]. Let be T > 0, N ∈ N∗ and
h = T
N
. We define the following sequence parametrized by h:
p0h(x) = p0, s0i,h(x) = s0i (x) a.e. in Ω, (3.1)
for all n ∈ [0,N − 1], consider (sn ,pn) ∈ L2(Ω) × L2(Ω) with 0  sn  1, denote by1,h h 1,h
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n+1
h = 1h
∫ (n+1)h
nh
fP (τ) dτ , (fI )
n+1
h = 1h
∫ (n+1)h
nh
fI (τ ) dτ and (sIi )
n+1
h = 1h
∫ (n+1)h
nh
sIi (τ ) dτ
for i = 1,2, then define (sn+11,h ,pn+1h ) solution of
φ
ρ1(p
n+1
h )s
n+1
1,h − ρ1(pnh)sn1,h
h
− div(Kρ1(pn+1h )M1(sn+11,h )∇pn+1h )
− div(Kρ1(pn+1h )αη(sn+11,h )∇sn+11,h )+ div(Kρ21(pn+1h )M1(sn+11,h )g)
+ ρ1
(
pn+1h
)
sn+11,h (fP )
n+1
h = ρ1
(
pn+1h
)(
sI1
)n+1
h
(fI )
n+1
h , (3.2)
φ
ρ2(p
n+1
h )s
n+1
2,h − ρ2(pnh)sn2,h
h
− div(Kρ2(pn+1h )M2(sn+12,h )∇pn+1h )
− div(Kρ2(pn+1h )αη(sn+11,h )∇sn+12,h )+ div(Kρ22(pn+1h )M2(sn+12,h )g)
+ ρ2
(
pn+1h
)
sn+11,h (fP )
n+1
h = ρ2
(
pn+1h
)(
sI2
)n+1
h
(fI )
n+1
h , (3.3)
with the boundary condition (1.8). This sequence is well defined for all n ∈ [0,N − 1] by virtue
of Proposition 2.2. As a matter of fact, for given sni,h ∈ [0,1] and ρi(pnh)sni,h ∈ L2(Ω), i = 1,2,
we construct (sn+11,h ,p
n+1
h ) ∈ H 1Γ1(Ω)×H 1Γ1(Ω) so that sn+11,h ∈ [0,1].
Lemma 3.1 (Uniform estimates with respect to h). The solutions of (3.2)–(3.3) satisfy
1
h
∫
Ω
φ
(H1(pn+1h )sn+11,h −H1(pnh)sn1,h)dx + 1h
∫
Ω
φ
(H2(pn+1h )sn+12,h −H2(pnh)sn2,h)dx
+ m0ρ
2
mk0
2
∫
Ω
∣∣∇pn+1h ∣∣2 dx  C(1 + ∥∥(fP )n+1h ∥∥2L2(Ω) + ∥∥(fI )n+1h ∥∥2L2(Ω)), (3.4)
1
h
∫
Ω
φ
(∣∣ρ1(pn+1h )sn+11,h ∣∣2 − ∣∣ρ1(pnh)sn1,h∣∣2)dx + k0ρ2mη
∫
Ω
∣∣∇sn+11,h ∣∣2 dx
 C
(∥∥(fP )n+1h ∥∥2L2(Ω) + ∥∥(fI )n+1h ∥∥2L2(Ω) + ∥∥∇pn+1h ∥∥2L2(Ω)), (3.5)
where C does not depend on h, and the function Hi is defined in (1.20).
Proof. First of all, let us prove that: for all si  0 and s
i  0 such that s1 + s2 = s
1 + s
2 = 1,(
ρ1(p)s1 − ρ1(p
)s
1
)
g1(p)+
(
ρ2(p)s2 − ρ2(p
)s
2
)
g2(p)
H1(p)s1 −H1(p
)s
1 +H2(p)s2 −H2(p
)s
2, (3.6)
where
g1(p) =
p∫
ρ2(q) dq,0
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p∫
0
ρ1(q) dq,
H1(p) = ρ1(p)g1(p)−
p∫
0
ρ1(q)ρ2(q) dq,
H2(p) = ρ2(p)g2(p)−
p∫
0
ρ1(q)ρ2(q) dq.
Let us denote by J the left-hand side of (3.6). We have
J = ρ1(p)g1(p)s1 − ρ1(p
)g1(p)s
1 + ρ2(p)g2(p)s2 − ρ2(p
)g2(p)s
2
and from the definition of Hi , one gets
J =H1(p)s1 + s1
p∫
0
ρ1(q)ρ2(q) dq − ρ1(p
)g1(p)s
1
+H2(p)s2 + s2
p∫
0
ρ1(q)ρ2(q) dq − ρ2(p
)g2(p)s
2 .
This expression is equivalent to
J =H1(p)s1 −H1(p
)s
1 + s1
p∫
0
ρ1(q)ρ2(q) dq − ρ1(p
)g1(p)s
1 + ρ1(p
)g1(p
)s
1
− s
1
p
∫
0
ρ1(q)ρ2(q) dq +H2(p)s2 −H2(p
)s
2 + s2
p∫
0
ρ1(q)ρ2(q) dq − ρ2(p
)g2(p)s
2
+ ρ2(p
)g2(p
)s
2 − s
2
p
∫
0
ρ1(q)ρ2(q) dq,
using now that s1 + s2 = s
1 + s
2 = 1, then
J =H1(p)s1 −H1(p
)s
1 +H2(p)s2 −H2(p
)s
2 + s
1F1(p)+ s
2F2(p)
with
F1(p) =
p∫
ρ1(q)ρ2(q) dq − ρ1(p
)g1(p)+ ρ1(p
)g1(p
)−
p
∫
ρ1(q)ρ2(q) dq,0 0
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F2(p) =
p∫
0
ρ1(q)ρ2(q) dq − ρ2(p
)g2(p)+ ρ2(p
)g2(p
)−
p
∫
0
ρ1(q)ρ2(q) dq.
The assertion (3.6) is satisfied since Fi(p)  0 for all p, i = 1,2. Indeed, F1(p
) = 0, and
F ′1(p) = ρ2(p)(ρ1(p) − ρ1(p
)), then F ′1(p
) = 0, from the monotonicity of ρ1, we have
F ′1(p)  0, for all p  p
 and F ′1(p)  0, for all p  p
, which ensures the positiveness of
the function F1. In the same way, we have F2(p) 0, for all p ∈ R. So, (3.6) is established.
The uniform estimates of Lemma 3.1 are obtained by the same energy estimates as for the
proof of Lemma 2.3, being more careful with terms involving 1
h
.
Let us multiply scalarly (3.2) with g1(pn+1h ) and add the scalar product of (3.3) with g2(pn+1h ),
we have, by using (3.6),
1
h
∫
Ω
φ
(H1(pn+1h )sn+11,h −H1(pnh)sn1,h +H2(pn+1h )sn+12,h −H2(pnh)sn2,h)dx
+
∫
Ω
ρ1
(
pn+1h
)
ρ2
(
pn+1h
)
M
(
sn+11,h
)
K∇pn+1h · ∇pn+1h dx
−
∫
Ω
ρ1
(
pn+1h
)
ρ2
(
pn+1h
)(
ρ2
(
pn+1h
)
M2
(
sn+11,h
)+ ρ1(pn+1h )M1(sn+11,h ))Kg · ∇pn+1h dx
+
∫
Ω
(
ρ1
(
pnh
)
sn+11,h g1
(
pn+1h
)+ ρ2(pnh)sn+12,h g2(pn+1h ))(fP )n+1h dx
=
∫
Ω
(
ρ1
(
pnh
)(
sI1
)n+1
h
g1
(
pn+1h
)+ ρ2(pnh)(sI2 )n+1h g2(pn+1h ))(fI )n+1h dx. (3.7)
The Cauchy–Schwartz inequality allows to obtain (3.4).
The estimate (3.5) is easily obtained by scalar product of (3.2) with ρ1(pn+1h )sn+11,h ,
1
2h
∫
Ω
φ
(∣∣ρ1(pn+1h )sn+11,h ∣∣2 − ∣∣ρ1(pnh)sn1,h∣∣2)dx
+
∫
Ω
Kρ1
(
pn+1h
)
M1
(
sn+11,h
)∇pn+1h · ∇(ρ1(pn+1h )sn+11,h )dx
+
∫
Ω
Kρ1
(
pn+1h
)
αη
(
sn+11,h
)∇sn+11,h · ∇(ρ1(pn+1h )sn+11,h )dx
−
∫
Ω
Kρ21
(
pn+1h
)
M1
(
sn+11,h
)
g · ∇(ρ1(pn+1h )sn+11,h )dx
+
∫ ∣∣ρ1(pn+1h )sn+11,h ∣∣2(fP )n+1h dx
∫ ∣∣ρ1(pn+1h )∣∣2sn+11,h (sI1 )n+1h (fI )n+1h dx.
Ω Ω
1762 C. Galusinski, M. Saad / J. Differential Equations 244 (2008) 1741–1783From the third integral, we extract the damping term on the gradient of saturation, the other terms
are controlled,
1
2h
∫
Ω
φ
(∣∣ρ1(pn+1h )sn+11,h ∣∣2 − ∣∣ρ1(pnh)sn1,h∣∣2)dx +
∫
Ω
K
∣∣ρ1(pn+1h )∣∣2αη(sn+11,h )∇sn+11,h · ∇sn+11,h dx
 C
∫
Ω
∣∣∇pn+1h · ∇sn+11,h ∣∣dx +C
∫
Ω
∣∣∇pn+1h ∣∣2 dx +C
∫
Ω
∣∣(fP )n+1h ∣∣+ ∣∣(fI )n+1h ∣∣dx.
This achieves the proof of Lemma 3.1. 
For a given sequence (unh)n, let us denote
uh(0) = u0h,
uh(t) =
N−1∑
n=0
un+1h χ]nh,(n+1)h](t), ∀t ∈ ]0, T ], (3.8)
and
u˜h(t) =
N−1∑
n=0
((
1 + n− t
h
)
unh +
(
t
h
)
nun+1h
)
χ[nh,(n+1)h](t), ∀t ∈ [0, T ]. (3.9)
Then,
∂t u˜h(t) = 1
h
N−1∑
n=0
(
un+1h − unh
)
χ]nh,(n+1)h[(t), ∀t ∈ [0, T ] \
{
N⋃
n=0
nh
}
.
Let the functions ph and si,h be defined as in (3.8). For i = 1,2, we denote by ri,h the function
defined by (3.8) corresponding to rni,h = ρi(pnh)sni,h and r˜i,h the function defined by (3.9) corre-
sponding to rni,h. In the same way, we denote by fP,h, fI,h and (s
I
i )h the functions corresponding
to (fP )n+1h , (fI )
n+1
h and (s
I
i )
n+1
h , respectively.
Proposition 3.1. The sequence
(ph)h is uniformly bounded in L2
(
0, T ;H 1Γ1(Ω)
)
, (3.10)
(s1,h)h is uniformly bounded in L2
(
0, T ;H 1Γ1(Ω)
)
, (3.11)
(ri,h)h is uniformly bounded in L2
(
0, T ;H 1(Ω)), i = 1,2, (3.12)
(φ∂t r˜i,h)h is uniformly bounded in L2
(
0, T ; (H 1Γ1(Ω))′), i = 1,2. (3.13)
Proof. Estimate (3.10) is obtained by multiplying (3.4) by h and summing it from n = 0 to
n = N − 1,
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∫
Ω
φH1
(
ph(T )
)
s1,h(T )+ φH2
(
ph(T )
)
s2,h(T ) dx +m0p2mk0
∫
Ω
|∇ph|dx dt

∫
Ω
φH1
(
ph(0)
)
s1,h(0)+ φH2
(
ph(0)
)
s2,h(0) dx
+C(1 + ‖fP ‖2L2(QT ) + ‖fI‖2L2(QT )), (3.14)
where C is a constant independent of h and η. Then, summing (3.5), we obtain (3.11) by∫
Ω
φ
∣∣ρ1(ph(T ))s1,h(T )∣∣2 dx + k0ρmη
∫
QT
|∇s1,h|2 dx dt

∫
Ω
φ
∣∣s1,h(0)∣∣2 dx +C(‖fP ‖2L2(QT ) + ‖fI‖2L2(QT ) + ‖∇ph‖2L2(QT )). (3.15)
The uniform estimate (3.12) is a consequence of the two previous ones since the densities ρi are
bounded functions as well as the saturations 0 si,h  1,
∇ri,h =
N−1∑
n=0
(
ρ′i
(
pn+1h
)
sn+1i,h ∇pn+1h + ρi
(
pn+1h
)∇sn+1i,h )χ]nh,(n+1)h]a(t).
From Eqs. (3.2) and (3.3), we have for all ϕ ∈ L2(0, T ;H 1Γ1(Ω)),
〈φ∂t r˜i,h, ϕ〉 = −
∫
QT
ρi(ph)Mi(si,h)K∇ph · ∇ϕ dx dt −
∫
QT
Kρi(ph)αη(s1,h)∇si,h · ∇ϕ dx dt
+
∫
QT
ρ2i (ph)Mi(si,h)Kg · ∇ϕ dx dt −
∫
QT
ρi(ph)si,hfP,hϕ dx dt
+
∫
QT
ρi(ph)s
I
i,hfI,hϕ dx dt.
From the above estimates (3.10)–(3.11), (3.13) follows. 
The next step is to pass from an elliptic problem to a parabolic one. Then, we pass to the limit
on h, using only compactness on the quantities ri,h (i = 1,2).
Proposition 3.2 (Convergence with respect to h). We have the following convergences as h goes
to zero,
‖ri,h − r˜i,h ‖L2(QT ) → 0, (3.16)
s1,h → s1 weakly in L2
(
0, T ;H 1Γ1(Ω)
)
, (3.17)
ph → p weakly in L2
(
0, T ;H 1Γ1(Ω)
)
, (3.18)
ri,h → ri strongly in L2(QT ). (3.19)
1764 C. Galusinski, M. Saad / J. Differential Equations 244 (2008) 1741–1783Furthermore,
si,h → si almost everywhere in QT , (3.20)
0 si  1 almost everywhere in QT , (3.21)
ph → p almost everywhere in QT , (3.22)
and
ri = ρi(p)si almost everywhere in QT . (3.23)
Finally, we have
φ∂t r˜i,h → φ∂t
(
ρi(p)si
)
weakly in L2
(
0, T ; (H 1Γ1(Ω))′). (3.24)
Proof. Note that
‖ri,h − r˜i,h‖2L2(QT ) =
N−1∑
n=0
(n+1)h∫
nh
∥∥∥∥
(
1 + n− t
h
)(
rn+1i,h − rni,h
)∥∥∥∥
2
L2(Ω)
dt
= h
3
N−1∑
n=0
∥∥rn+1i,h − rni,h∥∥2L2(Ω).
We multiply scalarly (3.2) and (3.3) respectively with rn+11,h −rn1,h and rn+12,h −rn2,h. Then, summing
for n = 0 to N − 1, we get, for i = 1,2,
φ0
h
N−1∑
n=0
∥∥rn+1i,h − rni,h∥∥2L2(Ω)  C
N−1∑
n=0
(∥∥∇rni,h∥∥2L2(Ω) + ∥∥∇rn+1i,h ∥∥2L2(Ω) + ∥∥∇sn+1i,h ∥∥2L2(Ω)
+ ∥∥∇pn+1h ∥∥2L2(Ω) + ∥∥(fP )n+1h ∥∥2L2(Ω) + ∥∥(fI )n+1h ∥∥2L2(Ω)).
This yields to
N−1∑
n=0
∥∥rn+1i,h − rni,h∥∥2L2(Ω)  C(‖∇s1,h‖2L2(QT ) + ‖∇ph‖2L2(QT ) + ‖fP ‖2L2(QT ) + ‖fI‖2L2(QT )).
And from (3.10)–(3.11), we conclude that
‖ri,h − r˜i,h‖L2(QT ) → 0,
that is (3.16). From (3.10)–(3.11), the sequences (ph)h, (s1,h)h are uniformly bounded in
L2(0, T ;H 1Γ1(Ω)), we have up to a subsequence the convergence result (3.17)–(3.18).
The sequences (r˜i,h)h are uniformly bounded in L2(0, T ;H 1(Ω)) thanks to (3.12). In light of
(3.13) we have the strong convergence
r˜i,h → r strongly in L2(QT ).
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under the assumption (H1) (the porosity belongs to W 1,∞(Ω)), the proof can be adapted with
minor modifications. Then, (3.16) finishes to establish (3.19).
We are now concerned with almost everywhere convergence on pressure ph and satura-
tions si,h. Recall that
s1,h = r1,h
ρ1(ph)
and
r2,h = ρ2(ph)s2,h = ρ2(ph)
(
1 − r1,h
ρ1(ph)
)
= ρ2(ph)
(
1 − r1
ρ1(ph)
)
+ ρ2(ph)
ρ1(ph)
(r1 − r1,h).
The bounded function ρ2/ρ1 and the convergence (3.19) ensure that the following function F of
pressure,
F(ph) = ρ2(ph)
(
1 − r1
ρ1(ph)
)
→ r2 almost everywhere in QT . (3.25)
Let us show that the function F is increasing. In fact,
F ′(ph) = ρ′2(ph)
(
1 − r1
ρ1(ph)
)
+ ρ2(ph)ρ
′
1(ph)
ρ21(ph)
r1.
As ρ1(ph)s1,h  0, the limit r1 is non-negative.
If r1 = 0, then F ′(ph) = ρ′2(ph) > 0, else,
F ′(ph) = ρ′2(ph)(1 − s1,h)+
ρ2(ph)ρ
′
1(ph)
ρ21(ph)
r1 + ρ
′
2(ph)
ρ1(ph)
(r1,h − r1),
and for h small enough,
F ′(ph)
ρ2(ph)ρ
′
1(ph)
2ρ21(ph)
r1 > 0.
In any case, the function F is strictly increasing for h small enough, then from (3.25), we have
ph → F−1(r2) almost everywhere in QT .
Furthermore, (3.18) allows to identify the limit,
ph → F−1(r2) = p almost everywhere in QT .
At last,
si,h = ri,h
ρi(ph)
→ ri
ρi(p)
= si almost everywhere in QT .
The identification of the limit is due to (3.17). This closes the proof. 
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as h goes to zero on the solutions of
φ∂t r˜i,h − div
(
Kρi(ph)Mi(sh)∇ph
)− div(Kρi(ph)αη(s1,h)∇si,h)
+ div(Kρ2i (ph)Mi(sh)g)+ ρi(ph)si,hfP,h = ρ(ph)(sIi )hfI,h. (3.26)
Remark that this system (i = 1,2) is nothing else than (3.2)–(3.3), written for n = 0 to N − 1 by
using the definition (3.8) and (3.9). Let us consider the weak formulations (i = 1,2) on which
we have to pass to the limit
〈φ∂t r˜i,h, ϕ〉 +
∫
QT
ρi(ph)Mi(si,h)K∇ph · ∇ϕ dx dt
+
∫
QT
Kρi(ph)αη(s1,h)∇si,h · ∇ϕ dx dt
−
∫
QT
ρ2i (ph)Mi(si,h)Kg · ∇ϕ dx dt +
∫
QT
ρi(ph)si,hfP,hϕ dx dt
=
∫
QT
ρi(ph)
(
sIi
)
h
fI,hϕ dx dt, (3.27)
where ϕ belongs to L2(0, T ;H 1Γ1(Ω)).
The previous proposition allows us to pass to the limit on each term of (3.27). The first term
converges thanks to (3.24), the second one is due to Lebesgue theorem since ρi(ph)Mi(si,h)∇ϕ
converges almost everywhere in QT and is dominated. Then, the strong convergence of this term
in L2(QT ) and the weak convergence (3.18) establish the convergence of the second term of
(3.27) to the desired term.
The third term converges in a similar way, the Lebesgue theorem implies the strong con-
vergence in (L2(QT ))d of ρi(ph)αη(s1,h)∇ϕ to ρi(p)αη(s1)∇ϕ, furthermore, from the weak
convergence (3.17), the third term converges to the wanted limit. The last two terms converge
obviously thanks to the Lebesgue theorem.
We then have established the weak formulation (1.23) of Theorem 1.3. Furthermore, we have
well obtained by Proposition 3.2
0 s1(t, x) 1 a.e. in QT , s1 ∈ L2
(
0, T ;H 1Γ1(Ω)
)
,
p ∈ L2(0, T ;H 1Γ1(Ω)), φ∂t(ρi(p)si) ∈ L2(0, T ; (H 1Γ1(Ω))′), i = 1,2.
The compactness property on ρi(ph)si,h implies ρi(p)si ∈ C0(0, T ;L2(Ω)), for i = 1,2. Theo-
rem 1.3 is then proved.
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We have shown in Theorem 1.3 that the non-degenerate system (1.22) admits a solution. Here
we are going to obtain estimates on the solutions independent of the regularization η. First it is
easy to see that the estimates (3.15) is independent of η:∥∥pη∥∥
L2(0,T ;H 1Γ1 (Ω))
 C, (4.1)
where C is a non-negative constant which depends only on ‖fI‖L2(QT ) +‖fP ‖L2(QT ). The max-
imum principle on saturation (3.21) is conserved through the limit process,
0 sη1 (t, x) 1 a.e. in (t, x) ∈ QT . (4.2)
We are now concerned with a uniform estimate on the gradient of a degenerate function of the
saturation. We investigate separately the cases of the two assumptions (H6) and (H7) to obtain fi-
nally the same estimate. Nevertheless, under assumption (H7), additional assumption is required
on initial saturation and the injection term fI = 0. The proof is considerably made technical in
the case of a double degeneracy (H7).
We state the following two lemmas in order to establish uniform estimates with respect to η.
Lemma 4.1 (Uniform estimates with respect to η). Assume (H1)–(H5) and (H6) hold. The solu-
tions to the non-degenerate system (1.22) satisfy:
(i) The sequence (α(sη1 )∇sη1 )η is uniformly bounded in (L2(QT ))d .
(ii) The sequence (η∇sη1 )η is uniformly bounded in (L2(QT ))d .
(iii) The sequence (φ(x)∂t (ρi(pη)sηi ))η is uniformly bounded in L2(0, T ; (H 1Γ1(Ω))′) for
i = 1,2.
Proof. We take ϕ = (ρ1(pη)sη1 )r1+1 in the weak formulation (1.23) for i = 1. We obtain
1
r1 + 2
∫
Ω
φ
(
ρ1
(
pη(T , .)
)
s
η
1 (T , .)
)r1+2 dx
+ (r1 + 1)
∫
QT
ρ1
(
pη
)(
ρ1
(
pη
)
s
η
1
)r1M1(sη1 )K∇pη · ∇(ρ1(pη)sη1 )dx dt
+ (r1 + 1)
∫
QT
Kρ1
(
pη
)(
ρ1
(
pη
)
s
η
1
)r1αη(sη1 )∇sη1 · ∇(ρ1(pη)sη1 )dx dt
+
∫
QT
ρ1
(
pη
)
s
η
1fP
(
ρ1
(
pη
)
s
η
1
)r1+1 dx dt
− (r1 + 1)
∫
QT
ρ21
(
pη
)(
ρ1
(
pη
)
s
η
1
)r1M1(sη1 )Kg · ∇(ρ1(pη)sη1 )dx dt
= 1
r1 + 2
∫
φ
(
ρ1(p0)s
0
1
)r1+2 dx ∫ ρ1(pη)sI1fI (ρ1(pη)sη1 )r1+1 dx dt. (4.3)Ω QT
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the functions ρ1, M1, we obtain the estimate
1
r1 + 2
∫
Ω
φ
(
ρ1
(
pη(T , .)
)
s
η
1 (T , .)
)r1+2 dx
+ (r1 + 1)
∫
QT
Kρ21
(
pη
)(
ρ1
(
pη
)
s
η
1
)r1αη(sη1 )∇sη1 · ∇sη1 dx dt
 C
(
1 +
∫
QT
(
s
η
1
)r1 ∣∣∇pη∣∣∣∣∇sη1 ∣∣dx dt +
∫
QT
(
s
η
1
)r1 |g|∣∣∇sη1 ∣∣dx dt
+
∫
QT
∣∣∇pη∣∣2 dx dt + ∫
QT
(|fI | + |fP |)dx dt
)
.
By the Cauchy–Schwartz inequality, and from (H6) a0sr11  α(s1)A0sr11 , we control the right-
hand side by the dissipative term,∫
QT
α
(
s
η
1
)2∇sη1 · ∇sη1 dx dt  C +C
∫
QT
∣∣∇pη∣∣2 dx dt +C ∫
QT
(|fI | + |fP |)dx dt,
which establish (i) of Lemma 4.1.
In order to establish (ii), let us compute the L2(Ω) scalar product of (1.22) (i = 1) with
ρ1(pη)s
η
1 ,
1
2
d
dt
∫
Ω
φ
∣∣ρ1(pη)sη1 ∣∣2 dx +
∫
Ω
Kρ1
(
pη
)
M1
(
s
η
1
)∇pη · ∇(ρ1(pη)sη1 )dx
+ η
∫
Ω
Kρ1
(
pη
)∇sη1 · ∇(ρ1(pη)sη1 )dx +
∫
Ω
Kρ1
(
pη
)
α
(
s
η
1
)∇sη1 · ∇(ρ1(pη)sη1 )dx
−
∫
Ω
Kρ21
(
pη
)
M1
(
s
η
1
)
g · ∇(ρ1(pη)sη1 )dx +
∫
Ω
ρ1
(
pη
)
s
η
1fP ρ1
(
pη
)
s
η
1 dx
=
∫
Ω
ρ1
(
pη
)
sI1fIρ1
(
pη
)
s
η
1 dx.
By direct estimates, we obtain
1
2
d
dt
∫
Ω
φ
∣∣ρ1(pη)sη1 ∣∣2 dx + ηk0ρm
∫
Ω
∣∣∇sη1 ∣∣2 dx +
∫
Ω
Kρ21
(
pη
)
α
(
s
η
1
)∇sη1 · ∇sη1 dx
 C
∫
Ω
∣∣∇sη1 ∣∣∣∣∇pη∣∣dx +C
∫
Ω
∣∣∇pη∣∣2 dx +C ∫
Ω
(∣∣∇sη1 ∣∣+ ∣∣∇pη∣∣)dx
+C
∫
|fP |dx +C
∫
|fI |dx.Ω Ω
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d
dt
∫
Ω
φ
∣∣ρ1(pη)sη1 ∣∣2 dx + ηk0ρm
∫
Ω
∣∣∇sη1 ∣∣2 dx
 C
(
1 + 1
η
)∫
Ω
∣∣∇pη∣∣2 dx +C ∫
Ω
|fP |dx +C
∫
Ω
|fI |dx.
Multiplying by η and integrating in time, we obtain the part (ii) of Lemma 4.1.
For all ϕ ∈ L2(0, T ;H 1Γ1(Ω)) and from (1.22), we have∣∣〈φ(x)∂t (ρi(pη)sηi ), ϕ〉∣∣

∣∣∣∣
∫
QT
Kρi
(
pη
)
Mi
(
s
η
i
)∇pη · ∇ϕ dx dt∣∣∣∣+
∣∣∣∣
∫
QT
Kρi
(
pη
)
α
(
s
η
1
)∇sηi · ∇ϕ dx dt
∣∣∣∣
+
∣∣∣∣η
∫
QT
Kρi
(
pη
)∇sηi · ∇ϕ dx dt
∣∣∣∣+
∣∣∣∣
∫
QT
Kρ2i
(
pη
)
Mi
(
s
η
i
)
g · ∇ϕ dx dt
∣∣∣∣
+
∣∣∣∣
∫
QT
ρi
(
pη
)
s
η
i fP ϕ dx dt
∣∣∣∣.
By using (i) and (ii) of Lemma 4.1, we obtain the part (iii) of Lemma 4.1,
∣∣〈φ(x)∂t (ρi(pη)sηi ), ϕ〉∣∣
 C
(
1 + ∥∥∇pη∥∥
L2(QT )
+ ∥∥α∇sηi ∥∥L2(QT ) + ∥∥η∇sηi ∥∥L2(QT ))‖∇ϕ‖L2(QT )
+C‖fP ‖L2(QT )‖ϕ‖L2(QT ) +C‖fI‖L2(QT )‖ϕ‖L2(QT ). 
Now we are concerned with the same uniform estimates in the case of assumption (H7). For
that, let us define the function μ(s) ∈ C0[0,1[, that is
μ(s) =
{
sr+1 for 0 s  ξ
,
c
 s1−s for ξ

  s < 1, (4.4)
where c
 = (1 − ξ
)(ξ
)r and r  r1 (r1 is defined in (H7)). The function μ is chosen to satisfy
the equation
s(1 − s)μ′(s)−μ(s) = 0 for ξ
 < s < 1. (4.5)
We also denote the function G as a primitive of μ,
G(s) =
s∫
0
μ(z)dz. (4.6)
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that G(s01 ) belongs to L1(Ω), the solutions to non-degenerate system (1.22) satisfy:
(i) The sequences (α 12 (sη1 )μ′
1
2 (s
η
1 )∇sη1 )η and (
√
ημ′(sη)∇sη1 )η are uniformly bounded in
L2(QT ).
(ii) The sequence (G(sη1 ))η is uniformly bounded in L∞(0, T ;L1(Ω)).
(iii) The sequence (α(sη1 )∇sη1 )η is uniformly bounded in (L2(QT ))N .
(iv) The sequence (η∇sη1 )η is uniformly bounded in (L2(QT ))N .
(v) The sequence (φ(x)∂t (ρi(pη)sηi ))η is uniformly bounded in L2(0, T ; (H 1Γ1(Ω))′) for
i = 1,2.
Proof. The proof is based on the saturation equation. For that,
∂t
(
ρ1
(
pη
)
s
η
1
)= ρ1(pη)∂t sη1 + ρ′1(pη)sη1 ∂tpη,
∂t
(
ρ2
(
pη
)
s
η
2
)= −ρ2(pη)∂t sη1 + ρ′2(pη)sη2 ∂tpη,
and denote
D
(
s
η
1 ,p
η
)= ρ1(pη)ρ′2(pη)sη2 + ρ2(pη)ρ′1(pη)sη1 ,
we have
∂t s
η
1 =
ρ′2(pη)s
η
2
D(s
η
1 ,p
η)
∂t
(
ρ1
(
pη
)
s
η
1
)− ρ′1(pη)sη1
D(s
η
1 ,p
η)
∂t
(
ρ2
(
pη
)
s
η
2
)
. (4.7)
From the system (1.22), the equation of saturation is read to
φ(x)∂t s
η
1 −
ρ′2(pη)s
η
2
D(s
η
1 ,p
η)
(
div
(
Kρ1
(
pη
)
M1
(
s
η
1
)∇pη)+ div(Kρ1(pη)αη(sη1 )∇sη1 )
− div(Kρ21(pη)M1(sη1 )g)− ρ1(pη)sη1fP )+ ρ′1(pη)s
η
1
D(s
η
1 ,p
η)
(
div
(
Kρ2
(
pη
)
M2
(
s
η
2
)∇pη)
+ div(Kρ2(pη)αη(sη1 )∇sη2 )− div(Kρ22(pη)M2(sη2 )g)− ρ2(pη)sη2fP )= 0. (4.8)
Multiplying Eq. (4.8) by μ(sη1 ) and integrating it over Ω , we obtain
d
dt
∫
Ω
φG
(
s
η
1
)
dx +
∫
Ω
(
Kρ1
(
pη
)
αη
(
s
η
1
)∇sη1 · ∇
(
ρ′2(pη)s
η
2μ(s
η
1 )
D(s
η
1 ,p
η)
)
− Kρ2
(
pη
)
αη
(
s
η
1
)∇sη2 · ∇
(
ρ′1(pη)s
η
1μ(s
η
1 )
D(s
η
1 ,p
η)
))
dx
+
∫ (
Kρ1
(
pη
)
M1
(
s
η
1
)∇pη · ∇(ρ′2(pη)sη2μ(sη1 )
D(s
η
1 ,p
η)
)
Ω
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(
pη
)
M2
(
s
η
2
)∇pη · ∇(ρ′1(pη)sη1μ(sη1 )
D(s
η
1 ,p
η)
))
dx
−
∫
Ω
(
Kρ21
(
pη
)
M1
(
s
η
1
)
g · ∇
(
ρ′2(pη)s
η
2μ(s
η
1 )
D(s
η
1 ,p
η)
)
− Kρ22
(
pη
)
M2
(
s
η
2
)
g · ∇
(
ρ′1(pη)s
η
1μ(s
η
1 )
D(s
η
1 ,p
η)
))
dx
+
∫
Ω
1
D(s
η
1 ,p
η)
(
ρ1
(
pη
)
ρ′2
(
pη
)− ρ2(pη)ρ′1(pη))sη2 sη1μ(sη1 )fP dx = 0. (4.9)
Now, let us reduce the second and the third integral for the above equation. We have
ρ1
(
pη
)∇(ρ′2(pη)sη2μ(sη1 )
D(s
η
1 ,p
η)
)
= ρ1(p
η)ρ′2(pη)s
η
2μ
′(sη1 )
D(s
η
1 ,p
η)
∇sη1 +
ρ1(pη)s
η
2μ(s
η
1 )
D(s
η
1 ,p
η)
∇ρ′2
(
pη
)+ ρ1(pη)ρ′2(pη)μ(sη1 )
D(s
η
1 ,p
η)
∇sη2
− ρ1(p
η)ρ′2(pη)s
η
2μ(s
η
1 )
D2(s
η
1 ,p
η)
((
ρ2
(
pη
)
ρ′1
(
pη
)− ρ1(pη)ρ′2(pη))∇sη1 +D′p(sη1 ,pη)∇pη),
where D′p(s
η
1 ,p
η) denotes the derivative of D with respect to p.
Next, from the definition of D, we have
− ρ
′
2(p
η)
D(s
η
1 ,p
η)
− ρ
′
2(p
η)s
η
2
D2(s
η
1 ,p
η)
(
ρ2
(
pη
)
ρ′1
(
pη
)− ρ1(pη)ρ′2(pη))= −ρ′2(pη)ρ2(pη)ρ′1(pη)
D2(s
η
1 ,p
η)
and then
ρ1
(
pη
)∇(ρ′2(pη)sη2μ(sη1 )
D(s
η
1 ,p
η)
)
= ρ1(p
η)ρ′2(pη)s
η
2μ
′(sη1 )
D(s
η
1 ,p
η)
∇sη1 +
ρ1(pη)s
η
2μ(s
η
1 )
D(s
η
1 ,p
η)
∇ρ′2
(
pη
)
− ρ1(p
η)ρ′2(pη)ρ2(pη)ρ′1(pη)μ(s
η
1 )
D2(s
η
1 ,p
η)
∇sη1
− ρ1(p
η)ρ′2(pη)s
η
2μ(s
η
1 )
D2(s
η
1 ,p
η)
D′p
(
s
η
1 ,p
η
)∇pη. (4.10)
In the same way, we have
ρ2
(
pη
)∇(ρ′1(pη)sη1μ(sη1 )
D(s
η
1 ,p
η)
)
= ρ2(p
η)ρ′1(pη)s
η
1μ
′(sη1 )
D(s
η
1 ,p
η)
∇sη1 +
ρ2(pη)s
η
1μ(s
η
1 )
D(s
η
1 ,p
η)
∇ρ′1
(
pη
)
+ ρ1(p
η)ρ′2(pη)ρ2(pη)ρ′1(pη)μ(s
η
1 )
D2(s
η
1 ,p
η)
∇sη1
− ρ2(p
η)ρ′1(pη)s
η
1μ(s
η
1 )
D2(s
η
,pη)
D′p
(
s
η
1 ,p
η
)∇pη. (4.11)1
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and (4.11), we obtain
I2 =
∫
Ω
αη
(
s
η
1
)
μ′
(
s
η
1
)
K∇sη1 · ∇sη1 dx
−
∫
Ω
ρ′1(pη)ρ′2(pη)
D(s
η
1 ,p
η)
αη
(
s
η
1
)
μ
(
s
η
1
)
K∇sη1 · ∇pη dx. (4.12)
Now the third term from the equality (4.9) is given as
I3 =
∫
Ω
f1
(
s
η
1 ,p
η
)
K∇sη1 · ∇pη dx +
∫
Ω
f2
(
s
η
1 ,p
η
)
K∇pη · ∇pη dx, (4.13)
where
f1
(
s
η
1 ,p
η
)= (ρ1(pη)ρ′2(pη)M1(sη1 )sη2μ′(sη1 )
D(s
η
1 ,p
η)
− ρ2(p
η)ρ′1(pη)s
η
1M2(s
η
2 )μ
′(sη1 )
D(s
η
1 ,p
η)
−μ(sη1 )ρ2(pη)ρ′2(pη)ρ1(pη)ρ′1(pη)D2(sη1 ,pη)
(
M1
(
s
η
1
)+M2(sη2 ))
)
(4.14)
and
f2
(
s
η
1 ,p
η
)= μ(sη1 )
(
ρ1(pη)ρ
′′
2M1(s
η
1 )s
η
2
D(s
η
1 ,p
η)
− ρ2(p
η)ρ′′1M2(s
η
2 )s
η
1
D(s
η
1 ,p
η)
− ρ1(p
η)ρ′2(pη)M1(s
η
1 )s
η
2
D2(s
η
1 ,p
η)
D′p
(
s
η
1 ,p
η
)
+ ρ2(p
η)ρ′1(pη)M2(s
η
2 )s
η
1
D2(s
η
1 ,p
η)
D′p
(
s
η
1 ,p
η
))
. (4.15)
Let us write an equivalent form of the function f1, we have
f1
(
s
η
1 ,p
η
)= M(sη1 ) (ρ1(pη)ρ′2(pη))2D2(sη1 ,pη) μ
′(sη1 )(sη2 )2
+M(sη1 )ρ2(pη)ρ′2(pη)ρ1(pη)ρ′1(pη)D2(sη1 ,pη)
(
s
η
1 s
η
2μ
′(sη1 )−μ(sη1 ))
−M2
(
s
η
2
)
μ′
(
s
η
1
)
. (4.16)
Now, we are looking for the dependence of the functions f1 and f2 on the function μ. From
(4.14), and using the fact that the functions M1, M2 are bounded, M1(s1) Cs1, and ρi and their
derivatives are bounded, we have∣∣f1(sη,pη)∣∣1 η 
  c1(sημ′(sη)+μ(sη))1 η 
 .1 {s1ξ } 1 1 1 {s1ξ }
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}, the second term on the right-hand side of (4.16) vanishes thanks
to the definition of μ in this region. This term has motivated the definition of the function μ
in the region {sη1  ξ
}. Next, the first term on the right-hand side of (4.16) is bounded since
μ′(sη1 )(s
η
2 )
2  c
 for {sη1  ξ
}, which implies the following estimate∣∣f1(sη1 ,pη)∣∣ c1(sη1μ′(sη1 )+μ(sη1 ))1{sη1ξ
} + (c2 +M2(sη2 )μ′(sη1 ))1{sη1ξ
}.
From the definition of μ in (4.4), and the fact that M2(sη2 )  C(sη2 )q (q is defined in (H7)), it
yields
∣∣f1(sη1 ,pη)∣∣ c1(r + 2)(sη1 )r+11{sη1ξ
} + (c2 + c3(sη2 )q−2)1{sη1ξ
}. (4.17)
To estimate the function f2, using the fact that Mi(si)  Csi , and the boundedness of the
densities and their derivatives we have
∣∣f2(sη1 ,pη)∣∣ c3sη1 sη2μ(sη1 ) c3sη1μ(sη1 )1{sη1ξ
} + c3sη2μ(sη1 )1{sη1ξ
}
 c3
(
s
η
1
)r+21{sη1ξ
} + c3c
1{sη1ξ
}
 c4, (4.18)
since r + 2 0.
Similarly, the fourth term in the equality (4.9) can be expressed as follows
I4 =
∫
Ω
f3
(
s
η
1 ,p
η
)
Kg · ∇sη1 dx +
∫
Ω
f4
(
s
η
1 ,p
η
)
Kg · ∇pη dx, (4.19)
where ∣∣f3(sη1 ,pη)∣∣ c1(r + 2)(sη1 )r+11{sη1ξ
} + (c2 + c3(sη2 )q−2)1{sη1ξ
} (4.20)
and ∣∣f4(sη1 ,pη)∣∣ c4. (4.21)
The fifth term in the equality (4.9) is equivalent to
I5 =
∫
Ω
f5
(
s
η
1 ,p
η
)
fP dx (4.22)
with
f5
(
s
η
1 ,p
η
)= 1
D(s
η
1 ,p
η)
(
ρ1
(
pη
)
ρ′2
(
pη
)− ρ2(pη)ρ′1(pη))sη2 sη1μ(sη1 ).
As in (4.18), the function f3 is estimated as follows∣∣f3(sη,pη)∣∣ c3sηsημ(sη) c4. (4.23)1 1 2 1
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d
dt
∫
Ω
φG
(
s
η
1
)
dx +
∫
Ω
αη
(
s
η
1
)
μ′
(
s
η
1
)
K∇sη1 · ∇sη1 dx
=
∫
Ω
ρ′1(pη)ρ′2(pη)
D(s
η
1 ,p
η)
αη
(
s
η
1
)
μ
(
s
η
1
)
K∇sη1 · ∇pη dx
−
∫
Ω
f1
(
s
η
1 ,p
η
)
K∇sη1 · ∇pη dx −
∫
Ω
f2
(
s
η
1 ,p
η
)
K∇pη · ∇pη dx
+
∫
Ω
f3
(
s
η
1 ,p
η
)
K∇sη1 · ∇pη dx +
∫
Ω
f4
(
s
η
1 ,p
η
)
K∇pη · ∇pη dx
+
∫
Ω
f5
(
s
η
1 ,p
η
)
fP dx. (4.24)
Now, let us split the whole integral appearing in (4.24) as ∫
Ω
= ∫{sη1<ξ
} + ∫{sη1ξ
}. This decom-
position is made in order to handle the degeneracy of the function α on each region, namely near
the region s1 = 0 and the region s1 = 1.
Using the definition of α from (H7), and the estimates (4.17), (4.18) and (4.23), we then obtain
the estimate
d
dt
∫
Ω
φG
(
s
η
1
)
dx + a0k0
∫
{sη1 <ξ
}
(
s
η
1
)r1μ′(sη1 )∣∣∇sη1 ∣∣2 dx + a0k0
∫
{sη1ξ
}
(
s
η
2
)r2μ′(sη1 )∣∣∇sη1 ∣∣2 dx
+ ηk0
∫
{sη1<ξ
}
μ′
(
s
η
1
)∣∣∇sη1 ∣∣2 dx + ηk0
∫
{sη1ξ
}
μ′
(
s
η
1
)∣∣∇sη1 ∣∣2 dx
 c0A0k∞
∫
{sη1 <ξ
}
(
s
η
1
)r1μ(sη1 )∣∣∇sη1 · ∇pη∣∣dx + c0A0k∞
∫
{sη1ξ
}
(
s
η
2
)r2μ(sη1 )∣∣∇sη1 · ∇pη∣∣dx
+ ηc0k∞
∫
{sη1<ξ
}
μ
(
s
η
1
)∣∣∇sη1 · ∇pη∣∣dx + ηc0k∞
∫
{sη1ξ
}
μ
(
s
η
1
)∣∣∇sη1 · ∇pη∣∣dx
+ c1k∞(r + 2)
∫
{sη1<ξ
}
(
s
η
1
)r+1(∣∣∇sη1 · ∇pη∣∣+ ∣∣∇sη1 ∣∣)dx
+ c2k∞
∫
{sηξ
}
(∣∣∇sη1 · ∇pη∣∣+ ∣∣∇sη1 ∣∣)dx
1
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∫
{sη1ξ
}
(
s
η
2
)q−2(∣∣∇sη1 · ∇pη∣∣+ ∣∣∇sη1 ∣∣)dx
+ c4k∞
∫
Ω
∣∣∇pη∣∣2 dx + c4
∫
Ω
|fP |dx. (4.25)
Denote by Ji , for i = 1,9 the integrals on the right-hand side of the above inequality respectively.
We will estimate each term. These estimates are very classical and use essentially the Cauchy–
Schwartz inequality, for more clarity, we summarize it below. We denote by C a generic constant
independent of η and δ an arbitrary positive real, which will be chosen later. From the definition
of μ in (4.4), we have
J1 = c0A0k∞
∫
{sη1<ξ
}
(
s
η
1
)r1+r+1∣∣∇sη1 · ∇pη∣∣dx
 δ
∫
{sη1 <ξ
}
(
s
η
1
)r1+r ∣∣∇sη1 ∣∣2 dx +C∥∥∇pη∥∥2L2(Ω). (4.26)
Since r2  0, we have
J2  c0A0k∞
∫
{sη1ξ
}
(
s
η
2
)r2−1∣∣∇sη1 · ∇pη∣∣dx  δ
∫
{sη1ξ
}
(
s
η
2
)r2−2∣∣∇sη1 ∣∣2 dx +C∥∥∇pη∥∥2L2(Ω).
From the definition of μ,
J3  ηc0k∞
∫
{sη1<ξ
}
(
s
η
1
)r+1∣∣∇sη1 · ∇pη∣∣dx  ηk02
∫
{sη1 <ξ
}
(
s
η
1
)r ∣∣∇sη1 ∣∣2 dx +C∥∥∇pη∥∥2L2(Ω).
One gets also
J4  ηc0k∞
∫
{sη1ξ
}
(
s
η
2
)−1∣∣∇sη1 · ∇pη∣∣dx  ηk02
∫
{sη1ξ
}
(
s
η
2
)−2∣∣∇sη1 ∣∣2 dx +C∥∥∇pη∥∥2L2(Ω).
Since r  r1 − 2 and for every δ > 0,
J5  δ
∫
{sη1 <ξ
}
(
s
η
1
)2r+2∣∣∇sη1 ∣∣2 dx +C∥∥∇pη∥∥2L2(Ω)
 δ
∫
{sη<ξ
}
(
s
η
1
)r1+r ∣∣∇sη1 ∣∣2 dx +C∥∥∇pη∥∥2L2(Ω).1
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J6  δ
∫
{sη1ξ
}
(
s
η
2
)r2−2∣∣∇sη1 ∣∣2 dx +C∥∥∇pη∥∥2L2(Ω).
Since q  r22 + 1,
J7  δ
∫
{sη1ξ
}
(
s
η
2
)2q−4∣∣∇sη1 ∣∣2 dx +C∥∥∇pη∥∥2L2(Ω)
 δ
∫
{sη1ξ
}
(
s
η
2
)r2−2∣∣∇sη1 ∣∣2 dx +C∥∥∇pη∥∥2L2(Ω).
From the above estimates, and (4.25), we have
d
dt
∫
Ω
φG
(
s
η
1
)
dx + (a0k0(r + 1)− 4δ)
∫
{sη1<ξ
}
(
s
η
1
)r1+r ∣∣∇sη1 ∣∣2 dx
+ (a0k0c
 − 4δ)
∫
{sη1ξ
}
(
s
η
2
)r2−2∣∣∇sη1 ∣∣2 dx + ηk02
∫
{sη1<ξ
}
(
s
η
1
)r ∣∣∇sη1 ∣∣2 dx
+ ηk0c


2
∫
{sη1ξ
}
(
s
η
1
)−2∣∣∇sη1 ∣∣2 dx  C∥∥∇pη∥∥2L2(Ω) +C‖fP ‖L1(Ω). (4.27)
Integrating over t between 0 and T , choose δ small enough, and using (4.1), we deduce the
parts (ii) and (iii) of this lemma.
Now, let us prove the part (iii) of the lemma. According to (i), it remains to prove that there
exists c such that
α(s) cμ′(s), for all s ∈ [0,1].
For s  ξ
, as r  r1, α(s)A0sr1 A0sr = A0r+1μ′(s).
For s  ξ
, α(s)cμ′(s) is obvious since α is bounded and μ′ is increasing with μ′(ξ
) > 0.
Then, for all s ∈ [0,1], the function α is dominated by the desired function, then (iii) is estab-
lished.
The second uniform estimate of (i) shows that the sequence (√η1{sη1ξ
}∇s
η
1 )η is uniformly
bounded in (L2(QT ))N . Nevertheless (ii) does not allows to bound (√η1{sη1ξ
}∇s
η
1 )η because of
the degeneracy near zero of the function μ′, the part (iii) does not follow from (ii). We then repro-
duce the same computations as in Lemma 4.1 (part (ii)), in order to establish (iv) of Lemma 4.2.
The part (v) is also proved in the same manner as the part (iii) of Lemma 4.1. 
The classical compactness results [10] for evolution equations involve uniform estimate in
Sobolev spaces on the solutions and their time derivative. Here, with Lemma 4.1 or Lemma 4.2,
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we have no estimate on ∇(ρi(pη)sηi ). Also, even if ∇β(sη1 ) and ∇pη are uniformly bounded, we
have no estimate on ∂tβ(sη1 ) and ∂tp
η
. Nevertheless, note that the couple (ρ1(p)s1, ρ2(p)s2) is
determined in a unique way by the data (p,β(s1)). Then, the estimates on ∂t (ρ1(p)s1, ρ2(p)s2)
and on ∇(p,β(s1)) are sufficient to establish a compactness result on conservative variable
(ρ1(p)s1, ρ2(p)s2).
Lemma 4.3 (Compactness result for degenerate case). For every M , the set
EM =
{(
ρ1(p)s1, ρ2(p)s2
) ∈ L2(QT )×L2(QT ), such that ‖p‖L2(0,T ;H 1(Ω)) M,∥∥β(s1)∥∥L2(0,T ;H 1(Ω)), ∥∥φ∂t(ρ1(p)s1)∥∥L2(0,T ;(H 1Γ1 (Ω))′) M,∥∥φ∂t(ρ2(p)s2)∥∥L2(0,T ;(H 1Γ1 (Ω))′) M
}
is relatively compact in L2(QT ) × L2(QT ), and γ (EM) is relatively compact in L2(ΣT ) ×
L2(ΣT ) (γ denotes the trace on ΣT operator).
Proof. The proof is inspired by the compactness Lemma 3 [4, p. 140], which introduced for in-
compressible degenerate model. We generalize this result for our compressible degenerate model
by a compactness lemma on an implicit set (here EM ).
Denote by
u = ρ1(p)s1, v = ρ2(p)(1 − s1).
Define the map H : R+ ×R+ → R+ × [0, β(1)] defined by
H(u,v) = (p,β(s1)), (4.28)
where u and v are solutions of the system
u
(
p,β(s1)
)= ρ1(p)β−1(β(s1)),
v
(
p,β(s1)
)= ρ2(p)(1 − β−1(β(s1))).
Note that H is well defined as a diffeomorphism,∣∣∣∣
∂u
∂p
∂u
∂β
∂v
∂p
∂v
∂β
∣∣∣∣= −ρ′1(p)ρ2(p)β−1(β(s1))(β−1)′(β(s1))
− ρ1(p)ρ′2(p)β−1
(
β(s1)
)(
β−1
)′(
β(s1)
)
< 0.
Furthermore, H−1 is an Hölder function, it just means that u and v are Hölder functions of order
θ with 0 < θ  1. For that, let (q1, σ1) and (q2, σ2) in R+ × [0, β(1)], we have∣∣u(q1, σ1)− u(q2, σ2)∣∣= ∣∣ρ1(q1)β−1(σ1)− ρ2(q2)β−1(σ2)∣∣

∣∣ρ1(q1)− ρ2(q2)∣∣+ ρM ∣∣β−1(σ1)− β−1(σ2)∣∣,
recall that β−1 is an Hölder function of order θ , 0 < θ  1, and using the fact that ρ1 is bounded,
we deduce
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 c1|q1 − q2|θ + c2|σ1 − σ2|θ . (4.30)
In the same way, we have∣∣v(q1, σ1)− v(q2, σ2)∣∣ c1|q1 − q2|θ + c2|σ1 − σ2|θ . (4.31)
For 0 < τ < 1 and 1 < r < ∞, let us denote
Wτ,r (Ω) =
{
w ∈ Lr(Ω);
∫
Ω
∫
Ω
|w(x)−w(y)|r
|x − y|d+τr dx dy < +∞
}
equipped with the norm
‖w‖Wτ,r (Ω) =
(
‖w‖rLr (Ω) +
∫
Ω
∫
Ω
|w(x)−w(y)|r
|x − y|d+τr dx dy
) 1
r
,
recall d denote the space dimension. Let q , σ be in Wτ,r (Ω) × Wτ,r (Ω), then the Hölder func-
tions u and v belong to Wθτ,r/θ (Ω). In fact, we have∣∣u(q,σ )∣∣ c1|q|θ + c2|σ |θ ,
then u belongs to Lr/θ (Ω). Furthermore,
∫
Ω
∫
Ω
|u(q(x), σ (x)) − u(q(y), σ (y))|r/θ
|x − y|d+τr dx dy
 cr/θ1
∫
Ω
∫
Ω
|q(x)− q(y)|r
|x − y|d+τr dx dy + c
r/θ
2
∫
Ω
∫
Ω
|σ(x)− σ(y)|r
|x − y|d+τr dx dy,
which ensures ∥∥u(q,σ )∥∥
Wθτ,r/θ (Ω)
 c
(‖q‖θWτ,r (Ω) + ‖σ‖θWτ,r (Ω)).
Using the continuity of the injection of H 1(Ω) into Wτ,2(Ω), with τ < 1,
∥∥u(p,β(s1))∥∥Wθτ,2/θ (Ω)  c(‖p‖θWτ,2(Ω) + ∥∥β(s1)∥∥θWτ,r (Ω)) c(‖p‖θH 1(Ω) + ∥∥β(s1)∥∥θH 1(Ω))
integrating the above inequality over (0, T ),
∥∥u(p,β(s1))∥∥L2/θ (0,T ;Wθτ,2/θ (Ω))  c‖p‖θL2(0,T ;H 1(Ω)) + ∥∥β(s1)∥∥θL2(0,T ;H 1(Ω)).
Furthermore the porosity function φ belongs to W 1,∞(Ω), it follows that∥∥φu(p,β(s1))∥∥ 2/θ θτ,2/θ  C.L (0,T ;W (Ω))
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Wθτ,2/θ (Ω) ⊂ Wτ ′,2/θ (Ω) ⊂ (H 1Γ1(Ω))′
with compact injection from Wθτ,2/θ (Ω) into Wτ ′,2/θ (Ω).
Finally, from a standard compactness argument, we get
EM is relatively compact in L2/θ
(
0, T ;Wτ ′,2/θ (Ω))⊂ L2(0, T ;L2(Ω)).
Secondly, the trace operator γ maps continuously Wτ ′,2/θ (Ω) into Wτ ′−θ/2,2/θ (Γ ) as soon as
τ ′ > θ/2. Choosing for example τ ′ = 3θ4 , we deduce the relative compactness of γ (EM) into
L2(ΣT )×L2(ΣT ).
This closes the proof of Lemma 4.3. 
From the previous two lemmas, we deduce the following convergences.
Lemma 4.4 (Strong and weak convergences). Up to a subsequence the sequences (sηi )η , (pη)η
verify the following convergence
pη → p weakly in L2(0, T ;H 1Γ1(Ω)), (4.32)
β
(
s
η
1
)→ β(s1) weakly in L2(0, T ;H 1Γ1(Ω)), (4.33)
pη → p almost everywhere in QT , (4.34)
s
η
1 → s1 strongly in L2(QT ) and L2(ΣT ), (4.35)
0 si(t, x) 1 almost everywhere in (t, x) ∈ QT , (4.36)
φ∂t
(
ρi
(
pη
)
s
η
i
)→ φ∂t(ρi(p)si) weakly in L2(0, T ; (H 1Γ1(Ω))′). (4.37)
Proof. The first two weak convergences (4.32)–(4.33) follows from the uniform estimates (4.1)
and (i) of Lemma 4.1 or (iii) of Lemma 4.2.
Lemma 4.3 ensures the following strong convergences
ρi
(
pη
)
s
η
i → li in L2(QT ) and a.e. in QT ,
ρi
(
pη
)
s
η
i → li in L2(ΣT ) and a.e. in ΣT .
As the map H defined in (4.28) is continuous, we deduce
pη → p a.e. in QT and a.e. in ΣT ,
β
(
s
η
1
)→ β(s1) a.e. in QT and a.e. in ΣT .
Remark that the limits have been identified by (4.32) and (4.33).
The convergence (4.34) is then established and as β−1 is continuous,
s
η → s1 a.e. in QT and a.e. in ΣT .1
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holds.
At last, the weak convergence (4.37) is a consequence of (iii) of Lemma 4.1 or (v) of
Lemma 4.2, the identification of the limit follows from the previous convergence. 
In order to achieve the proof of Theorems 1.1 and 1.2, it remains to pass to the limit as η
goes to zero in the formulations (1.23), for all smooth test functions ϕ ∈ C1([0, T ];H 1Γ1(Ω)) ∩
L2(0, T ;H 2(Ω)) such that ϕ(T ) = 0
−
∫
QT
φρi
(
pη
)
s
η
i ∂tϕ dx dt +
∫
QT
ρi
(
pη
)
Mi
(
s
η
i
)
K∇pη · ∇ϕ dx dt
+
∫
QT
Kρi
(
pη
)
α
(
s
η
1
)∇sηi · ∇ϕ dx dt + η
∫
QT
Kρi
(
pη
)∇sηi · ∇ϕ dx dt
−
∫
QT
ρ2i
(
pη
)
Mi
(
s
η
i
)
Kg · ∇ϕ dx dt +
∫
QT
ρi
(
pη
)
s
η
i fP ϕ dx dt
=
∫
QT
ρi
(
pη
)
sIi fI +
∫
Ω
φρi
(
p0
)
s0i ϕ(0, x) dx ϕ dx dt, i = 1,2. (4.38)
The first term converges thanks to the strong convergence of ρi(pη)sηi to ρi(p)si in L
2(QT ).
The second term converges arguing in two steps. Firstly, the Lebesgue theorem and the con-
vergences (4.35), (4.34) establish
ρi
(
pη
)
Mi
(
s
η
i
)∇ϕ → ρi(p)Mi(si)∇ϕ strongly in (L2(QT ))d .
Secondly, the weak convergence on pressure (4.32) combined to the above strong convergence
validate the convergence for the second term of (4.38).
The third term can be written, for i = 1, as
∫
QT
Kρ1
(
pη
)∇β(sη1 ) · ∇ϕ dx dt
and for i = 2, as
−
∫
QT
Kρ2
(
pη
)∇β(sη1 ) · ∇ϕ dx dt.
In any case, the strong convergence of ρi(pη)∇ϕ in (L2(QT ))d and the weak convergence (4.33)
allow to pass to the limit.
Before passing to the limit on the fourth term of (4.38), we first integrate by parts,
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∫
QT
ρi
(
pη
)
K∇sηi · ∇ϕ dx dt
= −η
∫
QT
s
η
i div
(
Kt ρi
(
pη
)∇ϕ)dx dt + η ∫
ΣT
ρi
(
pη
)
s
η
i K
t∇ϕ · ndσ dt.
The first term of the right-hand side can be upper bounded by
Cη
(∥∥pη∥∥
L2(0,T ;H 1Γ1 (Ω))
‖ϕ‖L2(0,T ;H 1Γ1 (Ω)) + ‖ϕ‖L2(0,T ;H 2(Ω))
)
,
which goes trivially to zero thanks to (4.1).
The second term of the right-hand side is dominated by
Cη
∥∥sηi ∥∥L2(ΣT )‖∇ϕ‖(L2(ΣT ))d ,
which goes also to zero by virtue of (4.35).
The last terms converge by using (4.35), (4.34).
The weak formulations (1.13) and (1.14) are then established for smooth test functions. By a
density argument, these formulations are also valid for all ϕ in L2(0, T ;H 1Γ1(Ω)). Theorems 1.1
and 1.2 are then established.
5. Proof of Proposition 1.1
The aim of this section is to show a maximum principle on pressure in the case where the rate
of injection and production of fluids are the same, namely fI = fP . Let us denote by ρi(p) the
continuous extension on R of the function ρi outside [pmin,pmax] (i.e. ρi(p) = ρi(pmax) for p 
pmax and ρi(p) = ρi(pmin) for p  pmin). Let p
 be pmax or pmin, and denote by ρ
i = ρi(p
).
Note that the system (1.7) can be rewritten in an equivalent form:
φ∂t
((
ρ1(p)− ρ
1
)
s1
)+ φρ
1∂t s1 − div(Kρ1(p)M1(s1)∇p)− div(K(ρ1(p)− ρ
1)α(s1)∇s1)
− ρ
1 div
(
Kα(s1)∇s1
)+ (ρ1(p)− ρ
1)s1fP + ρ
1s1fP
= (ρ1(p)− ρ
1)sI1fI + ρ
1sI1fI , (5.1)
φ∂t
((
ρ2(p)− ρ
2
)
s2
)+ φρ
2∂t s2 − div(Kρ2(p)M2(s2)∇p)− div(K(ρ2(p)− ρ
2)α(s1)∇s2)
− ρ
2 div
(
Kα(s1)∇s2
)+ (ρ2(p)− ρ
2)s2fP + ρ
2s2fP
= (ρ2(p)− ρ
2)sI2fI + ρ
2sI2fI . (5.2)
Multiplying Eq. (5.1) by ρ
2 and Eq. (5.2) by ρ
1 and summing it, we have
φ∂t
(
ρ
2
(
ρ1(p)− ρ
1
)
s1
)+ φ∂t(ρ
1(ρ2(p)− ρ
2)s2)− div(Kρ
2ρ1(p)M1(s1)∇p)
− div(Kρ
1ρ2(p)M2(s2)∇p)− div (Kρ
2(ρ1(p)− ρ
1)α(s1)∇s1)
− div (Kρ
1(ρ2(p)− ρ
2)α(s1)∇s2)+ ρ
2(ρ1(p)− ρ
1)s1fP + ρ
1(ρ2(p)− ρ
2)s2fP
= ρ
2
(
ρ1(p)− ρ
1
)
sI1fI + ρ
1
(
ρ2(p)− ρ
2
)
sI2fI , (5.3)
since s1 + s2 = sI + sI = 1 and fI = fP . Let us denote1 2
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Y (s) = s if s  0, Y (s) = 0 if s < 0.
We first establish that p(t, .) pmax and take p
 = pmax.
We formally compute the scalar product of (5.3) with Z(p − p
). First, let us remark that
∂t
(
Y
(
ρ
2
(
ρ1(p)− ρ
1
))
s1
)= ∂t(ρ
2(ρ1(p)− ρ
1)s1)Z(p − p
).
Secondly, let us precise the support of the following function,
ρi(p)− ρ
i = 0 if p  p
, i = 1,2,
so that the following terms of Eq. (5.3)
A = −div (Kρ
2(ρ1(p)− ρ
1)α(s1)∇s1)− div (Kρ
1(ρ2(p)− ρ
2)α(s1)∇s2)
+ ρ
2
(
ρ1(p)− ρ
1
)
s1fP + ρ
1
(
ρ2(p)− ρ
2
)
s2fP − ρ
2
(
ρ1(p)− ρ
1
)
sI1fI
+ ρ
1
(
ρ2(p)− ρ
2
)
sI2fI
verify ∫
Ω
AZ(p − p
) = 0.
Finally, the scalar product of (5.3) with Z(p − p
) reduces to
d
dt
∫
Ω
φ
(
Y
(
ρ
2
(
ρ1(p)− ρ
1
))
s1 + Y
(
ρ
1
(
ρ2(p)− ρ
2
))
s2
)
dx
+
∫
Ω
Kρ
2ρ1(p)M1(s1)∇p · ∇Z(p − p
)+ Kρ
1ρ2(p)M2(s2)∇p · ∇Z(p − p
)dx = 0.
From the positivity of the second integral, we have
∫
Ω
φ
(
Y
(
ρ
2
(
ρ1
(
p(t, .)
)− ρ
1))s1 + Y (ρ
1(ρ2(p(t, .))− ρ
2))s2)dx

∫
Ω
φ
(
Y
(
ρ
2
(
ρ1(p0)− ρ
1
))
s1 + Y
(
ρ
1
(
ρ2(p0)− ρ
2
))
s2
)
dx = 0 for all t  0.
This establishes formally that
p(t, x) pmax, almost everywhere (t, x) ∈ R+ ×Ω.
In the same way, considering p
 = pmin, with
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Y (s) = s if s  0, Y (s) = 0 if s > 0,
the same computations lead to
p(t, x) pmin, almost everywhere (t, x) ∈ R+ ×Ω.
When the function α is not degenerate, we can justify these formal estimates with regularized
function approaching Z and H , and give a sense to each term.
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