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ABSTRACT
Unusual event detection in crowded scenes remains challeng-
ing because of the diversity of events and noise. In this
paper, we present a novel approach for unusual event detec-
tion via sparse reconstruction of dynamic textures over an
overcomplete basis set, with the dynamic texture described
by local binary patterns from three orthogonal planes (LBP-
TOP). The overcomplete basis set is learnt from the training
data where only the normal items observed. In the detec-
tion process, given a new observation, we compute the sparse
coefficients using the Dantzig Selector algorithm which was
proposed in the literature of compressed sensing. Then the
reconstruction errors are computed, based on which we de-
tect the abnormal items. Our application can be used to de-
tect both local and global abnormal events. We evaluate our
algorithm on UCSD Abnormality Datasets for local anomaly
detection, which is shown to outperform current state-of-
the-art approaches, and we also get promising results for
rapid escape detection using the PETS2009 dataset.
Categories and Subject Descriptors
I.4 [Image Processing and Computer Vision]: Scene
Analysis
General Terms
Algorithms
Keywords
Sparse Coding, Anomaly Detection, Dynamic Texture, Dantzig
Selector, Compressed sensing
1. INTRODUCTION
One goal of intelligent surveillance is to apply computer
vision and machine learning techniques to detect unusual
events in crowded scenes [6]. In order to investigate this
problem, we first need to address two points: the definition
of unusual events, and the features to represent the events.
Conventionally the unusual events are identified as those
events which occur with a low probability [7, 11, 18] because
of the following two reasons: 1) it is usually very difficult
to list all events that can possibly occur in a surveillance
environment due to the diversity of the events; and 2) the
usual events are more likely to occur compared to the un-
usual ones. As a result, unusual event detection becomes a
novelty detection problem.
Early applications of event detection extracted the trajec-
tories of moving objects as features and heavily relied on
object tracking [8]. However, due to the clustering of people
in groups and occlusions, object tracking is not reliable in
densely crowded scenes. Current state-of-the-art algorithms
[1, 7, 11, 18] focus on extracting local motion features. Previ-
ously, many algorithms extract local motion features based
on computing optical flow [1, 7, 18]. However, optical flow
is often unreliable in textureless regions [17]. In addition,
besides the motion features, appearance features are also
useful for unusual event detection [11], while visual informa-
tion obtained from optical flow is very limited [17]. Dynamic
textures are sequences of images of movement that exhibit
spatio-temporal stationary properties [5]. Recent research
[11] have been shown that dynamic texture is more suitable
for unusual event detection in crowded scenes than optical
flow. However, the dynamic textures are represented in Au-
toregressive moving averaging (ARMA) model in [11], while
research in facial expression recognition [21] indicates that
the descriptor as the histogram of Local Binary Patterns
from Three Orthogonal Planes (LBP-TOP) is more suitable
to represent dynamic texture.
In the recent years, sparse representation [10, 14, 19, 20,
22] has become popular in computer vision. One of the
most widely used technique in this field is sparse coding
[10, 14], which is a generative model motivated by the spa-
tial receptive fields in the visual cortex. Ranzato et al.[12]
summarise the benefits of this sparse overcomplete represen-
tation: 1) data that is non-linearly separable is more likely
to be linearly separable in a higher dimensional space (over-
complete); 2) simple interpretation of the input patterns
(sparse); and 3) consistent with the biological vision pro-
cesses. Yang et al.[19] use sparse coding to replace K-means
to learn a codebook in the joint “bags of features” and spa-
tial pyramid framework. The benefit of sparse coding in this
step is that in the classification stage, one can use a linear
SVM to achieve the performance of a non-linear SVM with
the codebook generated through K-means. Very recently,
[20] presents a novel algorithm for abnormal event detec-
tion based on the sparse reconstruction cost for multi-level
histogram of optical flows.
This sparse representation is also critical in compressive
sensing [2–4], which has also been applied in computer vi-
sion [22]. Since both sparse coding and compressive sensing
adopt the same sparse representation, [16] combines them
together in speech recognition to achieve an improvement
over state-of-the-art algorithms.
1.1 Overview of the Proposed Algorithm
In this paper, we present a novel algorithm for unusual
event detection in crowded scenes based on novelty detec-
tion from dynamic textures (LBP-TOP). In our application,
principle component analysis (PCA) is used for dimension
reduction and whitening of the LBP-TOP dynamic textures.
We represent the whitened dynamic textures as a linear su-
perposition of sparse coefficients on an overcomplete basis
set, which are learnt from the normal items in the training
process using sparse coding [10, 14]. Traditionally sparse
coding models a local image patch [14]. In our application,
this model is extended to spatio-temporal patches to model
dynamic textures. Let y be the motion pattern (dynamic
texture), B be the basis functions, and x be the sparse coef-
ficients. Using this notation, we have the following relation-
ship,
y = Bx, (1)
where y ∈ RN , x ∈ RM and B ∈ RN×M . Here the
coefficient x is sparse, which means most of the entries are
0 and the basis set is overcomplete, which means that the
number of basis functions is larger than the dimension of the
input (M > N). Learning the basis functions is achieved by
minimising the below objective function,
f(x) = y −Bx 22 +λ  x 1, (2)
where λ is a constant,  y − Bx 2 is the reconstruction
error, and the  x 1 is the penalty function. Here we use
the l1 norm as the penalty function.
In the detection process, given the learnt overcomplete
basis set B and an new observation y, the sparse coefficient
x is computed by the Dantzig Selector [3], which is an algo-
rithm for 1 norm minimization problem and has been used
in compressive sensing [4]. Let yˆ = Bx be denoted as the
reconstructed signal. The Euclidean distance between yˆ and
y is is the reconstruction error, which is used as the crite-
rion for unusual event detection. That is because, the basis
functions are learnt from the training data where only the
normal items observed, and the abnormal items would ex-
pect to have high reconstruction error over the normal basis
set.
Our application is divided into two parts: local anomaly
detection and global anomaly detection. Figure 1 illustrates
the architecture of our application for local anomaly detec-
tion. We divide the video scene into regular spatio-temporal
patches from which the dynamic textures (LBP-TOP) are
extracted. As a result, the local anomaly detection is able to
generate alarms at abnormal locations. We show empirical
results on the UCSD datasets. The global anomaly event is
defined as the combination of co-existing local dynamic tex-
tures over the whole scene. We concatenate all histogram
in each spatio-temporal patches on the entire scene, and
detect global abnormal events (rapid escape) using similar
approach. We show promising results on the PETS 2009
dataset.
Figure 1: Overview of our application: 1) the video
scene is divided into spatio-temporal patches; 2) for
those patches in the region of interest, LBP-TOP
features are extracted; 3) PCA is used for whiten-
ing and dimension reduction; 4) an input pattern
is represented as a sparse linear superposition over
an over complete basis set; 5) in the training pro-
cess, the overcomplete basis set is learnt based on
the normal observations; 6) in the detection process,
given the basis set learnt in the training procedure
and the input observation, the sparse coefficients are
computed and the reconstruction error is defined; 7)
the unusual events are identified as those dynamic
textures with high reconstruction error.
1.2 Connection to existing work
Unusual event detection in crowded scenes is very chal-
lenging because of the diversity of events and the noise in
the scenes. Adam et al. [1] use Gaussian Mixture Model
(GMM) for unusual event detection. However, their appli-
cation can only detect local abnormal events. Meanwhile,
if the dimension of the feature vector in a GMM system is
large, there is often an overfitting problem as the covari-
ance matrix approaches to singular. Wang et al. [18] and
Hospedales et al. [7] apply topic models to activity mod-
elling. Their algorithms can detect both local and global
abnormal events. However, algorithms using topic models
do not easily to support online learning. Cong et al. [20]
applied sparse coding to event detection. Their application
is able to detect both local and global abnormal events, and
support online learning. They show that the sparse repre-
sentation (See Section 1) outperforms state-of-the art algo-
rithms in several public datasets. However, compared to
[20], our approach has the following advantages:
1. In [20], given a new observation y and the learnt ba-
sis B, they compute the sparse coefficients based on
minizing  y − Bx 22 +λ  x 1. The minimum is
called sparse reconstruction cost (SRC), and the un-
usual events are detected on a threshold of SRC 1. In
our approach, we compute the sparse coefficients based
on minimizing  x 1, subject to  B
T (Bx− y) ∞ ,
using the Dantzig Selector [3]. Based on this optimal
x, we compute the reconstructed signal yˆ = Bx, and
detect the abnormal events by thresholding  y − yˆ 2.
This is a more sensible criterion and we discuss this
in detail in Section 2.4. To the best of the author’s
knowledge, this is the first attempt to use the Dantzig
Selector, which is proposed in compressed sensing lit-
erature, for unusual event detection.
2. LBP-TOP can capture more appearance features than
optical flow, which improves performance. To the best
of our knowledge, this is the first attempt to apply
sparse coding to LBP-TOP.
It should be noted that, there is some literature in facial ex-
pression recognition applies compressed sensing to the tra-
ditional LBP descriptor [22]. However, [22] does not use
sparse coding. The difference between sparse coding and
compressed sensing is obvious. Compressed sensing is pro-
posed in signal processing to reconstruct a signal from in-
complete frequencies. As a result, the basis is Fourier bases,
and there is no need to learn the basis set in the training
process.
2. SPARSE RECONSTRUCTION FOR UN-
USUAL EVENT DETECTION
In this section, we illustrate our algorithm in detail. The
following five steps are the key elements in our algorithm: 1)
LBP-TOP extraction from spatio-temporal patches; 2) Di-
mension reduction and whitening using PCA; 3) Learning
the overcomplete basis set using an efficient sparse coding
algorithm; 4) Sparse reconstruction from learnt basis func-
tions using Dantzig Selector from compressed sensing; and
5) Global anomaly detection.
Section 2.1, 2.2, 2.3, 2.4 and 2.5 address each of the above
steps respectively.
2.1 LBP-TOP based dynamic texture
In [13], the texture, T , is defined as the joint distribution
of intensities from the nine pixels in a 3× 3 neighbourhood:
T = p(g0, g1, g2, g3, g4, g5, g6, g7, g8), (3)
where gi(i = 0, ..., 8) are the intensities of the pixels, and
g2,g4,g6,g8 are computed by interpolation. Then [13] de-
fines the gray scale invariant local binary pattern (LBP) by
considering only the sign of the differences,
LBP8 =
8∑
i=1
s(gi − g0)2i−1, (4)
1There is some extra detail in this procedure not given here,
however this is not the key point in our discussion
where,
s(x) =
{
1, x ≥ 0
0, x < 0
. (5)
This representation of LBP can be further extended to
support rotational invariance. However, as our target appli-
cation uses a single stationary camera, we don’t require this
extension. Over a local region (typically much larger than
3× 3), the histogram of LBPs can be used to represent the
texture.
Dynamic texture extends the traditional spatial texture
into the temporal domain. Correspondingly, [21] extends
the LBP into a spatio-temporal volume to model dynamic
textures. Let P (xc, yc, tc) be the centre pixel in a spatio-
temporal neighbourhood. The volume LBP (VLBP) is de-
fined as the joint distribution of the intensities of 3× P + 3
pixels on the current frame, tc, the previous frame, tc − L,
and the next frame, tc + L in,
V LBP (xc, yc, tc) =
3P+1∑
q=0
s(gq − gc)× 2q, (6)
where P is the number of neighbours in each frame, L is the
temporal interval, gq is neighbour pixels’ intensities, and gc
is the centre pixel intensity.
In order to reduce the total number of patterns, [21] fur-
ther simplifies this model, only calculating the local binary
patterns from three orthogonal planes (LBP-TOP) . LBPs
are computed with the histogram of the output in each
plane. Then the three histograms are concatenated into a
single histogram.
For the application of anomalous event detection, we par-
tition the scene into spatio-temporal patches. Within each
patch, LBP-TOP is extracted. In each plane we use the 8
pixel neighbourhood. As a result, each plane contains 28
local binary patterns. Among the three planes, XY contains
rich appearance features. XT and YT contains the motion
features with limited appearance features. Similar to [9],
only the XT and YT are considered in our application to
make it robust to human appearance. The size of the his-
togram in our application is 28 × 2 = 512 bins.
2.2 Dimension Reduction and Whitening
In this section, we discuss a preprocessing step for the
LBP-TOP features extracted in Section 2.1, which includes
dimension reduction and whitening. We can achieve the two
tasks using PCA. The reason to do dimension reduction in-
cludes both: 1) computational simplicification; and 2) avoid
overfitting. The reason for the whitening process is linked
to the objective function in Equation (2), where both the
reconstructed signal yˆ = Bx and original signal y are N
dimensional vectors. An accurate measure of the distance
between two vectors should be the Mahalanobis distance.
However, in sparse coding, the reconstruction error between
yˆ and y is computed as the Euclidean distance. The whiten-
ing process transforms the data into a new space, so that
the covariance matrix in the transformed space becomes an
identity matrix. In this case, the Euclidean distance is equa-
valent to the Mahalanobis distance [17].
To simplify the problem, we center the mean at origin.
Then the data is transformed to their principal components
in the following method [15]: 1) compute the covariance
matrix for the full training dataset; 2) the eigenvalues and
eigenvectors are computed and sorted by decreasing the eigen-
values; 3) the K eigenvectors with the largest K eigenvalues
form a matrix A, with each column an eigenvector; and 4)
let e be the data, and eˆ be the principal component, then
we have,
eˆ = AT e, (7)
where AT is the transpose matrix of A.
The covariance matrix of the principal components are a
diagonal matrix. The last step in the whitening process is
to normalise the variance. Let,
Λ =
⎡
⎢⎢⎢⎢⎣
1√
λ1
0 0 0
0 1√
λ2
0 0
0 0
. . . 0
0 0 0 1√
λk
⎤
⎥⎥⎥⎥⎦ , (8)
be a K × K diagonal matrix where λ1· · · λk represents
the K largest eigenvalues sorted in decreasing order. Thus
the final transform in the preprocessing step is,
eˆ = ΛAT e. (9)
In our application, we reduce the dimensionality from 512
into 256, thus K = 256 in our application.
2.3 Learning the overcomplete basis set
In the training process, we learn the overcomplete basis
set, which is the following optimization problem
{B, x} = argmin{ y −Bx 22 +λ  x 1} . (10)
We make use of the efficient sparse coding algorithm pro-
vided in [10]. The design of this algorithm is such that,
when B is fixed, the objective function is convex in x; and
when x is fixed, the objective function is convex in B. As
a result, we first fix B, and optimize x; then fix x, and
optimize B. This process is conducted iteratively until the
algorithm converges.
When we fix B, the optimization of the sparse coefficients,
x, relies on the feature sign search algorithm [10].
In the next stage we fix x, and optimise the basis functions
B, using the Lagrange Dual algorithm in [10].
2.4 Sparse reconstruction using Dantzig Se-
lector
The basis set B is learnt in the training process as de-
scribed in Section 2.3, where only normal items are observed.
In the detection process, we need to compute the reconstruc-
tion error for a new observation.
Given a new observation y, we need to compute the sparse
coefficients x using B, which has been learned in the training
process. In this section, we introduce the Dantzig Selector
algorithm [3] of compressed sensing, to compute the sparse
coefficients. Once x has been computed, the reconstruction
error is defined as  y −Bx 2.
Compressive sensing addresses the problem of signal re-
construction from highly incomplete frequencies [4]. Let
K ∈ RM
′
be the discrete Fourier coefficients of a discrete
signal sampled at the Nyquist Rate. Let V ∈ RN
′
be a subset
of K, whereM
′
> N
′
. In terms of the theory in compressive
sensing [2], we have,
V = ΦK = ΦΨs = Θs, (11)
where Φ ∈ RN
′×M′ , Ψ ∈ RM
′×M′ , s ∈ RM
′
, Θ ∈ RN
′×M′ and
s is the sparse coefficients. In the reconstruction part, given
the compressed signal V , we need to compute s in order to
reconstruct K. We need to solve the following optimization
problem,
sˆ = argmin  s 1 s.t. V = Θs. (12)
Please note that, if we let B = Θ,x = s, y = V, M =
M
′
and N = N
′
, we can compute the sparse coefficients x,
xˆ = argmin  x 1 s.t. y = Bx. (13)
In Section 2.3, we have introduced that in the learning
process of sparse coding, we can fix B, and compute the
coefficient by minmising  y − Bx 22 +λ  x 1. In [20],
this approach is used to compute the sparse coefficient in
the detection process. Please notice that, here λ is a fixed
value which is set manually. The drawback of this approach
is that, λ might not be properly set, and the performance
depends on this parameter setting. The recovery algorithm
of compressive sensing minimize the 1 norm while setting
y = Bs as a constraint. There is no such λ. The Dantzig
Selector [3] relaxes the equality constraint through resid-
ual bounded correlation, by minimizing  x 1, subject to
 BT (Bx−y) ∞ , where  is a small value. In our experi-
ments, we use the feature sign search algorithm (See Section
2.3) and the Dantzig Selector 2 to compute the sparse coef-
ficients and we compare their performance. We show that
the Dantzig Selector has better performances.
Because the overcomplete basis set is learnt from normal
observations in the training process, the abnormal observa-
tions will cause large reconstruction errors. We detect the
unusual events based on a threshold on the reconstruction
errors.
2.5 Global Anomaly Detection
In previous sections, we have described our algorithm for
local anomaly detection. This section will introduce global
anomaly detection. Here global anomaly means the com-
bination of coexisting patterns in the whole scene. Typi-
cally, we can build an application based on concatenating the
histograms in each local spatio-temporal patches together.
Then the same learning and detection process is used. How-
ever, before we do that, we need to remove the influence
of the background. We compute the means of all the bins
along the training data. This forms the background model.
Then for each input histogram, we subtract the background
component. In this way, the bins related to the background
become very small, while patterns caused by motions are
pronounced.
3. EXPERIMENTS
2available at http://users.ece.gatech.edu/ justin/l1magic/
Figure 2: The detected unusual events in Peds1.The
unusual events are marked in red. They are also
enclosed in green to improve clarity.
Adam
et al.
[11]
MDT
[11]
Sparse Sparse-
CS
Ped1 38% 25% 33.10% 31.03%
Ped2 42% 25% 8.6% 5.65%
average 40% 25% 20.85% 18.34%
Adam
et
al.[11]
MDT
[11]
SRC
[20]
Sparse Sparse-
CS
Ped1 24% 45% 46% 53.76% 57.43%
Table 1: Equal Error Rates for Frame based ground
truth (Top). Detection Rates for the Location based
ground truth(Bottom). Here “sparse” represents
the approach of using the feature sign search al-
gorithm to compute the sparse coefficient. The
“sparse+cs” is our proposed approach using the
Dantzig Selector to compute the sparse coefficients.
3.1 Local Anomaly Detection
We use the UCSD Abnormality Dataset3 [11] for evalua-
tion. The UCSD datasets contain video clips of two pedes-
trian scenes from a campus, Peds1 and Peds2. The Peds1
dataset contains clips of groups of people walking towards
and away from the camera, with a resolution of 158 × 238
(34 clips for training, and 36 clips for testing). The Peds2
dataset contains scenes of pedestrians moving parallel to
the camera plane, with a resolution of 360 × 240 (16 clips
for training, and 12 clips for testing). All clips are ap-
proximately 200 frames long. Examples of anomalies in-
clude a bus, a wheelchair, a bicycle, and a skater, and these
abnormal events only exist in the test data. The UCSD
dataset contains frame-level ground truth and pixel-level
ground truth. In order to compare algorithms, we use the
evaluation method presented in [11] for pixel level detection.
We divide the scene into 20×20×11 size spatio-temporal
patches. We set the λ in Equation (10) as 0.2. The number
of basis functions is 512, which is larger than our dimension-
ality (256, see Section 2.2). We show the results in Figure
(3) and Table 1. We show that our approach outperforms
several state of the art algorithms. Meanwhile, we show
that if we use the Dantzig Selector to compute the sparse
coefficients, we can have better performance than using the
feature sign search algorithm [10].
3.2 Global Anomaly Detection
For global anomaly detection, we use the PETS 2009
dataset4. Here we aim to detect the rapid escape. We
use the regular flow data as the training data set, and the
3http://www.svcl.ucsd.edu/projects/anomaly/dataset.htm
4http://www.cvg.rdg.ac.uk/PETS2009/
Figure 4: View 001 Data. The left image is a normal
frame. The right image is an abnormal frame.
Figure 5: ROC curves for global anomaly detection.
From left to right, we shows results for View001,
View002, View003, View004 respectively
Time14-33 in S3.HL dataset as the test data. There are four
camera views, which are View001, View002, View003, and
View004. In the test sequences, each view has 378 frames.
The rapid escape begins around Frame 341. Thus we man-
ually annotate the frames after Frame 340 as abnormal.
Based on this ground truth, we compute the ROC curve
and AUC. We resize the images into 192 × 144 resolution,
and convert the colour images into gray level, and the patch
size is 48 × 48 × 5. Figure (4) illustrates the normal and
abnormal scene in View 001. Figure (5) shows the ROC
curves, and Table 2 shows the areas under the ROC curves.
It can be seen that the proposed approach is able to detect
global anomalies successfully.
View AUC
view001 0.97726
view002 0.92468
view003 0.95266
view004 0.81860
Table 2: AUC for global anomaly detection
4. CONCLUSION
This paper presents a novel approach for unusual event
detection based on the sparse reconstruction error over an
overcomplete basis set learnt from the LBP-TOP based dy-
namic textures, where only the normal events exist in the
training dataset. We show that if we use the Dantzig Se-
lector algorithm to compute the sparse coefficients in the
reconstruction section, performance can be improved signif-
icantly. We demonstrate that this approach can be applied
to both local and global anomaly detection successfully.
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