In this paper the multi-source Weber problem with constraints are considered. Then a variational inequality approach is contributed to solving the involved constrained Weber problem and thus a new heuristic algorithm is presented.
Introduction
In classical multi-source Weber problem (CMWP) is to find the locations of m-new facilities in order to minimize the sum of the transportation costs between these facilities and then-customers whose location are known. We consider the following (CMWP): 
j a is the location of the j th customer, 1, 2, , jn  ;
n i xR  is the location of the i th facility to be determined, 1, 2, , im  ; Due to the wide applications of (CMWP) in operations research, Marketing, see, e.g , [1] , many authors are devoted to both promoting its theoretical development and presenting effective numerical algorithms see for instance [2] .
Let
  
This work aims at solving the involved SAP (1.1) in the location phase by a variational inequality approach.
Then the central task of the location-allocation algorithm is to solve the involved SWP in the location phase, and so it is meaningful to investigate effective numerical algorithms to solve SWP. The first attractive contribution to this aspect denoted by Cooper's algorithm was due to [5] , in which the author used the Weiszfeld procedure [25] to solve the involved SWP. Recently, the so-called Newton-Bracketing (NB) method for convex minimization was utilized to solve the involved SWP and thus Cooper-NB algorithm was developed in [16] . Due that the gradients of , ( 1, 2, , ) j x a j n  are used in the iteration, both the Weiszfeld procedure and NB method share the common characteristic that their implementations may terminate unexpectedly when the current iterate happens to be identical with some location of the customers (which is unavoidable and uncontrollable), i.e. the singular case happens. How to improve the original Weiszfeld procedure and NB method in the singular case and make them computationally preferable become the main challenges in this study and still deserve more extensive investigations, see, e.g, [1, 3, 14, 20, 24] . For example, the effort proposed in [16] suggested to replace the gradient of j xa  with 0 whenever the singular case happens during the implementation.
2.The variational inequality approach to SWP
For convenience and succinctness, with the assumption that
A contains d customers, throughout this section we ignore some superscripts and subscripts in (1.2) and consider the simplified model of (1.2) without confusion:
arg min ( ) (2.1)
LVI reformulations of MCSWP
Note that for any , According to (2.2), MCSWP is equivalent to the following min-max problem: 
Therefore , ( , ) eu can serve as the stopping criterion for solving LVI iteratively. In our implementation, ( ) ( ,1)
e u e u  is used as the stopping criterion. Location phase Algorithm (The PC method for solving the (2.6) LVI and LVI ). Given a tolerance 0   and a initial iterate
 is a solution of the following auxiliary LVI:
0 (2.11)
  which implies that we solve the first inequality in (2.5) by the regularized LVI (2.13) with the proximal term ()
Tk
A A x x  . Therefore, the new PC method is presented in the spirit of the classical proximal point algorithm (PPA), which was originally proposed in [18] and further developed in, e.g. [21, 2] . According to (2.8), the solution of (2.13) x satisfies the following equation:
16)
First we prove several lemmas that are useful in the analysis of convergence.
Lamma2. The sequence k u generated by the proposed new PC method satisfies 
In addition, since 
On the other hand, it follows from the LVI (2.6) and (2.7) that
Note that (2.13) and
Adding (2.24) and (2.25), the following inequality is obtained :
Adding (2.23) and (2.26) we have
Hence, Lemma 2 follows from (2.27) directly and the proof is complete. Lemma3. Let k u be the sequence produced by the proposed method. Then the following inequality is true:
Proof. By a simple manipulation, we have
which means that the sequence Note that
  in (2.14), we have
The above three equations imply that
Hence, it follows from (2.20) that 
