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A new staggered DG method for the Brinkman problem
robust in the Darcy and Stokes limits
Lina Zhao∗ Eric Chung† Ming Fai Lam‡
Abstract: In this paper we propose a novel staggered discontinuous Galerkin method for the Brinkman
problem on general quadrilateral and polygonal meshes. The proposed method is robust in the Stokes
and Darcy limits, in addition, hanging nodes can be automatically incorporated in the construction of the
method, which are desirable features in practical applications. There are three unknowns involved in our
formulation, namely velocity gradient, velocity and pressure. Unlike the original staggered DG formulation
proposed for the Stokes equations in [30], we relax the tangential continuity of velocity and enforce differ-
ent staggered continuity properties for the three unknowns, which is tailored to yield an optimal L2 error
estimates for velocity gradient, velocity and pressure independent of the viscosity coefficient. Moreover,
by choosing suitable projection, superconvergence can be proved for L2 error of velocity. Finally, several
numerical results illustrating the good performances of the proposed method and confirming the theoretical
findings are presented.
Keywords: Brinkman problem, Darcy law, Stokes equations, Staggered DG method, General meshes,
Superconvergence
1 Introduction
In this paper, we consider the following Brinkman problem on a bounded polygonal domain Ω ⊂ R2
−ǫ∆u+ αu+∇p = f in Ω,
divu = g in Ω,
u = 0 on ∂Ω,
(1.1)
where u is the velocity, p is the pressure, ǫ is the effective viscosity constant and f ∈ L2(Ω)2 is the
external body force. In addition, we also assume that there exist real numbers αmin and αmax such that
0 < αmin ≤ α ≤ αmax.
The Brinkman problem (1.1) is used to model fluid motion in porous media with fractures. It locally
behaves likes a Stokes or Darcy problem depending on the value of a dimensionless parameter, which can
be interpreted as a local friction coefficient. Developing a numerical method for the Binkman problem
that is robust for both Stokes and Darcy limits is challenging. The numerical experiments in [34, 27]
indicate that the convergence rate deteriorates as the Brinkman becomes Darcy-dominating when certain
stable Stokes elements are used; such elements include the conforming P2-P0 element, the nonconforming
Crouzeix-Raviart element, the Mini element and the Taylor-Hood elements. Similarly, the convergence
rate deteriorates as the Brinkman problem becomes Stokes-dominating when Darcy stable elements such
as the lowest order Raviart-Thomas elements [34] are used. To remedy this and obtain uniformly stable
methods for both Darcy and Stokes limits, a large deal of effort has been made. The use of Darcy-tailored,
H(div; Ω)-conforming finite element method is studied in [31], where a dual mixed formulation is exploited
and a symmetric interior penalty Galerkin (SIPG) method is employed to enforce the tangential continuity
of the velocity. The use of Stokes-tailored is analyzed in [34], where a new nonconforming element is
constructed. In addition to the aforementioned works, one can also refer to [10, 11, 39, 4, 8, 26, 32,
22, 24, 38, 2, 1, 6, 28, 3, 23] and the references therein for a glance at uniformly stable methods for the
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Brinkman problem. Recently, some novel methods have been proposed to solve the Brinkman problem
on general quadrilateral and polygonal meshes, which is tricky and usually requires special treatment in
order to deliver robust results with respect to the rough grids. The development of numerical methods
for Brinkman problem on general meshes is still in its infancy and the existing methods that have been
successfully designed on general meshes for Brinkman problem include the weak Galerkin method, the
virtual element method and the hybrid high-order methods [35, 12, 37, 7].
Staggered discontinuous Galerkin method (SDG) is initially proposed for wave propagation problems in
[16, 17] on triangular meshes, since then it has been successfully applied to a wide range of partial differ-
ential equations arising from practical applications [15, 33, 29, 19, 21, 18, 14]. Recently SDG methods on
triangular meshes have been extended to solve Darcy law and the Stokes equations on general quadrilateral
and polygonal meshes [40, 41]. The application to coupled Stokes-Darcy problem is also considered in
[42]. The principal idea behind SDG method for the Stokes equations proposed in [41] is to decompose the
computational domain into the primal partition (quadrilateral or polygonal meshes), then the primal mesh
is further divided into the union of triangles by connecting a certain interior point to the vertices of the
primal mesh, and the dual mesh is generated simultaneously during this subdivision process. Based on the
primal meshes and the dual meshes, we can construct three sets of basis functions with staggered conti-
nuity properties to approximate velocity gradient, velocity and pressure, respectively. SDG methods earn
many desirable features, which can be summarized as follows: First, it preserves mass conservations and
superconvergence can be achieved; Second, it can be flexibly applied to general quadrilateral and polygo-
nal meshes and hanging nodes can be simply incorporated in the construction of the method, which favors
adaptive mesh refinement; Third, SDG method can be extended to high order polynomial approximations
straightforwardly. Fourth, thanks to the staggered continuity properties involved, numerical flux or penalty
term is not needed. The aforementioned properties make SDG method highly desirable in practice.
In the staggered DG method proposed in [30, 41] for the Stokes equations, the discrete unknown for
velocity gradient is continuous in the normal direction over the dual edges, the discrete unknown for velocity
is continuous over the primal edges, and the discrete unknown for pressure is continuous over the dual edges.
Our undisplayed analysis and numerical experiments indicate that if we apply the original staggered DG
method for the Stokes equations to the Brinkman problem, then it will lead to poor performances when
the Brinkman problem becomes Darcy-dominating. This can be briefly explained as follows: when the
Brinkman problem becomesDarcy-dominating, i.e., ǫ→ 0, the finite element pairs for velocity and pressure
is no longer stable in terms of Darcy law. In order to deliver uniformly stable results, we need to modify the
finite element spaces designed for the discrete unknowns. More precisely, we relax the tangential continuity
of velocity and switch the staggered continuity properties for all the variables involved. Moreover, the
normal continuity of the velocity gradient over the dual edges is enforced in a weak sense. Then based on
the modified spaces, we design a novel staggered DG method for the Brinkman problem that is robust in
both Stokes and Darcy limits. We can view our novel method as Darcy-tailored staggered DG method for
the Brinkman problem. A rigorous error analysis for velocity gradient, velocity and pressure measured in
L2 error is presented, where the error estimates are shown to be independent of the viscosity coefficient.
In addition, superconvergent error estimates in L2 error of velocity with suitable projection are obtained.
We emphasize that thanks to the staggered continuity properties involved in our discrete finite element
spaces, no numerical fluxes or stabilization terms are required, which is appreciated compared to other DG
methods. In addition, our method can handle fairly general meshes and hanging nodes can be automatically
incorporated in the construction of the method, which is highly appreciated for the practical applications.
Furthermore, our formulation is based on velocity gradient-velocity-pressure, existing methods based on
this formulation is still quite rare [23].
The rest of the paper can be organized as follows. In the next section, we derive our novel SDG method
for the Brinkman problem. Rigorous error analysis for velocity gradient, velocity and pressure is carried
out in section 3. Then we present some numerical experiments to verify the robustness and accuracy of the
proposed method in section 4. Finally, a conclusion is given at the end of the paper.
2 Description of a new SDG method
In this section, we attempt to derive a uniformly stable SDG method for the Brinkman problem. The key
ingredient is to design appropriate finite element spaces earning staggered continuity properties. Based on
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which we can design a novel SDG method which is robust both in Stokes and Darcy limits, besides it can
be flexibly applied to general quadrilateral and polygonal meshes.
We introduce an additional unknown L =
√
ǫ∇u, thereby the Brinkman model problem (1.1) can be
recast into the following first order system
L =
√
ǫ∇u in Ω, (2.1)
−√ǫdivL+ αu+∇p = f in Ω, (2.2)
divu = g in Ω, (2.3)
u = 0 on ∂Ω (2.4)
with the restriction
∫
Ω p dx = 0.
We introduce some notations that will be used later. For a set D ⊂ R2, we denote the scalar product in
L2(D) by (·, ·)D , namely (p, q)D :=
∫
D
p q dx, we use the same symbol (·, ·)D for the inner product in
[L2(D)]2 and in [L2(D)]2×2. More precisely (σ, τ)D :=
∑2
i=1
∑2
j=1(σ
ij , τ ij)D for σ, τ ∈ [L2(D)]2×2.
We denote by (·, ·)e the scalar product in L2(e), e ⊂ R (or duality pairing), for a scalar, vector, or tensor
functions. Automatically, we define ‖ · ‖0,D to be the L2-norm onD and ‖ · ‖0,e the L2-norm on e. When
D coincides with Ω, the subscript Ω will be dropped unless otherwise mentioned. Throughout this paper,
we use C to denote a generic positive constant which may have a different value at different occurrences.
Now we introduce the construction of our SDG spaces, in line with this we then present our novel SDG
method. To begin, we construct three meshes: the primal mesh Tu, the dual mesh Td, and the primal
simplicial submeshes Th. For a polygonal domain Ω, consider a general mesh Tu (of Ω) that consists of
nonempty connected close disjoint subsets of Ω:
Ω¯ =
⋃
T∈Tu
T.
We let Fu be the set of all primal edges in this partition and F0u be the subset of all interior edges, that is,
the set of edges in Fu that do not lie on ∂Ω. We construct the primal submeshes Th as a triangular subgrid
of the primal grid: for an element T ∈ Tu, elements of Th are obtained by connecting the interior point ν to
all vertices of Tu (see Figure 1). Moreover, we will use Fp to denote the set of all the dual edges generated
by this subdivision process. For each triangle τ ∈ Th, we let hτ be the diameter of τ , he be the length of
edge e ⊂ ∂τ , and h = max{hτ , τ ∈ Th}. In addition, we define F := Fu ∪ Fp and F0 := F0u ∪ Fp.
We rename the primal element by S(ν), which is assumed to be star-shaped with respect to a ball of radius
ρhS(ν), where ρ is a positive constant. In addition, we assume that for every edge e ∈ ∂S(ν), it satisfies
he ≥ ChS(ν). More discussions about mesh regularity assumptions for general meshes can be referred to
[5, 36, 13]. The construction for general meshes is illustrated in Figure 1, where the black solid lines are
edges in Fu and red dotted lines are edges in Fp.
Finally, we construct the dual mesh. For each interior edge e ∈ F0u, we useD(e) to denote the dual mesh,
which is the union of the two triangles in Th sharing the edge e, and for each boundary edge e ∈ Fu\F0u,
we use D(e) to denote the triangle in Th having the edge e, see Figure 1.
For each edge e, we define a unit normal vector ne as follows: If e ∈ F \ F0, then ne is the unit normal
vector of e pointing towards the outside of Ω. If e ∈ F0, an interior edge, we then fix ne as one of the
two possible unit normal vectors on e. When there is no ambiguity, we use n instead of ne to simplify the
notation. In addition, we use t to denote the corresponding unit tangent vector. We also introduce some
notations that will be employed throughout this paper. Let k ≥ 0 be the order of approximation. For every
τ ∈ Th and e ∈ F , we define P k(τ) and P k(e) as the spaces of polynomials of degree less than or equal to
k on τ and e, respectively. In the following, we use ∇h and divh to denote the element-wise gradient and
divergence operators, respectively.
We now define jump terms which will be used throughout the paper. For each triangle τi in Th such that
e ⊂ ∂τi, we let ni be the outward unit normal vector on e ⊂ ∂τi. The sign δi of ni with respect to n on e
is then given by
δi = ni · n =
{
1 if ni = n on e,
−1 if ni = −n on e.
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S()
D(e)
Figure 1: Schematic of the primal mesh S(ν), the dual meshD(e) and the primal simplicial submeshes.
For a double-valued scalar quantity φ, let φi be the value of φ|τi restricted on e. The jump [φ] across an
edge e can then be defined as:
[φ] = δ1φ1 + δ2φ2.
Similarly, for a vector quantity φ and a matrix quantity Φ, the jumps [φ · n] and [Φn] across an edge e is
defined as:
[φ · n] = δ1(φ1 · n) + δ2(φ2 · n),
[Φn] = δ1(Φ1n) + δ2(Φ2n).
(2.5)
To specify our new SDG method, we now introduce the finite element spaces employed. Note that the
spaces employed in this paper are different from those exploited in original SDG method (cf. [17, 40, 41]).
Our undisplayed analysis and numerical experiments indicate that the original SDG method fails to deliver
uniformly stable results. The modifications made in this paper can overcome this issue. We first define the
following finite element space for velocity:
Uh = {v : v|τ ∈ P k(τ)2; τ ∈ Th;v · n is continuous over e ∈ Fp},
which is equipped by
‖v‖2X1 = ‖v‖20 +
∑
e∈Fp
he‖v · n‖20,e,
‖v‖2Z1 = ‖divhv‖20 +
∑
e∈Fu
h−1e ‖[v · n]‖20,e,
‖v‖2Z2 = ‖∇hv‖20 +
∑
e∈Fu
h−1e ‖[v]‖20,e +
∑
e∈Fp
h−1e ‖[(v · t)t]‖20,e.
Next, we define the following finite element space for velocity gradient:
Wh = {G : G|τ ∈ P k(τ)2×2; τ ∈ Th;Gn is continuous over e ∈ F0u}.
In this space, we define the corresponding discreteH(div; Ω) semi-norm
‖G‖2Z′ = ‖divhG‖20 +
∑
e∈Fp
h−1e ‖[Gn]‖20,e.
Then, we define the following locallyH1(Ω)-conforming finite element space for pressure:
P h = {q : q|τ ∈ P k(τ); τ ∈ Th; q is continuous over e ∈ F0u;
∫
Ω
q dx = 0}
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with the corresponding discrete L2 norm andH1 semi-norm
|||q|||20,h = ‖q‖20 +
∑
e∈Fu
he‖q‖20,e,
|||q|||21,h = ‖∇hq‖20 +
∑
e∈Fp
h−1e ‖[q]‖20,e.
Finally, we define the following space which is employed to enforce the weak continuity of the velocity
gradient over the dual edge
Ûh = {v̂ : v̂|e ∈ P k(e)2; v̂ · n |e= 0 ∀e ∈ Fp}.
We are now ready to derive a new SDG method for (2.1)-(2.3), which is robust in terms of ǫ and per-
forms efficiently on fairly general meshes. To begin, multiplying (2.1) by a test function G ∈ Wh and
integrating overD(e) for e ∈ Fu, in addition, the tangential component (u · t)t of u on the edges e ∈ Fp
is approximated by an additional unknown û, thereby we can obtain∫
D(e)
L : G dx = −√ǫ
∫
D(e)
u · (div G) dx+√ǫ
∫
∂D(e)∩Fp
û · (Gn) ds
+
√
ǫ
∫
∂D(e)∩Fp
(u · n)n · (Gn) ds,
where the facts that [Gn] |e= 0 for e ∈ Fu and u = 0 on ∂Ω are utilized.
Next, we multiply (2.2) by a test function v ∈ Uh, integrate over S(ν) for ν ∈ N , exploit the fact that
[v · n] = 0 for e ∈ Fp and obtain∫
S(ν)
f · v dx = √ǫ
∫
S(ν)
L : ∇v dx−√ǫ
∫
∂S(ν)∩Fu
(Ln) · v ds−√ǫ
∑
τ∈S(ν)
∫
∂τ∩Fp
[(Ln) · (v · t)t] ds
+
∫
S(ν)
αu · v dx−
∫
S(ν)
p (div v) dx+
∫
∂S(ν)
p (v · n) ds,
where, in accordance with our definitions of jumps in (2.5), the term [(Ln) · (v · t)t] on e ∈ Fp should be
formally written as
[(Ln) · (v · t)t] = [(vTL) · n]− (v · n)n · [Ln] .
Multiplying (2.3) by a test function q ∈ P h and integrating onD(e) for e ∈ Fu, performing integration by
parts with the fact that [q]|e = 0 for e ∈ F0u, we deduce∫
D(e)
g q dx =
∫
D(e)
(div u) q dx = −
∫
D(e)
u · ∇q dx+
∫
∂D(e)∩Fp
(u · n) q ds.
Finally, we enforce normal continuity of L weakly on Fp. For any v̂ ∈ Ûh and any e ∈ Fp, we have∫
e
[Ln] · v̂ ds = 0.
Combining the preceding derivations, nowwe can formulate our novel SDG formulation for the Brinkman
problem (1.1): Find (Lh,uh, ûh, ph) ∈Wh × Uh × Ûh × P h such that
(Lh, G) =
√
ǫB∗h(uh, G) +
√
ǫT ∗h (ûh, G) ∀G ∈ Wh,√
ǫBh(Lh,v) + (αuh,v) + b
∗
h(ph,v) = (f ,v) ∀v ∈ Uh,
−bh(uh, q) = (g, q) ∀q ∈ P h,
Th(Lh, v̂) = 0 ∀v̂ ∈ Ûh,
(2.6)
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where the bilinear forms are defined by
B∗h(v, G) = −
∫
Ω
v · divhG dx +
∑
e∈Fp
∫
e
(v · n)n · [Gn] ds,
Bh(G,v) =
∫
Ω
G · ∇hv dx−
∑
e∈Fu
∫
e
[v] · (Gn) ds−
∑
e∈Fp
∫
e
[(v · t)t · (Gn)] ds,
T ∗h (v̂, G) =
∑
e∈Fp
∫
e
v̂ · [Gn] ds,
Th(G, v̂) =
∑
e∈Fp
∫
e
[Gn] · v̂ ds,
b∗h(q,v) = −
∫
Ω
q divhv dx+
∑
e∈Fu
∫
e
q[v · n] ds,
bh(v, q) =
∫
Ω
v · ∇hq dx−
∑
e∈Fp
∫
e
v · n[q] ds.
Performing integration by parts reveals the following adjoint properties
Bh(G,v) = B
∗
h(v, G) ∀(G,v) ∈ Wh × Uh,
bh(v, q) = b
∗
h(q,v) ∀(v, q) ∈ Uh × P h,
Th(G, v̂) = T
∗
h (v̂, G) ∀(G, v̂) ∈ Wh × Ûh.
(2.7)
To facilitate the analysis, we define the subspace ofWh by
Ŵh := {G ∈Wh :
∫
e
[Gn] · vˆ ds = 0 ∀vˆ ∈ Ûh, ∀e ∈ Fp}.
The degrees of freedom for Ŵh are given by
(WD1). For edge e1 ∈ Fu
φe1 (G) :=
∫
e1
(Gn)· pk ds ∀pk ∈ P k(e)2 (2.8)
and for edge e2 ∈ Fp
φe2(G) :=
∫
e2
(Gn) · t pk ds ∀pk ∈ P k(e). (2.9)
(WD2). For each τ ∈ Th, we have
φτ (G) :=
∫
τ
G: pk−1 dx ∀pk−1 ∈ [P k−1(τ)]2×2.
Lemma 2.1. Any functionG ∈ Ŵh is uniquely determined by the degrees of freedom (WD1)-(WD2).
Proof. The dimension of the space P k(e) is k+1while the dimension of the spaceP k(τ) is (k+1)(k+2)/2.
First we have
dim(Ŵh) = 2|Th|(k + 1)(k + 2)− 2|F0u|(k + 1)− |Fp|(k + 1),
where the subtraction of the second and the third term results in the continuity of functions in Ŵh on each
edge e ∈ F0u and e ∈ Fp, respectively. Let |WD| be the total number of degrees of freedom associated
with (WD1) and (WD2). Then we have
|WD| = 2|Fu|(k + 1) + |Fp|(k + 1) + 2|Th|k(k + 1),
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where the terms on the right hand side denotes the number of degrees of freedom associated with (WD1)
and (WD2), respectively. Subtracting, we have
dim(Ŵh)− |WD| = 2(k + 1)(2|Th| − 2|F0u| − |Fu\F0u| − |Fp|).
Note that we can associate each edge in F0u to two triangle in Th, and associate each edge in Fu\F0u to one
triangle, and associate each edge inFp to one triangle in Th. Thus, we have 2|F0u|+|Fu\F0u|+|Fp| = 2|Th|.
Hence, we have dim(Ŵh) = |WD|.
Since dim(Ŵh) = |WD|, it suffices to show uniqueness. Since G ∈ Ŵh is defined such that all degrees
of freedom associated with both (WD1) and (WD2) are equal to zero. That is
φe1 (G) = 0 ∀e1 ∈ Fu, (2.10)
φe2 (G) = 0 ∀e2 ∈ Fp, (2.11)
φτ (G) = 0 ∀τ ∈ Th. (2.12)
Let n(i), i = 1, · · · , 3 denote the three unit normal vectors of three edges of each triangle τ ∈ Th, where
n(1) denotes the unit normal vector for e ∈ ∂τ∩Fu and the remaining two associate to the edges in ∂τ∩Fp
with counterclockwise orientation. Write n(i) = (n
(i)
1 , n
(i)
2 )
T . Then we can take by following (2.8) and
(2.9)
Gn(1) = (λτ,1q
(1)
k−1, λτ,1q
(2)
k−1)
T
for e ∈ Fu and
(Gn(2)) · t(2) = λτ,2q(3)k−1, (Gn(3)) · t(3) = λτ,3q(4)k−1
for e ∈ Fp. Here, q(j)k−1, j = 1, · · · , 4, are to be determined. And λτ,i, i = 1, · · · , 3, are linear functions
defined on τ such that λτ,i = 1 at vertex i and vanishes at the remaining vertices. Let A be the matrix such
that
A =

n
(1)
1 n
(1)
2 0 0
0 0 n
(1)
1 n
(1)
2
t
(2)
1 n
(2)
1 t
(2)
1 n
(2)
2 t
(2)
2 n
(2)
1 t
(2)
2 n
(2)
2
t
(3)
1 n
(3)
1 t
(3)
1 n
(3)
2 t
(3)
2 n
(3)
1 t
(3)
2 n
(3)
2
 .
We can check that A is invertible. So we can write (here we rewriteG =
(
G11 G12
G21 G22
)
in a collum-wise
way, i.e., G = (G11, G12, G21, G22)
T )
AG =

λτ,1q
(1)
k−1
λτ,1q
(2)
k−1
λτ,2q
(3)
k−1
λτ,3q
(4)
k−1
 , G = A−1

λτ,1q
(1)
k−1
λτ,1q
(2)
k−1
λτ,2q
(3)
k−1
λτ,3q
(4)
k−1
 .
Then we also take pk−1 in a collum-wise way as below
pk−1 = A
−1

q
(1)
k−1
q
(2)
k−1
q
(3)
k−1
q
(4)
k−1
 .
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It follows from (2.12) that
0 = (G, pk−1)τ =
∫
τ

λτ,1q
(1)
k−1
λτ,1q
(2)
k−1
λτ,2q
(3)
k−1
λτ,3q
(4)
k−1

T
A−TA−1

q
(1)
k−1
q
(2)
k−1
q
(3)
k−1
q
(4)
k−1
 dx
≥ C
∫
τ

q
(1)
k−1
q
(2)
k−1
q
(3)
k−1
q
(4)
k−1

T
A−TA−1

q
(1)
k−1
q
(2)
k−1
q
(3)
k−1
q
(4)
k−1
 dx = C
∫
τ
|pk−1|2 dx.
Consequently, we have q
(j)
k−1 = 0 for j = 1, · · · , 4. Thus G = 0 on τ ∈ Th.
Based on the definition of Ŵh and the discrete formulation (2.6), we can conclude that L ∈ Ŵh. There-
fore, we can reformulate our discrete formulation (2.6) and obtain the following equivalent formulation:
find (Lh,uh, ph) ∈ Ŵh × Uh × P h such that
(Lh, G) =
√
ǫB∗h(uh, G) ∀G ∈ Ŵh,√
ǫBh(Lh,v) + (αuh,v) + b
∗
h(ph,v) = (f ,v) ∀v ∈ Uh,
bh(uh, q) = (g, q) ∀q ∈ P h.
(2.13)
Remark 2.1. The currentmethod is different from original SDGmethod proposed in [17, 40, 41], where the
velocity is continuous over the primal edges. Our (undisplayed) numerical results indicate that the original
SDG methods fails to deliver stable results when the Brinkman problem becomes Darcy dominating. To
remedy this, we relax the tangential continuity of the velocity, in addition, we also make simultaneous
modifications for the velocity gradient in order to guarantee the well-posedness of the proposed method.
Before closing this section, we provide some basic ingredients which will be employed in the subsequent
analysis. First, the following inf-sup condition holds as introduced in [17]
inf
q∈Ph
sup
v∈Uh
bh(v, q)
‖v‖0|||q|||1,h
≥ C. (2.14)
Next, we introduce the following discrete L2 norm for Ŵh
‖G‖2X′ = ‖G‖20 +
∑
e∈Fu
he‖Gn‖20,e +
∑
e∈Fp
he‖(Gn) · t‖20,e ∀G ∈ Ŵh.
Scaling arguments imply the following norm equivalentce
‖G‖0 ≤ ‖G‖X′ ≤ C‖G‖0. (2.15)
3 Error analysis
In this section, we will analyze the unique solvability of the discrete system (2.6) and prove the conver-
gence estimates. To this end, we begin with proving the following inf-sup condition.
Theorem 3.1. There exists a uniform constant C > 0 such that
inf
v∈Uh
sup
G∈Ŵh
Bh(G,v)
‖G‖X′‖v‖Z2
≥ C. (3.1)
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Proof. Since G ∈ Ŵh, Bh can be rewritten as
Bh(G,v) =
∫
Ω
G : ∇vh dx−
∑
e∈Fu
∫
e
[v] · (Gn) ds−
∑
e∈Fp
∫
e
[(v · t)](Gn) · t ds.
It suffices to find G ∈ Ŵh such that
Bh(G,v) ≥ C‖v‖2Z2 and ‖G‖X′ ≤ C‖v‖Z2 .
We define G ∈ Ŵh corresponding to the degrees of freedom (WD1)-(WD2) such that
(G,∇v)τ = ‖∇v‖20,τ ∀τ ∈ Th,
−(Gn, [v])e = h−1e ‖[v]‖20,e ∀e ∈ Fu,
−((Gn) · t, [v · t])e = h−1e ‖[(v · t)t]‖20,e ∀e ∈ Fp.
We can obtain from the definition of Bh(·, ·) that
Bh(G,v) = ‖v‖2Z2 .
In addition, an application of scaling argument implies that
‖G‖X′ ≤ C‖v‖Z2 .
Therefore, the proof is complete.
Theorem 3.2. (existence and uniqueness). The system (2.6) admits a unique solution.
Proof. (2.6) is a square linear system, uniqueness implies existence, thus it suffices to show uniqueness.
Let f = 0 and g = 0 in (2.6) and taking G = Lh,v = uh, q = ph, v̂ = ûh and adding the resulting
equations yield
‖Lh‖20 + ‖αuh‖20 = 0.
Thus, L = 0 and uh = 0. Consequently, the second equation of (2.6) is reduced to
b∗h(ph,v) = 0 ∀v ∈ Uh.
In view of inf-sup condition (2.14) and the discrete Poincare´ inequality (cf. [9]), we can obtain
‖ph‖0 ≤ C|||ph|||1,h ≤ C sup
v∈Uh
bh(v, ph)
‖v‖0 = C supv∈Uh
b∗h(ph,v)
‖v‖0 = 0.
Therefore, ph = 0. Finally, we have
T ∗h (ûh, G) = 0.
We can take [Gn] |e= ûh ∈ Ûh, e ∈ Fp. Therefore, ûh = 0. The assertion follows.
The inf-sup condition (3.1) implies the existence of an interpolation operator Πh : [H
1(Ω)]2×2 → Ŵh
such that
Bh(L− ΠhL,v) = 0 ∀v ∈ Uh. (3.2)
Also, (3.1) is equivalent to the following
inf
G∈Ŵh
sup
v∈Uh
Bh(G,v)
‖G‖X′‖v‖Z2
≥ C.
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Consequently, we have for any polynomial pk ∈ [P k]2×2
‖pk −Πhpk‖X′ ≤ C sup
v∈Uh
Bh(pk −Πhpk,v)
‖v‖Z2
= 0.
Thus, pk = Πhpk. By the standard theory for polynomial preserving operators and the trace inequalies (cf.
[20, 17]), we obtain
‖L−ΠhL‖0 ≤ Chk+1|L|k+1, (3.3)
‖L−ΠhL‖Z′ ≤ Chk|L|k+1. (3.4)
To facilitate later analysis, we also need to define the following two projection operators. Let Ih : H
1(Ω)→
P h be defined by
(Ihq − q, φ)e = 0 ∀φ ∈ P k(e), ∀e ∈ Fu,
(Ihq − q, φ)τ = 0 ∀φ ∈ P k−1(τ), ∀τ ∈ Th
and Jh : H
1(Ω)2 → Uh be defined by
((Jhv − v) · n, ϕ)e = 0 ∀ϕ ∈ P k(e), ∀e ∈ Fp,
(Jhv − v,φ)τ = 0 ∀φ ∈ P k−1(τ)2, ∀τ ∈ Th.
It is easy to see that Ih and Jh are well defined polynomial preserving operators. In addition, the following
approximation properties hold for q ∈ Hk+1(Ω) and v ∈ Hk+1(Ω)2 (cf. [20, 17])
|||q − Ihq|||0,h ≤ Chk+1|q|k+1, (3.5)
‖v − Jhv‖X1 ≤ Chk+1|v|k+1, (3.6)
‖v − Jhv‖Z1 ≤ Chk|v|k+1, (3.7)
‖v − Jhv‖Z2 ≤ Chk|v|k+1. (3.8)
Furthermore, the following equations are satisfied
bh(v − Jhv, q) = 0 ∀q ∈ P h, (3.9)
b∗h(q − Ihq,v) = 0 ∀v ∈ Uh. (3.10)
Also, we define πh: L
2(Ω)2 → R2 by
πhφ |τ= 1|τ |
∫
τ
φ dx,
which satisfies
‖φ− πhφ‖0,τ ≤ Chτ‖∇φ‖0,τ ∀φ ∈ H1(τ)2. (3.11)
The following lemma will also be needed in later analysis.
Lemma 3.1. The following estimates hold for any v ∈ H10 (Ω)2
‖Jhv‖0 ≤ C‖v‖1, ‖∇(Jhv)‖0 ≤ C‖v‖1, (3.12)( ∑
e∈Fu
h−1e ‖[Jhv]‖20,e
)1/2
≤ C‖v‖1,
( ∑
e∈Fp
h−1e ‖[(Jhv · t)t]‖20,e
)1/2
≤ C‖v‖1. (3.13)
Proof. One can refer to [17] for the proof of the first inequality of (3.12) and we omit it for simplicity.
Triangle inequality and (3.8) yield
‖∇(Jhv)‖0 ≤ (‖∇(Jhv − v)‖0 + ‖∇v‖0) ≤ C‖v‖1.
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Trace inequality, (3.6) and (3.8) imply
h−1e ‖[Jhv]‖20,e = h−1e ‖[v − Jhv]‖20,e ≤ C
∑
τ∈D(e)
(h−2τ ‖v − Jhv‖20,τ + ‖∇(v − Jhv)‖20,τ )
≤ C‖v‖21,D(e).
Summing up over all the edges in Fu leads to the first inequality of (3.13).
Proceeding analogously, we can also prove the second inequality of (3.13), which is omitted for simplic-
ity. Therefore, the proof is complete by combining the preceding arguments.
Theorem 3.3. Assume that (L,u, p) ∈ [Hk+1(Ω)]2×2 × Hk+1(Ω)2 × Hk+1(Ω) and (Lh,uh, ph) ∈
Wh ×Uh × P h is the numerical solution of (2.6), then there exists a positive constant C > 0 independent
of the meshsize and the coefficients α, ǫ such that
‖L− Lh‖0 + ‖α1/2(u− uh)‖0 ≤ Chk+1(‖L‖k+1 + α1/2max‖u‖k+1),√
ǫ(‖u− uh‖Z2 + ‖u− uh‖Z1) ≤ Chk(α1/2max‖u‖k+1 + (1 +
√
ǫ)‖L‖k+1),
‖p− ph‖0 ≤ Chk+1(‖p‖k+1 + (1 +
√
ǫ)‖L‖k+1 + αmax‖u‖k+1), k ≥ 1.
Proof. Performing integration by parts on (2.13), we can obtain the following error equations
(L− Lh, G) =
√
ǫB∗h(u− uh, G) ∀G ∈ Ŵh,√
ǫBh(L− Lh,v) + (α(u − uh),v) + b∗h(p− ph,v) = 0 ∀v ∈ Uh,
bh(u− uh, q) = 0 ∀q ∈ P h.
(3.14)
TakingG = ΠhL− Lh,v = Jhu− uh, q = Ihp− ph in the above equations, we can obtain
(L − Lh,ΠhL− Lh)−
√
ǫB∗h(u− uh,ΠhL− Lh) = 0,√
ǫBh(L− Lh, Jhu− uh) + (α(u − uh), Jhu− uh) + b∗h(p− ph, Jhu− uh) = 0,
bh(u− uh, Ihp− ph) = 0.
Adding the above equations and exploiting the adjoint properties (2.7) yield
(L− Lh,ΠhL− Lh) + (α(u − uh), Jhu− uh) = 0.
Therefore,
‖ΠhL− Lh‖20 + ‖α1/2(Jhu− uh)‖20 = (ΠhL− L,ΠhL− Lh) + (α(Jhu− u), Jhu− uh)
≤ ‖ΠhL− L‖0‖ΠhL− Lh‖0
+ ‖α1/2(Jhu− u)‖0‖α1/2(Jhu− uh)‖0.
Young’s inequality implies
‖ΠhL− Lh‖0 + ‖α(Jhu− uh)‖0 ≤ C
(
‖ΠhL− L‖0 + α1/2max‖Jhu− u‖0
)
.
On the other hand, we have from inf-sup condition (3.1) and (3.14)
√
ǫ‖Jhu− uh‖Z2 ≤ C sup
G∈Ŵh
√
ǫBh(G, Jhu− uh)
‖G‖0 = C supG∈Ŵh
(L− Lh, G)
‖G‖0 ≤ C‖L− Lh‖0.
The estimation of ‖Jhu− uh‖Z1 follows immediately.
It remains to estimate ‖Ihp−ph‖0. Since Ihp−ph ∈ L20(Ω)when k ≥ 1, the following inf-sup condition
holds (cf. [25])
‖Ihp− ph‖0 ≤ C sup
v∈H1
0
(Ω)2\{0}
(∇ · v, Ihp− ph)
‖v‖1 . (3.15)
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An application of the discrete adjoint property, (2.15), integration by parts, (3.9), Lemma 3.1 and the
second equation of (3.14) implies
(∇ · v, Ihp− ph) = −(v,∇h(Ihp− ph)) +
∑
e∈Fp
(v · n, [Ihp− ph])e = −bh(v, Ihp− ph)
= −bh(Jhv, Ihp− ph) =
√
ǫBh(ΠhL− Lh, Jhv) + (α(u − uh), Jhv)
≤ C
(√
ǫ‖ΠhL− Lh‖0‖Jhv‖Z2 + αmax‖u− uh‖0‖Jhv‖0
)
≤ C
(√
ǫ‖ΠhL− Lh‖0 + αmax‖u− uh‖0
)
‖v‖1,
which can be combined with (3.15) leads to
‖Ihp− ph‖0 ≤ C(
√
ǫ‖ΠhL− Lh‖0 + αmax‖u− uh‖0).
The proof is complete by combing the above estimates and the approximation properties (3.3)-(3.8).
Theorem 3.4. (superconvergence). Assume that (L,u, p) ∈ [Hk+1(Ω)]2×2×Hk+1(Ω)2×Hk+1(Ω), k ≥ 1
and (Lh,uh, ph) ∈Wh ×Uh ×P h is the numerical solution of (2.6), then there exists a positive constant
C > 0 independent of the coefficients ǫ, α such that
‖Jhu− uh‖0 ≤ Chk+2
(
(1 +
√
ǫ)‖L‖k+1 + αmax‖u‖k+1 + ‖p‖k+1
)
.
Proof. Consider the auxiliary problem
−ǫ∆φ+ αφ+∇χ = Jhu− uh,
which satisfies the following elliptic regularity estimate (cf. [25, 23])
‖φ‖2 + ‖χ‖1 ≤ C‖Jhu− uh‖0. (3.16)
Let σ = −√ǫ∇φ, the above equation can be recast into the following first order system
σ = −√ǫ∇φ in Ω,√
ǫ divσ + αφ+∇χ = Jhu− uh in Ω,
∇ · φ = 0 in Ω,
φ = 0 on ∂Ω.
Multiplying the first equation by L−Lh, the second equation by Jhu−uh and the third equation by p−ph,
then we can get from integration by parts
‖Jhu− uh‖20 =
√
ǫ(div σ, Jhu− uh) + (αφ, Jhu− uh) + (∇χ, Jhu− uh) + (σ, L − Lh)
+
√
ǫ(∇φ, L− Lh)− (divφ, p− ph)
= −√ǫBh(σ, Jhu− uh) + (αφ, Jhu− uh) + b∗h(χ, Jhu− uh) + (σ, L − Lh)
+
√
ǫB∗h(φ, L− Lh) + bh(φ, p− ph),
where we use the fact that L − Lh ∈ Ŵh and (φ · t)t · n |e= 0 for e ∈ Fp, so
∑
e∈Fp
([(L − Lh)n], (φ ·
t)t)e = 0.
It then follows from (3.14)
‖Jhu− uh‖20 = −
√
ǫB∗h(Jhu− uh, σ −Πhσ) + (L − Lh, σ −Πhσ) + (α(u − uh),φ− Jhφ)
+ (α(Jhu− u),φ− πhφ) + b∗h(p− ph,φ− Jhφ) +
√
ǫBh(L− Lh,φ− Jhφ)
+ bh(Jhu− uh, χ− Ihχ)
= (L− Lh, σ −Πhσ) + (α(u − uh),φ− Jhφ) + (α(Jhu− u),φ− πhφ)
+ b∗h(p− Ihp,φ− Jhφ) +
√
ǫB∗h(φ− Jhφ, L− ΠhL)
=: I1 + I2 + I3 + I4 + I5.
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We can bound I1 to I5 by (3.3), (3.4), (3.5), (3.7) and (3.11) as:
I1 ≤ ‖L− Lh‖0‖σ −Πhσ‖0 ≤ Ch‖L− Lh‖0‖σ‖1,
I2 ≤ α1/2max‖α1/2(u− uh)‖0‖φ− Jhφ‖0 ≤ Cα1/2maxh‖α1/2(u− uh)‖0‖φ‖2,
I3 ≤ αmax‖φ− πhφ‖0‖Jhu− u‖0 ≤ Cαmaxh‖φ‖1‖Jhu− u‖0,
I4 ≤ ‖φ− Jhφ‖Z1 |||p− Ihp|||0,h ≤ Ch‖φ‖2|||p− Ihp|||0,h,
I5 ≤
√
ǫ‖L−ΠhL‖Z′‖φ− Jhφ‖X1 ≤ C
√
ǫh2‖L−ΠhL‖Z′‖φ‖2.
Therefore, we have from (3.16)
‖Jhu− uh‖20 ≤ Chk+2
(
(1 +
√
ǫ)‖L‖k+1 + αmax‖u‖k+1 + ‖p‖k+1
)
‖Jhu− uh‖0,
which gives the desired estimate.
4 Numerical experiments
In this section, we present some numerical results to test the performances of the proposedmethod, where
the convergence history for different values of ǫ are reported. In addition, to confirm that our method can be
flexibly applied to fairly general meshes, the highly distorted grids are exploited to display the convergence
history.
Example 4.1. In this example, we consider the exact solution given by
u = (sin(2πx) sin(2πy), sin(2πx) sin(2πy))T ,
p = sin(x) cos(y) + sin(1)(cos(1)− 1),
where we take α = 1.
In all the tables presented below, we useNglobal to denote the global degrees of freedom of our final system
generated from the discrete problem and D.O.F. stands for the degrees of freedom. We first test our method
on the square grids (cf. Figure 2) and the convergence history for various values of ǫ with polynomial order
k = 1, · · · , 3 is shown in Table 1-Table 4. It can be observed that the optimal convergence rates of order
k + 1 can be obtained for all the variables uh, ph with various values of ǫ, which is consistent with our
theoretical results in Theorem 3.3. In addition, we can also observe that the accuracy of ‖u−uh‖0 remains
almost the same whether the Brinkman problem is Darcy-dominating or Stokes-dominating. We remark
that a suboptimal convergence rates can be obtained for Lh when ǫ → 0, in which the Brinkman problem
collapses to Darcy equation and the explanations of this phenomena can be found in [23].
Figure 2: Schematic of the mesh employed in the simulation: square grids (left) and distorted grids (right).
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Mesh D.O.F. ‖u− uh‖0 ‖L− Lh‖0 ‖p− ph‖0
k h−1 Nglobal Error Order Error Order Error Order
1 2 377 4.58e-01 N/A 6.36e+00 N/A 1.85e+00 N/A
4 1457 1.73e-01 1.40 1.43e+00 2.15 2.97e-01 2.63
8 5729 4.41e-02 1.97 3.79e-01 1.92 6.98e-02 2.09
16 22721 1.11e-02 1.99 9.64e-02 1.97 1.62e-02 2.10
32 90497 2.80e-03 1.99 2.42e-02 1.99 3.90e-03 2.06
2 2 733 1.31e-01 N/A 3.11e-01 N/A 1.39e-01 N/A
4 2857 1.46e-02 3.16 1.52e-01 1.03 3.81e-02 1.87
8 11281 1.84e-03 2.99 1.97e-02 2.94 4.62e-03 3.04
16 44833 2.30e-04 2.99 2.49e-03 2.98 5.76e-04 3.00
32 118753 2.88e-05 3.00 3.13e-04 2.99 7.20e-05 3.00
3 2 1201 1.06e-02 N/A 2.84e-01 N/A 9.15e-02 N/A
4 4705 1.37e-03 2.95 1.42e-02 4.32 3.88e-03 4.55
8 18625 8.64e-05 3.98 9.09e-04 3.96 2.42e-04 4.00
16 74113 5.41e-06 3.99 5.73e-05 3.99 1.48e-05 4.03
32 295681 3.38e-07 3.99 3.59e-06 3.99 9.12e-07 4.01
Table 1: Convergence history for ǫ = 100 on square grids.
Mesh D.O.F. ‖u− uh‖0 ‖L− Lh‖0 ‖p− ph‖0
k h−1 Nglobal Error Order Error Order Error Order
1 2 377 2.96e-01 N/A 5.89e-01 N/A 1.91e-02 N/A
4 1457 1.71e-01 0.79 1.37e-01 2.10 4.22e-03 2.18
8 5729 4.39e-02 1.96 3.73e-02 1.88 9.50e-04 2.15
16 22721 1.11e-02 1.98 9.59e-03 1.96 2.20e-04 2.10
32 90497 2.78e-03 1.99 2.42e-03 1.99 5.33e-05 2.05
2 2 733 1.30e-01 N/A 3.47e-02 N/A 2.85e-03 N/A
4 2857 1.44e-02 3.17 1.46e-02 1.24 3.96e-04 2.85
8 11281 1.83e-03 2.97 1.96e-03 2.91 4.67e-05 3.08
16 44833 2.30e-04 2.99 2.49e-04 2.97 5.80e-06 3.00
32 118753 2.88e-05 2.99 3.13e-05 2.99 7.25e-07 3.00
3 2 1201 9.43e-03 N/A 2.67e-02 N/A 8.98e-04 N/A
4 4705 1.36e-03 2.79 1.39e-03 4.26 4.07e-05 4.46
8 18625 8.63e-05 3.97 9.09e-05 3.94 2.45e-06 4.05
16 74113 5.41e-06 3.99 5.72e-06 3.98 1.48e-07 4.04
32 295681 3.38e-07 3.99 3.59e-07 3.99 9.13e-09 4.02
Table 2: Convergence history for ǫ = 10−2 on square grids.
Mesh D.O.F. ‖u− uh‖0 ‖L− Lh‖0 ‖p− ph‖0
k h−1 Nglobal Error Order Error Order Error Order
1 2 377 1.72e-01 N/A 5.63e-02 N/A 1.23e-02 N/A
4 1457 1.73e-01 0.008 1.30e-02 2.11 2.88e-03 2.09
8 5729 4.41e-02 1.97 3.69e-03 1.81 6.24e-04 2.20
16 22721 1.11e-02 1.98 1.02e-03 1.85 1.48e-04 2.07
32 90497 2.78e-03 1.99 2.59e-04 1.98 3.65e-05 2.02
2 2 733 1.29e-01 N/A 5.19e-03 N/A 1.95e-03 N/A
4 2857 1.37e-02 3.24 1.43e-03 1.86 1.36e-04 3.84
8 11281 1.78e-03 2.95 2.33e-04 2.62 9.87e-06 3.78
16 44833 2.26e-04 2.98 3.19e-05 2.87 8.42e-07 3.55
32 118753 2.85e-05 2.98 3.62e-06 3.13 8.79e-08 3.26
3 2 1201 5.86e-03 N/A 2.15e-03 N/A 1.03e-04 N/A
4 4705 1.33e-03 2.14 1.56e-04 3.78 9.15e-06 3.50
8 18625 8.46e-05 3.97 1.20e-05 3.70 3.04e-07 4.91
16 74113 5.34e-06 3.98 7.42e-07 4.01 1.01e-08 4.91
32 295681 3.37e-07 3.99 4.06e-08 4.19 3.46e-010 4.87
Table 3: Convergence history for ǫ = 10−4 on square grids.
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Mesh D.O.F. ‖u− uh‖0 ‖L− Lh‖0 ‖p− ph‖0
k h−1 Nglobal Error Order Error Order Error Order
1 2 377 1.69e-01 N/A 5.60e-04 N/A 1.23e-02 N/A
4 1457 1.73e-01 0.03 1.30e-04 2.10 2.87e-03 2.09
8 5729 4.42e-02 1.97 3.83e-05 1.77 6.22e-04 2.20
16 22721 1.11e-02 1.98 1.26e-05 1.60 1.48e-04 2.07
32 90497 2.79e-03 1.99 5.11e-06 1.30 3.64e-05 2.02
2 2 733 1.30e-01 N/A 5.32e-05 N/A 1.94e-03 N/A
4 2857 1.37e-02 3.24 1.48e-05 1.84 1.35e-04 3.84
8 11281 1.78e-03 2.94 3.02e-06 2.30 9.76e-06 3.79
16 44833 2.24e-04 2.98 7.18e-07 2.07 8.30e-07 3.55
32 178753 2.81e-05 2.99 1.78e-07 2.01 8.71e-08 3.25
3 2 1201 5.81e-03 N/A 2.14e-05 N/A 1.00e-04 N/A
4 4705 1.34e-03 2.11 1.78e-06 3.58 9.02e-06 3.48
8 18625 8.57e-05 3.97 1.88e-07 3.25 2.94e-07 4.94
16 74113 5.38e-06 3.99 2.17e-08 3.11 9.41e-09 4.96
32 295681 3.37e-07 3.99 2.63e-09 3.04 3.10e-010 4.92
Table 4: Convergence history for ǫ = 10−8 on square grids.
Next we test the performances of our method on highly distorted grids as shown in Figure 2 and the results
are provided in Table 5-Table 8. As expected, optimal convergence rates of order k + 1 can be observed
for uh and ph with various values of ǫ. In addition, a suboptimal convergence rates can be achieved for
Lh when the Brinkman problem becomes Darcy-dominating. The results presented here indicate that our
method is robust to the rough grids.
Mesh D.O.F. ‖u− uh‖0 ‖L− Lh‖0 ‖p− ph‖0
k h−1 Nglobal Error Order Error Order Error Order
1 2 377 5.48e-01 N/A 6.37e+00 N/A 2.05e+00 N/A
4 1457 1.97e-01 1.47 1.71e+00 1.89 3.89e-01 2.39
8 5729 5.40e-02 1.87 4.23e-01 2.02 8.44e-02 2.20
16 22721 1.32e-02 2.02 1.14e-01 1.89 2.15e-02 1.97
32 90497 3.37e-03 1.97 2.89e-02 1.98 5.27e-03 2.03
2 2 733 1.79e-01 N/A 6.06e-01 N/A 1.85e-01 N/A
4 2857 2.05e-02 3.12 2.63e-01 1.55 5.38e-02 1.78
8 11281 2.79e-03 2.87 2.83e-02 2.86 7.11e-03 2.92
16 44833 3.37e-04 3.05 3.57e-03 2.98 8.19e-04 3.11
32 178753 4.47e-05 2.91 4.56e-04 2.96 1.07e-04 2.93
3 2 1201 1.39e-02 N/A 3.24e-01 N/A 1.00e-01 N/A
4 4705 2.42e-03 2.53 2.24e-02 3.85 6.07e-03 4.04
8 18625 1.62e-04 3.90 1.55e-03 3.85 3.97e-04 3.93
16 74113 1.03e-05 3.97 1.04e-04 3.90 2.60e-05 3.93
32 295681 6.99e-07 3.88 6.69e-06 3.96 1.66e-06 3.97
Table 5: Convergence history for ǫ = 1 on distorted grids.
Mesh D.O.F. ‖u− uh‖0 ‖L− Lh‖0 ‖p− ph‖0
k h−1 Nglobal Error Order Error Order Error Order
1 2 377 3.95e-01 N/A 5.86e-01 N/A 2.04e-02 N/A
4 1457 1.99e-01 1.01 1.57e-01 1.95 5.38e-03 1.97
8 5729 5.16e-02 1.97 4.54e-02 1.81 1.18e-03 2.21
16 22721 1.33e-02 1.97 1.17e-02 1.97 2.85e-04 2.06
32 90497 3.39e-03 1.97 2.93e-03 1.99 7.03e-05 2.02
2 2 733 1.62e-01 N/A 5.68e-02 N/A 4.23e-03 N/A
4 2857 1.75e-02 3.27 1.84e-02 1.66 5.38e-04 3.02
8 11281 2.73e-03 2.70 2.63e-03 2.83 6.97e-05 2.98
16 44833 3.57e-04 2.94 3.70e-04 2.84 8.95e-06 2.97
32 178753 4.46e-05 3.00 4.50e-05 3.04 1.07e-06 3.07
3 2 1201 1.34e-02 N/A 3.07e-02 N/A 9.85e-04 N/A
4 4705 2.37e-03 2.55 2.11e-03 3.86 6.20e-05 3.98
8 18625 1.52e-04 3.99 1.55e-04 3.77 4.22e-06 3.88
16 74113 9.98e-06 3.94 1.03e-05 3.91 2.61e-07 4.01
32 295681 6.53e-07 3.94 6.42e-07 4.00 1.62e-08 4.00
Table 6: Convergence history for ǫ = 10−2 on distorted grids.
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Mesh D.O.F. ‖u− uh‖0 ‖L− Lh‖0 ‖p− ph‖0
k h−1 Nglobal Error Order Error Order Error Order
1 2 377 2.66e-01 N/A 5.67e-02 N/A 1.39e-02 N/A
4 1457 1.95e-01 0.46 1.62e-02 1.86 3.34e-03 2.11
8 5729 5.03e-02 1.98 4.72e-03 1.80 7.52e-04 2.17
16 22721 1.33e-02 1.94 1.52e-03 1.64 1.84e-04 2.04
32 90497 3.36e-03 1.99 3.71e-04 2.04 4.50e-05 2.03
2 2 733 1.32e-01 N/A 6.19e-03 N/A 1.96e-03 N/A
4 2857 2.06e-02 2.74 2.73e-03 1.20 2.45e-04 3.05
8 11281 2.97e-03 2.82 4.29e-04 2.70 1.85e-05 3.76
16 44833 3.41e-04 3.13 5.47e-05 2.98 1.36e-06 3.78
32 178753 4.37e-05 2.97 6.23e-06 3.14 1.34e-07 3.35
3 2 1201 1.15e-02 N/A 3.15e-03 N/A 1.59e-04 N/A
4 4705 2.89e-03 2.42 3.06e-04 3.42 1.76e-05 3.22
8 18625 1.45e-04 3.95 2.28e-05 3.77 6.27e-07 4.84
16 74113 1.02e-05 3.83 1.74e-06 3.73 2.36e-08 4.75
32 295681 6.62e-07 3.96 8.98e-08 4.28 8.16e-010 4.86
Table 7: Convergence history for ǫ = 10−4 on distorted grids.
Mesh D.O.F. ‖u− uh‖0 ‖L− Lh‖0 ‖p− ph‖0
k h−1 Nglobal Error Order Error Order Error Order
1 2 377 2.12e-01 N/A 5.76e-04 N/A 1.28e-02 N/A
4 1457 1.89e-01 0.16 1.51e-04 1.98 3.47e-03 1.94
8 5729 5.03e-02 1.93 5.09e-05 1.59 7.66e-04 2.20
16 22721 1.33e-02 1.93 1.86e-05 1.46 1.82e-04 2.08
32 90497 3.36e-03 1.99 8.48e-06 1.14 4.52e-05 2.01
2 2 733 1.44e-01 N/A 6.85e-05 N/A 2.33e-03 N/A
4 2857 1.71e-02 3.13 2.03e-05 1.78 1.90e-04 3.68
8 11281 2.77e-03 2.65 5.02e-06 2.03 1.77e-05 3.46
16 44833 3.24e-04 3.11 1.17e-06 2.11 1.31e-06 3.77
32 178753 4.18e-05 2.96 2.89e-07 2.02 1.30e-07 3.34
3 2 1201 1.10e-02 N/A 3.34e-05 N/A 1.44e-04 N/A
4 4705 2.11e-03 2.38 2.88e-06 3.58 1.57e-05 3.24
8 18625 1.72e-04 3.64 5.40e-07 2.43 6.99e-07 4.52
16 74113 9.65e-06 4.17 5.04e-08 2.43 1.97e-08 5.16
32 295681 6.34e-07 3.93 6.41e-09 2.98 6.91e-010 4.85
Table 8: Convergence history for ǫ = 10−8 on distorted grids.
5 Conclusion
In this paper, we propose a new SDG method which is robust for Brinkman problem in Stokes and Darcy
limits. In addition, the method is highly flexible by allowing fairly general meshes and hanging nodes can be
automatically incorporated in the construction of the method. Moreover, no numerical flux or stabilization
term is required in our method. All these distinctive features make the proposed method a good candidate
in practical applications. Several numerical experiments are reported to verify the robustness and accuracy
of the proposed method.
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