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WEAK SOLUTIONS OF THE STOCHASTIC LANDAU-LIFSCHITZ-GILBERT
EQUATIONS WITH NON-ZERO ANISOTROPHY ENERGY
ZDZISŁAW BRZE ´ZNIAK AND LIANG LI
Abstract. We study a stochastic Landau-Lifschitz-Gilbert Equation (c) with non-zero anisotro-
phy energy and multidimensional noise. We prove the existence and some regularities of weak
solution proved. Our paper is motivated by finite-dimensional study of stochastic LLGEs or gen-
eral stochasric differental equations with constraints studied by Kohn et al [33] and Lelièvre et
al [36].
Contents
1. Introduction 1
Acknowledgments 4
2. Notation and the formulation of the main result 4
3. Galerkin approximation 6
4. A priori estimates 8
5. Tightness results 15
6. Construction of new Probability Space and Processes 16
7. Conclusion of the proof of the existence of a weak solution 26
7.1. Step 1 26
7.2. Step 2 29
8. Regularity of a weak solution 31
Appendix A. Some explanation 36
References 37
1. Introduction
The ferromagnetism theory was first studied by Weiß in 1907 and then further developed by
Landau and Lifshitz [35] and Gilbert [26]. According to their theory there is a characteristic
of the material called the Curie’s temperature, whence below this critical temperature, large
ferromagnetic bodies would break up into small uniformly magnetized regions separated by
thin transition layers. The small uniformly magnetized regions are called Weiß domains and
the transition layers are called Bloch walls. This fact is taken into account by imposing the
following constraint:
(1.1) |u(t, x)|R3 = |u0|R3 .
Moreover the magnetization in a domain D ⊂ R3 at time t > 0 given by u(t, x) ∈ R3 satisfies the
following Landau-Lifschitz equation:
(1.2) du(t, x)dt = λ1u(t, x) × ρ(t, x) − λ2u(t, x) × (u(t, x) × ρ(t, x)).
The ρ in the equation (1.2) is called the effective magnetic field and defined by
(1.3) ρ = −∇uE,
where the E is the so called total electro-magnetic energy which composed by anisotropy energy,
exchange energy and electronic energy.
Key words and phrases. stochastic partial differential equations, ferromagnetism, anisotrophy, heat flow.
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In order to describe phase transitions between different equilibrium states induced by thermal
fluctuations of the effective magnetic field ρ, Brzez´niak and Goldys and Jegaraj [14] introduced
the Gaussian noise into the Landau-Lifschitz-Gilbert (LLG) equation to perturb ρ and then the
stochastic Landau-Lifschitz-Gilbert (SLLG) equation have the following form:
(1.4) du(t) = (λ1u(t) × ρ(t) − λ2u(t) × (u(t) × ρ(t))) dt + (u(t) × h) ◦ dW(t),
where h ∈ L∞(D;R3). Their total energy contains only the exchange energy 12‖∇u‖L2 , and hence
their equation has the following form:
(1.5)

du(t) = (λ1u(t) × ∆u(t) − λ2u(t) × (u(t) × ∆u(t))) dt + (u(t) × h) ◦ dW(t),
∂u
∂n
(t, x) = 0, t > 0, x ∈ ∂D,
u(0, x) = u0(x), x ∈ D.
They concluded the existence of the weak solution of (1.5) and also proved some regularities of
the solution.
There is also some research about the numerical schemes of equation (1.5), such as Banˇas,
Brzez´niak, and Prohl [9], Banˇas, Brzez´niak, Neklyudov, and Prohl [10], Banˇas, Brzez´niak,
Neklyudov, and Prohl [11], Goldys, Le, and Tran [27] and Alouges, de Bouard and Hocquet
[5]. The last paper differs from all previous papers as it deals with so called Gilbert form of the
LLGEs, see [26] and [4] for some related deterministic results.
In the present paper we consider the SLLG equation with the total energy E consisting of the
exchange and anisotropy energies and hence it defined as:
E(u) = Ean(u) + Eex(u) =
∫
D
(
φ(u(x)) + 1
2
|∇u(x)|2
)
dx,
where Ean(u) :=
∫
D φ(u(x)) dx stands for the anisotropy energy and Eex(u) := 12
∫
D |∇u(x)|2 dx
stands for the exchange energy.
Our study is motivated by finite-dimensional study of stochastic LLGEs or general stochastic
differential equations with constraints studied by Kohn et al [33] and Lelièvre et al [36]. An
essential feature of the model studies in [33] was the presence of anisotropy energy (while the
exchange energy was absent). So far none of the papers, apart from [15] which treats only one-
dimensional domains, on the stochastic LLGEs considered nonzero anisotropy energy. There-
fore there is a need to fill this literature gap and that is what we have achieved in the current
work.
The main novelty of the current paper lies in being able to study of LLGEs with energy in-
cluding the anisotropy energy. As we have mentioned earlier, both the papers by the first named
authour, Goldys and Jegaraj and by Alouges, De Bouard and Hocquet, treat purely exchange
energy. Our success was possible because we have been able to find uniform a priori estimates
for the suitable Galerkin approximations of the full problem. This was in turn possible because
our Galerkin approximation could be seen as an equation of a finite dimensional Hilbert space
Hn of the form similar to the full equations.
So the SLLG equation we are going to study in this paper has the form:
(1.6)

du(t) =
[
λ1u(t) × (∆u(t) − ∇φ(u(t)))
−λ2u(t) ×
(
u(t) × (∆u(t) − ∇φ(u(t))) )] dt +
N∑
j=1
(
u(t) × h j) ◦ dW j(t),
∂u
∂n
∣∣∣
Γ
= 0,
u(0) = u0,
where h j ∈ L∞(D;R3) ∩W1,3, for j = 1, · · · ,N and some N ∈ N; see Assumption 2.2.
Let me describe on a heuristic level the idea of the proof. For this let us denote by M the
set of all functions u ∈ H = L2(D;R3) such that u(x) ∈ S2 for a.a. x ∈ D, where S2 is the unit
sphere in R3. Since for u ∈ H2(D;R3) ∩ M the H-orthogonal projection on TuM is equal to
the map H ∋ z 7→ −u ×
(
u × z
)
∈ TuM, and ∆u − ∇φ(u) is equal to −∇HE(u), the −H gradient
of the total energy E, the second deterministic term on the RHS of (1.6) (modulo λ2), is equal
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to −∇ME(u), the -gradient of the total energy E with respect to the riemannian structure of M
inherited from H. Similarly, the first deterministic term on the RHS of (1.6) (modulo λ1) is
equal to −u × (−∇ME(u)) and hence is perpendicular to ∇ME(u). Note also that for each j,
M ∋ u 7→ u × h j ∈ TuM, so that the function u × h j could be seen as a (tangent!) vector field
v j on M. Therefore, the the first equation of the system (1.6) could be written in the following
geometric form
du(t) =
[
λ1u ×
(∇ME(u)) − λ2∇ME(u) + 12
N∑
j=1
(
u × h j
) × h j] dt +
N∑
j=1
(
u(t) × h j) dW j(t).(1.7)
Thus, on a purely heuristics level, applying the Itô Lemma to the function E and a solution u to
(1.6) we get
dE(u(t)) = λ1〈∇ME(u), u × (∇ME(u))〉 dt − λ2〈∇ME(u),∇ME(u)〉 dt
+
1
2
N∑
j=1
〈∇ME(u), (u × h j) × h j〉 dt +
N∑
j=1
〈∇ME(u), u × h j〉 dW j
+
1
2
N∑
j=1
〈∇2ME(u)
(
u × h j
)
, u × h j〉 dt
= −λ2|∇ME(u)|2 dt
+
1
2
N∑
j=1
〈∇ME(u), (u × h j) × h j〉 dt +
N∑
j=1
〈∇ME(u), u × h j〉 dW j
+
1
2
N∑
j=1
〈∇2ME(u)
(
u × h j
)
, u × h j〉 dt(1.8)
The above equality could be seen as an a priori estimate but there are two problems. Firstly,
we do not have a solution and secondly, even if we had it, it might not be strong or regular
enough for the applicability of the Itô Lemma. A standard procedure is to approximate the full
equation by some simpler problems. In the paper [14] we used Galerkin approximation, in a
series of works with Banas, Prohl and Neklyudov culminating in a monograph [11], we used the
finite element approximation. Here We follow the same method as used in Brzez´niak, Goldys
and Jegaraj’s paper [14] but with one important addition. We introduce the finite dimensional
Hilbert spaces Hn as in [14] but then consider an analog of equation (1.7) on the space Hn with
M replaced by Mn = M ∩ H and the energy function E replaced by En, the restriction of the
former to Hn. Thus, we consider
(1.9)
dun(t) =
[
λ1un×
(∇MnEn(un))−λ2∇MnEn(un)+12
N∑
j=1
πn
((
πn(un×h j))×h j)] dt+
N∑
j=1
πn
(
un(t)×h j) dW j.
where πn : H → Hn is the orthogonal projection. Equation (1.9) is nothing else but equation
(3.5) or (3.11). Now, the above problem is an SDE in a finite dimensional space Hn and hence
it has a unique local maximal solution un. Applying the, now correct, Itô lemma to process un
and the function En we get an analog of identity
dE(un(t)) + λ2|∇MnEn(un)|2 dt
=
1
2
N∑
j=1
〈∇MnE(un), πn
((
πn(un × h j)) × h j)〉 dt +
N∑
j=1
〈∇MnEn(un), πn
(
un × h j
)〉 dW j
+
1
2
N∑
j=1
〈∇2MnEn(un)
(
πn
(
un × h j
))
, πn
(
un × h j
)〉 dt(1.10)
Since En is the restriction of E to Hn, ∇MnEn(z) = ∇E(z) ◦ in, z ∈ Mn, where in : H → H is the
natural embedding. Similarly, ∇2MnEn(z) = πn∇2ME(z)in.
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We follow the same method as used in Brzez´niak, Goldys and Jegaraj’s paper [14] to proved
the existence of the weak solution of (1.6) and get some similar regularities of the weak solution
(but not uniqueness).
In particular, our results give an alternative proof of the existence result from Brzez´niak,
Goldys and Jegaraj’s paper [15], where large deviations principle for stochastic LLG equation
on a 1-dimensional domain has been studied.
This paper is organized as follows. In Section 2 we introduce the notations and formulate
the main result on the existence of the weak solution of the Equation (1.6) as well as some
regularities. In Section 3 we introduce the Galerkin approximation and prove the existence
of the global solutions {un} of the approximate equation of (1.6), which are in n dimensional
spaces, where n ∈ N. In Section 4 we prove the global solutions of the approximate equations
in finite dimensional spaces satisfy some a priori estimates. In Section 5, we use the a priori
estimates to show the laws of the {un} are tight on a suitable space. In Section 6, we use the
tightness results and the Skorohod’s Theorem to construct a new probability space and some
processes {u′n} which have the same laws as {un}. By the Skorohod’s Theorem, we also get a
limit process u′ of {u′n}. And we show some properties that u′ satisfies. In Section 7, we use two
steps to show that u′ constructed before is a weak solution of the Equation (1.6). In Section 8,
we prove some regularities of u′ and so finish the proof of the main Theorem which stated in
Section 2.
Let us finish the introduction by remarking that all our results are formulated for D ⊂ Rd,
d = 3, but they are also valid for d = 1 or d = 2.
Remark. This paper is from a part of the Ph.D. thesis at the University of York in UK of the
second named author .
Acknowledgments. The authors would like to anonymous referees for a careful reading of the
manuscript and pointing out many errors and making many useful suggestions. These have lead
to an improvement of the paper.
2. Notation and the formulation of the main result
Notation 2.1. Let us denote the classical spaces:
L
p := Lp(D;R3) or Lp(D;R3×3),
W
k,p := Wk,p(D;R3), Hk := Hk(D;R3), and V :=W1,2.
The dual brackets between a space X and its dual X∗ will be denoted X∗〈·, ·〉X. A scalar product
in Hilbert space H will be denoted 〈·, ·〉H and its associated norm ‖ · ‖H .
Assumption 2.2. Let D be an open and bounded domain in R3 with C2 boundary Γ := ∂D. n
is the outward normal vector on Γ. λ1 ∈ R, λ2 > 0, h j ∈ L∞ ∩W1,3, for j = 1, . . . ,N, u0 ∈ V.
φ : R3 −→ R+ ∪ {0} is in C4 and φ, ∇φ, φ′′ and φ(3) are bounded. ∇φ is also globally Lipschitz.
Moreover, we also assume that we have a filtered probability space (Ω,F , F = (Ft)t≥0, P), and
this probability space satisfies the so called usual conditions:
(i) P is complete on (Ω,F ),
(ii) for each t ≥ 0, Ft contains all (F , P)-null sets,
(iii) the filtration (Ft)t≥0 is right-continuous.
We also assume that (W(t))t≥0 = ((W j)Nj=1(t))t≥0 is a RN-valued, (Ft)t≥0-adapted Wiener process
defined on (Ω,F , (Ft)t≥0, P).
In this paper we are going to study the following equation.
(2.1)

du(t) =
[
λ1u(t) × (∆u(t) − ∇φ(u(t)))
−λ2u(t) ×
(
u(t) × (∆u(t) − ∇φ(u(t))) )] dt +
N∑
j=1
(
u(t) × h j) ◦ dW j(t)
∂u
∂n
∣∣∣
Γ
= 0
u(0) = u0
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Remark 2.3. Since φ : R3 −→ R ∈ C4, for every x ∈ R3 the Frechet derivative dxφ = ∇φ(x) :
R
3 −→ R is linear, and hence by the Riesz Lemma, there exists a vector ∇φ(x) ∈ R3 such that
〈∇φ(x), y〉R3 = dxφ(y), y ∈ R3.
Definition 2.4 (Solution of (2.1)). A weak solution of (2.1) is system consisting of a filtered
probability space (Ω′,F ′, F′, P′), an N-dimensional F′-Wiener process W ′ = (W ′j)Nj=1 and an
F
′
-progressively measurable process
u′ = (u′i )3i=1 : Ω′ × [0, T ] −→ V ∩ L∞
such that for all ψ ∈ C∞0 (D;R3), t ∈ [0, T ], we have, P′-a.s.,
〈u′(t), ψ〉L2 = 〈u0, ψ〉L2 − λ1
∫ t
0
〈∇u′(s),∇ψ × u′(s)〉L2 ds
+λ1
∫ t
0
〈u′(s) × ∇φ(u′(s)), ψ〉L2 ds
−λ2
∫ t
0
〈∇u′(s),∇(u′ × ψ)(s) × u′(s)〉L2 ds(2.2)
+λ2
∫ t
0
〈u′(s) × (u′(s) × ∇φ(u′(s)), ψ〉L2 ds
+
N∑
j=1
∫ t
0
〈u′(s) × h j, ψ〉L2 ◦ dW ′j(s).
Next we will formulate the main result of this paper:
Theorem 2.5. Under the assumptions listed in Assumption 2.2 , i.e. a system consisting of a
filtered probability space (Ω′,F ′, F′, P′), and N-dimensional F′-Wiener process W ′ = (W ′j)Nj=1.
(i) There exists a weak solution of (2.1).
(ii)
E
∫ T
0
∥∥∥u′(t) × ∆u′(t) − u′(t) × ∇φ(u′(t))∥∥∥2
L2
dt < ∞.
(iii) For every t ∈ [0, T ], in L2(Ω′;L2),
u′(t) = u0 + λ1
∫ t
0
(
u′ × ∆u′ − u′ × ∇φ(u′)) (s) ds
−λ2
∫ t
0
u′(s) × (u′ × ∆u′ − u′ × ∇φ(u′)) (s) ds
+
N∑
j=1
∫ t
0
(u′(s) × h j) ◦ dW ′j(s);
(iv)
|u′(t, x)|R3 = 1, for Lebesgue a.e. (t, x) ∈ [0, T ] × D and P′ − a.s..
(v) For every α ∈ (0, 12 ),
u′ ∈ Cα([0, T ];L2), P′ − a.s..
Remark 2.6. The notation u′ × ∆u′ used in Theorem 2.5 will be defined in the Notation 6.11.
The notation u′ × (u′ × ∆u′) used in Theorem 2.5 will be defined in the Notation 6.12.
Remark 2.7. Our results are for the Laplace operator with Neumann boundary conditions. With-
out any difficult work one could prove the same result for the Laplace operator on a compact
manifold without boundary. In particular, for Laplace operator with periodic boundary condi-
tion.
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3. Galerkin approximation
Let us define A := −∆ as the −Laplace operator in D acting on R3-valued functions with
Neumann boundary condition:
D(A) =
{
u ∈ H2 : ∂u
∂n
∣∣∣∣
∂D
= 0
}
⊂ L2.
A is self-adjoint, so by ([22, Thm 1, p. 335]), there exists an orthonormal basis (which are
eigenvectors of A) {ek}∞k=1 of L2, such that ek ∈ C∞( ¯D) for all k = 1, 2, . . . ,. We set Hn =
linspan{e1, e2, . . . , en} and let πn denote the orthogonal projection from L2 to Hn. We also note
that V = D(A 12 ) and define A1 := I + A, then V = D(A
1
2
1 ) and ‖u‖V = ‖A
1
2
1 u‖L2 for u ∈ V.
We also have the following definition and properties relate to the operator A, which will be
frequently used later:
Definition 3.1 (Fractional power spaces of A1 = I + A). For any nonnegative real number β we
define the Hilbert space Xβ := D(Aβ1), which is the domain of the fractional power operator A
β
1.
And the dual of Xβ is denoted by X−β. See [14].
We have the following property about the relations of Xγ and H2γ.
Proposition 3.2. With A1 = I + A as above we have, see [52, 4.3.3],
Xγ = D(Aγ1) =

{
u ∈ H2γ : ∂u
∂n
∣∣∣∣
∂D
= 0
}
, if 2γ > 32 ,
H
2γ, if 2γ < 32 .
Proposition 3.3. Let D be a bounded open domain in R3 with C2 boundary, u ∈ H2, v ∈ V, and
∂u
∂n
∣∣∣
∂D = 0 then we have
〈Au, v〉L2 =
∫
D
〈∇u(x),∇v(x)〉R3×3 dx.
Proposition 3.4. If v ∈ V and u ∈ D(A), then
(3.1)
∫
D
〈u(x) × Au(x), Au(x)〉R3 dx = 0.
(3.2)
∫
D
〈u(x) × (u(x) × Au(x)), Au(x)〉R3 dx = −
∫
D
|u(x) × Au(x)|2 dx.
(3.3)
∫
D
〈u(x) × Au(x), v(x)〉R3 dx =
3∑
i=1
∫
D
〈
∂u
∂xi
(x), ∂v
∂xi
(x) × u(x)
〉
R3
dx.
(3.4)
∫
D
〈u(x) × (u(x) × Au(x)), v(x)〉R3 dx =
3∑
i=1
∫
D
〈
∂u
∂xi
(x), ∂(v × u)
∂xi
(x) × u(x)
〉
R3
dx.
Proof of (3.3) and (3.4). The equality (3.3) follows from Brzez´niak, Goldys and Jegaraj’s paper
[14]. And since 〈u × (u × Au), v〉 = 〈u × Au, v × u〉 and if u ∈ D(A), v ∈ V, then v × u ∈ V, (3.4)
follows from (3.3). 
We consider the following equation in Hn (Hn ⊂ D(A)) with all the assumptions in Assump-
tion 2.2:
(3.5)

dun(t) = −πn
{
λ1un(t) ×
[
Aun(t) + πn(∇φ(un(t)))]
−λ2un(t) ×
(
un(t) ×
[
Aun(t) + πn(∇φ(un(t)))])} dt
+
∑N
j=1 πn
[
un(t) × h j
]
◦ dW j(t), t ≥ 0,
un(0) = πnu0.
Let us point out that (3.5) is a suitable projection of (2.1) onto the space Hn.
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Let us define the following maps:
F1n : Hn ∋ u 7−→ −πn(u × Au) ∈ Hn,(3.6)
F2n : Hn ∋ u 7−→ −πn
(
u × (u × Au)) ∈ Hn,(3.7)
F3n : Hn ∋ u 7−→ −πn (u × πn(∇φ(u))) ∈ Hn,(3.8)
F4n : Hn ∋ u 7−→ −πn
(
u × (u × πn(∇φ(u)))
)
∈ Hn,(3.9)
G jn : Hn ∋ u 7−→ πn(u × h j) ∈ Hn, h j ∈ L∞ ∩W1,3, j = 1, . . . ,N.(3.10)
Since A restrict to Hn is linear and bounded (with values in Hn) and since Hn ⊂ D(A) ⊂ L∞,
we infer that G jn and F1n , F2n, F3n , F4n are well defined maps from Hn to Hn.
The problem (3.5) can be written in a more compact way
(3.11)

dun(t) = λ1
(
F1n
(
un(t)) + F3n(un(t))) dt − λ2 (F2n(un(t)) + F4n(un(t))) dt
+
1
2
∑N
j=1 G2jn
(
un(t)) dt +∑Nj=1 G jn(un(t)) dW j(t),
un(0) = πnu0.
Remark 3.5. In the Equations (2.1) and (3.5), we use the Stratonovich differential and in the
Equation (3.11) we use the Itô differential, the following equality relates the two differentals:
for the map G : L2 ∋ u 7→ u × h ∈ L2,
(Gu) ◦ dW(t) = 1
2
G′(u)[G(u)] dt +G(u) dW(t), u ∈ L2.
Remark 3.6. As the equality (1.3), we have
−∇HnE(un) = Aun + πn∇φ(un),
so with the “πn”s in the equation (3.5), our approximation keeps as much as possible the struc-
ture of the equation (2.1), and consequently we will get the a priori estimates.
Now we start to solve the Equation (3.11).
Lemma 3.7. The maps Fin, i = 1, 2, 3, 4 are Lipschitz on balls, that is, for every R > 0 there
exists a constant C = C(n,R) > 0 such that whenever x, y ∈ Hn and ‖x‖L2 ≤ R, ‖y‖L2 ≤ R, we
have ∥∥∥Fin(x) − Fin(y)∥∥∥L2 ≤ C‖x − y‖L2 .
The map G jn is linear and
(3.12) ‖G jnu‖Hn ≤ ‖u‖L2‖h j‖L∞ , u ∈ Hn.
Proof. Let us notice that the maps
Hn ∋ u 7−→ Au ∈ Hn and
Hn ∋ u 7−→ πn(∇φ(u)) ∈ Hn
are locally bounded and globally Lipschitz. And if the map ψ : Hn −→ Hn is locally bounded
and locally Lipschitz, then the map
Hn ∋ u 7−→ u × ψ(u) ∈ L2
is also locally bounded and locally Lipschitz. Hence the maps Fin, i = 1, 2, 3, 4 are locally
Lipschitz.
The result about G jn is obvious. This completes the proof of Lemma 3.7. 
Since the linear operator πn : Hn −→ Hn is self-adjoint and by the formula (a × b, b)R3 = 0,
we infer that
Lemma 3.8.
G∗jn = −G jn
Moreover for i = 1, 2, 3, 4 and u ∈ Hn, we have〈
Fin(u), u
〉
L2
= 0.
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Corollary 3.9. [3] The Equation (3.5) has a unique global solution un : [0, T ] −→ Hn.
Proof. By the Lemma 3.7 and Lemma 3.8, the coefficients Fin, i = 1, 2, 3, 4 and G jn are locally
Lipschitz and one side linear growth. Hence by a result in [3], the Equation (3.5) has a unique
global solution un : [0, T ] −→ Hn. 
Let us define functions Fn and ˆFn : Hn −→ Hn by
Fn = λ1(F1n + F3n) − λ2(F2n + F4n), and ˆFn = Fn +
1
2
N∑
j=1
G2jn.
Then the problem (3.5) (or (3.11)) can be written in the following compact way
(3.13) dun(t) = ˆFn(un(t)) dt +
N∑
j=1
G jn
(
un(t)) dW j(t).
4. A priori estimates
In this section we will get some properties of the solution of Equation (3.5) especially some
a priori estimates.
Theorem 4.1. Assume that n ∈ N. Let un be the solution of the Equation (3.5) which was
constructed earlier. Then for every t ∈ [0, T ],
(4.1) ‖un(t)‖L2 = ‖un(0)‖L2 , a.s..
Proof. Let us consider a function ψ : Hn ∋ u 7→ 12‖u‖2H ∈ R. Since ψ is a homogeneous
polynomial of degree 2, ψ is of C∞. Moreover we have
ψ′(u)(g) = 〈u, g〉L2 , and ψ′′(u)(g, k) = 〈k, g〉L2 .
By the Itô Lemma and Lemma 3.8, we have
1
2
d‖un(t)‖2H =

〈
un(t), ˆFn(un(t))〉
L2
+
1
2
N∑
j=1
〈
G jn
(
un(t)),G jn(un(t))〉
L2
 dt
+
N∑
j=1
〈
un(t),G jn(un(t))〉
L2
dW j(t)
=
1
2
N∑
j=1

〈
un(t),G2jn
(
un(t))〉
L2
+
N∑
j=1
∥∥∥G jn(un(t))∥∥∥2L2
 dt + 0 dW j(t)
= 0
Hence for t ∈ [0, T ],
‖un(t)‖L2 = ‖un(0)‖L2 , a.s..

Lemma 4.2. Let us define a function Φ : Hn −→ R by
(4.2) Φ(u) := 1
2
∫
D
‖∇u(x)‖2 dx +
∫
D
φ
(
u(x)) dx, u ∈ Hn.
Then Φ ∈ C2(Hn) and for u, g, k ∈ Hn,
duΦ(g) = Φ′(u)(g) = 〈∇u,∇g〉L2 +
∫
D
〈∇φ(u(x)), g(x)〉R3 dx(4.3)
= 〈Au, g〉L2 +
∫
D
〈∇φ(u(x)), g(x)〉R3 dx,
Φ
′′(u)(g, k) = 〈∇g,∇k〉L2 +
∫
D
φ′′
(
u(x))(g(x), k(x)) dx.(4.4)
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Proof. Let us introduce auxiliary real functions Φ0 and Φ1 by:
Φ0(u) :=
∫
D
φ
(
u(x)) dx, Φ1(u) := 12‖∇u‖2L2 , u ∈ Hn.
It is enough to prove the results of Φ0 and Φ1.
The result about Φ0 is obvious and the result of Φ1 follows from the mean value Theorem in
integral form, see [13], for related result. 
Proposition 4.3. There exist constants a, b, a1, b1 > 0 such that for all n ∈ N,
(4.5)
∥∥∥∇G jnu∥∥∥2L2 ≤ a
∥∥∥∇u∥∥∥2
L2
+ b, u ∈ Hn,
and
(4.6)
∥∥∥∇G2jnu∥∥∥2L2 ≤ a1
∥∥∥∇u∥∥∥2
L2
+ b1, u ∈ Hn.
Proof of (4.5). Since A1 is self-adjoint and A1 ≥ A, we have∥∥∥∇G jnu∥∥∥2L2 =
(
AG jn(u),G jn(u)
)
L2
≤ (A1G jn(u),G jn(u))L2
=
∥∥∥∥∥A
1
2
1 πn(u × h j)
∥∥∥∥∥
2
L2
=
∥∥∥∥∥πnA
1
2
1 (u × h j)
∥∥∥∥∥
2
L2
≤
∥∥∥∥∥A
1
2
1 (u × h j)
∥∥∥∥∥
2
L2
=
∥∥∥(u × h j)∥∥∥2V ≤ N
(
‖u × h j‖2L2 + ‖∇(u × h j)‖2L2
)
≤
[
‖h j‖2L∞
(
‖u‖2
L2
+ 2‖∇u‖2
L2
)
+ 2‖∇h j‖2L3‖u‖2L6
]
.
Next since L6 ֒→ V and by equality (4.1) ‖un(s)‖L2 ≤ ‖u0‖L2 , we infer that∥∥∥∇G jnu∥∥∥2L2 ≤ a
∥∥∥∇u∥∥∥2
L2
+ b,
for some constants a and b which only depend on ‖h j‖L∞ , ‖∇h j‖L3 and ‖u0‖L2 , but not on n. 
Proof of (4.6). The estimate (4.6) followed from double application of (4.5). 
Remark 4.4. The previous results will be used to prove the following fundamental a priori
estimates on the sequence {un} of the solution of Equation (3.5).
Theorem 4.5. Assume that p ≥ 1, β > 14 . Then there exists a constant C > 0, such that for all
n ∈ N,
(4.7) E sup
r∈[0,t]
{∥∥∥∇un(r)∥∥∥2L2 +
∫
D
φ
(
un(r, x)) dx
}p
≤ C, t ∈ [0, T ],
(4.8) E
[(∫ T
0
∥∥∥un(t) × (∆un(t) − πn∇φ(un(t))) ∥∥∥2L2 dt
)p]
≤ C,
(4.9) E
[(∫ T
0
∥∥∥un(t) × (un(t) × (∆un(t) − πn∇φ(un(t))) )∥∥∥2
L
3
2 (D) dt
)p]
≤ C,
(4.10) E
∫ T
0
∥∥∥πn (un(t) × (un(t) × (∆un(t) − πn∇φ(un(t))) ))∥∥∥2X−β dt ≤ C.
Proof of (4.7) and (4.8). Let us define a function Φ same as in the Equation (4.2). Then by the
Itô Lemma,
Φ
(
un(t)) −Φ(un(0))
=
∫ t
0
Φ′(un(s)) ˆFn(un(s)) + 12
N∑
j=1
Φ′′
(
un(s))G jn(un(s))2
 ds(4.11)
+
N∑
j=1
∫ t
0
Φ′
(
un(s))G jn(un(s)) dW j(s), t ∈ [0, T ].
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Then we consider each term on the RHS of the Equation (4.11), and we can prove that
Φ′
(
u
)
ˆFn
(
u
)
= − λ2
∥∥∥u × (∆u − πn(∇φ(u))∥∥∥2L2
− 1
2
N∑
j=1
〈∆u − πn
(∇φ(u)), πn(u × h j) × h j〉L2(4.12)
Φ′
(
u
)[G jn(u)] = −〈∆u, u × h j〉L2 + 〈∇φ(u), πn(u × h j)〉L2 ,(4.13)
and
Φ′′(u)[G jn(u)2](4.14)
= ‖∇πn(u × h j)‖2L2 +
∫
D
φ′′
(
u(x))(πn(u × h j)(x), πn(u × h j)(x)) dx.
Therefore by Equations (4.2), (4.12), (4.13) and (4.14), the Equation (4.11) transforms to:
1
2
‖∇un(t)‖2L2 +
1
2
∫
D
φ(un(t, x)) dx(4.15)
+λ2
∫ t
0
‖un(s) × (∆un(s) − πn∇φ(un(s)))‖2L2 ds
=
1
2
‖∇un(0)‖2L2 +
1
2
∫
D
φ(un(0)(x)) dx − 12
N∑
j=1
∫ t
0
〈∆un(s), πn(un(s) × h j) × h j〉L2 ds
+
1
2
N∑
j=1
∫ t
0
〈∇φ(un(s)), πn(un(s) × h j) × h j〉L2 ds +
1
2
N∑
j=1
∫ t
0
‖∇πn(un(s) × h j)‖2L2 ds
+
1
2
N∑
j=1
∫ t
0
∫
D
φ′′(un(s)(x))(πn(un(s) × h j)(x), πn(un(s) × h j)(x)) dx ds
−
N∑
j=1
∫ t
0
〈∆un(s), un(s) × h j〉L2 dW j(s) +
N∑
j=1
∫ t
0
〈∇φ(un(s), πn(un(s) × h j)〉L2 dW j(s).
Next we will get estimates for some terms on the right hand side of Equation (4.15).
For the first term on the right hand side of Equation (4.15), we have
(4.16) ‖∇un(0)‖2L2 = ‖∇πnu0‖2L2 ≤ ‖πnu0‖2V = ‖A
1
2
1 πnu0‖2L2 = ‖πnA
1
2
1 u0‖2L2 ≤ ‖A
1
2
1 u0‖2L2 = ‖u0‖2V.
By our assumption, φ is bounded, so there is a constant Cφ > 0, such that for the second term
on the right hand side of Equation (4.15), we have
(4.17)
∣∣∣∣∣
∫
D
φ
(
un(0, x)) dx
∣∣∣∣∣ ≤ Cφm(D).
For the third term on the right hand side of Equation (4.15), by (4.6) and Cauchy-Schwartz
inequality, we have ∣∣∣〈∆un(s), πn(un(s) × h j) × h j〉L2 ∣∣∣ = ∣∣∣〈∇un(s),∇G2nun(s)〉L2 ∣∣∣(4.18)
≤ ‖∇un(s)‖L2
√
a1‖∇un(s)‖2
L2
+ b1 ≤
√
a1‖∇un(s)‖2L2 +
b1
2√a1
.
For the fourth term on the right hand side of Equation (4.15), by the equality (4.1) and
Cauchy-Schwartz inequality, we have
(4.19) 〈∇φ(un(s)), πn(un(s) × h j) × h j〉L2 ≤ C∇φm(D)‖u0‖L2‖h j‖2L∞ .
For the fifth term on the right hand side of Equation (4.15), by (4.5), we have
(4.20)
∥∥∥∇πn(un(s) × h j)(s)∥∥∥2L2 =
∥∥∥∇G jn(un(s))∥∥∥2L2 ≤ a‖∇un(s)‖2L2 + b.
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For the sixth term on the right hand side of Equation (4.15), we have∫
D
∣∣∣∣φ′′(un(s, x)) (πn(un(s) × h j)(x), πn(un(s) × h j)(x))
∣∣∣∣ dx
≤ Cφ′′
∫
D
∣∣∣πn(un(s) × h j)(x))∣∣∣2 dx ≤ Cφ′′‖h j‖2L∞‖u0‖2L2 .(4.21)
Then by the equalities (4.15)-(4.21), there exists a constant C2 > 0 such that for all n ∈ N,
t ∈ [0, T ] and P-almost surely:
‖∇un(t)‖2L2 +
∫
D
φ
(
un(t, x)) dx + 2λ2
∫ t
0
‖un(s) × (∆un(s) − πn∇φ(un(s)))‖2L2 ds
≤ C2
∫ t
0
‖∇un(s)‖2L2 ds +C2 + 2
N∑
j=1
∫ t
0
〈
∇un(s),∇G jn(un(s))〉
L2
dW j(s)
+
N∑
j=1
∫ t
0
〈
∇φ(un(s)),G jn(un(s))〉
L2
dW j(s).(4.22)
Hence for p ≥ 1,
E sup
r∈[0,t]
{
‖∇un(r)‖2L2 +
∫
D
φ
(
un(r, x)) dx + 2λ2
∫ r
0
‖un(s) × (∆un(s) − πn∇φ(un(s)))‖2L2 ds
}p
≤ 4p−1Cp2 tp−1E
(∫ t
0
‖∇un(s)‖2p
L2
ds
)
+4p−12E sup
r∈[0,t]
∣∣∣∣∣∣∣∣
N∑
j=1
∫ r
0
〈
∇un(s),∇G jn(un(s))〉
L2
dWs
∣∣∣∣∣∣∣∣
p
+4p−1E sup
r∈[0,t]
∣∣∣∣∣∣∣∣
N∑
j=1
∫ r
0
〈
∇φ(un(s)),G jn(un(s))〉
L2
dWs
∣∣∣∣∣∣∣∣
p
+ 4p−1Cp2 .
By the Burkholder-Davis-Gundy inequality, there exists a constant K > 0 such that for all
n ∈ N,
E sup
r∈[0,t]
∣∣∣∣∣∣∣∣
N∑
j=1
∫ r
0
〈
∇un(s),∇G jn(un(s))〉
L2
dWs
∣∣∣∣∣∣∣∣
p
≤ KE
∣∣∣∣∣∣∣∣
N∑
j=1
∫ t
0
〈
∇un(s),∇G jn(un(s))〉2
L2
ds
∣∣∣∣∣∣∣∣
p
2
,
E sup
r∈[0,t]
∣∣∣∣∣∣∣∣
N∑
j=1
∫ r
0
〈
∇φ(un(s)),G jn(un(s))〉
L2
dWs
∣∣∣∣∣∣∣∣
p
≤ KE
∣∣∣∣∣∣∣∣
N∑
j=1
∫ t
0
〈
∇φ(un(s)),G jn(un(s))〉2
L2
ds
∣∣∣∣∣∣∣∣
p
2
.
By the inequality (4.5) we get, for any ε > 0,
E
∣∣∣∣∣∣∣∣
N∑
j=1
∫ t
0
〈
∇un(s),∇G jn(un(s))〉2
L2
ds
∣∣∣∣∣∣∣∣
p
2
≤ E
 supr∈[0,t] ‖∇un(r)‖
p
L2

N∑
j=1
∫ t
0
‖∇G jn(un(s))‖2L2 ds

p
2

≤ E
ε sup
r∈[0,t]
‖∇un(r)‖2p
L2
+
4
ε

N∑
j=1
∫ t
0
‖∇G jn(un(s))‖2L2 ds

p
≤ εE
 sup
r∈[0,t]
‖∇un(r)‖2p
L2
 + 4
ε
(2t)p−1apN pE
(∫ t
0
‖∇un(s)‖2p
L2
ds
)
+
4
ε
2p−1(bt)pN p.
And
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E
∣∣∣∣∣∣∣∣
N∑
j=1
∫ t
0
〈
∇φ(un(s)),G jn(un(s))〉2
L2
ds
∣∣∣∣∣∣∣∣
p
2
≤ E
 supr∈[0,t] ‖∇φ(un(r))‖
p
L2

N∑
j=1
∫ t
0
‖∇G jn(un(s))‖2L2 ds

p
2

≤ ε
[
C∇φm(D)
]2p
+
4
ε
(2t)p−1apN pE
(∫ t
0
‖∇un(s)‖2p
L2
ds
)
+
4
ε
2p−1(bt)pN p.
Hence we infer that for t ∈ [0, T ],
E sup
r∈[0,t]
∣∣∣∣∣∣∣∣
N∑
j=1
∫ r
0
〈
∇un(s),∇G jn(un(s))〉
L2
dWs
∣∣∣∣∣∣∣∣
p
≤ KεE
 sup
r∈[0,t]
‖∇un(r)‖2p
L2
 + 4K
ε
(2t)p−1apN pE
(∫ t
0
‖∇un(s)‖2p
L2
ds
)
(4.23)
+
4K
ε
2p−1(bt)pN p.
and similarly for t ∈ [0, T ],
E sup
r∈[0,t]
∣∣∣∣∣∣∣∣
N∑
j=1
∫ r
0
〈
∇φ(un(s)),G jn(un(s))〉
L2
dWs
∣∣∣∣∣∣∣∣
p
(4.24)
≤ Kε
[
C∇φm(D)
]2p
+
4K
ε
(2t)p−1apN pE
(∫ t
0
‖∇un(s)‖2p
L2
ds
)
+
4K
ε
2p−1(bt)pN p.
Hence for every t ∈ [0, T ],
E sup
r∈[0,t]
{
‖∇un(r)‖2L2 +
∫
D
φ
(
un(r, x)) dx + 2λ2
∫ r
0
‖un(s) × (∆un(s) − πn∇φ(un(s)))‖2L2 ds
}p
≤ 4p−1Cp2 tp−1E
(∫ t
0
‖∇un(s)‖2p
L2
ds
)
+ 4p−1KεE
 sup
r∈[0,t]
‖∇un(r)‖2p
L2
 + 4p−1Kε [C∇φm(D)]2p
+
8K
ε
(8t)p−1apN pE
(∫ t
0
‖∇un(s)‖2p
L2
ds
)
+
K
ε
8p(bt)pN p
Set ε = 12K4p−1 in the above inequality, we have:
E sup
r∈[0,t]
{
‖∇un(r)‖2L2 +
∫
D
φ
(
un(r, x)) dx
+2λ2
∫ r
0
‖un(s) × (∆un(s) − πn∇φ(un(s)))‖2L2 ds
}p
≤
[
2 · 4p−1Cp2 tp−1 + 32K2(8t)p−1apN p
]
E
(∫ t
0
‖∇un(s)‖2p
L2
ds
)
(4.25)
+
[
C∇φm(D)
]2p
+ 4K28p(bt)pN p
= C3E
(∫ t
0
‖∇un(s)‖2p
L2
ds
)
+C4.
where the constants C3 and C4 are defined by:
C3 = 2 · 4p−1Cp2 tp−1 + 32K2(8t)p−1apN p,
C4 =
[
C∇φm(D)
]2p
+ 4K28p(bt)pN p,
note that they do not depend on n.
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And since
∫
D φ
(
un(r, x)) dx and λ2 ∫ t0 |un(s)× (∆un(s)−πn∇φ(un(s)))|2L2 ds are nonnegative, so
by the inequality (4.25), we have
E sup
r∈[0,t]
{
‖∇un(r)‖2L2 +
∫
D
φ
(
un(r, x)) dx
+2λ2
∫ t
0
‖un(s) × (∆un(s) − πn∇φ(un(s)))‖2L2 ds
}p
≤ C3
∫ t
0
E sup
r∈[0,s]
{
‖∇un(r)‖2L2 +
∫
D
φ
(
un(r, x)) dx(4.26)
+2λ2
∫ r
0
‖un(τ) × (∆un(τ) − πn∇φ(un(τ)))‖2L2 dτ
}p
ds +C4.
Let us define a function ψn by:
ψn(s) = E sup
r∈[0,s]
{∥∥∥∇un(r)∥∥∥2L2 +
∫
D
φ
(
un(r, x)) dx
+2λ2
∫ r
0
‖un(τ) × (∆un(τ) − πn∇φ(un(τ)))‖2L2 dτ
}p
, s ∈ [0, T ].
Then by the inequality (4.26), we deduce that:
ψn(t) ≤ C3
∫ t
0
ψn(s) ds +C4.
Observe that ψn is a bounded Borel function. The boundedness is because
‖∇un(r)‖L2 ≤ ‖un(r)‖V ≤ Cn‖un(r)‖L2 ≤ Cn‖u0‖L2 , r ∈ [0, T ],
and
‖un(s) × (∆un(s) − πn∇φ(un(s)))‖Hn
≤ ‖un(s)‖L∞ (‖∆un(s)‖L2 + ‖πn∇φ(un(s))‖L2)
≤ Cn‖un(s)‖L2
(
Cn‖un(s)‖L2 +C∇φm(D)
1
2
)
≤ Cn‖u0‖L2
(
Cn‖u0‖L2 +C∇φm(D)
1
2
)
.
where Cn is from the norm equivalence in the n-dimensional space. Therefore
‖ψn(s)‖ ≤
(
C2n‖u0‖2L2 +Cφm(D) + 2λ2TC2n‖u0‖2L2
(
Cn‖u0‖L2 + 2C∇φm(D)
1
2
)2)p
.
Therefore by the Gronwall inequality, we have
ψn(t) ≤ C3eC4t, t ∈ [0, T ].
Since C3 and C4 are independent of n, we have proved that for T ∈ (0,∞),
E sup
r∈[0,t]
{∥∥∥∇un(r)∥∥∥2L2 +
∫
D
φ
(
un(r, x)) dx + 2λ2
∫ r
0
‖un(τ) × (∆un(τ) − πn∇φ(un(τ)))‖2L2 dτ
}p
≤ C3eC4T = CT , t ∈ [0, T ]
where CT is independent of n. Therefore we infer that
E sup
r∈[0,t]
{∥∥∥∇un(r)∥∥∥2L2 +
∫
D
φ
(
un(r, x)) dx
}p
≤ CT ,
and
E
(∫ T
0
‖un(τ) × (∆un(τ) − πn∇φ(un(τ)))‖2L2 dτ
)p
≤ CT .
This completes the proof of the inequalities (4.7) and (4.8). 
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Proof of (4.9). By the Ho¨lder inequality and the Sobolev imbedding V ֒→ L6, we have that for
some constant c > 0∥∥∥un(t) × (un(t) × (∆un(t) − πn∇φ(un(t))) )∥∥∥
L
3
2
≤
∥∥∥un(t)∥∥∥L6
∥∥∥un(t) × (∆un(t) − πn∇φ(un(t))) ∥∥∥L2
≤ c
∥∥∥un(t)∥∥∥V
∥∥∥un(t) × (∆un(t) − πn∇φ(un(t))) ∥∥∥L2 .
Then by (4.1), (4.7) and (4.8), we have:
E
[(∫ T
0
∥∥∥un(t) × (un(t) × (∆un(t) − πn∇φ(un(t))) )∥∥∥2
L
3
2
dt
)p]
≤ cE
 sup
r∈[0,T ]
∥∥∥un(r)∥∥∥2pV
(∫ T
0
∥∥∥un(t) × (∆un(t) − πn∇φ(un(t))) ∥∥∥2L2 dt
)p
≤ c
E
 sup
r∈[0,T ]
∥∥∥un(r)∥∥∥4pV


1
2
E

(∫ T
0
∥∥∥un(t) × (∆un(t) − πn∇φ(un(t))) ∥∥∥2L2 dt
)2p

1
2
≤ C,
Note that C is independent of n. This completes the proof of (4.9). 
Proof of (4.10). By Sobolev imbedding theorems, if β > 14 , Xβ ֒→ H2β(D) continuously. And
if β > 14 , H
2β(D) is continuously imbedded in L3. Therefore L 32 (D) is continuously imbedded in
X−β. And since for ξ ∈ L2,
‖πnξ‖X−β = sup
‖ϕ‖Xβ≤1
∣∣∣X−β〈πnξ, ϕ〉Xβ ∣∣∣ = sup
‖ϕ‖Xβ≤1
∣∣∣〈πnξ, ϕ〉L2 ∣∣∣
= sup
‖ϕ‖Xβ≤1
∣∣∣〈ξ, πnϕ〉L2 ∣∣∣ ≤ sup
‖πnϕ‖Xβ≤1
∣∣∣X−β〈ξ, πnϕ〉Xβ ∣∣∣ = ‖ξ‖X−β .
Therefore we infer that there exists some constant c > 0 such that
E
∫ T
0
∥∥∥πn(un(t) × (un(t) × (∆un(t) − πn∇φ(un(t))) ))∥∥∥2X−β dt
≤ cE
∫ T
0
∥∥∥un(t) × (un(t) × (∆un(t) − πn∇φ(un(t))) )∥∥∥2
L
3
2
dt.
Then (4.10) follows from (4.9). 
Proposition 4.6. Let un, for n ∈ N, be the solution of the equation (3.5) and assume that
α ∈ (0, 12 ), β > 14 , p ≥ 2. Then the following estimates holds:
(4.27) sup
n∈N
E
(‖un‖2Wα,p(0,T ;X−β)) < ∞.
We need the following Lemma to prove (4.27).
Lemma 4.7 ([24], Lem 2.1). Assume that E is a separable Hilbert space, p ∈ [2,∞) and
a ∈ (0, 12 ). Then there exists a constant C depending on T and a, such that for any progressively
measurable process ξ = (ξ j)∞j=1,
E ‖I(ξ)‖pWa,p(0,T ;E) ≤ CE
∫ T
0

∞∑
j=1
|ξ j(r)|2E

p
2
dt,
where I(ξ j) is defined by
I(ξ) :=
∞∑
j=1
∫ t
0
ξ j(s) dW j(s), t ≥ 0.
In particular, P-a.s. the trajectories of the process I(ξ j) belong to Wa,2(0, T ; E).
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Proof of (4.27). Let us fix α ∈ (0, 12 ), β > 14 , p ≥ 2. By the equation (3.11), we get
un(t) = u0,n + λ1
∫ t
0
(
F1n
(
un(s)) + F3n(un(s))) ds − λ2
∫ t
0
(
F2n
(
un(s)) + F4n(un(s))) ds
+
1
2
N∑
j=1
∫ t
0
G2jn
(
un(s)) ds +
N∑
j=1
∫ t
0
G jn
(
un(s)) dW(s)
=: u0,n +
4∑
i=1
uin(t), t ∈ [0, T ].
By Theorem 4.5, we have the following results:
There exists C > 0 such that for all n ∈ N,
(1)
E
[
‖u1n‖2W1,2(0,T ;L2)
]
≤ C.
(2)
E
[
‖u2n‖2W1,2(0,T ;X−β)
]
≤ C.
(3)
‖u3n‖2W1,2(0,T ;L2) ≤ C, P − a.s..
Moreover, by the equality (4.1),
E
 sup
t∈[0,T ]
‖un(t)‖p
L2
 = E [‖un(0)‖p
L2
]
≤ C.
By the inequality (3.12) and Lemma 4.7, we have:
E
[
‖u4n‖pWα,p(0,T ;X−β)
]
≤ C.
Therefore since H1(0, T ; X−β) ֒→ Wα,p(0, T ; X−β) continuously, we get
sup
n∈N
E
(‖un‖2Wα,p(0,T ;X−β)) < ∞.
This completes the proof of the inequality (4.27). 
5. Tightness results
In this subsection we will use the a priori estimates (4.1)-(4.10) to show that the laws {L(un) :
n ∈ N} are tight on a suitable path space.
Lemma 5.1. For any p ≥ 2, q ∈ [2, 6) and β > 14 the set of laws {L(un) : n ∈ N} on the Banach
space
Lp(0, T ;Lq(D)) ∩C(0, T ; X−β)
is tight.
Proof. Let us choose and fix p ≥ 2, q ∈ [2, 6) and β > 14 . Let us then choose auxiliary numbers
β′ ∈ (14 , β) and α ∈ ( 1p , 1). Since q < 6 we can choose γ ∈ (34 − 32q , 12 ) such that H2γ ֒→ Lq
continuously. Since, the operator A−11 is compact in L
2
, the embedding V = D(A
1
2
1 ) ֒→ Xγ =
D(Aγ1) is compact and thus also the embedding
Lp(0, T ;V) ∩ Wα,p(0, T ; X−β′ ) ֒→ Lp(0, T ; Xγ)
is compact. We note that for any positive real number r and random variables ξ and η, since{
ω : ξ(ω) > r
2
}
∪
{
ω : η(ω) > r
2
}
⊃
{
ω : ξ(ω) + η(ω) > r
}
,
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we have
P
(
‖un‖Lp(0,T ;H1)∩Wα,p(0,T ;X−β′ ) > r
)
= P
(
‖un‖Lp(0,T ;H1) + ‖un‖Wα,p(0,T ;X−β′ ) > r
)
≤ P
(
‖un‖Lp(0,T ;H1) >
r
2
)
+ P
(
‖un‖Wα,p(0,T ;X−β′ ) >
r
2
)
≤ . . .
then by the Chebyshev inequality,
. . . ≤ 4
r2
E
(
‖un‖2Lp(0,T ;V) + ‖un‖2Wα,p(0,T ;X−β′ )
)
.
By the estimates in (4.27), (4.1) and (4.7), the expected value on the right hand side of the last
inequality is uniformly bounded in n. Let XT := Lp(0, T ;V) ∩ Wα,p(0, T ; X−β′ ). There is a
constant C, such that
P
(‖un‖XT > r) ≤ C
r2
, ∀r, n.
Since
E(‖un‖X) =
∫ ∞
0
P(‖Mn‖ > r) dr,
we can infer that
E
(‖un‖XT ) ≤ 1 +
∫ ∞
1
C
r2
dr = 1 +C < ∞, ∀n ∈ N.
Therefore the family of laws
{L(un) : n ∈ N} is tight on Lp(0, T ; Xγ). Since by Proposition
3.2, Xγ = H2γ, as at the beginning of the proof, Xγ ֒→ Lq(D) continuously. Hence we infer
that Lp(0, T ; Xγ) ֒→ Lp(0, T ;Lq(D)) continuously and therefore {L(un) : n ∈ N} is also tight on
Lp(0, T ;Lq(D)).
Since β′ < β, Wα,p(0, T ; X−β′ ) ֒→ C(0, T ; X−β) compactly. Therefore by estimates (4.27), we
can conclude that {L(un) : n ∈ N} is tight on C(0, T ; X−β).
Therefore
{L(un) : n ∈ N} is tight on Lp(0, T ; Lq) ∩ C([0, T ]; X−β). Hence the proof of Lemma
5.1 is completed. 
From now on we will always assume β > 14 .
6. Construction of new Probability Space and Processes
In this section we will use Skorohod’s theorem to obtain another probability space and an
almost surely convergent sequence defined on this space whose limit is a weak martingale solu-
tion of the equation (2.1).
By Lemma 5.1 and Prokhorov’s Theorem, we have the following property.
Proposition 6.1. Let us assume that W is a N-dimensional Wiener process and p ∈ [2,∞),
q ∈ [2, 6) and β > 14 . Then there is a subsequence of {un} which we will denote it in the same
way as the full sequence, such that the laws L(un,W) converge weakly to a certain probability
measure µ on Lp(0, T ;Lq(D)) ∩ C([0, T ]; X−β) × C(0, T ;RN).
Now by the Skorohod’s theorem we have:
Proposition 6.2. There exists a probability space (Ω′,F ′, P′) and there exists a sequence (u′n,W ′n)
of [L4(0, T ;L4)∩C([0, T ]; X−β)]×C([0, T ];RN)-valued random variables defined on (Ω′,F ′, P′)
such that
(a) On [L4(0, T ;L4) ∩ C([0, T ]; X−β)] ×C([0, T ];RN),
L(un,W) = L(u′n,W ′n), ∀n ∈ N
(b) There exists a random variable
(u′,W ′) : (Ω′,F ′, P′) −→ [L4(0, T ;L4) ∩ C(0, T ; X−β)] ×C(0, T ;RN)
such that
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(i) On [L4(0, T ;L4) ∩ C([0, T ]; X−β)] ×C([0, T ];RN),
L(u′,W ′) = µ,
where µ is same as in Proposition 6.1.
(ii) u′n −→ u′ in L4(0, T ;L4) ∩ C([0, T ]; X−β) almost surely,
(iii) W ′n −→ W ′ in C([0, T ];RN) almost surely.
Notation 6.3. We will use F′ to denote the filtration generated by u′ and W ′ in the probability
space (Ω′,F ′, P′).
From now on we will prove that u′ is the weak solution of the equation (2.1). And we begin
with showing that {u′n} satisfies the same a priori estimates as the original sequence {un}. By the
Kuratowski Theorem, we have
Proposition 6.4. The Borel subsets of C(0, T ; Hn) are Borel subsets of L4(0, T ;L4)∩C(0, T ; X− 12 ).
So we have the following Corollary.
Corollary 6.5. u′n takes values in Hn and the laws on C([0, T ]; Hn) of un and u′n are equal.
By the Corollary 6.5, we have
Lemma 6.6. The {u′n} defined in Proposition 6.2 satisfies the following estimates:
(6.1) sup
t∈[0,T ]
∥∥∥u′n(t)∥∥∥L2 ≤
∥∥∥u0∥∥∥L2 , P′ − a.s.,
(6.2) sup
n∈N
E
′
 sup
t∈[0,T ]
∥∥∥u′n(t)∥∥∥2rV
 < ∞, ∀r ≥ 1,
(6.3) sup
n∈N
E
′
[(∫ T
0
‖u′n(t) ×
(
∆u′n(t) − πn∇φ
(
u′n(t)
)) ‖2
L2
dt
)r]
< ∞, ∀r ≥ 1,
(6.4) sup
n∈N
E
′
∫ T
0
∥∥∥u′n(t) × (u′n(t) × (∆u′n(t) − πn∇φ(u′n(t))) )∥∥∥2
L
3
2
dt < ∞,
(6.5) sup
n∈N
E
′
∫ T
0
∥∥∥πn [u′n(t) × (u′n(t) × (∆u′n(t) − πn∇φ(u′n(t))) )]∥∥∥2X−β dt < ∞.
Now we will study some inequalities satisfied by the limiting process u′.
Proposition 6.7. Let u′ be the process which is defined in Proposition 6.2. Then we have
(6.6) ess sup
t∈[0,T ]
‖u′(t)‖L2 ≤ ‖u0‖L2 , P′ − a.s.
(6.7) sup
t∈[0,T ]
‖u′(t)‖X−β ≤ c‖u0‖L2 , P′ − a.s.
Proof of (6.6). Since u′n converges to u′ in L4(0, T ;L4) ∩ C(0, T ; X−β) P′ almost surely,
lim
n→∞
∫ T
0
‖u′n(t) − u′(t)‖4L4 dt = 0, P′ − a.s.
Since L4 ֒→ L2, we infer that
lim
n→∞
∫ T
0
‖u′n(t) − u′(t)‖2L2 dt = 0.
Hence u′n converges to u′ in L2(0, T ;L2) P′ almost surely. Therefore by (6.1),
ess sup
t∈[0,T ]
‖u′(t)‖L2 ≤ ‖u0‖L2 , P′ − a.s.

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Proof of (6.7). Since L2 ֒→ X−β, there exists some constant c > 0, such that ‖u′n(t)‖X−β ≤
c‖u′n(t)‖L2 for all n ∈ N. By (6.1), we have
sup
t∈[0,T ]
‖u′n(t)‖X−β ≤ c sup
t∈[0,T ]
‖u′n(t)‖L2 ≤ c‖u0‖L2 , P′ − a.s.
And by Proposition 6.2 (ii) u′n converges to u′ in C([0, T ]; X−β), we infer that
sup
t∈[0,T ]
‖u′(t)‖X−β ≤ c‖u0‖L2 , P′ − a.s.

We continue investigating properties of the process u′. The next result and it’s proof are
related to the estimate (6.2).
Proposition 6.8. Let u′ be the process which was defined in Proposition 6.2. Then we have
(6.8) E′[ess sup
t∈[0,T ]
‖u′(t)‖2r
V
] < ∞, r ≥ 2.
Proof. Since L2r(Ω′; L∞(0, T ;V)) is isomorphic to
(
L 2r2r−1 (Ω′; L1(0, T ; X− 12 ))
)∗
, by the Banach-
Alaoglu Theorem we infer that the sequence {u′n} contains a subsequence, denoted in the same
way as the full sequence, and there exists an element v ∈ L2r(Ω′; L∞(0, T ;V)) such that u′n → v
weakly∗ in L2r(Ω′; L∞(0, T ;V)). In particular, we have
〈u′n, ϕ〉 → 〈v, ϕ〉, ϕ ∈ L
2r
2r−1 (Ω′; (L1(0, T ; X− 12 ))).
This means that∫
Ω′
∫ T
0
〈u′n(t, ω), ϕ(t, ω)〉 dt dP′(ω) →
∫
Ω′
∫ T
0
〈v(t, ω), φ(t, ω)〉 dt dP′(ω).
On the other hand, if we fix ϕ ∈ L4(Ω′; L 43 (0, T ;L 43 )), by the inequality (6.2) we have (to
avoid too long formulations, we omit some parameters t in the following equations)
sup
n
∫
Ω′
∣∣∣∣∣∣
∫ T
0
L4〈u′n(t), ϕ(t)〉
L
4
3
dt
∣∣∣∣∣∣
2
dP′(ω) ≤ sup
n
∫
Ω′
∣∣∣∣∣∣
∫ T
0
‖u′n‖L4‖ϕ‖
L
4
3
dt
∣∣∣∣∣∣
2
dP′(ω)
≤ sup
n
∫
Ω′
‖u′n‖2L∞(0,T ;L4)‖ϕ‖2L1(0,T ;L 43 ) dP
′(ω) ≤ sup
n
‖u′n‖2L4(Ω′;L∞(0,T ;L4))‖ϕ‖2L4(Ω′;L1(0,T ;L 43 )) < ∞.
So the sequence
∫ T
0 L4〈u′n(t), ϕ(t)〉L 43 dt is uniformly integrable on Ω
′
. Moreover, by the P′
almost surely convergence of u′n to u′ in L4(0, T ;L4), we get P′-a.s.∣∣∣∣∣∣
∫ T
0
L4〈u′n(t), ϕ(t)〉
L
4
3
dt −
∫ T
0
L4〈u′(t), ϕ(t)〉
L
4
3
dt
∣∣∣∣∣∣
≤
∫ T
0
∣∣∣∣L4〈u′n(t) − u′(t), ϕ(t)〉
L
4
3
∣∣∣∣ dt ≤
∫ T
0
‖u′n(t) − u′(t)‖L4‖ϕ(t)‖
L
4
3
dt
≤ ‖u′n − u′‖L4(0,T ;L4)‖ϕ‖L 43 (0,T ;L 43 ) → 0.
Therefore we infer that
∫ T
0 L4〈u′n(t), ϕ(t)〉L 43 dt converges to
∫ T
0 L4〈u′(t), ϕ(t)〉L 43 dt P
′ almost
surely. Thus,∫
Ω′
∫ T
0
L4〈u′n(t, ω), ϕ(t, ω)〉
L
4
3
dt dP′(ω) →
∫
Ω′
∫ T
0
L4〈u′(t, ω), ϕ(t, ω)〉
L
4
3
dt dP′(ω).
Hence we deduce that∫
Ω′
∫ T
0
L4〈v(t, ω), ϕ(t, ω)〉
L
4
3
dt dP′(ω) =
∫
Ω′
∫ T
0
L4〈u′(t, ω), ϕ(t, ω)〉
L
4
3
dt dP′(ω)
By the arbitrariness of ϕ and density of L4(Ω′; L 43 (0, T ;L 43 )) in L 2r2r−1 (Ω′; L1(0, T ; X− 12 )), we
infer that u′ = v and since v satisfies (6.8) we infer that u′ also satisfies (6.8). In this way the
proof of (6.8) is complete. 
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Now we will strengthen part (ii) of Proposition 6.2 about the convergence of u′n to u′.
Proposition 6.9.
(6.9) lim
n→∞E
′
∫ T
0
‖u′n(t) − u′(t)‖4L4 dt = 0.
Proof. Since u′n −→ u′ in L4(0, T ;L4) ∩C(0, T ; X−β) P′-almost surely, u′n −→ u′ in L4(0, T ;L4)
P
′
-almost surely, i.e.
lim
n→∞
∫ T
0
‖u′n(t) − u′(t)‖4L4 dt = 0, P′ − a.s.,
and by (6.2) and (6.8),
sup
n
E
′
(∫ T
0
‖u′n(t) − u′(t)‖4L4 dt
)2
≤ 27 sup
n
(
‖u′n‖8L4(0,T ;L4) + ‖u′‖8L4(0,T ;L4)
)
< ∞,
Hence we infer that
lim
n→∞
E
′
∫ T
0
‖u′n(t) − u′(t)‖4L4 dt = 0.
This completes the proof. 
By the estimate (6.2), {u′n}∞n=1 is bounded in L2(Ω′; L2(0, T ;H1)). And since u′n −→ u′ in
L2(Ω′; L2(0, T ;L2)), we have:
(6.10) Diu′n −→ Diu′ weakly in L2(Ω′; L2(0, T ;L2)), i = 1, 2, 3.
Lemma 6.10. There exists a unique Λ ∈ L2(Ω′; L2(0, T ;L2)) such that
(6.11) E′
∫ T
0
〈Λ(t), v(t)〉L2 dt =
3∑
i=1
E
′
∫ T
0
〈Diu′(t), u′(t) × Div(t)〉L2 dt
for every v ∈ L2(Ω′; L2(0, T ;W1,4)).
Proof. We will omit“(t)” in this proof. Let us denote Λn := u′n × Au′n. By the estimate (6.3),
there exists a constant C such that
‖Λn‖L2(Ω′;L2(0,T ;L2)) ≤ C, n ∈ N.
Hence by the Banach-Alaoglu Theorem, there exists Λ ∈ L2(Ω′; L2(0, T ;L2)) such that Λn → Λ
weakly in L2(Ω′; L2(0, T ;L2)).
Let us fix v ∈ L2(Ω′; L2(0, T ;W1,4)). Since u′n(t) ∈ D(A) for almost every t ∈ [0, T ] and P′-
almost surely, by the Proposition 3.4 and estimate (6.3) again, we have
E
′
∫ T
0
〈Λn, v〉L2 dt =
3∑
i=1
E
′
∫ T
0
〈Diu′n, u′n × Div〉L2 dt.
Moreover, by the results: (6.10), (6.2) and (6.9), we have for i = 1, 2, 3,∣∣∣∣∣∣E′
∫ T
0
〈Diu′, u′ × Div〉L2 dt − E′
∫ T
0
〈Diu′n, u′n × Div〉L2 dt
∣∣∣∣∣∣
≤
∣∣∣∣∣∣E′
∫ T
0
〈Diu′ − Diu′n, u′ × Div〉L2 dt
∣∣∣∣∣∣ +
∣∣∣∣∣∣E′
∫ T
0
〈Diu′n, (u′ − u′n) × Div〉L2 dt
∣∣∣∣∣∣
≤
∣∣∣∣∣∣E′
∫ T
0
〈Diu′ − Diu′n, u′ × Div〉L2 dt
∣∣∣∣∣∣ +
(
E
′
∫ T
0
‖Diu′n‖2L2 dt
) 1
2
×
(
E
′
∫ T
0
‖u′ − u′n‖4L4 dt
) 1
4
(
E
′
∫ T
0
‖Div‖4L4 dt
) 1
4
→ 0.
Therefore we infer that
lim
n→∞
E
′
∫ T
0
〈Λn, v〉L2 dt =
3∑
i=1
E
′
∫ T
0
〈Diu′, u′ × Div〉 dt.
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Since on the other hand we have proved Λn → Λ weakly in L2(Ω′; L2(0, T ;L2)) the equality
(6.11) follows.
It remains to prove the uniqueness of Λ, but this follows from the fact that
L2(Ω′; L2(0, T ;W1,4)) is dense in L2(Ω′; L2(0, T ;L2)) and (6.11). This complete the proof of
Lemma 6.10. 
Notation 6.11. The process Λ introduced in Lemma 6.10 will be denoted by u′ × ∆u′ (as ex-
plained in the Appendix). Note that u′ × ∆u′ is an element of L2(Ω′; L2(0, T ;L2)) such that for
all test functions v ∈ L2(Ω′; L2(0, T ;W1,4)) the following identity holds
E
′
∫ T
0
〈(u′ × ∆u′)(t), v(t)〉L2 dt =
3∑
i=1
E
′
∫ T
0
〈Diu′(t), u′(t) × Div(t)〉L2 dt.
Notation 6.12. Since by the estimate (6.8), u′ ∈ L2(Ω′, L∞(0, T ;V)) and by Notation 6.11,
Λ ∈ L2(Ω′; L2(0, T ;L2)), the process u′ × Λ ∈ L 43 (Ω′; L2(0, T ;L 32 (D))). And u′ × Λ will be
denoted by u′ × (u′ × ∆u′).
Notation 6.13. Λ − u′ × ∇φ(u′) will be denoted by u′ × (∆u′ − ∇φ(u′)).
Next we will show that the limits of the following three sequences
{
u′n ×
(
∆u′n − πn∇φ
(
u′n
)) }
n,{
u′n × (u′n ×
(
∆u′n − πn∇φ
(
u′n
)))}n,{
πn
(
u′n × (u′n ×
(
∆u′n − πn∇φ
(
u′n
))))}n,
exist and are equal respectively to
u′ × (∆u′ − ∇φ(u′)) ,
u′ × (u′ × (∆u′ − ∇φ(u′))),
u′ × (u′ × (∆u′ − ∇φ(u′))).
By (6.3)-(6.5), the first sequence is bounded in L2r(Ω′; L2(0, T ;L2)) for r ≥ 1, the second se-
quence is bounded in L2(Ω′; L2(0, T ;L 32 )) and the third sequence is bounded in L2(Ω′; L2(0, T ; X−β)).
And since the Banach spaces L2r(Ω′; L2(0, T ;L2)), L2(Ω′; L2(0, T ;L 32 )) and L2(Ω′; L2(0, T ; X−β))
are all reflexive, by the Banach-Alaoglu Theorem, there exist subsequences weakly convergent.
So we can assume that there exist
Y ∈ L2r(Ω′; L2(0, T ;L2)),
Z ∈ L2(Ω′; L2(0, T ;L 32 )),
Z1 ∈ L2(Ω′; L2(0, T ; X−β)),
such that
(6.12) u′n ×
(
∆u′n − πn∇φ
(
u′n
)) −→ Y weakly in L2r(Ω′; L2(0, T ;L2)),
(6.13) u′n ×
(
u′n ×
(
∆u′n − πn∇φ
(
u′n
))) −→ Z weakly in L2(Ω′; L2(0, T ;L 32 )),
(6.14) πn (u′n × (u′n × (∆u′n − πn∇φ(u′n)))) −→ Z1 weakly in L2(Ω′; L2(0, T ; X−β)).
Remark. Similar argument has been done in [14] for terms not involving ∇φ. Our main contri-
bution here is to show the validity of such an argument for term containing ∇φ (and to be more
precise). This works because earlier we have been able to prove generalized estimates as in [14]
as in Lemma 6.6.
Proposition 6.14. If Z and Z1 defined as above, then Z = Z1 ∈ L2(Ω′; L2(0, T ; X−β)).
WEAK SOLUTIONS OF THE SLLG EQUATIONS WITH NON-ZERO ANISOTROPHY ENERGY 21
Proof. Notice that (L 32 )∗ = L3, and by Proposition 3.2, Xβ = H2β. By Xβ ⊂ L3 for β > 14 , we
deduce that L 32 ⊂ X−β. So
L2(Ω′; L2(0, T ;L 32 )) ⊂ L2(Ω′; L2(0, T ; X−β)).
Therefore Z ∈ L2(Ω′; L2(0, T ; X−β)) and also Z1 ∈ L2(Ω′; L2(0, T ; X−β)).
Since Xβ = D(Aβ1) and A1 is self-adjoint, we can define
Xβn =
πnx =
n∑
j=1
x je j :
∞∑
j=1
λ
2β
j x
2
j < ∞
 .
Then Xβ =
⋃∞
n=1 X
β
n and L2(Ω′; L2(0, T ; Xβ)) =
⋃∞
n=1 L
2(Ω′; L2(0, T ; Xβn )). We have for ψn ∈
L2(Ω′; L2(0, T ; Xβn )),
L2(Ω′;L2(0,T ;X−β))〈πn(u′n × (u′n ×
(
∆u′n − πn∇φ
(
u′n
)))), ψn〉L2(Ω′;L2(0,T ;Xβ))
= E
′
∫ T
0
X−β〈πn(u′n(t) × (u′n(t) ×
(
∆u′n(t) − πn∇φ
(
u′n(t)
)))), ψn(t)〉Xβ dt
= E
′
∫ T
0
L2〈πn(u′n(t) × (u′n(t) ×
(
∆u′n(t) − πn∇φ
(
u′n(t)
)))), ψn(t)〉L2 dt
= E
′
∫ T
0
L2〈u′n(t) × (u′n(t) ×
(
∆u′n(t) − πn∇φ
(
u′n(t)
))), ψn(t)〉L2 dt
= E
′
∫ T
0
X−β〈u′n(t) × (u′n(t) ×
(
∆u′n(t) − πn∇φ
(
u′n(t)
))), ψn(t)〉Xβ dt
= L2(Ω′;L2(0,T ;X−β))〈u′n × (u′n ×
(
∆u′n(t) − πn∇φ
(
u′n(t)
))), ψn〉L2(Ω′;L2(0,T ;Xβ)).
Hence
L2(Ω′;L2(0,T ;X−β))〈Z1, ψn〉L2(Ω′;L2(0,T ;Xβ)) =L2(Ω′;L2(0,T ;X−β)) 〈Z, ψn〉L2(Ω′;L2(0,T ;Xβ)),
∀ψn ∈ L2(Ω′; L2(0, T ; Xβn )). For any ψ ∈ L2(Ω′; L2(0, T ; Xβ), there exists L2(Ω′; L2(0, T ; Xβn )) ∋
ψn −→ ψ as n −→ ∞, hence for all ψ ∈ L2(Ω′; L2(0, T ; Xβ),
L2(Ω′;L2(0,T ;X−β))〈Z1, ψ〉L2(Ω′;L2(0,T ;Xβ)) = lim
n→∞ L2(Ω′;L2(0,T ;X−β))〈Z1, ψn〉L2(Ω′;L2(0,T ;Xβ))
= lim
n→∞ L2(Ω′;L2(0,T ;X−β))〈Z, ψn〉L2(Ω′;L2(0,T ;Xβ))
= L2(Ω′;L2(0,T ;X−β))〈Z, ψ〉L2(Ω′;L2(0,T ;Xβ))
Therefore Z = Z1 ∈ L2(Ω′; L2(0, T ; X−β)) and this concludes the proof of Proposition 6.14. 
Lemma 6.15. For any measurable process ψ ∈ L4(Ω′; L4(0, T ;W1,4)), we have the equality
lim
n→∞E
′
∫ T
0
〈u′n(t) ×
(
∆u′n − πn∇φ
(
u′n(t)
))
, ψ(t)〉L2 dt
= E
′
∫ T
0
〈Y(t), ψ(t)〉L2 dt
= E
′
∫ T
0
3∑
i=1
〈∂u
′(t)
∂xi
, u′(t) × ∂ψ(t)
∂xi
〉L2 ds + E′
∫ T
0
〈
u′(t) × ∇φ(u′(t)), ψ〉
L2 dt.
Proof. Let us fix ψ ∈ L4(Ω′; L4(0, T ;W1,4)). Firstly, we will prove that
lim
n→∞
E
′
∫ T
0
〈u′n(t) × ∆u′n(t), ψ(t)〉L2 dt = E′
∫ T
0
3∑
i=1
〈
∂u′(t)
∂xi
, u′(t) × ∂ψ(t)
∂xi
〉
L2
dt.
For each n ∈ N we have
(6.15) 〈u′n(t) × ∆u′n(t), ψ〉L2 =
3∑
i=1
〈
∂u′n(t)
∂xi
, u′n(t) ×
∂ψ(t)
∂xi
〉
L2
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for almost every t ∈ [0, T ] and P′ almost surely. By Corollary 6.5, P(u′n ∈ C(0, T ; Hn)) = 1. For
each i ∈ {1, 2, 3} we may write〈
∂u′n(t)
∂xi
, u′n(t) ×
∂ψ(t)
∂xi
〉
L2
−
〈
∂u′(t)
∂xi
, u′(t) × ∂ψ(t)
∂xi
〉
L2
(6.16)
=
〈
∂u′n(t)
∂xi
− ∂u
′(t)
∂xi
, u′(t) × ∂ψ(t)
∂xi
〉
L2
+
〈
∂u′n(t)
∂xi
, (u′n(t) − u′(t)) ×
∂ψ(t)
∂xi
〉
L2
Since L4 ֒→ L2 andW1,4 ֒→ L2, so there are constants C1 and C2 < ∞ such that〈
∂u′n(t)
∂xi
, (u′n(t) − u′(t)) ×
∂ψ(t)
∂xi
〉
L2
≤
∥∥∥∥∥∂u
′
n(t)
∂xi
∥∥∥∥∥
L2
∥∥∥∥∥(u′n(t) − u′(t)) × ∂ψ(t)∂xi
∥∥∥∥∥
L2
≤
∥∥∥u′n(t)∥∥∥H1 C1‖u′n(t) − u′(t)‖L4C2‖ψ(t)‖W1,4 .
Hence
E
′
∫ T
0
∣∣∣∣∣∣
〈
∂u′n(t)
∂xi
, (u′n(t) − u′(t)) ×
∂ψ(t)
∂xi
〉
L2
∣∣∣∣∣∣ dt
≤ C1C2E′
∫ T
0
‖u′n(t)‖H1‖u′n(t) − u′(t)‖L4‖ψ(t)‖W1,4 dt.
Moreover by the Ho¨lder’s inequality,
E
′
∫ T
0
‖u′n(t)‖H1‖u′n(t) − u′(t)‖L4‖ψ(t)‖W1,4 dt
≤
(
E
′
∫ T
0
‖u′n(t)‖2H1 dt
) 1
2
(
E
′
∫ T
0
‖u′n(t) − u′(t)‖4L4 dt
) 1
4
(
E
′
∫ T
0
‖ψ(t)‖4
W1,4
dt
) 1
4
≤ T 12
E′ sup
t∈[0,T ]
‖u′n(t)‖2H1

1
2
(
E
′
∫ T
0
‖u′n(t) − u′(t)‖4L4 dt
) 1
4
(
E
′
∫ T
0
‖φ(t)‖4
W1,4
dt
) 1
4
By (6.2), (6.9) and since ψ ∈ L4(Ω′; L4(0, T ;W1,4)), we have
lim
n→∞
E′ sup
t∈[0,T ]
‖u′n(t)‖2H1

1
2
(
E
′
∫ T
0
‖u′n(t) − u′(t)‖4L4 dt
) 1
4
(
E
′
∫ T
0
‖ψ(t)‖4
W1,4
dt
) 1
4
= 0
Hence
(6.17) lim
n→∞
E
′
∫ T
0
∣∣∣∣∣∣
〈
∂u′n(t)
∂xi
, (u′n(t) − u′(t)) ×
∂ψ(t)
∂xi
〉
L2
∣∣∣∣∣∣ dt = 0
Both u′ and ∂ψ
∂xi
are in L2(Ω′; L2(0, T ;L2)), so u′ × ∂ψ
∂xi
∈ L2(Ω′; L2(0, T ;L2)). Hence by (6.10),
we have
(6.18) lim
n→∞
E
′
∫ T
0
〈
∂u′n(t)
∂xi
− ∂u
′(t)
∂xi
, u′(t) × ∂ψ(t)
∂xi
〉
L2
dt = 0.
Therefore by (6.16), (6.17), (6.18),
(6.19) lim
n→∞
E
′
∫ T
0
〈
∂u′n(t)
∂xi
, u′n(t) ×
∂ψ(t)
∂xi
〉
L2
dt = E′
∫ T
0
〈
∂u′(t)
∂xi
, u′(t) × ∂ψ(t)
∂xi
〉
L2
dt
Then by (6.15), we have
(6.20) lim
n→∞
E
′
∫ T
0
〈u′n(t) × ∆u′n(t), ψ(t)〉L2 dt = E′
∫ T
0
3∑
i=1
〈
∂u′(t)
∂xi
, u′(t) × ∂ψ(t)
∂xi
〉
L2
dt
Secondly, we will show that
lim
n→∞E
′
∫ T
0
〈
u′n(t) × πn∇φ
(
u′n(t)
)
, ψ
〉
L2 dt = E
′
∫ T
0
〈
u′(t) × ∇φ(u′(t)), ψ〉
L2 dt.
WEAK SOLUTIONS OF THE SLLG EQUATIONS WITH NON-ZERO ANISOTROPHY ENERGY 23
Since ∣∣∣〈u′n(t) × πn∇φ(u′n(t)), ψ〉L2 − 〈u′(t) × ∇φ(u′(t)), ψ〉L2 ∣∣∣
≤
∣∣∣〈(u′n(t) − u′(t)) × πn∇φ(u′n(t)), ψ〉L2 ∣∣∣ + ∣∣∣〈u′(t) × (πn∇φ(u′n(t)) − ∇φ(u′(t))) , ψ〉L2 ∣∣∣
≤
∥∥∥ψ∥∥∥
L2
∥∥∥u′n(t) − u′(t)∥∥∥L2
∥∥∥∇φ(u′n(t))∥∥∥L2 +
∥∥∥ψ∥∥∥
L2
∥∥∥u′(t)∥∥∥
L2
∥∥∥πn∇φ(u′n(t)) − ∇φ(u′(t))∥∥∥L2 ,
we have∣∣∣∣∣∣E′
∫ T
0
〈
u′n(t) × πn∇φ
(
u′n(t)
)
, ψ
〉
L2 dt − E′
∫ T
0
〈
u′(t) × ∇φ(u′(t)), ψ〉
L2 dt
∣∣∣∣∣∣
≤ E′
∫ T
0
(∥∥∥ψ∥∥∥
L2
∥∥∥u′n(t) − u′(t)∥∥∥L2
∥∥∥∇φ(u′n(t))∥∥∥L2 +
∥∥∥ψ∥∥∥
L2
∥∥∥u′(t)∥∥∥
L2
∥∥∥πn∇φ(u′n(t)) − ∇φ(u′(t))∥∥∥L2
)
dt
≤
(
E
′
∫ T
0
∥∥∥ψ∥∥∥4
L1,4
dt
) 1
4
(
E
′
∫ T
0
∥∥∥u′n(t) − u′(t)∥∥∥4L4 dt
) 1
4
(
E
′
∫ T
0
∥∥∥∇φ(u′n(t))∥∥∥2L2 dt
) 1
2
+
(
E
′
∫ T
0
∥∥∥ψ∥∥∥4
W1,4
dt
) 1
4
(
E
′
∫ T
0
∥∥∥u′(t)∥∥∥4
L4
dt
) 1
4
(
E
′
∫ T
0
∥∥∥πn∇φ(u′n(t)) − ∇φ(u′(t))∥∥∥2L2 dt
) 1
4
→ 0.
We need to prove why
(6.21) E′
∫ T
0
∥∥∥πn∇φ(u′n(t)) − ∇φ(u′(t))∥∥∥2L2 dt → 0
This is because
(
E
′
∫ T
0
∥∥∥πn∇φ(u′n(t)) − ∇φ(u′(t))∥∥∥2L2 dt
) 1
2
≤
(
E
′
∫ T
0
∥∥∥πn∇φ(u′n(t)) − πn∇φ(u′(t))∥∥∥2L2 dt
) 1
2
+
(
E
′
∫ T
0
∥∥∥πn∇φ(u′(t)) − ∇φ(u′(t))∥∥∥2L2 dt
) 1
2
≤ · · ·
Since ∇φ is global Lipschitz, there exists a constant C such that
· · · ≤ C
(
E
′
∫ T
0
∥∥∥u′n(t) − u′(t)∥∥∥2L2 dt
) 1
2
+
(
E
′
∫ T
0
∥∥∥πn∇φ(u′(t)) − ∇φ(u′(t))∥∥∥2L2 dt
) 1
2
.
By (6.9), the first term on the right hand side of above inequality converges to 0. And since∥∥∥πn∇φ(u′(t)) − ∇φ(u′(t))∥∥∥2L2 → 0 for almost every (t, ω) ∈ [0, T ] × Ω, and since ∇φ is bounded,∥∥∥πn∇φ(u′(t)) − ∇φ(u′(t))∥∥∥2L2 is uniformly integrable, hence the second term of right hand side
also converges to 0 as n → ∞. Therefore we have proved (6.21).
Hence we have
(6.22) lim
n→∞E
′
∫ T
0
〈
u′n(t) × πn∇φ
(
u′n(t)
)
, ψ
〉
L2 dt = E
′
∫ T
0
〈
u′(t) × ∇φ(u′(t)), ψ〉
L2 dt.
Therefore by the equalities (6.20) and (6.22), we have
lim
n→∞E
′
∫ T
0
〈u′n(t) × [∆u′n(t) − πn∇φ(u′n(t))], ψ(t)〉L2 dt(6.23)
= E
′
∫ T
0
3∑
i=1
〈
∂u′(t)
∂xi
, u′(t) × ∂ψ(t)
∂xi
〉
L2
dt + E′
∫ T
0
〈
u′(t) × ∇φ(u′(t)), ψ〉
L2 dt.
Moreover, by (6.12), for every ψ ∈ L2(Ω′; L2(0, T ;L2)),
(6.24) lim
n→∞E
′
∫ T
0
〈u′n(t) ×
(
∆u′n(t) − πn∇φ
(
u′n(t)
))
, ψ〉L2 dt = E′
∫ T
0
〈Y(t), ψ〉L2 dt.
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Hence by (6.23) and (6.24),
lim
n→∞
E
′
∫ T
0
〈u′n(t) ×
(
∆u′n(t) − πn∇φ
(
u′n(t)
))
, ψ(s)〉L2 dt
= E
′
∫ T
0
〈Y(t), ψ(t)〉L2 dt
= E
′
∫ T
0
3∑
i=1
〈∂u
′(t)
∂xi
, u′(t) × ∂ψ(t)
∂xi
〉L2 dt + E′
∫ T
0
〈
u′(t) × ∇φ(u′(t)), ψ(t)〉
L2 dt.
This completes the proof of Lemma 6.15. 
Lemma 6.16. For any process ψ ∈ L4(Ω′; L4(0, T ;L4)) we have
lim
n→∞
E
′
∫ T
0 L
3
2
〈u′n(s) ×
(
u′n(s) ×
(
∆u′n − πn∇φ
(
u′n(t)
)) )
, ψ(s)〉L3 ds
= E
′
∫ T
0 L
3
2
〈Z(s), ψ(s)〉L3 ds(6.25)
= E
′
∫ T
0 L
3
2
〈u′(s) × Y(s), ψ(s)〉L3 ds.(6.26)
Proof. Let us take ψ ∈ L4(Ω′; L4(0, T ;L4)). For n ∈ N, put Yn := u′n ×
(
∆u′n + ∇φ
(
u′n
))
. Since
L4(Ω′; L4(0, T ;L4)) ⊂ L2(Ω′; L2(0, T ;L3)) =
[
L2(Ω′; L2(0, T ;L 32 ))
]′
, we deduce that (6.13) im-
plies that (6.25) holds.
So it remains to prove equality (6.26). Since by the Ho¨lder’s inequality
‖ψ × u′‖2
L2
=
∫
D
|ψ(x) × u′(x)|2 dx ≤
∫
D
|ψ(x)|2 |u′(x)|2 dx
≤ ‖ψ‖2
L4
‖u′‖2
L4
≤ ‖ψ‖4
L4
+ ‖u′‖4
L4
.
And since by (6.9), u′ ∈ L4(Ω′; L4(0, T ;L4)), we infer that
E
′
∫ T
0
‖ψ × u′‖2
L2
dt ≤ E′
∫ T
0
‖ψ‖4
L4
dt + E′
∫ T
0
‖u′‖4
L4
dt < ∞.
This proves that ψ × u′ ∈ L2(Ω′; L2(0, T ;L2)) and similarly ψ × u′n ∈ L2(Ω′; L2(0, T ;L2)).
Thus since by (6.12), Yn ∈ L2(Ω′; L2(0, T ;L2)), we infer that
L
3
2
〈u′n × Yn, ψ〉L3 =
∫
D
〈u′n(x) × Yn(x), ψ(x)〉 dx
=
∫
D
〈Yn(x), ψ(x) × u′n(x)〉 dx = 〈Yn, ψ × u′n〉L2 .(6.27)
Similarly, since by (6.12), Y ∈ L2(Ω′; L2(0, T ;L2)), we have
L
3
2
〈u′ × Y, ψ〉L3 =
∫
D
〈u′(x) × Y(x), ψ(x)〉 dx
=
∫
D
〈Y(x), ψ(x) × u′(x)〉 dx = 〈Y, ψ × u′〉L2 .(6.28)
Thus by (6.27) and (6.28), we get
L
3
2
〈u′n × Yn, ψ〉L3 −
L
3
2
〈u′ × Y, ψ〉L3 = 〈Yn, ψ × u′n〉L2 − 〈Y, ψ × u′〉L2
= 〈Yn − Y, ψ × u′〉L2 + 〈Yn, ψ × (u′n − u′)〉L2 .
In order to prove (6.26), we are aiming to prove that the expectation of the left hand side of the
above equality goes to 0 as n → ∞. By (6.12), since ψ × u′ ∈ L2(Ω′; L2(0, T ;L2)),
lim
n→∞E
′
∫ T
0
〈Yn(s) − Y(s), ψ(s) × u′(s)〉L2 ds = 0.
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By the Cauchy-Schwartz inequality and the equation (6.9), we have
E
′
∫ T
0
〈Yn(s), ψ(s) × (u′n(s) − u′(s))〉2L2 ds ≤ E′
∫ T
0
‖Yn(s)‖2L2‖ψ(s) × (u′n(s) − u′(s))‖2L2 ds
≤ E′
∫ T
0
∥∥∥Yn(s)∥∥∥L2
∥∥∥ψ(s)∥∥∥
L4
∥∥∥u′n(s) − u′(s)∥∥∥L4 ds
≤
(
E
′
∫ T
0
∥∥∥Yn(s)∥∥∥2L2 ds
) 1
2
(
E
′
∫ T
0
∥∥∥ψ(s)∥∥∥4
L4
ds
) 1
4
(
E
′
∫ T
0
∥∥∥u′n(s) − u′(s)∥∥∥4L4 ds
) 1
4
→ 0.
Therefore, we infer that
lim
n→∞E
′
∫ T
0 L
3
2
〈u′n(s) × (u′n(s) × ∆u′n(s)), ψ(s)〉L3 ds = E′
∫ T
0 L
3
2
〈u′(s) × Y(s), ψ(s)〉L3 ds.
This completes the proof of the Lemma 6.16. 
The next result will be used, see Theorem 8.1, to show that the process u′ satisfies the condi-
tion |u′(t, x)|R3 = 1 for all t ∈ [0, T ], x ∈ D and P′-almost surely.
Lemma 6.17. For any bounded measurable function ψ : D −→ R we have
〈Y(s, ω), ψu′(s, ω)〉L2 = 0,
for almost every (s, ω) ∈ [0, T ] ×Ω′.
Proof. Let B ⊂ [0, T ] ×Ω′ be an arbitrary progressively measurable set.∣∣∣∣∣∣E′
∫ T
0
1B(s) 〈u′n(s) × (∆u′n(s) − πn∇φ(u′n(s))) , ψu′n(s)〉L2 ds − E′
∫ T
0
1B(s)〈Y(s), ψu′(s)〉L2 ds
∣∣∣∣∣∣
≤
∣∣∣∣∣∣E′
∫ T
0
1B(s) 〈u′n(s) × (∆u′n(s) − πn∇φ(u′n(s))) , ψ(u′n(s) − u′(s))〉L2 ds
∣∣∣∣∣∣
+
∣∣∣∣∣∣E′
∫ T
0
1B(s) 〈u′n(s) × (∆u′n(s) − πn∇φ(u′n(s))) − Y(s), ψu′(s)〉L2 ds
∣∣∣∣∣∣ .
Next we will show that both terms in the right hand side of the above inequality will converge
to 0.
For the first term, by the boundness of ψ, (6.3) and (6.9), we have∣∣∣∣∣∣E′
∫ T
0
1B(s) 〈u′n(s) × (∆u′n(s) − πn∇φ(u′n(s))) , ψ(u′n(s) − u′(s))〉L2 ds
∣∣∣∣∣∣
≤ E′
∫ T
0
∥∥∥u′n(s) × (∆u′n(s) − πn∇φ(u′n(s)))ψ∥∥∥L2
∥∥∥u′n(s) − u′(s)∥∥∥L2 ds
≤
∥∥∥u′n(s) × (∆u′n(s) − πn∇φ(u′n(s)))ψ∥∥∥L2(Ω′;L2(0,T ;L2))
∥∥∥u′n − u′∥∥∥L2(Ω′;L2(0,T ;L2)) −→ 0.
For the second term, since 1Bψu′ ∈ L2(Ω′; L2(0, T ;L2)), by (6.9) and (6.12), we have∣∣∣∣∣∣E′
∫ T
0
1B(s) 〈u′n(s) × (∆u′n(s) − πn∇φ(u′n(s))) − Y(s), ψu′(s)〉L2 ds
∣∣∣∣∣∣ → 0.
Therefore
0 = lim
n→∞
E
′
∫ T
0
1B(s) 〈u′n(s) × (∆u′n(s) − πn∇φ(u′n(s))) , ψu′n(s)〉L2 ds
= E
′
∫ T
0
1B(s)〈Y(s), ψu′(s)〉L2 ds,
where the first equality from the fact that 〈a×b, a〉 = 0. By the arbitrariness of B, this concludes
the proof of Lemma 6.17. 
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7. Conclusion of the proof of the existence of a weak solution
Our aim in this section is to prove that the process u′ from Proposition 6.2 is a weak solution
of the equation (2.1) according to the definition 2.4.
We define a sequence of L2-valued process (Mn(t))t∈[0,T ] on the original probability space (Ω,F , P)
by
Mn(t) := un(t) − un(0) − λ1
∫ t
0
πn
(
un(s) × (∆un(s) − πn∇φ(un(s)))) ds
+λ2
∫ t
0
πn
(
un(s) × (un(s) × (∆un(s) − πn∇φ(un(s))))) ds(7.1)
−1
2
N∑
j=1
∫ t
0
πn
(
(πn(un(s) × h j)) × h j
)
ds.
Since un is the solution of the Equation (3.5), we have
un(t) = un(0) + λ1
∫ t
0
πn
(
un(s) × (∆un(s) − πn∇φ(un(s)))) ds
−λ2
∫ t
0
πn
(
un(s) × (un(s) × (∆un(s) − πn∇φ(un(s))))) ds
+
1
2
N∑
j=1
∫ t
0
πn(πn(un(s) × h j) × h j) ds +
N∑
j=1
∫ t
0
πn(un(s) × h j) dW j(s).
Hence we have
(7.2) Mn(t) =
N∑
j=1
∫ t
0
πn(un(s) × h j) dW j(s), t ∈ [0, T ].
It will be 2 steps to prove u′ is a weak solution of the Equation (2.1):
Step 1 : we are going to find some M′(t) defined similar as in (7.1), but with u′ instead of un.
Step 2 : We will show the similar result as in (7.2) but with u′ instead of un and W ′j instead of
W j.
7.1. Step 1. We define a sequence of L2-valued process (M′n(t))t∈[0,T ] on the new probability
space (Ω′,F ′, P′) by a formula similar as (7.1).
M′n(t) := u′n(t) − u′n(0) − λ1
∫ t
0
πn
(
u′n(s) ×
(
∆u′n(s) − πn∇φ
(
u′n(s)
)))
ds
+λ2
∫ t
0
πn
(
u′n(s) ×
(
u′n(s) ×
(
∆u′n(s) − πn∇φ
(
u′n(s)
)))) ds(7.3)
−1
2
N∑
j=1
∫ t
0
πn[(πn(u′n(s) × h j)) × h j] ds.
It will be natural to ask if {M′n} has limit and if yes, what is the limit. The next result answers
this question.
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Lemma 7.1. For each t ∈ [0, T ] the sequence of random variables M′n(t) converges weakly as n
goes to infinity in L2(Ω′; X−β) to the limit
M′(t) := u′(t) − u0 − λ1
∫ t
0
(
u′(s) × (∆u′(s) − ∇φ(u′(s)))) ds
+λ2
∫ t
0
(
u′(s) × (u′(s) × (∆u′(s) − ∇φ(u′(s))))) ds
−1
2
N∑
j=1
∫ t
0
(u′(s) × h j) × h ds.
Proof. The dual space of L2(Ω′; X−β) is L2(Ω′; Xβ). Let t ∈ (0, T ] and U ∈ L2(Ω′; Xβ). We have
L2(Ω′;X−β)〈M′n(t),U〉L2(Ω′;Xβ) = E′
[
X−β〈M′n(t),U〉Xβ
]
= E
′[
X−β
〈u′n(t),U〉Xβ −X−β 〈un(0),U〉Xβ
−λ1
∫ t
0
〈
u′n(s) ×
(
∆u′n(s) − πn∇φ
(
u′n(s)
))
, πnU
〉
L2 ds
+λ2
∫ t
0
X−β
〈(
u′n(s) ×
(
u′n(s) ×
(
∆u′n(s) − πn∇φ
(
u′n(s)
))))
,U
〉
Xβ ds
−1
2
N∑
j=1
∫ t
0
〈πn(u′n(s) × h j) × h j, πnU〉L2 ds
]
.
We know that u′n −→ u′ in C(0, T ; X−β) P′-a.s., so
sup
t∈[0,T ]
‖un(t) − u(t)‖X−β −→ 0, P′ − a.s.
so u′n(t) −→ u′(t) in X−β P′-almost surely for any t ∈ [0, T ]. And X−β〈·,U〉Xβ is a continuous
function on X−β, hence
lim
n→∞ X−β〈u
′
n(t),U〉Xβ = X−β〈u′(t),U〉Xβ , P′ − a.s.
By (6.1), supt∈[0,T ] ‖u′n(t)‖L2 ≤ ‖u0‖L2 , since L2 ֒→ X−β continuously, we can find a constant C
such that
sup
n
E
′
[∣∣∣X−β〈u′n(t),U〉Xβ ∣∣∣2
]
≤ sup
n
E
′‖U‖2XβE′‖u′n(t)‖2X−β
≤ CE′‖U‖2XβE′ sup
n
‖u′n(t)‖2L2 ≤ CE′‖U‖2XβE′‖u0‖2L2 < ∞.
Hence the sequence X−β〈u′n(t),U〉Xβ is uniformly integrable. So the almost surely convergence
and uniform integrability implies that
lim
n→∞E
′[X−β〈u′n(t),U〉Xβ] = E′[X−β〈u′(t),U〉Xβ].
By (6.12),
lim
n→∞
E
′
∫ t
0
〈
u′n(s) ×
(
∆u′n(s) − πn∇φ
(
u′n(s)
))
, πnU
〉
L2 ds = E
′
∫ t
0
〈Y(s),U〉L2 .
By (6.14)
lim
n→∞
E
′
∫ t
0
X−β
〈
πn
(
u′n(s) ×
(
u′n(s) ×
(
∆u′n(s) − πn∇φ
(
u′n(s)
))))
,U
〉
Xβ ds = E
′
∫ t
0
〈Z(s),U〉Xβ ds.
By the Ho¨lder’s inequality,
‖u′n(t) − u′(t)‖2L2 ≤ m(D)
1
2 ‖u′n(t) − u′(t)‖2L4 .
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Hence by (6.9),
E
′
∫ t
0
〈πn((u′n(s) − u′(s)) × h j) × h j, πnU〉L2 ds
≤ ‖U‖L2(Ω′;L2(0,T ;L2))
(
E
′
∫ t
0
(‖(u′n(s) − u′(s)) × h j) × h j‖2L2 ds
) 1
2
≤ ‖h j‖2L∞‖U‖L2(Ω′;L2(0,T ;L2))
(
E
′
∫ t
0
‖u′n(s) − u′(s)‖2L2 ds
) 1
2
≤ ‖h j‖2L∞‖U‖L2(Ω′;L2(0,T ;L2))
(
E
′
∫ t
0
‖u′n(s) − u′(s)‖2L4 ds
) 1
2
m(D) 14
≤ ‖h j‖2L∞‖U‖L2(Ω′;L2(0,T ;L2))
(
E
′
∫ t
0
‖u′n(s) − u′(s)‖4L4 ds
) 1
4
t
1
4 m(D) 14
−→ 0.
Hence
lim
n→∞ L2(Ω′;X−β)〈M
′
n(t),U〉L2(Ω′;Xβ)
= E
′[
X−β〈u′(t),U〉Xβ − X−β〈u0,U〉Xβ − λ1
∫ t
0
〈Y(s),U〉L2 ds
+ λ2
∫ t
0
X−β〈Z(s),U〉Xβ ds −
1
2
N∑
j=1
∫ t
0
〈(u′(s) × h j) × h j,U〉L2 ds
]
.
Since by Lemma 6.15 and Lemma 6.16, we have Y = u′×∆u′ and Z = u′×(u′×∆u′). Therefore
for any U ∈ L2(Ω′; Xβ),
lim
n→∞ L2(Ω′;X−β)〈M
′
n(t),U〉L2(Ω′;Xβ) = L2(Ω′;X−β)〈M′(t),U〉L2(Ω′;Xβ).
This concludes the proof of Lemma 7.1. 
Before we can continue to prove u′ is the weak solution of equation (2.1), we need to show
that the W ′ and W ′n in Proposition 6.2 are Brownian Motions. This will be done in Lemmata 7.2
and 7.3, which can be proved by considering the characteristic functions. We will only show the
proof of Lemma 7.3.
Lemma 7.2. Suppose the W ′n defined in (Ω′,F ′, P′) has the same distribution as the Brownian
Motion W defined in (Ω,F , P) as in Proposition 6.2. Then W ′n is also a Brownian Motion.
Lemma 7.3. The process (W ′(t))t∈[0,T ] is a real-valued Brownian Motion on (Ω′,F ′, P′) and if
0 ≤ s < t ≤ T then the increment W ′(t) − W ′(s) is independent of the σ-algebra generated by
u′(r) and W ′(r) for r ∈ [0, s].
Proof. We consider the characteristic functions of W ′. Let k ∈ N and 0 = s0 < s1 < · · · < sk ≤
T . For (t1, . . . , tk) ∈ Rk, we have for each n ∈ N:
E
′
[
e
i
∑k
j=1 t j(W′n(s j)−W′n(s j−1))
]
= e
− 12
∑k
j=1 t
2
j (s j−s j−1).
Notice that
∣∣∣∣ei∑kj=1 t j(W′n(s j)−W′n(s j−1))
∣∣∣∣ ≤ 1, by the Lebesgue’s dominated convergence theorem,
E
′
[
e
i
∑k
j=1 t j(W′(s j)−W′(s j−1))
]
= lim
n→∞E
′
[
e
i
∑k
j=1 t j(W′n(s j)−W′n(s j−1))
]
= e
− 12
∑k
j=1 t
2
j (s j−s j−1).
Hence W ′(t) has the same distribution with W ′n(t) for t ∈ [0, T ]. Since random variables are inde-
pendent if and only if the characteristic function of the sum of them equals to the multiplication
of their characteristic functions, and here we have
E
′
[
e
i
∑k
j=1 t j(W′(s j)−W′(s j−1))
]
=
k∏
j=1
E
′ [eit j(W′(s j)−W′(s j−1))] .
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Hence W ′ has independent increments.
And
W ′(0) = lim
n→∞
W ′n(0) = 0, P′ − a.s.,
so (W ′(t))t∈[0,T ] is a real-valued Brownian motion on (Ω′,F ′, P′).
The law of (un,W) is same as (u′n,W ′n) and if t > s ≥ r, W(t) − W(s) is independent of un(r),
so as the same method as before we can see W ′n(t) − W ′n(s) is independent of u′n(r) for all n.
By Proposition 6.2, limn→∞ ‖u′n(r)‖V′ = ‖u′(r)‖V′ and limn→∞(W ′n(t) − W ′n(s)) = W ′(t) − W ′(s),
hence by the Lebesgue’s dominated convergence theorem we have
E
′ (eit(‖u′(r)‖V′+W′(t)−W′(s))) = lim
n→∞E
′ (eit(‖u′n(r)‖V′+W′n(t)−W′n(s)))
= lim
n→∞
E
′ (eit(‖u′n(r)‖V′))E′ (eit(W′n(t)−W′n(s))) = E′ (eit(‖u′(r)‖V′))E′ (eit(W′(t)−W′(s))) .
So W ′(t) − W ′(s) is independent of u′(r). Hence this completes the proof of Lemma 7.3. 
Remark 7.4. We will denote F′ the filtration generated by (u′,W ′) and F′n the filtration generated
by (u′n,W ′n). Then by Lemma 7.3, u′ is progressively measurable with respect to F′ and by
Lemma 7.2, u′n is progressively measurable with respect to F′n.
7.2. Step 2. Let us summarize what we have achieved so far. We have got our process M′ and
have shown W ′ is a Wiener process. Next we will show a similar result as in equation (7.2) to
prove u′ is a weak solution of the Equation (2.1).
But before that we still need some preparation. The following result is needed to prove Lemma
7.6.
Proposition 7.5. Suppose that β > 14 and h ∈ L∞ ∩W1,3. Then there exists ch > 0, such that for
every u ∈ Xβ, u × h ∈ X−β and
(7.4) ‖u × h‖X−β ≤ ch‖u‖X−β < ∞.
Proof. Let us fix β > 14 , h ∈ L∞ ∩W1,3. Then for every z ∈ H1 we have
‖z × h‖2
H1
= ‖∇(z × h)‖2
L2
+ ‖z × h‖2
L2
≤ 2(‖∇z × h‖2
L2
+ ‖z × ∇h‖2
L2
) + ‖z × h‖2
L2
≤ 2(‖h‖2
L∞‖∇z‖2L2 + ‖∇h‖2L3‖z‖2L6 ) + ‖h‖2L∞‖z‖2L2 ≤ 2(‖h‖2L∞ + c2‖∇h‖2L3 )‖z‖2H1 ,
where the constant c is from ‖ · ‖L6 ≤ c‖ · ‖H1 . So the linear map Mh : H1 ∋ z 7−→ z × h ∈ H1
is bounded. Obviously, Mh : L2 → L2 is also linear and bounded. Hence by the interpolation
theorem, as Xβ = [L2,H1]β, we infer that Mh : Xβ → Xβ is linear and bounded as well.
Next, let us fix u ∈ L2 ⊂ X−β (since β > 14 ) and z ∈ Xβ. Since X−β is equal to the dual space
of Xβ we have
|〈u × h, z〉| = |〈u, z × h〉|
≤ ‖u‖X−β‖z × h‖Xβ = ‖u‖X−β‖Mh(z)‖Xβ ≤ ch‖u‖X−β‖z‖Xβ .
Since L2 is a dense subspace of X−β, we infer that the above inequality holds for every u ∈ X−β.
In particular, for every u ∈ X−β, u×h ∈ X−β and inequality (7.4) holds. This completes the proof
of Proposition 7.5. 
The proof of next Lemma is omitted because it is similar as part of the proof of Lemma 5.2
in Brzez´niak, Goldys and Jegaraj [14].
Lemma 7.6. For each m ∈ N, we define the partition
{
smi :=
iT
m
, i = 0, . . . ,m
}
of [0, T ]. Then
for any ε > 0, there exists m0(ε) ∈ N such that for all m ≥ m0(ε), we have:
(i)
lim
n→∞
E′

∥∥∥∥∥∥∥∥
N∑
j=1
∫ t
0
πn(u′n(s) × h j) −
m−1∑
i=0
πn(u′n(smi ) × h j)1(smi ,smi+1](s)
 dW ′jn(s)
∥∥∥∥∥∥∥∥
2
X−β


1
2
<
ε
2
;
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(ii)
lim
n→∞E
′
[∥∥∥∥∥∥
m−1∑
i=0
N∑
j=1
πn(u′n(smi ) × h j)(W ′jn(t ∧ smi+1) − W ′jn(t ∧ smi ))
−
m−1∑
i=0
N∑
j=1
πn(u′(smi ) × h j)(W ′j(t ∧ smi+1) − W ′j(t ∧ smi ))
∥∥∥∥∥∥
2
X−β
]
= 0;
(iii)
lim
n→∞
E′

∥∥∥∥∥∥∥∥
N∑
j=1
∫ t
0
(πn(u′(s) × h j) −
m−1∑
i=0
πn(u′(smi ) × h j)1(smi ,smi+1](s)) dW ′j(s)
∥∥∥∥∥∥∥∥
2
X−β


1
2
<
ε
2
;
(iv)
lim
n→∞E
′

∥∥∥∥∥∥∥∥
N∑
j=1
∫ t
0
(πn(u′(s) × h j) − (u′(s) × h j)) dW ′j(s)
∥∥∥∥∥∥∥∥
2
X−β
 = 0.
Now we are ready to state the Theorem which means that u′ is the weak solution of the
equation (2.1).
Theorem 7.7. For each t ∈ [0, T ] we have M′(t) = ∑Nj=1 ∫ t0 (u′(s) × h j) dW ′j(s).
Proof. Step 1: We will show that
(7.5) M′n(t) =
N∑
j=1
∫ t
0
πn(u′n(s) × h j) dW ′jn(s)
P
′ almost surely for each t ∈ [0, T ] and n ∈ N.
Let us fix that t ∈ [0, T ] and n ∈ N. Let us also fix m ∈ N and define the partition
{
smi :=
iT
m
, i =
0, . . . ,m
}
of [0, T ]. Let us recall that (u′n,W ′n) and (un,W) have the same laws on the separable
Banach space C([0, T ]; Hn) ×C([0, T ];RN). Since the map
Ψ : C([0, T ]; Hn) ×C([0, T ];RN) −→ Hn
(un,W) 7−→ Mn(t) −
m−1∑
i=0
N∑
j=1
πn(un(smi ) × h j)(W j(t ∧ smi+1) − W j(t ∧ smi ))
is continuous and so measurable. By involving the Kuratowski Theorem we infer that the
L
2
-valued random variables:
Mn(t) −
m−1∑
i=0
N∑
j=1
πn(un(smi ) × h j)(W j(t ∧ smi+1) − W j(t ∧ smi ))
and
M′n(t) −
m−1∑
j=0
N∑
j=1
πn(u′n(smi ) × h j)(W ′jn(t ∧ smi+1) − W ′jn(t ∧ smj ))
have the same laws. Let us denote un,m :=
∑m−1
i=0 un(smi )1[smi ,smi+1). By the Itô isometry, we have∥∥∥∥∥∥∥
m−1∑
i=0
πn(un(smi ) × h j)(W j(t ∧ smi+1) − W j(t ∧ smi )) −
∫ t
0
πn(un(s) × h j) dW j(s)
∥∥∥∥∥∥∥
2
L2(Ω;L2)
(7.6)
= E
∥∥∥∥∥∥
∫ t
0
(
πn(un,m × h j) − πn(un(s) × h j)
)
dW j(s)
∥∥∥∥∥∥
2
L2
≤ ‖h j‖2L∞E
∫ t
0
‖un,m(s) − un(s)‖2L2 ds.
Since un ∈ C([0, T ]; Hn) P-almost surely, we have
(7.7) lim
m→∞
∫ t
0
‖un,m(s) − un(s)‖2L2 ds = 0, P − a.s..
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Moreover by the equality (4.1), we infer that
sup
m
E
∣∣∣∣∣∣
∫ t
0
‖un,m(s) − un(s)‖2L2 ds
∣∣∣∣∣∣
2
≤ sup
m
E
∣∣∣∣∣∣
∫ t
0
(
2‖un,m(s)‖2L2 + 2‖un(s)‖2L2
)
ds
∣∣∣∣∣∣
2
(7.8)
≤ E
∣∣∣4‖u0‖2L2T
∣∣∣2 = 16‖u0‖4L2T 2 < ∞.
By (7.8), we have
∫ t
0 ‖un,m(s)−un(s)‖2L2 ds is uniformly (with respect to m) integrable. Therefore
by the integrability and (7.7), we have
lim
m→∞E
∫ t
0
‖un,m(s) − un(s)‖2L2 ds = 0.
Then by above equality and (7.6), we have
lim
m→∞
∥∥∥∥∥∥∥
m−1∑
i=0
πn(un(smi ) × h j)(W j(t ∧ smi+1) − W j(t ∧ smi )) −
∫ t
0
πn(un(s) × h j) dW j(s)
∥∥∥∥∥∥∥
2
L2(Ω;L2)
= 0.
Similarly, because u′n satisfies the same conditions as un, we also get
lim
m→∞
∥∥∥∥∥∥∥
m−1∑
i=0
πn(u′n(smi ) × h)(W ′jn(t ∧ smi+1) − W ′jn(t ∧ smi )) −
∫ t
0
πn(u′n(s) × h j) dW ′jn(s)
∥∥∥∥∥∥∥
2
L2(Ω;L2)
= 0.
Hence, since the L2 convergence implies the weak convergence, we infer that the random vari-
ables Mn(t)−∑Nj=1 ∫ t0 πn(un(s)×h j) dW j(s) and M′n(t)−∑Nj=1
∫ t
0 πn(u′n(s)×h j) dW ′jn(s) have same
laws. But Mn(t) −∑Nj=1 ∫ t0 πn(un(s) × h j) dW j(s) = 0 P-almost surely, so (7.5) follows.
Step 2: From Lemma 7.6 and the Step 1, we infer that M′n(t) converges in L2(Ω′; X−β) to∑N
j=1
∫ t
0 (u′(s) × h j) dW ′j(s) as n → ∞.
This completes the proof of Theorem 7.7. 
Summarizing, it follows from Theorem 7.7 that for every t ∈ [0, T ] the following equality is
satisfied in L2(Ω′; X−β):
u′(t) = u0 + λ1
∫ t
0
(
u′ × (∆u′ − ∇φ(u′))) (s) ds(7.9)
− λ2
∫ t
0
u′(s) × (u′ × (∆u′ − ∇φ(u′))) (s) ds
+
N∑
j=1
∫ t
0
(u′(s) × h j) ◦ dW ′j(s).
Hence by Definition 2.4, u′ is a weak solution of Equation (2.1).
8. Regularity of a weak solution
Now we will start to show some regularity of u′.
Theorem 8.1. The process u′ from Proposition 6.2 satisfies:
(8.1) |u′(t, x)|R3 = 1, for Lebesgue a.e. (t, x) ∈ [0, T ] × D and P′ − a.s..
To prove Theorem 8.1, we need the following Lemma:
Lemma 8.2. [42](Th. 1.2) Let (Ω, (Ft), P) be a filtered probability space and let V and L2 be
two separable Hilbert spaces, such that V ֒→ L2 continuously and densely. We identify L2 with
it’s dual space and have a Gelfand triple: V ֒→ L2  L2′ ֒→ V′. We assume that
u ∈ M2(0, T ;V), u0 ∈ L2, v ∈ M2(0, T ;V′), z j ∈ M2(0, T ;L2),
32 ZDZISŁAW BRZE ´ZNIAK AND LIANG LI
for every t ∈ [0, T ],
u(t) = u0 +
∫ t
0
v(s) ds +
N∑
j=1
∫ t
0
z j(s) dW j(s), P − a.s..
Let ψ be a twice differentiable functional on L2, which satisfies:
(i) ψ, ψ′ and ψ′′ are locally bounded.
(ii) ψ and ψ′ are continuous on L2.
(iii) Let L 1(L2) be the Banach space of all the trace class operators on L2. Then ∀Q ∈ L 1(L2),
Tr[Q ◦ ψ′′] is a continuous functional on L2.
(iv) If u ∈ V, ψ′(u) ∈ V; u 7→ ψ′(u) is continuous from V (with the strong topology) into V
endowed with the weak topology.
(v) ∃k such that ‖ψ′(u)‖V ≤ k(1 + ‖u‖V), ∀u ∈ V.
Then for every t ∈ [0, T ],
ψ(u(t)) = ψ(u0) +
∫ t
0
V∗〈v(s), ψ′(u(s))〉V ds +
N∑
j=1
∫ t
0
L2〈ψ′(u(s)), z j(s)〉L2 dWs
+
1
2
N∑
j=1
∫ t
0
L2〈ψ′′(u(s))z j(s), z j(s)〉L2 ds, P − a.s..
Proof of Theorem 8.1. Let ξ ∈ C∞0 (D,R). Then we consider a function
ψ : L2 ∋ u 7−→ 〈u, ξu〉L2 ∈ R.
It’s easy to see that ψ is of C2 class and ψ′(u) = 2ξu, ψ′′(u)(v) = 2ξv, u, v ∈ L2. Next we will
check the assumptions of Lemma 8.2. By previous work (see details below), u′ satisfies:
E
′
∫ T
0
‖u′(t)‖2
V
dt < ∞, by (6.8),
E
′
∫ T
0
‖ (u′ × (∆u′ − ∇φ(u′))) (t)‖2X−β dt < ∞, by (6.12),
E
′
∫ T
0
‖u′(t) × (u′ × (∆u′ − ∇φ(u′))) (t)‖2X−β dt < ∞, by (6.14),
E
′
∫ T
0
‖(u′(s) × h j) × h j‖2X−β dt < ∞, by (6.6),
E
′
∫ T
0
‖u′(s) × h j‖2L2 dt < ∞, by (6.6).
And ψ satisfies:
(i) ψ, ψ′, ψ′′ are locally bounded.
(ii) Since ψ′, ψ′′ exist, ψ, ψ′ are continuous on L2.
(iii) ∀Q ∈ L 1(L2),
Tr[Q ◦ ψ′′(a)] =
∞∑
j=1
〈Q ◦ ψ′′(a)e j, e j〉L2 = 2
∞∑
j=1
〈Q(ηe j), e j〉L2 ,
which is a constant in R, so the map L2 ∋ a 7−→ Tr[Q ◦ ψ′′(a)] ∈ L2 is a continuous functional
on L2.
(iv) If u ∈ V, ψ′(u) ∈ V; u 7→ ψ′(u) is continuous from V (with the strong topology) into V
endowed with the weak topology.
This is because: For any v∗ ∈ X−β, we have
Xβ〈ψ′(u + v) − ψ′(u), v∗〉X−β = Xβ〈2φv, v∗〉X−β
≤ 2|ξ|C(D,R)Xβ〈v, v∗〉X−β,
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hence ψ′ is weakly continuous. Let us denote τ as the strong topology of V and τw the weak
topology of V. Take B ∈ τw, by the weak continuity (ψ′)−1(B) ∈ τw, but τw ⊂ τ. Hence
(ψ′)−1(B) ∈ τ, which implies (iv).
(v) ∃k = 2‖ξ‖C0(D) such that
‖ψ′(u)‖V = 2‖ξu‖V ≤ k(1 + ‖u‖V), ∀u ∈ V.
Hence by Lemma 8.2, we have that for t ∈ [0, T ], P′ almost surely,
〈u′(t), ξu′(t)〉L2 − 〈u0, ξu0〉L2
=
N∑
j=1
∫ t
0
X−β〈λ1
(
u′ × (∆u′ − ∇φ(u′))) (s) − λ2u′(s) × (u′ × (∆u′
+∇φ(u′)))(s) + 1
2
(u′(s) × h j) × h j, 2ξu′(s)〉Xβ ds
+
N∑
j=1
∫ t
0
〈2ξu′(s), u′(s) × h j〉L2 dW ′(s) +
N∑
j=1
∫ t
0
〈ξu′(s) × h j, u′(s) × h j〉L2 ds.
By Lemma 6.17,
X−β〈λ1
(
u′ × (∆u′ − ∇φ(u′))) (s), 2ξu′(s)〉Xβ = 0.
And since
X−β〈λ2u′(s) ×
(
u′ × (∆u′ − ∇φ(u′))) (s), 2ξu′(s)〉Xβ = 0,
X−β〈(u′(s) × h j) × h j, ξu′(s)〉Xβ = −X−β〈u′(s) × h j, ξu′(s) × h j〉Xβ,
〈2ξu′(s), u′(s) × h j〉L2 = 0,
we have
〈u′(t), ξu′(t)〉L2 − 〈u0, ξu0〉L2 = 0, P′ − a.s.
Since ξ is arbitrary and |u0(x)| = 1 for almost every x ∈ D, we infer that |u′(t, x)| = 1 for almost
every x ∈ D as well. This completes the proof of Theorem 8.1. 
From Theorem 8.1 we can deduce the following result.
Theorem 8.3. The process u′ from Proposition 6.2 satisfies: for every t ∈ [0, T ],
u′(t) = u0 + λ1
∫ t
0
(
u′ × (∆u′ − ∇φ(u′))) (s) ds(8.2)
−λ2
∫ t
0
u′(s) × (u′ × (∆u′ − ∇φ(u′))) (s) ds
+
N∑
j=1
∫ t
0
(u′(s) × h j) ◦ dW ′j(s)
in L2(Ω′;L2).
Proof. By (6.12) and Lemma 6.15,
(8.3) E′
(∫ T
0
∥∥∥(u′ × (∆u′ − ∇φ(u′))) (t)∥∥∥2
L2
dt
)r
< ∞, r ≥ 1.
And then by (8.1), we see that
(8.4) ‖u′(t, ω) × ((u′ × (∆u′ − ∇φ(u′))) (t, ω)) ‖L2 ≤ ∥∥∥(u′ × (∆u′ − ∇φ(u′))) (t, ω)∥∥∥L2
for almost every (t, ω) ∈ [0, T ] ×Ω′. And so
E
′
∫ T
0
∥∥∥u′(t) × (u′ × (∆u′ − ∇φ(u′))) (t)∥∥∥2
L2
dt < ∞.
Therefore all the terms in the equation (8.2) are in the space L2(Ω′;L2). This completes the
proof of Theorem 8.3. 
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Theorem 8.4. The process u′ defined in Proposition 6.2 satisfies: for every α ∈ (0, 12 ),
(8.5) u′ ∈ Cα([0, T ];L2), P′ − a.s..
We need the following Lemma to prove Theorem 8.4.
Lemma 8.5 (Kolmogorov test). [20] Let {u(t)}t∈[0,T ] be a stochastic process with values in a
separable Banach space X, such that for some C > 0, ε > 0, δ > 1 and all t, s ∈ [0, T ],
E
∥∥∥u(t) − u(s)∥∥∥δX ≤ C|t − s|1+ε.
Then there exists a version of u with P almost surely trajectories being Ho¨lder continuous func-
tions with an arbitrary exponent smaller than ε
δ
.
Proof of Theorem 8.4. By (7.9), we have
u′(t) − u′(s)
= λ1
∫ t
s
(
u′ × (∆u′ − ∇φ(u′))) (τ) dτ − λ2
∫ t
s
u′(τ) × (u′ × (∆u′ − ∇φ(u′))) (τ) dτ
+
N∑
j=1
∫ t
s
(u′(τ) × h j ◦ dW ′j(τ)
= λ1
∫ t
s
(
u′ × (∆u′ − ∇φ(u′))) (τ) dτ − λ2
∫ t
s
u′(τ) × (u′ × (∆u′ − ∇φ(u′))) (τ) dτ
+
1
2
N∑
j=1
∫ t
s
(
u′(τ) × h j) × h j dτ +
N∑
j=1
∫ t
s
u′(τ) × h j dW ′j(τ), 0 ≤ s < t ≤ T.
Hence by Jensen’s inequality, for q > 1,
E
′
[∥∥∥u′(t) − u′(s)∥∥∥2q
L2
]
≤ E′
{
|λ1|
∫ t
s
∥∥∥(u′ × (∆u′ − ∇φ(u′))) (τ)∥∥∥
L2
dτ + |λ2|
∫ t
s
∥∥∥u′(τ) × (u′ × (∆u′ − ∇φ(u′))) (τ)∥∥∥
L2
dτ
+
1
2
N∑
j=1
∫ t
s
∥∥∥u′(τ) × h j × h j∥∥∥L2 dτ +
N∑
j=1
∥∥∥∥∥∥
∫ t
s
u′(τ) × h j dW ′j(τ)
∥∥∥∥∥∥
L2
}2q
≤ 42q−1E′
{
|λ1|2q
(∫ t
s
∥∥∥ (u′ × (∆u′ − ∇φ(u′))) (τ)∥∥∥
L2
dτ
)2q
+|λ2|2q
(∫ t
s
∥∥∥u′(τ) × (u′ × (∆u′ − ∇φ(u′))) (τ)∥∥∥
L2
dτ
)2q
+

N∑
j=1
∫ t
s
∥∥∥u′(τ) × h j × h j∥∥∥L2 dτ

2q
+
∥∥∥∥∥∥∥∥
N∑
j=1
∫ t
s
u′(τ) × h j dW ′j(τ)
∥∥∥∥∥∥∥∥
2q
L2
}
.
By (8.3), there exists C1 > 0, such that
E
′
(∫ t
s
∥∥∥ (u′ × (∆u′ − ∇φ(u′))) (τ)∥∥∥
L2
dτ
)2q
≤ (t − s)qE′
(∫ t
s
∥∥∥ (u′ × (∆u′ − ∇φ(u′))) (τ)∥∥∥2
L2
dτ
)q
≤ Cq1(t − s)q.
By (8.4)
E
′
(∫ t
s
∥∥∥u′(τ) × (u′ × (∆u′ − ∇φ(u′))) (τ)∥∥∥
L2
dτ
)2q
≤ E′
(∫ t
s
∥∥∥ (u′ × (∆u′ − ∇φ(u′))) (τ)∥∥∥
L2
dτ
)2q
≤ (t − s)qE′
(∫ t
s
∥∥∥ (u′ × (∆u′ − ∇φ(u′))) (τ)∥∥∥2
L2
dτ
)q
≤ Cq1(t − s)q.
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And by (6.6),
E
′

N∑
j=1
∫ t
s
∥∥∥u′(τ) × h j × h j∥∥∥L2 dτ

2q
≤ ‖u0‖2q
L2
T q
N∑
j=1
‖h j‖4qL∞(t − s)q.
By the Burkholder-Davis-Gundy Inequality,
E
′
∥∥∥∥∥∥∥∥
N∑
j=1
∫ t
s
u′(τ) × h j dW ′j(τ)
∥∥∥∥∥∥∥∥
2q
L2
≤ KqE′

N∑
j=1
∫ t
s
∥∥∥u′(τ) × h j∥∥∥2L2 dτ

q
≤ Kq‖u0‖2q
L2
N∑
j=1
‖h j‖2qL∞(t − s)q.
Therefore, let C = 42q−1
(
(|λ1|2q + |λ2|2q)Cq1 + ‖u0‖
2q
L2
T q
∑N
j=1 ‖h j‖
4q
L∞ + Kq‖u0‖
2q
L2
∑N
j=1 ‖h j‖
2q
L∞
)
,
we have
E
′
[∥∥∥u′(t) − u′(s)∥∥∥2q
L2
]
≤ C(t − s)q, q ≥ 1.
Then by Lemma 8.5,
u ∈ Cα([0, T ];L2), α ∈
(
0, 1
2
)
.
This completes the proof of Theorem 8.4. 
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Appendix A. Some explanation
This Appendix aims to clarify the meaning of the process Λ from Notation 6.11 and Lemma
6.10. And the explanation present here goes back to Visintin [53].
Definition A.1. Assume that D ⊂ Rd, d ≤ 3. Suppose that M ∈ H1(D). We say that M × ∆M
exists in the L2(D) sense (and write M × ∆M ∈ L2(D)) iff there exists B ∈ L2(D) such that for
every u ∈ W1,3(D),
(A.1) 〈B, u〉L2 =
3∑
i=1
〈DiM, M × Diu〉L2 ,
where 〈·, ·〉 = 〈·, ·〉L2 .
Remark. Since H1(D) ⊂ L6(D) and Diu ∈ L3(D), the integral on the RHS above is convergent.
Remark. If M ∈ D(A), then B = M × ∆M can be defined pointwise as an element of L2(D).
Moreover by Proposition 3.4, (A.1) holds, so M × ∆M in the sense of Definition A.1. The next
result shows that this can happen also for less regular M.
Proposition A.2. Suppose that Mn ∈ H1(D) so that Λn := Mn × ∆Mn ∈ L2(D) and
|Λn|L2 ≤ C.
Suppose that
|Mn|H1 ≤ C.
Suppose that
Mn → M weakly in H1(D).
Then M × ∆M ∈ L2(D).
Proof. By the assumptions there exists a subsequence (n j) and Λ ∈ L2(D) such that for any
q < 6 (in particular q = 4)
Λn j → Λ weakly in L2(D)
Mn j → M strongly in Lq(D)
∇Mn j → ∇M weakly in L2(D)
We will prove that M × ∆M = Λ ∈ L2. Let us fix u ∈ W1,4(D).
First we will show that
(A.2) 〈Λ, u〉 =
3∑
i=1
〈DiM, M × Diu〉,
Since
〈Λn, u〉 =
3∑
i=1
〈DiMn, Mn × Diu〉,
we have
−〈Λn, u〉 +
3∑
i=1
〈DiM, M × Diu〉
= −
3∑
i=1
〈DiMn, Mn × Diu〉 +
3∑
i=1
〈DiM, M × Diu〉
=
3∑
i=1
〈DiM − DiMn, M × Diu〉 +
3∑
i=1
〈DiMn, M × Di − Mn × Diu〉
= In + IIn
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Since M ×Diu ∈ L2 and DiM −DiMn → 0 weakly in L2 we infer that In → 0. Moreover, by the
Hölder inequality we have
|IIn | ≤
3∑
i=1
|DiMn|L2 |M − Mn|L4 |Diu|L4 → 0.
Thus, 〈Λn, u〉 →
∑3
i=1〈DiM, M×Diu〉. On the other hand, 〈Λn, u〉 → 〈Λ, u〉, what concludes the
proof of equality (A.2) for u ∈ W1,4(D).
Since both sides of equality (A.2) are continuous with respect to W1,3(D) norm of u and the
space W1,4(D) is dense in W1,3(D), the result follows.

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