





















MapReduce framework has emerged for processing large-scale data，such as more than a  
petabyte．Further, a class NC is understood as a class of problems that can perform efficient 
parallel computation. In this paper, we investigate relationship between NCk+1 (computation  
time is O(logk+1n)) and MRCk，which is a class of problems computed by MapReduce with k  
rounds and we show almost problems in NCk+1 can be computed by MRCk 










する．また，mapper と reducer の間には shuffle フェー
ズがあり，それは，mapper から出力された key 値対を同
じ keyごとに集めて reducerへ渡す．reducerへの入力は，
key ごとにソートされた key値対であり，それに対してユ
























mapper μ は RAMであり，key値対<k，v>を入力として，
key 値対，<k1，v1>，<k2，v2>，…を出力する． 
reducer ρはRAMであり，各key kとその値のリスト<v1，
…，vm>を入力として受け取り，各 key k と，新しい値の
リスト<v1’，…，vm’>を出力とする． 
MRC マシンの実行を以下に示す． 
1. Ur-1は最後のラウンドからの key 値対のリストを表す．
μrへは Ur-1 の key値対を入力とする(r=1の時は入力
の key値対を表す．) 
2. shuffle and sort は key によって値をグループ化す
る． 
vk，r = {𝑘， (𝑣𝑘，1，𝑣𝑘，2，…．)}とする． 




MRC とは MapReduce Class の略称であり，以下の条件を
満たすものである． 
MRCiは mapper μrと reducer ρrの列<μ1，ρ1，μ2，ρ
2，…，μR，ρR>であり，μ1 の出力がρ1 の入力となり，































4．複雑性クラスの ACや TCについて 
本研究で使用する論理回路について説明を行う．まず，
論理回路の大きさや深さなどで分類される，NC，AC や TC
について定義を行う[4] ．最初に NCkの定義を行う． 






この NCkの部分クラスとして ACkや TCkが存在する． 




定義 5 クラス TCk(k≧0の定数) 




























図 1 ACkに属する論理回路 
 





























































































f  Gi  
xd  































各 mapperでは iを Nc等分するために iDivNcを行う． 
◆各 reducerの出力 
各 reducer でプレフィックスサムを求め(i，ti’)を出力







Zを keyとして，value tmNc-1’ (1≦m≦k)を同じ reducer
へ送る．(Z，tmNc-1’)が出力となる． 
❏各 mapperでの動作 



































 グルーピングをする際に用いる key値対の定義を行う． 
定義 9 
(r，(ℓ(i，j)，ℓ(i’，j’)))はゲート i のワイヤーj か
… 
… 


































けする際の keyが被らないように 1つ目の redeucerでは，
key r は 0~Nc-1 の値 2 つ目の reducer では Nc~2Nc-1 まで






















グルーピングの key 値対は全ての mapper へ入力する．こ









の記述に対して key r 付けを行い，指定されたグループ











(𝑖，𝐴𝑖+1)，𝑔𝑖)) (r， (𝑦(𝑖，𝐴𝑖+1)，𝑦𝑖)) 
❏各 reducerの動作 




































































































































































































































このように 1 段目の出力が 2 段目への入力となるので，







シミュレート可能である．補題 1，補題 2，補題 3，補題 4，
補題 5より，定理 2を証明できる． 
定理 2  ACk⊆MRCK 
(2) TCkの MRCkでのシミュレート 
基本的には ACkの MRCkでのシミュレートと同一である． 
補題 6.MRC モデルを用いて，3 ラウンドで TCkに属する
論理回路の 1段のシミュレートができる． 
補題 5 と異なる所は入力値をいれてシミュレートを行
う所である．TCkのゲートは ACkに majority ゲートが追加
されているため，各ゲートでどのくらい 1が入力されたか
を記憶しておく必要がある．補題 1，補題 2，補題 3，補
題 4，補題 6より，定理 3を証明できる 




ある NCに含まれる ACや TCに属する回路を MRCkの元で計
算できるように，回路の変換を行うことにより，MRCkでも 
ACk や TCk に属する論理回路が効率的にシミュレートでき
ることを示した．定理 2，定理 3より以下のことが言える． 
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