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PROVIDING RELIABILITY IN RECOMMENDER SYSTEMS
THROUGH BERNOULLI MATRIX FACTORIZATION
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Abstract. Recommender Systems are giving increasing importance to the beyond accu-
racy quality measures, and reliability is one of the most important in the Collaborative
Filtering context. This paper proposes Bernoulli Matrix Factorization (BeMF), a matrix
factorization model to provide both prediction values and reliability ones. This is a very
innovative approach from several perspectives: a) it acts on the model-based Collaborative
Filtering, rather than in the memory-based one, b) it does not use external methods or
extended architectures for providing reliability such as the existing solutions, c) it is based
on a classification-based model, instead of the usual regression-based ones, and d) the ma-
trix factorization formalism is supported by the Bernoulli distribution, to exploit the binary
nature of the designed classification model. As expected, results show that the more reliable
a prediction is, the less liable to be wrong: recommendation quality has been improved by
selecting the most reliable predictions. State-of-the-Art quality measures for reliability have
been tested, showing improved results compared to the baseline methods and models.
Keywords: Recommender Systems, Collaborative Filtering, Reliability, Matrix Factor-
ization, Classification model, Bernoulli distribution.
1. Introduction
Recommender Systems (RSs) [22, 33] are services that most of the people use one way
or another. Relevant commercial examples are Netflix, Spotify, Amazon and TripAdvi-
sor. Improving recommendations accuracy has focused the research in the field [7], and
the prediction models have been refined over time: from the K Nearest Neighbours (KNN)
algorithm [7] to the Matrix Factorization (MF) methods [21] and the most current Neural
Network (NN) models [4, 5]. In the last years, an increasing importance is being given to the
“beyond accuracy” RS measures [16]; diversity, coverage and serendipity are current goals in
the RS, where it is tried to get divers and innovative recommendations. It is also important
that recommendations have a novelty degree [9]: to recommend Star Wars VI (Return of
the Jedi) to a Star Wars fan can be very accurate but it is not surprising and ”novel” to
him or her. A remarkable current research in RS points to ”reliable” recommendations [6]:
when an RS recommends a restaurant giving it five stars, probably you do not feel entirely
convinced about it. Some RS services provide additional information that allows us to infer
a ”reliability” for the rating; this information usually is the number of people that has voted
the restaurant. Almost everyone prefers a restaurant voted 4 stars on average by 1200 people
than a restaurant voted 5 stars on average by 5 people. RS methods and models for reliability
refer to automatically provide a reliability value associated to each recommendation.
The kernel of an RS is its filtering approach; mainly, recommendations can be made based
on demographic [2], content [36], social [31], context [34] and collaborative information.
Due to their accurate results, Collaborative Filtering (CF) based RS [22, 33] are the most
extended ones. Commercial RS architectures usually implement hybrid approaches [15] that
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include CF and some other filtering sources. Research in reliability has been focused on the
CF context; methods and models have been published to provide reliability values mainly
based on both the KNN and the MF approaches. A KNN-based framework to provide
reliability information is proposed in [14], where a specific implementation of the framework
is explained: positive and negative factors are set to obtain reliabilities: the greater the
positive factors the greater the reliability values, and the greater the negative factors the
lesser the reliability values. A completely different KNN approach to obtain reliabilities is
proposed in [1], where low quality rating profiles of users are enhanced by adding a number
of reliable votes. To estimate the confidence level of each prediction, [19] provides a full
probability distribution of the item ratings, rather than only a single score.
Trust-aware information has been used in [3] to enrich the prediction process and to obtain
a ”confidence” value of recommendations. The trust-aware information [30] has been used in
some other works to obtain reliability values for predictions and recommendations. Based on
a reliability-based method, [26] gets improvements in RS accuracy by providing a dynamic
mechanism to make trust networks of the users. It is particularly important to be aware that
reliability values can be used to improve accuracy results, by selecting the recommendations
with the highest reliability values [14]. Some trust-aware confidence measures for rating
predictions are proposed in [27]. The entropy concept [35] can be applied beyond accuracy
RS to create a reliability measure. Finally, the initialization of the MF is improved in [8] by
using social trust information and a deep learning model.
The explained research have two main drawbacks in the current RS reliability issue: first of
them is that the KNN approach is no longer used due to its lack of accuracy and scalability,
so our proposed method is not based in KNN; it uses the MF model, which is now a CF
standard [37]. Secondly, social information is only available in a subset of the existing RS;
thus social-based trust aware approaches to obtain reliability values cannot be considered as
universal solutions. Our proposed approach only uses the ratings matrix that contains the
preferences of a set of users over a set of items: it is the basic information for the CF based
RS. Besides, as the proposed method does not rely on the KNN method, where it is more
obvious to find strategies to design reliability measures, it makes use of MF techniques and
it provides a brand-new MF-based approach to deal with RS reliabilities.
Remarkable research in the MF field applied to RS are the following works that we will
use in this paper as baselines: Probabilistic Matrix Factorization (PMF) [25] and Biased
MF [18] are classic MF implementations. The non-Negative Matrix Factorization (NMF) [13]
avoids negative latent factor values and it makes easier to assign semantic meanings to
them. Bayesian non-Negative Matrix Factorization (BNMF) [20] provides an understandable
probabilistic meaning to the latent factors; these factors lie within the range [0, 1] and they
group the users which share the same tastes. An improved CF Singular Value Decomposition
(SVD++) is presented in [17]. The User Ratings Profile Model (URP) [23] produces complete
user rating profiles; each item rating is assigned by selecting a user attitude for the item.
Finally, a two MF semantic levels architecture is designed in [38] allowing to obtain CF
reliabilities; this recent work acts as a framework to get reliability values from any MF
approach. We will use it to obtain reliability values from the above MF implementations,
serving as a base for this paper’s baselines.
One of the reasons why the problem of reliability in RS has not been completely addressed
is the lack of quality measures of reliability: whereas accuracy quality can be measured
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using a complete set of prediction and recommendation quality measures (Mean Absolute
Error (MAE), Root Mean Squared Error (RMSE), Precision, Recall, F1, etc.), reliability did
not have their equivalent ones. The underlying idea is that ”the more suitable a reliability
is, the better accuracy results will provide when applied: predictions with higher reliabilities
should provide more accurate (less error) results, whereas we expect higher prediction errors
on low reliability recommended items” [38]. This is a recurrent concept addressed in several
papers: [32] ”the most common measurement of confidence is the probability that the predicted
value is indeed true”, [14] ”This reliability measure is based on the usual notion that the
more reliable a prediction, the less liable to be wrong”, [12] ”Evaluations of recommenders
for this task must evaluate the success of high-confidence recommendations, and perhaps
consider the opportunity costs of excessively low confidence”. Using the above concepts, the
reliability framework proposed in [14] provide graph results showing the prediction errors
versus reliability inverse correlation. Based on the confidence curve analysis, [24] proposes
a method to estimate the reliability quality of the reliability measures; basically, it tests the
confidence curve by checking that its first value is higher than the last one (error decreases
when reliability increases). The weak point of [14] is that it does not test all the confidence
curve trend. Finally, [6] proposes Reliability Prediction Index (RPI), a quality measures of
reliability that tests the quality of reliabilities for predictions. This quality measure returns
a simple value, such as the accuracy quality measures do, scoring the quality of a reliability
measure for a RS.
The proposed model in this paper obtains the reliability value of each prediction and
recommendation based in three concepts: the machine learning classification, the Bernoulli
distribution and the MF model. Instead of designing a regression model, we have chosen
a classification one, where the classes to classify correspond with the discrete set of possi-
ble scores which items are rated in the RS with; e.g. {1, 2, 3, 4, 5} stars in the MovieLens
dataset [11]. In this way, our model will returns the probability of a user’s rating being correct
to an item. In our MovieLens example, the model may return [0.05, 0.05, 0.1, 0.6, 0.2], and
this means that the score 4 (probability 0.6) is the best prediction choice (for a 〈user, item〉
pair). The classification model in the RS MF context is an innovative approach that this
paper provides: current MF implementations return a regression value for each prediction
e.g. 4.3. To design the exposed classification-based MF approach we set S individual classi-
fication tasks independent from each other, where S is the number of possible scores in the
dataset. In this way, we have S separated classification processes. Each individual classifica-
tion task is based on the concept that its score may or may not corresponds to the evaluated
one. This behaviour can be modelled by using the Bernoulli distribution, that is the dis-
crete probability distribution of a random variable that takes the value 1 with probability
p and the value 0 with probability 1 − p. The formalization of the classification-based MF
approach by using the Bernoulli distribution is detailed in section 2. We have called BeMF
to the proposed method, in allusion to the Bernoulli distribution and to the MF model.
Figure 1 shows the main concepts of the proposed BeMF model using a graphical example:
the dataset displayed as a rating matrix is split in as many matrices as possible scores exist
(score 1, score 2, . . . , score 5). Each matrix contains the basic information related to each
corresponding score: if the rating corresponds with the score, we assign the code ”1”; if the
rating does not correspond with the score, we assign the code ”0”; otherwise, the non-rated
mark ”-” is assigned. This set of 5 separated matrices feed a set of 5 independent Bernoulli
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Figure 1. Architecture of the proposed BeMF model
factorizations and, as usual, each one generates its user’s latent factors matrix and its item’s
latent factor matrix (grey row named ”Factors”). From each pair of latent matrices, we can
obtain predictions by means of the inner product of the chosen user and item factors. Note
that each prediction result does not correspond to the regression value of the rating, as usual;
it corresponds to the probability that the score will be classified as the correct one (grey row
named ”Probabilities”). Of course, the summation of these probabilities is equal to 1, since
the BeMF model returns the probability distribution of the rating of the user u to the item
i. The last step is to aggregate the S resulting probabilities (5 in the graphical example)
to establish a classification ”winner”. Usually, the aggregation approach selects the score
associated with the maximum probability. Remark that we refer as Bernoulli factorization
to the S MF parallel processes based on Bernoulli distribution, whereas we refer as BeMF
model to the complete architecture.
This paper’s hypothesis claims that it is possible to design an MF model to provide the
reliability of each RS recommendation by using a classification-based approach and setting
its learning stage in the Bernoulli distribution. This is an innovative approach in the state-
of-the-art that opens the doors to provide explicit reliability values to the RS users or to
improve accuracy by selecting those recommendations with the highest reliability values.
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Additionally, the reliability measures provided by this machine learning model are intrinsi-
cally tied to the model, and do not depend on external methods or extended architectures
like the existing solutions do.
The rest of the paper has been structured as follows: in section 2 the mathematical
foundations of the proposed method are explained and the resulting BeMF’s algorithm is
provided; section 3 shows the experiments’ design and their results and discussions; and sec-
tion 4 contains the main conclusions of the paper and the future works.
2. Proposed model
Following the standard framework of CF, we suppose that we are dealing with N users
that are evaluating M different items with a discrete set of possible scores S = {s1, . . . , sD}
(typically S = {1, . . . , 5} as in the MovieLens dataset [11]). These ratings are collected in
a rating matrix R = (Ru,i), where Ru,i = sα if the user u ∈ [1, N ] has assigned to the item
i ∈ [1,M ] the score sα ∈ S, and Ru,i = • if the user u has not rated the item i.
From this rating matrix, we generate D distinct matrices Rs1 , . . . , RsD corresponding to
the possible scores that can be assigned to the items. In this way, fixed s ∈ S, the matrix
Rs = (Rsu,i) is a (sparse) matrix such that R
s
u,i = 1 if the user u voted the item i with exactly
score s, Rsu,i = 0 if the user u voted the item i but with a different score from s and R
s
u,i = •
if u did not rate the item i.
Our model will try to fit the matrices Rs1 , . . . , RsD by performing D parallel matrix fac-
torizations. The factors of each of the values will be independent, so actually BeMF model
is the juxtaposition of D different individual Bernoulli factorizations fitting binary matrices.
In figure 2 we show the Plate diagram of the model that is composed of D different factoriza-
tions (one for each possible score), each of which is made of N variables Uu (the latent factors
of each user) and M variables Vi (the latent factors of each item). The hyper-parameters of
the model are two positive real values σU , σV > 0, an integer k > 0 (the number of hidden
factors) and a smooth logistic-like function ψ.
ψ
Ru,i
Uu
σU k
Vi
σV
M
N
D
Figure 2. Plate diagram of BeMF model.
The problem of predicting the missing values of the matrix Rs is no longer a regression
problem, as it is customary in the RS literature. The matrix Rs is a binary matrix, and each
known value Rsu,i has a very specific meaning, namely whether the user u considered that
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the item i deserves the rate s or not. This is intrinsically a classification problem, indeed,
the simplest case: a binary classification problem.
For this reason, the proposed system models the decision Rsu,i as a random variable of
Bernoulli type with a probability of success 0 ≤ psu,i ≤ 1. This is compatible with the
known fact that taking the decision of rating an item is not deterministic, and it depends on
some stochastic psychological process that may vary from a day to another. Hence, psu,i only
measures the affinity of u for the item i (more precisely the reliability in the prediction, c.f.
section 2.2). In this way, the higher the value psu,i, the more probable is that u rates i with
the score s, independently of imponderable factors.
Regarding how the value psu,i is approximated, in line with the usual assumptions in RS
models, we will suppose that the probability psu,i is given as the inner product U
s
u · V si
of some hidden user factors vector U su = (U
s
u,1, . . . , U
s
u,k) and hidden item factors vector
V si = (V
s
i,1, . . . , V
s
i,k). However, the inner product U
s
u · V si may attain any real value, so it is
not a suitable quantity for psu,i. In order to normalize the product U
s
u ·V si we use a logistic-like
smooth function ψ : R → [0, 1] in such a way that 0 ≤ ψ(U su · V si ) ≤ 1 and, thus, we may
take psu,v = ψ(U
s
u · V si ). Observe that, in sharp contrast with others MF models, for each
user and item there is not a single instance of user and item factors, but D different vectors
of factors, one for each possible rating.
2.1. Bernoulli factorization. In this section, we describe in detail the mathematical for-
mulation of the factorization model for each score. Hence, along this section we fix s ∈ S
a possible score. In order to shorten the notation, we will denote R = Rs the vote matrix
corresponding to the score s. This is a sparse binary matrix.
First of all, we fix a logistic-like function ψ : R→ [0, 1], i.e. a smooth increasing function
with ψ(x)→ 0 when x→ −∞ and ψ(x)→ 1 when x→∞. This hyper-parameter is going
to play the role of an activation function that will translate the inner product of the factors
into a probability.
Fix a user u and an item i. The underlying probabilistic assumption of the Bernouilli
Factorization is that, given the latent vectors of the user Uu and of the item Vi of dimension
k > 0 (the number of hidden factors), the rate Ru,i is a Bernoulli distribution with success
probability ψ(Uu · Vi). Hence, the mass function is
p(Ru,i|Uu, Vi) =
{
ψ(UuVi) if Ru,i = 1,
1− ψ(UuVi) if Ru,i = 0.
In that case, if Iu,i is the indicator function of the set of voted pairs (i.e. Iu,i = 1 if the user
u voted the item i and Iu,i = 0 otherwise) then the likelihood function is
L(R|U, V ) =
N∏
u=1
M∏
i=1
p(Ru,i|Uu, Vi)Iu,i =
 ∏
Ru,i=1
ψ(UuVi)
 ∏
Ru,i=0
1− ψ(UuVi)
 .
In this way, the log-likelihood function is given by
`(R|U, V ) =
∑
Ru,i=1
log(ψ(UuVi)) +
∑
Ru,i=0
log(1− ψ(UuVi)).
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Now, as in PMF [25], let us suppose spherical normal priors with zero mean and standard
deviation given by hyper-parameters σU , σV > 0. In that case, we have
p(Uu) =
1
σU
√
2pi
exp
(
−||Uu||
2
2σ2
)
p(Vi) =
1
σV
√
2pi
exp
(
−||Vi||
2
2σ2
)
.
Hence, their prior likelihoods are
L(U) =
N∏
u=1
p(Uu) =
1
σNU (2pi)
N/2
N∏
u=1
exp
(
−||Uu||
2
2σ2U
)
=
1
σNU (2pi)
N/2
exp
(
−
∑N
u=1 ||Uu||2
2σ2U
)
,
L(V ) =
M∏
i=1
p(Vi) =
1
σMV (2pi)
M/2
M∏
i=1
exp
(
−||Vi||
2
2σ2V
)
=
1
σMV (2pi)
M/2
exp
(
−
∑M
i=1 ||Vi||2
2σ2V
)
.
Analogously, their prior log-likelihoods are
`(U) = − 1
2σ2U
N∑
u=1
||Uu||2 + CU , `(V ) = − 1
2σ2V
M∑
i=1
||Vi||2 + CV .
for some constants CU , CV ∈ R.
Moreover, the posterior likelihood is
L(R) = L(R|U, V )L(U)L(V ).
Therefore, the posterior log-likelihood is given by
`(R) = `(R|U, V ) + `(U) + `(V )
=
∑
Ru,i=1
log(ψ(UuVi)) +
∑
Ru,i=0
log(1− ψ(UuVi))− 1
2σ2U
N∑
u=1
||Uu||2 − 1
2σ2V
M∑
i=1
||Vi||2 + C,
where C = CU + CV is a constant.
Hence, the cost functional to be minimized is
F(U, V ) = −
∑
Ru,i=1
log(ψ(UuVi))−
∑
Ru,i=0
log(1− ψ(UuVi)) + ηU
2
N∑
u=1
||Uu||2 + ηV
2
M∑
i=1
||Vi||2,
for some constants ηU , ηV > 0. In order to optimize this cost functional, we will use a
standard gradient descent algorithm. Therefore, we compute the directional derivatives of
F , that are given by
∂F
∂Uu0,k
= −
∑
{i |Ru0,i=1}
ψ′(Uu0Vi)
ψ(Uu0Vi)
Vi,k +
∑
{i |Ru0,i=0}
ψ(Uu0Vi)
1− ψ(Uu0Vi)
Vi,k + ηUUu0,k,
∂F
∂Vi0,l
= −
∑
{u |Ru,i0=1}
ψ′(UuVi0)
ψ(UuVi0)
Uu,l +
∑
{u |Ru,i0=0}
ψ′(UuVi0)
1− ψ(UuVi0)
Uu,l + ηV Vi0,l.
Thus, setting ηU = ηV = η the associated gradient descent algorithm with step γ is given
by
UT+1u = U
T
u + γ
 ∑
{i |Ru,i=1}
ψ′(UuVi)
ψ(UuVi)
Vi −
∑
{i |Ru,i=0}
ψ′(UuVi)
1− ψ(UuVi)Vi − ηUu
 ,
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V T+1i = V
T
i + γ
 ∑
{u |Ru,i=1}
ψ′(UuVi)
ψ(UuVi)
Uu −
∑
{u |Ru,i=0}
ψ′(UuVi)
1− ψ(UuVi)Uu − ηVi
 .
Example 2.1. If we take ψ = logit to be the logistic function, logit(x) = 1
1+e−x , then we
have that logit′(x) = logit(x)(1− logit(x)). Hence, the update rule reads
UT+1u = U
T
u + γ
 ∑
{i |Ru,i=1}
logit(UuVi)(1− logit(UuVi))
logit(UuVi)
Vi
−
∑
{i |Ru,i=0}
logit(UuVi)(1− logit(UuVi))
1− logit(UuVi) Vi − ηUu
 ,
V T+1i = V
T
i + γ
 ∑
{u |Ru,i=1}
logit(UuVi)(1− logit(UuVi))
logit(UuVi)
Uu
−
∑
{u |Ru,i=0}
logit(UuVi)(1− logit(UuVi))
1− logit(UuVi) Uu − ηVi
 .
These update rules can be simplified as
UT+1u = U
T
u + γ
 ∑
{i |Ru,i=1}
(1− logit(UuVi))Vi −
∑
{i |Ru,i=0}
logit(UuVi)Vi − ηUu
 ,
V T+1i = V
T
i + γ
 ∑
{u |Ru,i=1}
(1− logit(UuVi))Uu −
∑
{u |Ru,i=0}
logit(UuVi)Uu − ηVi
 .
2.2. Bernoulli Matrix Factorization (BeMF) model. As a result of performing Bernoulli
factorization on each possible score, we get a collection of user and item factors pairs
(U s1 , V s1), . . . , (U sD , V sD) for the scores S = {s1, . . . , sD}. We can gather all this informa-
tion to get the final output Φ. For each user u and item i, the output is the D-dimensional
vector
Φ(u, i) =
1∑s
α=1 ψ(U
sα
u V
sα
i )
(ψ(U s1u V
s1
i ), . . . , ψ(U
sD
u V
sD
i )) .
This is a vector Φ(u, i) = (p1, . . . , pD) with 0 ≤ pα ≤ 1 and
∑
pα = 1. The value pα may be
interpreted as the probability that the user u assigns to the item i the score sα. In this way,
pα is the reliability that we have in predicting sα. From this vector, if α0 = argmaxα pα, we
get:
• The prediction is given by Rˆu,i = sα0 .
• The reliability of the prediction is given by ρu,i = pα0 .
Moreover, we can fix a threshold λ > 0 (the required prediction reliability) and we set
Rˆu,i = • (i.e. the prediction is unreliable) if ρu,i < λ. In this way, we filter unreliable
predictions.
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2.3. BeMF algorithm. Algorithm 1 contains the pseudo-code for the training process of
BeMF model using the logistic function (ψ = logit) as activation function as shown in
example 2.1. The algorithm receives as inputs the sparse rating matrix (R), the number
of latent factors (k) and the hyper-parameters required by gradient descent optimization:
learning rate (γ), regularization (η) and number of iterations (m). The algorithm returns
as output two matrices containing the learned latent factors: U contains the latent factors
for each score s, user u and factor f and V contains the latent factors for each score s, item
i and factor f . These matrices can be used to compute both predictions and reliability as
described in section 2.2. It is important to remark that in order to reduce the algorithm’s
processing time, users update loop (lines 5-16) and items’ update loop (lines 19-30) can be
executed in parallel for each user and item respectively.
input : R, k, γ, η, t,S
output: U,V
1 Initialize U← U(0, 1),V← U(0, 1)
2 repeat
3 for each possible score s ∈ S = {s1, . . . , sD} do
4 for each user u do
5 for each item i rated by user u: Ru,i do
6 for each f ∈ {1, . . . , k} do
7 if Ru,i = s then
8 ∆sf ← ∆sf + 1− logit(U su · V si ) · V si,f
9 else
10 ∆sf ← ∆sf + logit(U su · V si ) · V si,f
11 end
12 end
13 end
14 for each f ∈ {1, . . . , k} do
15 U su,f ← U su,f + γ · (∆sf − ηU su,f )
16 end
17 end
18 for each item u do
19 for each user u that rated item i: Ru,i do
20 for each f ∈ {1, . . . , k} do
21 if Ru,i = s then
22 Θsf ← Θsf + 1− logit(U su · V si ) · U su,f
23 else
24 Θsf ← Θsf + logit(U su · V si ) · U su,f
25 end
26 end
27 end
28 for each f ∈ {1, . . . , k} do
29 V si,f ← V si,f + γ · (Θsf − ηV si,f )
30 end
31 end
32 end
33 until t iterations
Algorithm 1: BeMF model fitting algorithm
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2.4. Running example. This section presents a running example of BeMF model using
the dataset with 4 users and 6 items shown in table 1. In order to reduce the extension of
the running example and make it more readable, we have set the possible scores to ‘like’ (-)
and ‘dislike’ (,). Note that despite the simplicity of this set of possible scores, it is a real
set of possible scores used in commercial services such as YouTube, Tinder or Steam.
Ru,i i1 i2 i3 i4 i5 i6
u1 , - -
u2 - - , ,
u3 - - ,
u4 , , - -
Table 1. Rating matrix used in the running example. Possible scores are set
to like (-) and dislike (,).
The first step is to split the rating matrix into as many matrices as the number of possible
scores exists. In this case we have two possible scores, so we split the rating matrix of table 1
into a matrix that encode the ‘like’ ratings (table 2a) and a matrix that encode the ‘dislike’
ratings (table 2b). Remark that the absence of rating must not be encoded into these
matrices.
R-u,i i1 i2 i3 i4 i5 i6
u1 0 1 1
u2 1 1 0 0
u3 1 1 0
u4 0 0 1 1
(a) Like ratings.
R,u,i i1 i2 i3 i4 i5 i6
u1 1 0 0
u2 0 0 1 1
u3 0 0 1
u4 1 1 0 0
(b) Dislike ratings.
Table 2. Resulting matrix after split the running example’s rating matrix.
During the fitting process, BeMF model must learn its parameters following the algo-
rithm 1. These parameters are stored in four matrices that contains the latent factors of the
users for the ‘like’ rating (U-), the latent factors of the users for the ‘dislike’ rating (U,),
the latent factors of the items for the ‘like’ rating (V -) and the latent factors of the items
for the ‘dislike’ rating (V ,). For this example, we have fixed the number of latent factors to
k = 3. Table 3 contains a random initialization of these parameters for the running example.
To learn the parameters a gradient descent approach is used, so we must perform m
iterations following the update rules for the latent factors. For example, the update of the
first factor (f1) of the user u1 for the like rating is computed as
∆U-u1,f1 = (1− logit(Uu1Vi2))Vi2,f1 + (1− logit(Uu1Vi4))Vi4,f1 − logit(Uu1Vi1)Vi1,f1
U-u1,f1 = U
-
u1,f1
+ 0.1
(
∆U-u1,f1 − ηU-u1,f1
)
Observe that only those items rated by the user u1 (i.e. i1, i2 and i4) updates his/her
latent factors.
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U-u,f f1 f2 f3
u1 0.99 0.26 0.55
u2 0.77 0.77 0.85
u3 0.20 0.27 0.35
u4 0.11 0.96 0.13
(a) Users latent factors for the like rating.
U,u,f f1 f2 f3
u1 0.61 0.83 0.47
u2 0.12 0.02 0.54
u3 0.11 0.41 0.07
u4 0.81 0.92 0.52
(b) Users latent factors for the dislike rating.
V -i,f f1 f2 f3
i1 0.91 0.15 0.27
i2 0.54 0.54 0.79
i3 0.31 0.57 0.09
i4 1.00 0.83 0.75
i5 0.68 0.03 0.05
i6 0.35 0.50 0.75
(c) Items latent factors for the like rating.
V ,i,f f1 f2 f3
i1 0.92 0.53 0.67
i2 0.40 0.24 0.12
i3 0.64 0.22 0.89
i4 0.64 0.86 0.60
i5 0.51 0.12 0.41
i6 0.92 0.23 0.75
(d) Items latent factors for the dislike rating.
Table 3. Initial BeMF model parameters in the running example. Number
of latent factors has been fixed to k = 3.
Table 4 contains the latent factors after one iteration (m = 1) using a learning rate γ = 0.1
and a regularization η = 0.01.
U-u,f f1 f2 f3
u1 0.96 0.27 0.56
u2 0.72 0.75 0.81
u3 0.21 0.29 0.34
u4 0.05 0.92 0.12
(a) Users latent factors for the like rating.
U,u,f f1 f2 f3
u1 0.55 0.76 0.43
u2 0.07 0.02 0.49
u3 0.10 0.39 0.05
u4 0.73 0.90 0.46
(b) Users latent factors for the dislike rating.
V -i,f f1 f2 f3
i1 0.82 0.13 0.24
i2 0.58 0.58 0.84
i3 0.31 0.58 0.09
i4 0.95 0.79 0.71
i5 0.66 0.03 0.05
i6 0.34 0.48 0.72
(c) Items latent factors for the like rating.
V ,i,f f1 f2 f3
i1 0.90 0.52 0.66
i2 0.36 0.21 0.11
i3 0.57 0.20 0.80
i4 0.61 0.82 0.58
i5 0.50 0.12 0.40
i6 0.89 0.22 0.73
(d) Items latent factors for the dislike rating.
Table 4. BeMF model parameters after one iteration in the running example.
Once BeMF model has been trained, predictions can be computed finding the score that
maximizes the probability in the classification task. For example, to predict the rating of the
user u1 to the item i3 (Rˆu1,i3) we must compute the probability distribution of that rating
(Φ(u1, i3)):
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Φ(u1, i3) =
1
logit
(
U,u1V
,
i3
)
+ logit
(
U-u1V
-
i3
) (logit(U,u1V ,i3 ) , logit(U-u1V -i3 ))(1)
=
1
0.71 + 0.62
(0.71, 0.62)(2)
= (0.53, 0.47)(3)
Henceforth, BeMF model will return Rˆu1,i3 = , with a reliability ρu1,i3 = 0.53.
3. Method evaluation
This section contains a detailed explanation of the experiments carried out to evaluate
the proposed model. Section 3.1 describes the experimental setup defining the datasets,
baselines and quality measures used during the evaluation. Section 3.2 includes the ex-
perimental results comparing the performance of the proposed method regarding to the
selected baselines. All experiments has been conducted using Collaborative Filtering for
Java (CF4J) [29] and their source code is available at https://github.com/ferortega/
bernoulli-matrix-factorization.
3.1. Experimental setup. Experimental evaluation has been performed using MovieLens [11],
FilmTrust [10] and MyAnimeList [28] datasets. These datasets have been selected in order to
assess the impact of split the rating matrix into binary rating matrices using different discrete
sets of possible scores. In this way, MovieLens datasets contains ratings from 1 to 5 stars,
FilmTrust ratings are in the range 0.5 to 4.0 with half increments, and MyAnimeList dataset
restricts its possible scores to the range 1 to 10. Moreover, to ensure the reproducibility of
these experiments, all of them have been carried out using the benchmark version of these
datasets included in CF4J [29]. Main parameters of these datasets are shown in table 5.
Dataset
Number of
users
Number of
items
Number of
ratings
Number of
test ratings
Possible
scores
MovieLens 6,040 3,706 911,031 89,178 1 to 5 stars
FilmTrust 1,508 2,071 32,675 2,819
0.5 to 4.0
with half
increments
MyAnimeList 69,600 9,927 5,788,207 549,027 1 to 10
Table 5. Main parameters of the datasets used in the experiments.
According to section 1, all the MF models presented in the literature are capable of
estimating a user’s rating prediction to an item, but only a few provide the reliability of
their predictions and recommendations. Baselines have been selected aiming to supply an
heterogeneous representation of all the existing MF models. Table 6 contains the selected
baselines and their generated outputs. Note that the proposed model, BeMF, is able to
estimate the user’s rating predictions and also to compute reliability of predictions and
recommendations as described in section 2.2.
Selected baselines contain several hyper-parameters that must be tuned. We have per-
formed a grid search optimization to minimize the mean absolute prediction error. Table 7
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Model Prediction Prediction reliability
Recommendation
reliability
BiasedMF [18] 3 7 7
BNMF [13] 3 7 3
NMF [20] 3 7 7
PMF [25] 3 7 7
SVD++[17] 3 7 7
URP [23] 3 3 3
Table 6. Output generated by MF models selected as baselines.
contains the hyper-parameters resulting by this optimization process for each baseline and
dataset.
Method MovieLens FilmTrust MyAnimeList
PMF
factors = 8,
γ = 0.01, λ = 0.045
factors = 4,
γ = 0.015, λ = 0.1
factors = 10,
γ = 0.005, λ = 0.085
BiasedMF
factors = 6,
γ = 0.01, λ = 0.055
factors = 2,
γ = 0.015, λ = 0.15
factors = 10,
γ = 0.01, λ = 0.085
NMF factors = 2 factors = 2 factors = 2
BNMF
factors = 10,
α = 0.6, β = 5
factors = 10,
α = 0.4, β = 25
factors = 4, α = 0.5,
β = 5
URP factors = 10 factors = 4 factors = 8
SVD++
factors = 4,
γ = 0.0014, λ = 0.05
factors = 2,
γ = 0.0014, λ = 0.02
factors = 4,
γ = 0.0015, λ = 0.1
Table 7. Baselines hyper-parameters used resulting by a grid search optimization.
In the same way, BeMF model has some hyper-parameters that must be tuned: k, that
denotes the number of latent factors of the model; γ, that represents the learning rate of the
gradient descent fitting approach; and η, that controls the regularization to avoid overfitting.
According to algorithm 1, we have fixed the activation function to the logistic function and
we must fix the number of iterations of the fitting process (m). As with the baselines, we
have performed a grid search optimization minimizing the mean absolute prediction error of
BeMF. We have evaluated the following intervals of values for each hyper-parameter:
• k: from 2 to 8 latent factors with increments of 2.
• γ: from 0.002 to 0.02 with increments of 0.002.
• η: from 0.01 to 0.2 with increments of 0.01.
• Number of iterations (m): from 50 to 100 with increments of 25.
The total number of all the possible combinations of these parameter values is 2400. In
MovieLens dataset minimum prediction error has been obtained using k = 2, γ = 0.006,
λ = 0.16 and 100 iterations. In the same way, in FilmTrust dataset the hyper-parameter
values that minimizes the prediction error is k = 2, γ = 0.02, λ = 0.06 and 75 iterations.
Finally, in MyAnimeList best predictions are estimated using k = 4, γ = 0.004, λ = 0.1 and
100 iterations.
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In the end, the evaluation of the predictions and recommendations provided by a CF based
RS must be evaluated using standard quality measures. On the one hand, to measure the
quality of the predictions we define: MAE (equation (4)) as the mean absolute difference
between the test ratings (Ru,i) and their predictions (Rˆu,i); and Coverage (equation (5)) as
the proportion of test ratings that a CF can predict (Rˆu,i 6= •) with respect to the total
number of test ratings. Here, Rtest is the collection of pairs 〈u, i〉 of an user u and an item i
in the test split of the dataset.
(4) MAE =
1
#Rtest
∑
〈u,i〉∈Rtest
|Ru,i − Rˆu,i|
(5) Coverage =
#{〈u, i〉 ∈ Rtext|Rˆu,i 6= •}
#Rtest
On the other hand, fixed n > 0, to measure the quality of the top n recommendations we
can consider two adapted quality measures. The first one is Precision@n, and it is given by
the averaged proportion of successful recommendations included in the recommendation list
of an user u, T nu , with respect to the size of the recommendation list (equation (6)). The
second one is Recall@n, which is the averaged proportion of successful recommendations
included in the recommendation list of an user u, T nu , with respect to the total number of
test items the user u likes (equation (7)).
(6) Precision@n =
1
N
N∑
u=1
{i ∈ T nu |Ru,i ≥ θ}
min(n,#T nu )
(7) Recall@n =
1
N
N∑
u=1
{i ∈ T nu |Ru,i ≥ θ}
{i ∈ Rtestu |Ru,i ≥ θ}
In the previous formulae, u runs over the users of the dataset, i runs over items, N is the
total number of users, Rtestu is the collection of items rated by user u in the test split and θ
is a threshold to discern if a user likes an item (Ru,i ≥ θ) or not (Ru,i < θ).
3.2. Experimental results. Most popular MF based CF methods are taken as regressors
because they assume that ratings values are continuous and, in consequence, the predictions
performed by them are real values. On the contrary, BeMF model has been designed to work
with discrete rating values so that it solves a classification problem in which the classes are
the possible scores with which items are rated. Confusion matrix is a graphical representation
tool used to evaluate the output of a classifier. On it, columns contains the predicted labels,
rows contains the real labels and cells denotes the proportion of samples of a label that has
been predicted with another one. Figure 3 contains the confusion matrix of BeMF model’s
predictions for MovieLens (a), FilmTrust (b) and MyAnimeList (c) datasets. As we can see,
even though most of the predictions are correct, the model tends to return predictions for
high scores. This is due to the bias of the datasets used in CF, where users tend to rate only
for those items that they like.
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(a) MovieLens (b) FilmTrust (c) MyAnimeList
Figure 3. Confusion matrix of the classification performed by BeMF.
BeMF model is capable of providing not only the rating prediction but also the reliability
of that prediction. The reliability values indicate the model’s confidence that the predictions
made are correct. Figure 4 shows the histograms with the distribution of reliability values
of test predictions in MovieLens (a), FilmTrust (b) and MyAnimeList (c) datasets. As can
be seen the reliability distribution shape is the same for the three tested datasets: most of
the reliability values belong to the interval [0.3, 0.5], that means a confidence between 30%
to 50% in the predicted rating, and there are few reliabilities with values over 0.75.
(a) MovieLens (b) FilmTrust (c) MyAnimeList
Figure 4. Histogram of the reliability values of BeMF’s test predictions.
The reliability value allows us to calibrate the output of BeMF model. By filtering low
reliability values we decrease the coverage of the model (i.e. some predictions can not be
performed because model does not have enough confidence to made them) but increase the
prediction accuracy. It is reasonable to think that predictions with high reliability are more
obvious than predictions with low reliability. For example, if a user has rated positively Star
Wars Episode IV (A new hope) and Star Wars Episode V (The Empire Strikes Back) the
model will have a high confidence in the positive interest of the user to Star Wars Episode
VI (Return of the Jedi) and it will assign a high reliability value to this prediction. By
contrast, the same model will have less confidence in the interest of the user to other Sci-Fi
movies, such as Interstellar or Gravity, and it will assigns a lower reliability values to those
predictions.
Figure 5 analyzes the impact of the reliability measure in the quality of the predictions.
To do so, we have contrasted the prediction error against the model’s predictability using the
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MAE and Coverage quality measures defined in equations (4) and (5) respectively. The plots
have been generated by filtering all the predictions with lower reliability than that indicated
on the x-axis. Note that only the models that return the prediction reliability (see table 6)
can filter their predictions, rest of them will be shown as an horizontal line in the plot. All
the plots shows the same trend: The prediction error is reduced when unreliable predictions
are filtered. In consequence, the model’s coverage also decreases. In any case, the prediction
accuracy improvement of BeMF model with respect to the baselines evaluated is significantly
noticeable when coverage is between 50% and 75%.
Figure 5. Quality of the predictions measured byMAE and Coverage. Pre-
dictions with lower reliability than that indicated on the x-axis are filtered
out.
Despite good results reported by BeMF model in the previous experiment, we consider it
unfair because not all the recommendations models can benefit from filtering out unreliable
predictions. There exists several methods to extend CF based RS adding reliability to their
predictions. One of the most popular one is presented in [38]. Authors propose to compute
a MF model that factorizes a matrix containing the prediction errors. Authors claim that
high reliability values are consequence of low prediction errors and viceversa.
Figure 6 contains the results of repeating the experiment showed in figure 5 but adding a
reliability value to the predictions performed by BiasedMF, BNMF, NMF, PMF and SVD++
using [38]. The same trend is observed as in the previous experiment: As unreliable predic-
tions are filtered out, the error decreases and coverage decreases. However, the reliability
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values enforced by [38] do not achieve results as good as those achieved by BeMF’s native
reliability.
Figure 6. Quality of the predictions measured byMAE and Coverage. Pre-
dictions with lower reliability than that indicated on the x-axis are filtered
out. Models we the suffix * obtains their reliability values using [38].
At this point it is reasonable to think that the tuple 〈prediction, reliability〉 returned by
BeMF model substantially improves the quality of predictions thanks to the accuracy of the
reliability values. To confirm the accuracy of the native reliability values returned by BeMF
model, we have compared them to the reliability values enforced by [38] when applied to
BeMF model’s predictions. To compare both quality measures we will use RPI [6]. Table 8
contains the results of this experiment. We can observe that the native BeMF reliability
values improve significantly those enforced by [6].
Dataset BeMF (native) BeMF (enforced)
MovieLens 0.09344191 0.03607168
FilmTrust 0.17187947 0.03277490
MyAnimeList 0.17087788 0.03386983
Table 8. RPI values for the native reliability values provided by BeMF and
the reliability values enforced by [6].
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Finally, we are going to analyze the quality of the recommendations by measuring the
precision (equation (6)) and recall (equation (7)) of the top 10 recommendations (n = 10).
To discern whether a recommendation is right or wrong we have fixed the threshold that
determines the items that interest a user based on his/her test ratings to θ = 4 in MovieLens,
θ = 3.5 in FilmTrust and θ = 7 in MyAnimeList.
Recommendation lists including the top 10 test items has been built in two ways. On one
hand, if the recommendation method provides reliability of the recommendations (see ta-
ble 6), we have selected the top 10 test item with the highest probability of being liked by
the user (reliability ρu,i ≥ θ). On the other hand, if the recommendation method does not
provide reliability of the recommendations, we have selected the top 10 test items with the
highest prediction (Rˆu,i) excluding those who have a prediction lower than θ.
Figure 7 contains the results of this comparison. It is observed that as recommendations
with a lower probability than those denoted on the x-axis are filtered out, the precision value
increases and the recall value declines. BeMF is the recommendation method that provides
best precision when the item’s minimum probability of being liked is between 0.5 and 0.75.
BNMF achieves best precision with probabilities higher than 0.75, however, the recall value
is so low in those cases that the method’s recommendation ability is seriously impaired.
Therefore, BeMF provides a better balance between the quality of the recommendations
(precision) and the capability of recommends items (recall).
4. Conclusions
In this paper we have presented BeMF model, a MF based CF algorithm that returns not
only predictions for items not rated by users, but also the reliability of those predictions.
This is achieved by addressing the recommendation process as a classification problem rather
than a regression problem. The pair 〈prediction, reliability〉 returned by BeMF model allows
to calibrate its output to find the proper balance between the quality and quantity of the
predictions performed (i.e. decrease the prediction error by reducing the model coverage).
Likewise, BeMF model allows knowing the reliability of a recommendation by obtaining the
probability that an item is of interest to a user.
Experimental results carried out on MovieLens, FilmTrust and MyAnimeList datasets
show a clear superiority of BeMF model against other MF models when filtering out those
unreliable predictions and recommendations. All experiments conducted in this article are
committed to reproducible science by providing the source code for all of them and using
benchmark datasets included in the open source project CF4J.
As future work we propose to extend BeMF model to provide recommendations to groups
of users rather than to individual users. We also intend to analyze the impact of the pro-
posed model on beyond accuracy quality measures such as novelty, diversity or discovery.
Finally, we suggest refining the model to incorporate descriptive item information and user
demographic information in order to improve the quality of the predictions.
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