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Molecular Mechanics for Drug Discovery
Steven Jerome
Compuational methods have the potential to significantly reduce the cost of drug discov-
ery by providing key target-specific structural and physics-based information to guide the
process of identifying and optimizing lead compounds. This dissertation will present devel-
opments in two classes of methods, each with a distinct balance of computational cost and
accuracy. In the first part of this work, developments in the DFT-LOC methodolgy will be
presented. The DFT-LOC methodolgy is successfully extended to the challenging problem
of transition metal pKa prediction using a series of first-row hexaaqua complexes inspired by
Photosystem II. The results of a second study involving the calculation of barrier heights in
C-H bond activations in Cytochrome P450 and Methane Monooxyenase using QM/MM are
presented. Dispersion corrections are combined with LOC corrections in order to achieve
good agreement with experiment. In the second part of this dissertation, developments
in molecular docking and protein structure prediction are discussed. The development of
a novel algorithm for treating interloop interactions in proteins will be presented in the
context of the Protein Local Optimization Program (PLOP). Finally, the details of a next-
gernation scoring function, called WSCORE, for molecular docking is presented along with
application to MCL-1.
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Chapter 1
Introduction
1.1 Overview of Computational Methods in Drug Design
Modern drug design is a remarkably expensive undertaking. With the estimated price of
developing and delivering a new drug to market exceeding $2.5 billion dollars2, there is
great interest in new methodologies and strategies that can help reduce this cost. In the
pre-clinical phase of drug development, a lead compound is identified by assaying huge
libraries of compounds for binding affinity toward the target receptor. This is followed
by a lead optimization phase, where various properties of the molecule are optimized by
iterating on the lead compound. Computational methods have the potential to dramatically
increase efficiency, and reduce costs, for both of these stages. Today, a wide variety of
computational tools are available. Each class of methods affords a different balance of
speed and accuracy. Some specific implementations of these different classes of methods,
along with their suitability for drug design workflows will be discussed here.
The most expensive methods consist of free-energy simulations, based on Newton’s equa-
tions of motion, and quantum-based calculations, which involve some approximation to the
full quantum Hamiltonian. These methods are capable of delivering near-chemical accuracy
( 1kcal/mol) for drug molecule binding affinities. As an example, the FEP/REST protocol
developed by Schrödinger3,4, delivers relative free energy differences associatd with changes
to a common ligand scaffold. This method is capable of producing performing a single
perturbation on a reasonably sized protein-ligand system (≈6000 atoms) in twenty-four
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hours running in parallel on eight graphics-processors (GPU). Individual perturbations are
performed as a part of an efficient workflow illustrated in Figure 1.1, taken from a study
on FEP. The authors of this recent study on this method estimate that on the order of
thousands of compounds can be evaluated in a year. In addition to the requirement of
a common scaffold, FEP-REST requires a fairly good estimate of the ligand pose. These
requirements make it ill-suited for the earliest stages of drug design where entire sections
of chemical space have to be explored. Large in-house databases are likely on the order of
108 compounds5. Fully-quantum based methods are similarly limited. For these methods,
there are limits on the number of ligand+receptor atoms that can be evaluated ( 200) and
they generally do not offer reasonable scaling beyond eight CPU processors, owing to the
complexity of the algorithms involved. Neither the rigorous QM-based or simulation based
free-energy calculations are suitable when the pose is known with little or no precision. This
could be expected when dealing with a diverse ligand space. These methods may not be
suited for the large virtual-screening stage of drug discovery,
Figure 1.1: Relative free energy calculations with FEP/REST, workflow
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but make excellent candidates for the lead optimization phase. At this stage a core-
scaffold has been identified, represented by the lead compound, and small changes to the
molecule are introduced in an effort to optimize the binding and specificity of the ligand.
At this point, the lead compound is presumably reasonably well-characterized by confor-
mational searching using both internal degrees of freedom, such as torsion angles, as well as
degrees of freedom related to the binding pose. There are instances, however, where FEP
and other classical force-field methods can be ill-suited for the problem. In metalloenzymes,
for example, the electronic character of the metal, can be cruicial in describing the free en-
ergy change upon ligand binding. In such a scenario, QM-based methods are required.
Unlike a classical simulation-based method, such as FEP, one can imagine constructing a
hybrid method whereby QM-based calculations are combined with a less expensive method
based on molecular mechanics. Such hybrid methods are well-represented in the literature,
such as one implementation by Cho and Friesner6.
1.1.1 Molecular Docking Methods for Rapid Screening
The preceeding discussion, two high-accuracy, expensive classes of methods for drug design
were explored. These methods can be suitable for the lead-optimization phase. In the
earliest stage of drug design, one must screen very large libraries for affinity toward the target
receptor. For such a task, faster, less-expensive methods are required. One important class
of methods meeting these requirements is molecular docking. Docking methods generally
combine a knowledge-based (with additional physics-based terms) scoring function with
an advanced sampling algorithm. These methods are capable of screening ligands on the
order of tens of seconds. Examples of this approach include DOCK, of Ewing and Kuntz7,
GOLD, of Verdonk and Tylor8, and Glide, originally developed by Friesner9,10 and now
maintained exclusively by Schrodinger, inc. For a small molecle (≤ 10 rotatable bonds)
a single molecule can be evaulated with GLIDE SP in under a minute. Chapter 5 will
discuss docking methods, with special emphasis on Glide, in greater detail. The need for
low compuational expense has generally meant that solvation effects are not accuarately
incorporated and that the receptor atoms are not allow to reorganize in the presence of the
bound ligand. Both approximations can lead to a gross misrepresentation of the binding
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free energy. The displacement of water molecules from the generally hydrophobic binding
cavity is believed to be a dominant force that drives ligand binding. Given the role of
water-displacement in ligand binding, it would be hard to construct a reasonable method
for computing binding affinities without some representation of these effects. For docking
methods, the effect of solvent displacement is approximately captured by a hydrophobic pair
term in the scoring function. When a water molecule is substituted for a ”greasy” ligand
molecule, the ligand will typically form hydrophobic contacts with the cavity. This increase
in hydrophobic contacts is incorporated into the hydrophobic pairwise term. However, there
are other ways that water molecules can impact the binding free energy. If a water molecule
forms a hydrogen bond to the receptor, this hydrogen bond may or not be replaced by the
ligand. If this hydrogen bond is lost, one would expect some loss of binding affinity to be
associated with the bound ligand pose. This, however, can not possibly represented by a
simple pairwise hydrophobic term. Additionally, one or more water molecules may form a
particular ice-like structure in the active site. The entropy gain associated with liberating
such waters into bulk solution would also not be able to be captured by such a term. The
existence of such structures was confirmed with short explicit-solvent simulations performed
by Abel and Friesner in their study of Factor Xa binding11. They found it necessary, in
certain cases, to consider the discrete active-site water geometry for accurate predictions
of binding affinity. Nonetheless, docking methods have enjoyed considerable success and
are standard tools for virtual screening. A next-generation scoring method that addresses
most of the current limitations of current docking methods is currently under development
and will be discussed in Chapter 5 of this work. Docking methods do, however, require an
accurate representation of the receptor, typically in the form of crystal structure. When a
crystal structure is unavailable, or one wishes to allow for receptor reorganization during
docking, some sort of method for protein structure refinement is necessary. Methods for
doing this are discussed below.
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1.1.2 Computational Methods for Receptor Refinement
In the preceding section, docking methods for rapid screening of ligands were discussed.
As mentioned, docking calculations are typically performed in the field of a rigid receptor.
When the calculations are performed in this way, ligands that cannot fit, due to fatal
steric clashes with the receptor, are thrown out. Thermodynamically-accessble, alternative
conformations are not explored. These alternative conformations can often be observed and
crystallized, as evidenced by those receptors with multiple crystal structures in the Protein
Data Bank (PDB)12. Structural differences across a set of receptor crystal structures will
typically be manifested in the form of alternate side-chain conformations as well as changes
to the backbone of loop regions. As an example, consider two distinct crystal structures of
human Histone deacetylase 8 (PDB: 1W22 and PDB: 1T64). Figure 1.2 shows the aligned
active sites of both 1T64 (blue) and 1W22 (orange). The native ligand of 1W22 would
appear to clash badly with one of the loops of the 1T64 structure. However, in its native
receptor structure, this loop is in an alternate conformation in which no clashes appear to
be present. If rigid-receptor docking of the 1T64 ligand were to be performed in the 1W22
receptor, it would not be possible to relieve these clashes and select the correct binding
pose. A method is needed for performing some sampling of the receptor in these cases.
One approach that retains much of the speed of rigid receptor docking is the Induced Fit
protocol developed and maintained by Schrödinger, inc13. This method will be discussed
below.
1.1.3 Receptor Sampling: Induced Fit Docking
As discussed in the previous section, one limitation of the rigid-receptor docking methods
is that receptor reorganization, a phenomenon frequently observed, is not permitted. This
can frequently prevent the program from finding a suitable pose, or at least, from locating
the correct, native pose. Docking methods expend the bulk of their computational cost
sampling various internal and external degrees of freedom for the ligand. Expanding this
to include the atoms of the nearby receptor would be much more difficult and would likely
negate the speed advantages associated with this class of computational methods.
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Figure 1.2: HDAC 8 Crystal structures showing active site regions : 1T64(blue),
1W22(orange)
Many methods exist in the literature for protein structure prediction that would be
suitable for receptor sampling14–18. One such method is implemented in the Prime program
developed and maintained by Schrödinger. Prime provides loop sampling algorithms for
all-atom (backbone and side-chain atoms) as well as just side-chain prediction. In order to
achieve robust performance on a diverse data set, is is generally necessary when performing
all-atom loop prediction calculations with Prime to run many calculations iteratively to
obtain the necessary degree of sampling. Each loop prediction for a loop of approximately
10 residues, can take many hours to predict in this fashion. Compared to rigid docking
calculations, which can be performed in less than a minute, this is clearly much too long.
However, side chain prediction is much faster. Side chain prediction in PRIME uses a self-
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consistent tree-based algorithm and is capable of sampling large number of side chains on
the order of minutes. Considering that ligand-side chain interactions are generally believed
to be most important way ligands interact with receptors, a more feasible approach would
be to couple a rigid-receptor docking method to a side chain prediction calculation. This
is precisely what is done in the Induced Fit Docking (IFD) protocol. For a difficult set of
21 cases, IFD was found to improve the prediction of the binding poses from an RMSD to
native of 5.5Å down to 1.4Å. The large outliers were also eliminated as no pose was found
to be worse than 1.8Å. PLOP, the academic version of PRIME maintained and developed
in the Friesner group, will be discussed in greater detail in Chapter 4.
1.2 Introduction by Chapter
The remaining sections in this introduction will provide an introduction to each of the
chapters contained in this thesis.
1.2.1 Introduction to Chapter 2
Quantum-based computational methods were briefly discussed in the previous section. Their
usage in drug design is generally limited by their cost. Additionally, proteins and organic
small-molecules are generally well described by modern force fields, suggesting that classical
methods could provide a similar level of accuracy with considerably less expense. However,
for elements for which robust force fields are unavailable, or unreliable, classical methods
cannot be expected to produce accurate results. Metalloenzymes, which are so named due
to their dependence on metal chemistry for some or all of their enzymatic function, are
one such example. One important metalloenzyme is the water-splitting complex of Photo-
system II. The active site of this contains a Mn center coordinated to six oxygen groups.
Figure 1.3 shows the Mn-cluster in Photosystem II (PDB 3WU2)19. As the water splitting
functionality of Photosystem II involves the deprotonation of one of the oxygen containing
ligands, it is essential that the quantum-based method utilized be able to compute accurate
pKa predictions for complexes of this type.
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Figure 1.3: Mn cluster in the water-splitting complex of Photosystem II (PDB: 3WU2)
To answer this question, constructed models of the Mn-based cluster in Photosystem II
using six water ligands coordinated to a single center, where the metal center was one of
Mn, Fe, Co, Cr, Sc, Ti, V, and Ni. Using standard DFT (B3LYP), produced qualitatively
poor predictions of the pKa’s with an MUE against experiment of 5.7pKa units. Our group
has been developing a series of corrections for B3LYP based on inadequate treatment of
non-dynamical electron correlation in hybrid DFT, called DFT-LOC20,21. This correction
scheme had also been extended to first-row transition metals. Without any additional LOC
parameters, we are able to improve the results to 0.9pKa units. This work provided an
independent test of our DFT-LOC methodology.
1.2.2 Introduction to Chapter 3
While cost-constraints limit the number of atoms that can be treated by modern density
functional theory (DFT), there have been a number developments which couple DFT to a
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classical, force-field method in order to extend the scope of the method to larger systems.
These methods are referred to as QM/MM methods. In this work, we investigated the
rate-limiting step, hydrogen abstraction, in the hydroxylation of camphor by Cytochrome
p450. The reaction barrier associated with this key step had been consistently overestimated
by QM/MM methods by 5-10kcal/mol22–24. Harvey and coworkers had suggested, as an
explanation for the overestimation of the barrier, that inadequate treatment of dispersion
in stock DFT to be the culprit. They proceeded to construct a cluster model based on
the active-site of Cytochrome p450 and perform fully-quantum, DFT calculations. These
calculations were performed with B3LYP and a resaonable-sized basis set with and without
the D3 dispersion correction developed by Harvey and coworkers. When the D3 disper-
sion correction was included, they reproduced the reaction barrier expected by experiment.
Dispersion, or long-range induced-dipole interactions, are known to be a challenge in stock
DFT. However, by using a cluster model it was unclear if the effect of the dispersion correc-
tion, in this case, would transfer to the full system. To address this question, we performed
a QM/MM calculation on the entire system, with and without the D3 correction. While
the D3 correction improved the the agreement with experiment, it was insufficient to bring
the result into quantitative agreement with experiment. Only after application of our LOC
corrections, are we able to reproduce experiment with quantitative accuracy. A similar
result is achieved for Methane Monooxygenase, suggesting that more accurate treatment
of dispersion and non-dynamical electron correlation is needed for accurate calculations on
metalloenzymes with DFT.
1.2.3 Introduction to Chapter 4
The first two chapters concern the development and application of DFT-based methods
used in special scenarios during the drug development process. In this chapter, the most re-
cent development of the Protein Local Optimization Program (PLOP)18 will be presented.
PLOP provides protocols for all-atom loop prediction in proteins. Loop prediction methods
are frequently used to refine protein models for use in docking calculations and other ligand
studies. PLOP utilizes an exhaustive approach for sampling loops where loops are assem-
bled, one residue at a time, by selecting torsion angles from a library binned at a discrete
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resolution. The libraries contain representative angles that completely cover Ramachandran
space. Loop representatives are then screened for clashes and clustered. These set of cluster
representatives are subject to side-chain addition via a self-consistent exhaustive sampling
method and finally, minimization and scoring. Protein models can be refined with PLOP
by repredicting indvidual loops, one at a time. This approach can be effective, provided the
loops to be refined can be assumed to be non-interacting, beyond side-chain interactions.
If this assumption of independence is true, the conformation of any one loop should have
no effect on the structure prediction of a second loop. We investigated this assumption by
predicting pairs of loops, individually, with a nearby loop deleted. The results, which are
considerably worse than what is achieved when the partner loop is present, suggest that
there exist pairs of loops, in which the independence assumption does not hold. We then
present a new algorithm for treating interacting loops, called the Multiple Loop Algorithm,
and demonstrate successful predictions on an initial training set.
1.2.4 Introduction to Chapter 5
This final chapter is concerned with the development of methods for small-molecule, rigid-
receptor docking, with special emphasis on the Glide family of docking methods. The two
commercially available variants of Glide are standard-precision Glide SP9,10, and extra-
precision Glide XP25. The sampling algorithm in Glide, which is based on an exhaustive
search through the many-dimension space of a series of ligand and receptor properties is
reviewed. The discussion of Glide in this work places strong emphasis on the improved
description of active-site water molecules. Glide incorporates an explicit solvent model
which assumes that all possible hydration sites are occupied. Based on this model, rewards
are assigned for displacement of high-energy waters from the active site (Glide SP) and
penalties for hydrogen bonds lost with the water is displaced (Glide XP). Studies using the
Schrodinger Watermap11,26 package have revealed persistent water geometries with some
sites occupied and others not. In many cases the water geometry plays a key role in the total
binding affinity. This is is addressed with the development of the next-gen scoring function
for Glide, called WSCORE. This new method combined the powerful sampling algorithm of
Glide with a new scoring function that incorporates Watermap-determined water structure
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in the active site. This new scoring function wil be discussed as well the integration of
MM-GBSA continuum solvent calculations. The goal of WSCORE is to reduce the false-
positive hit rate in a set of decoy compounds. We demonstrate the improved effectiveness
of WSCORE in a virtual screening experiment on MCL-1.
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Extensions of the DBLOC
Correction Scheme for B3LYP
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Chapter 2
Accurate pKa Prediction in
First-Row Hexaaqua Transition
Metal Complexes using the
B3LYP-DBLOC Method
Abstract: Acid dissociation constants are computed with density functional theory (DFT)
for a series of ten first-row octahedral hexaaqua transition metal complexes at the B3LYP/LACV3P**
level of theory. These results are then scaled, primarily to correct for basis set effects
(as in previous work on predicting pKas in organic systems)27. Finally, localized orbital
corrections (LOCs), developed by fitting properties such as ionization potentials, electron
affinities, and ligand removal energies in prior publications, are applied without any further
parameter adjustment20,21,28. The combination of a single scale factor with the DBLOC
(localized orbital corrections for first row transition metals) corrections (and thus a single
adjustable parameter in all) improves the mean unsigned error from 5.7 pKa units (with no
parameters) to 0.9 pKa units (maximum error 2.2 pKa units), which is close to chemical
accuracy for this type of system. These results provide further encouragement with regard
to the ability of the B3LYP-DBLOC model to provide accurate and robust results for DFT
calculations on transition metal containing species.
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2.1 Introduction
The prediction of pKas of organic compounds using quantum chemical methods has been
investigated for many years. Gas-phase calculations are relatively straightforward, and
theoretical accuracy depends entirely on the performance of the quantum chemical methods
and basis set being employed. In solution, considerable success has been achieved via
continuum solvent-based self-consistent reaction field (SCRF) approaches, typically using
a Poisson-Boltzmann or generalized Born solvation model27,29–38. Here, the quality of
results depends not only on the quantum chemical methodology, but also on the solvation
model and its parameterization. For organic molecules, the most effective methods employ
pKa-specific parameters for individual functional groups, which are fit to a training set of
experimental data. For example, in ref. 27, a nitrogen atom in a heterocycle is defined
as a type of functional group, and two specific parameters were obtained via linear least-
square regression that are optimized using a diverse set of heterocycles for which there is
experimental data. The method is then capable of reliably determining corrections to the
calculated pKa values for a wide range of heterocycle substitutions without the need for
parameterization of electronic substituent effects that is necessary in fully empirical pKa
prediction schemes.
Transition metal pKa calculations, which, to be relevant, must be performed in solution,
constitute a much more challenging test. Removal of a proton from a transition metal
ligand can cause substantial alteration of the electronic interaction between that ligand and
the metal. For example, an electron transfer from the ligand to the metal center could
trigger such a change indicating that electron transfer is coupled to a distortion of the local
density. To our knowledge, there are no systematic studies using large, diverse data sets
that evaluate the efficacy of various approaches (e.g. different DFT functionals) for pKa
prediction of metal-containing systems; a number of interesting, although limited, studies
involving metal systems have been reported in the literature39–43. Yet, transition metal
pKas are crucial to understanding a wide range of important chemistries in biology and
material science. Redox processes of the water-splitting Mn-based cluster of Photosystem
II are one such example44,45.
Practical transition metal calculations on such systems require the use of density func-
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tional theory (DFT). Other possible approaches, such as CCSD(T), scale poorly with system
size and exhibit significant problems with accuracy due to the potential multireference char-
acter of transition-metal-containing compounds. Multireference characteristics can some-
times be modeled using different variations of the parent method. For CC theory, this
typically involves the inclusion of higher-order excitations into the formalism. However,
this often results in a large net increase in calculation time. The performance of standard
DFT approaches for transition metals, however, is quite variable, as can be seen from recent
references covering a number of different functionals27,29–38,46–50.
Even the simplest transition-metal-containing complexes can be challenging to address,
as is illustrated by the results presented in Table 4. Discrepancies as large as 9 pKa units
as compared to experiment are manifested using the B3LYP functional and a well tested,
reliable continuum solvent model and a medium basis. Furthermore, the errors have a
wide range and do not appear to exhibit an obvious pattern. This suggests that simple
parameterization schemes such as those used in Matsui, et. al.40, which were based on
quantum chemical calculations on small reference molecules, would not be sufficient.
2.1.1 Localized Orbital Corrections (LOC) for B3LYP
Over the past decade, we have been developing a novel approach to improving density func-
tional theory using localized orbital corrections, which we refer to as DFT-LOC20,21,28,51–54.
The version of DFT-LOC based on the B3LYP functional55–57 B3LYP-LOC, provides near
chemical accuracy for a wide range of thermochemical properties, exhibiting very substan-
tial improvement over the parent B3LYP functional. For example, mean unsigned errors
(MUE) in atomization energies for the G3 data set of Pople and coworkers are reduced
from 4.8 kcal/mol to 0.8kcal/mol. B3LYP-LOC has been successfully applied to reaction
energies, transition state barriers, ionization potentials, and electron affinities, with average
MUEs in test cases of ≈1 kcal/mol. The localized orbital corrections themselves are simple
additive parameters, which depend on classification of bond types, atomic hybridization
states, and other relatively simple valence bond concepts. The theoretical underpinning for
the LOC methodology is presented in detail in the original LOC papers20,21.
During the past several years, we have extended the LOC approach to first-row tran-
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sition metals. The correction terms are specific to the 3d orbitals, which have properties
significantly different from the valence orbitals in organic molecules. We refer to the model
as B3LYP-DBLOC53,54,58,59 to indicate the importance of 3d corrections. MUEs in the
prediction of spin splittings, a key quantity in transition metal chemistry and physics, were
reduced from 10 kcal/mol to 2.0 kcal/mol based on a data set of 57 complexes, which
manifest spin-forbidden optical transitions54. Redox potentials in solution, another critical
quantity, were studied using a data set of 95 complexes for which electrochemical data was
available. In this case, the MUE was reduced from 0.4eV to 0.12eV53. The latter value is
likely close to experimental error, while the former indicates that there are many outliers
for which the calculations would not be chemically useful. Finally, average ligand removal
energies were computed for 30 gas phase organometallic complexes. The MUE was reduced
from 3.74 kcal/mol to 0.94 kcal/mol as compared to experiment58.
2.1.2 Application of B3LYP-DBLOC to pKa Prediction
In the present paper, we apply the B3LYP-DBLOC model to the calculation of the pKa’s
of hexaaqua first-row transition-metal complexes to see whether the large discrepancies
noted above can be removed by the systematic corrections developed using completely
independent data sets. No new DBLOC parameters are introduced in order to obtain the
results presented herein and this marks a distinct difference between many previous B3LYP-
LOC and B3LYP-DBLOC applications and speaks to the robustness of the method. Before
these corrections can be applied, we first find it necessary to scale the pKa values obtained
from our calculations using a single parameter fit over the entire dataset. The inclusion of
this scaling factor is primarily designed to counteract basis-set effects, and is identical in
form to the correction used in prior work on organic systems27. The original DBLOC and
LOC parameters used in this work are then applied with no further fitting.
However, there are two further points that are essential to consider in order to make the
level of accuracy of the calculations suitable to compare with experimental data. Firstly,
for proper application of the B3LYP-DBLOC model, it is necessary to assign the electron
that remains on the ligand after proton removal to either the ligand or the metal (where
it can migrate via electron transfer), and also to estimate the degree of delocalization of
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the electron onto the metal if it is formally assigned to the ligand. This sort of assignment
problem is an integral part of the B3LYP-DBLOC approach, and we discuss the details of
our implementation for the present problem below. Secondly, while the use of a continuum
solvation model for pKa and redox calculations is ordinarily quite efficacious, in the present
case, there are specific geometrical issues that can lead to a failure of the continuum model
to yield the correct structure. For the protonated forms of many of the complexes, structural
information was available from the Cambridge Structural Database12. Crystal structures
for this subset of complexes showed octahedral geometries. For our purposes here, we make
the assumption that the correct solvated structure for each of the complexes in this work
has an octahedral geometry. Problems stemming from errors in the solvent model can
be addressed by incorporating a small number of explicit water molecules into the solute
representation. Because these water molecules are effectively structural and have little or
no ability to change position, issues concerning the entropy of the waters and averaging
over their locations in phase space are likely not relevant, making the use of these explicit
waters straightforward. The details of the relevant cases are discussed below. We note that
other groups have also explored the use of incorporating a small number of explicit waters
into continuum solvent modeling or small molecules with some degree of success30,42.
When the DBLOC corrections are applied as indicated above and discussed below, the
large outliers in the theory/experiment comparison disappear, and the MUE is dramatically
reduced from 5.7 pKa units (B3LYP results), to 0.9 pKa units, which is brings us near
chemical accuracy for this data set. The one significant outlier in our dataset, Mn(III), has
an unsigned error from experiment of 2.2 pKa units; we believe the errors are associated
with a specific electron feature of the Mn(III) → Mn(II) redox couple, which is discussed
further below. Overall, our results appear to validate the B3LYP-DBLOC model via a
successful comparison with a very challenging independent test set and, at the same time,
establish the B3LYP-DBLOC approach as a useful methodology for calculating pKas of
metal-containing systems. It should be noted, however, that the present data set is relatively
small and homogeneous; further tests on larger, more diverse data sets will be required to
establish the present method as a robust approach to computing pKas for transition metal
containing systems in the general case.
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2.2 Theoretical Methods
2.2.1 Computing pKa Values
[M(H2O)6]
n+ → [M(H2O)5(OH)]
n−1+H+ M = Fe,Mn,Ni,Cr, Sc, T i, V, or Co (2.1)
The pKa values computed in this work are based on reactions of the form given in eq 2.1.
As all optimizations are performed in continuum solvent, we can compute the free energy of
deprotonation directly as shown in 2.2. Vibrational frequencies calculations are performed
at the optimized geometries in order to obtain the needed thermochemical quantities. The
correct value for the solvation free energy of a proton is not obvious, as there are a range
of values used in the literature. We adopt the convention of Busch et al.60, and use a
value of -265.74 kcal/mol. In their work, this term was treated as a floating parameter and
optimized to give good agreement between B3LYP and experiment. We utilize this value,
however, with no additional fitting. The gas phase free energy of the proton is required, as
well. Once again we adopt the convention of Busch et al., and formally neglect the entropic
contribution to the gas phase free energy of the proton, making the assumption that it is
absorbed into the value of the solvation free energy given above. Thus, in the gas phase,
Egas(H+) is used, with a value of 2.5*RT = 1.48 kcal/mol. The sum of this term and the
∆Gsolv(H
+) value give the ∆Gaq(H
















2.2.2 Classification of the complexes
Determining the total DBLOC correction for the hydrogen abstraction process requires
a valence bond description of the protonated and deprotonated forms of each complex.
The ground state of each complex was determined by sampling low-energy spin states of
the transition metal centers. This included, in the deprotonated state, constructing initial
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guesses based upon the assumption that the electron was transferred to the metal as well
as the assumption that the electron remained localized on the hydroxyl ligand. None of the
transition metal centers of the ten complexes investigated in this work appeared to undergo
any spin transitions upon deprotonation of the aqua ligand. As the aqua and hydroxyl
ligands are close together in the spectrochemical series, one would expect the ligand-induced
splitting of the d-manifold to be similar, so that no spin transitions are expected occur on
the metal when the aqua ligand is replaced with a hydroxyl ligand. The conservation of spin
on the metal centers is demonstrated in Table 2.2, which shows the Mulliken spin densities
on each metal center as well as the deprotonated hydroxyl ligand. In the case of Mn(III),
the result of our analysis was surprising. We had expected the Mn(III) complex to undergo
single-electron reduction to Mn(II) given the additional stability generally associated with
the half-filled d-manifold state. However, this is not directly indicated by the Mulliken spin
populations, although it is worth noting that the Mn(III) case displays the least negative
partial charge on the deprotonated oxygen relative to the other complexes in this work. We
discuss this further below. We proceed to construct a valence-bond model of the hydrogen
abstraction process as a loss of a hydrogen atom followed by electron transfer to a neutral
hydroxyl radical, thereby producing a charged hydroxyl ligand. Based on this framework, we
are able to construct ligand-field models of both forms of each complex. We also inspected
each calculation for evidence of spin contamination and concluded, based on the value of the
eigenvalue of the S2 operator, that any contamination of the UHF wavefunction by higher
spin states was negligible. Ligand field diagrams constructed with the Mulliken populations
as a guide appear in Table 2.1. For the deprotonated forms of the complexes, the remaining
aqua ligands are not necessarily equivalent. Examination of the partial charges and spins
densities for the oxygen atoms on these aqua ligands revealed little deviation, however. The
maximum deviation of the partial charges on these oxygen atoms from their average value
was 0.03 units, and for the spin densities, the maximum deviation was just 0.02 units.
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Table 2.1: Ligand Field Diagrams for Protonated and Deprotonated Forms of All
Hequaaqua Complexes guided by Mulliken Spin Analysis. Note that the spin diagrams
shown in this table apply to both protonated and deprotonated states of the complexes
While analysis of the partial spin densities was sufficient to draw ligand field models of
each complex, this information alone is insufficient to determine the total DBLOC correction
for the deprotonation process. It is also necessary to understand the degree of delocaliza-
tion of the additional electron after deprotonation. This information can be gleaned by
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analyzing the Mulliken partial charges. Table 2.3 shows the Mulliken partial charge on the
oxygen atom of the hydroxyl ligand after optimization of the deprotonated form of each
complex. For the purpose of assigning the DBLOC corrections, it is necessary to classify
each complex based on whether the electron is delocalized over the complex or whether
it is largely localized on the oxygen atom of the hydroxyl ligand. Determining a suitable
cutoff value for this distinction was made easier with the following observation. When the
deprotonated form of the Mn(II) complex was optimized, the structure collapsed, losing
its roughly octahedral structure. In this geometry, the complex forms an intramolecular
hydrogen bond involving the oxygen atom of the hydroxyl ligand and an adjacent aqua
ligand. This behavior was observed for all three of the 2+ complexes- Fe(II), Mn(II), and
Ni(II).










Fe(II) I 3.84 3.81 0.03 0.08
Mn(II) I 4.89 4.87 0.02 0.04
Ni(II) I 1.75 1.73 0.04 0.08
Ti(III) II 1.01 1.03 -0.01 -0.04
V(III) II 2.01 2.04 0.00 -0.05
Sc(III) II 0.00 0.00 0.00 0.00
Cr(III) II 2.96 2.96 0.01 0.05
Fe(III) II 4.33 4.20 0.01 0.46
Co(III) II 0.00 0.00 0.00 0.00
Mn(III) II 3.81 3.90 0.02 0.02
Table 2.2: Select Mulliken Partial Spin Densities for the protonated and deprotonated states
of each complex. These values are used to guide the assignments made in Table 2.1
Furthermore, the partial charge on the oxygen atom of the hydroxyl ligand was -0.82,
which is the highest observed for any of the ten complexes investigated in this work. Only
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after adding a pair of bridging water molecules (a process explained in greater detail in an
ensuing section), which allowed the hydroxyl oxygen to make a pair of hydrogen bonds, did
the complex assume its expected octahedral geometry. We conclude from this analysis that,
when the charge on the hydroxyl oxygen atom gets significantly above -0.75, the description
of the interaction with the solvent provided by the PB implicit solvation model is insufficient.
We use the value -0.75 as a cutoff value for determining whether the electron is localized to
the hydroxyl ligand or delocalized over the complex. Of the ten complexes studied in this
work, only the 2+ complexes featured a partial charge on the deprotonated oxygen that was
more negative than this cutoff value; it makes sense that charge delocalization onto a 2+
metal site, which is in general going to be less electronegative than a 3+ site, is significantly
less important and is in agreement with the fact that octahedral metals do not typically
adopt the 1+ oxidation state.












Fe(II) I 0.88 0.76 -0.57 -0.80
Mn(II) I 1.00 0.92 -0.57 -0.82
Ni(II) I 0.72 0.66 -0.49 -0.77
Ti(III) II 1.74 1.50 -0.58 -0.72
V(III) II 1.60 1.37 -0.56 -0.71
Sc(III) II 1.73 1.49 -0.58 -0.75
Cr(III) II 1.36 1.16 -0.52 -0.71
Fe(III) II 1.36 1.20 -0.51 -0.70
Co(III) II 0.99 0.71 -0.46 -0.62
Mn(III) II 1.34 1.17 -0.51 -0.61
Table 2.3: Select Mulliken Partial Charges for the protonated and deprotonated forms of
each hexaaqua complex
We refer to these complexes as Type I complexes. For the remaining seven complexes,
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we make the simplifying assumption that the charge is delocalized onto the complex. We
refer to these cases as Type II complexes. The Mulliken charges for the deprotonated ligand
oxygen are provided for each complex in Table 2.3.
As noted above, the Mn(III) complex is potentially a special case due to formation of a
half-filled d-band (which is well known to be additionally stabilized as compared to alter-
native d-shell configurations) upon transfer of an electron to the metal from the conjugate
base. Indeed, this observation explains why the Mn(III) complex has the lowest experi-
mental (and computed) pKa of any complex in our data set. We believe it is likely that
the proper description of the Mn(III) deprotonated state includes a mixture of delocalized
and charge transfer configurations. Corrections for the latter state would likely bring the
computed value into better agreement with experiment, thus eliminating what is by far the
largest outlier in our data set. However, in view of the limited experimental data, we have
chosen not to pursue a more complex parameterization specific to the Mn(III) complex. It
is nevertheless useful to posit a consistent physical explanation for the observed error in
theory as compared to experiment.
2.2.3 Scaling DFT Calculations
In a previous work by Klicic et al.27, the authors presented a model for computing pKas of
small organic molecules. In that work, fitting was done over individual functional groups.
The authors obtained their desired level of accuracy (average error of 0.5pKa units) after
applying a simple linear regression fitting to experiment and employing a two parameter
fit for each functional group, in which both the slope and intercept are optimized based
on obtaining agreement with an experimental test set. This fitting was done to minimize
errors due to both basis set truncation and issues in parameterization of the continuum
solvation model, as it is difficult to accurately fit, for example, dielectric radii of charged
atoms directly to solvation free energy data, due to the large uncertainty in the experimental
values for solvation free energies of charged species. For transition metal containing species,
the charged metal atom is not in direct contact with solvent, so this problem is ameliorated.
It appears as though it is adequate to employ only a single scaling parameter to correct the
raw pKa value, as long as the DBLOC corrections are applied subsequently (see below).
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The final, corrected pKa is given by the following expression (2.4) where A is determined via
least-squares regression to have a value of 0.58, which is in the range of analogous scaling
parameters obtained in Ref. 27.
pKaB3LY P−DBLOC = A ∗ pKaB3LY P +DBLOC (2.4)
2.2.4 Assigning Total DBLOC Corrections
The second term in 2.4 refers to the total DBLOC correction for each complex. These
parameters are applied without any further optimization in this work in order to obtain
the corrected pKa. In order to compute the total DBLOC correction to the pKa computed
with DFT, we carefully construct a thermodynamic cycle for each type of complex. For
Type I complexes, we model the reaction in the following way. For these cases, the trans-
ferred electron remains localized on the hydroxyl ligand. In place of a metal-ligand bond
of dative/covalent character involving the aqua ligand, an ionic bond involving significant
charge separation between the metal and the hydroxyl oxygen atom is formed. The reaction
diagrams presented in this section are not intended to propose actual reaction mechanisms,
but rather simply to provide thermodynamic cycles for the purpose of assigning LOC pa-
rameters. This process can be represented by the following cycle:
M(H2O)6(g) → M(H2O)5(g) +H2O(g) (2.5)
M(H2O)5 +H2O(g) → M(H2O)5 +HO •(g) +H•(g) (2.6)
M(H2O)5 +HO •(g) +H•(g) → M(H2O)5 +HO −(g) +H+(g) (2.7)
M(H2O)5 +HO −(g) +H+(g) → M(H2O)5HO −(g) +H+(g) (2.8)
The appropriate DBLOC parameters for the process shown above are taken from the
recent DBLOC work on ligand removal enthalpies58. Additional parameters are obtained
from earlier work on bond energy, ionization potential, and electron affinity corrections20,21.
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The correction for each state is obtained by summing the original LOC parameters for
atomization energies for each type of bond, atom, and lone pair involved. In 2.6, the
breaking of the water OH bond requires two parameters. The first is the RH parameter
for the formation of a radical on an atom bound to a hydrogen atom (0.52 kcal/mol) to
account for the radical environment experienced by the hydrogen on the hydroxyl radical.
Secondly, a bond correction for the loss of a polar bond (OH) is applied. The appropriate
bond correction for an OH bond is given by the POLH parameter. We invert the sign
of this parameter to account for the breaking of the bond, and the resulting correction
becomes 1.42 kcal/mol. The combined LOC parameter for the loss of a hydrogen atom is
then 1.94 kcal/mol. The third step (2.7) is an electron transfer to the hydroxyl radical. This
step involves the removal of an electron from a free hydrogen atom and the addition of an
electron to a molecular orbital on a first-row atom with a localized radical. There is no LOC
correction for the removal of an electron from hydrogen, as this is fairly accurate in DFT.
For the second part, addition of the electron to the hydroxyl radical, the EA R1 noMB
parameter is appropriate. The values of this parameter was found to be sufficiently close
to zero, that removing them did not significantly alter the quality of the fitting, so it was
excluded from the final model. Thus, no effective LOC correction is applied for 2.7. Leaning
on the argument made in an earlier section to categorize the complexes in this work, we
identify the metal-oxygen bond involving the aqua ligand as a dative or covalent bond and
the metal-oxygen bond involving the hydroxyl ligand as an ionic bond. In 2.5, we apply the
MLBOND28 parameter for the removal of a dative or covalent ligand, which has a value
of 2.01 kcal/mol. This is followed by the addition of an ionic ligand in 2.8. Here, as the
DBLOC correction is reversible, a correction equal to the MLCT parameter from the same
work, but opposite in magnitude can be used to describe the addition of an ionic ligand.
Thus, the appropriate correction for 2.8 is -5.51 kcal/mol. The total correction for the
deprotonation of Type I ligands is then the sum of these four parameters for a total of -1.56
kcal/mol or -1.14 pKa units.
In a similar fashion, we can construct a thermodynamic cycle for the overall reaction
undergone by Type II complexes. First, a hydrogen atom is transferred from the aqua
ligand, thus leaving behind a neutral hydroxyl radical. Next, the electron is transferred
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back to the hydroxyl radical, thus producing the hydroxyl ion. Finally, the electron is
delocalized over the complex. As a consequence of this delocalization, the metal hydroxyl
bond acquires more of a dative or covalent character. This is followed by solvation of the
complex. This process is represented below:
M(H2O)6(g) → M(H2O)5(g) +H2O(g) (2.9)
M(H2O)5 +H2O(g) → M(H2O)5 +HO •(g) +H•(g) (2.10)
M(H2O)5 +HO •(g) +H•(g) → M(H2O)5 +HO −(g) +H+(g) (2.11)
M(H2O)5 +HO −(g) +H+(g) → M(H2O)5HO −(g) +H+(g) (2.12)
M(H2O)5HO −(g) +H+(g) → M(H2O)5HOδ−(g) +H+(g) (2.13)
The corrections for the formation of the radical and the transfer of the electron to the
hydroxyl radical determined for Type I complexes are appropriate here as well. The sum
of those corrections is 1.94 kcal/mol or 1.42 pKa units. Unlike the Type I complexes, the
electron is not largely localized on the deprotonated oxygen, so the MLCT and MLBOND
parameters are not appropriate. Instead, in 2.13, the electron is delocalized through the
metal-ligand bond. This requires the EA RD(−)20 parameter, which is used to describe a
correction for the resonance delocalization of negative charge in an anion and has a value
of 2.54 kcal/mol. The overall net correction is 4.48 kcal/mol, or 3.28 pKa units. Note
that the correction parameters employed here are taken from fitting using large basis sets.
This is appropriate as the empirical scaling correction of the raw B3LYP results is aimed
at improving both basis set deficiencies and non- optimal dielectric radii for the relevant
charged atoms. If we assume that the resulting value effectively provides results for a large
basis set DFT calculation combined with the appropriate matching dielectric radii, then
the use of corrections from a similarly large basis set LOC parameterization is appropriate.
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2.2.5 Bridging Waters
The B3LYP optimized geometry of the deprotonated Mn(II) complex is presented in Fig
2.1a. The complex appears to have collapsed following deprotonation, with one of the
metal-ligand bonds extending to nearly 4Å. On closer inspection, it is clear that the com-
plex is forming an additional intramolecular hydrogen bond between the oxygen on the
deprotonated ligand and the hydrogen on one of the other water ligands. This hydrogen
bond could not possibly be formed in a near-octahedral geometry, so the complex collapses,
losing its hexa- coordinated geometry. In this geometry, one of the aqua ligands coordinates
directly to the deprotonated ligand. Gilson and Durant42 observed the same behavior in
this complex, along with the other 2+ complexes. The description of the deprotonation of
this complex involves a high degree of charge localization on the oxygen atom. The increase
in charge on this atom after removal of a proton appears to drive the formation of the
above-mentioned hydrogen bond. In vacuum, this geometry might be sensible as this is the
only way to stabilize the developing negative charge after deprotonation. However, in sol-
vent, one would expect that forming hydrogen bonds with solvent molecules would stabilize
the deprotonated oxygen. In order to model this effect, we included two explicit solvent
molecules strategically placed to stabilize the octahedral complex. It is generally necessary,
when rigorously including explicit solvent molecules in an electronic structure calculation, to
do statistical sampling of conformational space in order to properly consider configurational
entropic effects. However, in this case, we make the approximation that these additional
waters could be considered a part of the extended structure of this complex in solvent, with
an occupation probability near unity. When these waters are included in the calculation,
the geometry returns to a roughly octahedral structure, which is consistent with the other
complexes studied in this work. The geometry with the addition of two bridging waters is
presented in Figure 2.1b. This procedure was repeated in the case of the Fe(II) complex
as well. In a couple of cases, constraints on the water positions were necessary in order
to make sure that the inserted waters occupied the same hydration sites in the complexes.
These constraints were later removed, and the system was allowed to relax, producing the
final set of coordinates. Examination of both protonation states of Mn(II) revealed that
the added waters occupied the same functional hydration site. This is illustrated in Figure
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2.1-2.1c. The results obtained using the explicit water molecules yields much better results,
as compared to experiment, than those without them. This provides justification for the
simple protocol adopted herein.
Figure 2.1: Optimized B3LYP geometries of Mn(II)H2O5(OH)
− (2.1a, left) and
Mn(II)H2O5(OH)
− with two bridging waters (2.1b,right) and the corresponding proto-
nated form with bridging waters (2.1c,bottom) Mn(II)(H2O)6 .
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2.3 Results for DBLOC corrected pKa corrections
Table 2.4 shows the performance of standard B3LYP as well as B3LYP-DBLOC against
experiment for all ten complexes. In all cases, application of the DBLOC correction results
in improved agreement with experiment. The MUE over all complexes is reduced from 5.7
pKa units to 0.9 pKa units. The initial results are obtained directly from DFT calculations
on the protonated and deprotonated complexes, without any adjustable parameters. The
B3LYP- DBLOC results are obtained by applying a single, adjustable parameter, A, and
adding the appropriate DBLOC correction for each complex. The outlier in this data set is
Mn(III) with an unsigned error relative to experiment of 2.2 pKa units. As noted previously,
a more sophisticated representation of the deprotonated state, as a mixture of a state in
which the excess electron on the OH- was transferred to the Mn with the (actually employed)
delocalized state could produce a superior result. In the case of the Type I complexes, the
corrected DFT pKas have an error of only 0.7pKa units, while the Type II complexes
have an MUE of 1.0pKa units. The initial DFT results have a MUE from experiment of
5.7pKa units. When the pKas are scaled by the parameter A, the results improve. The
MUE from experiment is reduced to 2.8 pKa units. It is only after application of A along
with the DBLOC corrections that the results are brought into quantitative agreement with
experiment, with a MUE from experiment of 0.9 pKa units. The choice of A as a
scalar parameter in this work is consistent with previous work by Klicic27. Fitting A as
an offset rather than a scalar would not have been successuful as the correction for Type
I and Type II complexes goes in different directions. In work by Klicic sets of fitted least-
squares parameters were trained over different types of molecule groups. Figure 2.2 shows
the regression line used to compute A in the least-squares fit.
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Figure 2.2: Experimental pKa’s vs DBLOC-corrected pKa’s and trendline generated by
linear least-squares regression analysis. Slope of the trendline eqivalent to parameter A in
the DBLOC model.





Fe(II) 9.5 16.7 8.5 1 1.0
Mn(II) 10.6 19.5 10.2 1 0.4
Ni(II) 9.9 17.6 9.1 1 0.8
Ti(III) 2.15 -3.6 1.2 2 1.0
V(III) 2.6 -0.8 2.8 2 0.2
Sc(III) 4.3 -0.7 2.9 2 1.4
Cr(III) 4.2 2.5 4.7 2 0.5
Fe(III) 2.2 -0.4 3.0 2 0.8
Co(III) 2.2 -2.6 1.8 2 1.1
Mn(III) 2.2 -9.3 -2.1 2 2.2
Table 2.4: Experimental and calculated pKa Values computed with Jaguar v8.01 with
standard B3LYP and the B3LYP-DBLOC model
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2.4 Discussion
The basis set used in this work, LACV3P**, is different than one used to obtain the DBLOC
charge transfer parameters. The transferability of the DBLOC parameters demonstrated
here gives us hope that our method can be applied broadly to transition metal chemical
space, even for complexes and properties for which experimental data is not readily available.
In a forthcoming publication, we successfully apply the B3LYP-DBLOC method to the
hydroxylation of camphor by Cytochrome p450. This work is also described here, in Chapter
3.
Given the complexity of the electronic structure of these complexes, doing much better
without additional parameterization seems unlikely. We also note that difficulty in obtaining
experimental pKa values for transition metal complexes could very well increase the noise
in the experimental data relative to similar data for small organic molecules. Finally, the
LOC method requires valence bond assignments for the electronic structure of the molecule.
The corrections are not smooth functions of density, and cutoffs must be defined in order
to assign parameters. This introduces inevitable sources of error, particularly for those
complexes that approach the defined cutoff value, such as the Mn(III) case.
Gilson and Durantt42 compiled an experimental pKa database for 40 transition metal
complexes. These data, which are taken from several sources, provide the experimental
benchmark for the present study on first-row hexaaqua complexes. The experimental pKa’s
were determined using a variety of methods including spectroscopy and potentiometric
titrations. They reported successful fitting of the calculated ∆E of deprotonation with DFT
to the experimental pka via linear least- squares regression. We were able to reproduce a
similar fit with our data. However, this sort of procedure is limited in usefulness. For one, as
the authors demonstrated, the fitting parameters are sensitive to the type of ligand used, so
that they are not transferable across a diverse set of ligands. This observation suggests that
a ligand-based correction scheme would be necessary. DBLOC provides such a paradigm.
With the DBLOC approach of this work, our aim is to understand the sources of systematic
error in the results. The transferability of the DBLOC parameters from previous work to
the current problem, lends support for this. The value of the scaling parameter is also very
similar to what was found, on average, by Klicic et al.27 in their study of organic pKas,
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and suggests that this too may, in fact, be more or less independent of system composition.
They obtain a value of 0.60, averaged over all functional groups studied. Truhlar obtains a
value for this scaling parameter of nearly unity. This is in contrast with the value obtained
in this work of 0.5837. We posit that the additional parameterization done in the SMx
family of solvation models likely captures the basis set effects and some of the shortcomings
of a continuum representation of the solvent. Additionally, no transition metal containing
compounds were investigated in the Truhlar work. It is unclear whether the parameters
would be transferable to systems of the kind studied in this work.
2.5 Conclusion
We have used the B3LYP-DBLOC model, based on the B3LYP density functional plus
localized orbital corrections, to calculate pKa’s for a series of hexaaqua octahedral transition
metal complexes. The reduction of the mean unsigned error from 5.7 pKa units to 0.9 pKa
units represents a very large improvement in the accuracy of the calculations, in essence
yielding useful, predictive values as opposed to results dominated by systematic errors in
the DFT methodology An improvement of this magnitude will be critical in understanding
the chemistry of systems such as the manganese cluster in the Photosystem II, where the
question of the protonation states of the oxygen atoms linking the Mn atoms of the cluster
as a function of catalytic state are of paramount importance.
The question of the transferability of these results to novel systems containing first
row transition metals, as opposed to the relatively simple complexes studied here, is of
great importance if applications of the type discussed in the preceding paragraph are to
be successfully pursued. The case of Photosystem II is one such example as it features
a cluster of four Mn atoms as opposed to a single metal center. In this case, special
consideration of metal-metal interactions will likely be important. The raw pKa scaling
parameter is consistent in magnitude with those obtained previously for large data sets of
organic molecules; furthermore, the use of only a single parameter, as opposed to the two
parameters used previously, implies a smaller likelihood of overfitting. Similarly, the use of
the previously determined DBLOC correction parameters with no adjustment of the values
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does not introduce any further flexible empirical fitting into the model.
The principal assumptions required to achieve the present results involve the assignment
of the complexes into two distinct groups, one in which the negative charge on the OH -
moiety is delocalized over the metal center, and one in which it is not. While the charge
on the oxygen in this group correlates well with the group classification as discussed above,
the data set is relatively small, and without diversity in the ligands, one could question
whether the same scheme would work for other, more complex species. This remains to be
determined by examining larger data sets. However, the group classification also correlates
with a simple, intuitive physical picture in which the extent of charge delocalization is
much larger for 3+ metal ions than it is for 2+ species. The fact that the types of errors
made by DFT functionals (and B3LYP in particular) depend upon the extent of charge
delocalization of the wavefunction has been established in our LOC analysis in a number
of different studies, going back to the observation in the initial DFT-LOC publications20,21
that molecules containing ionic bonds have much larger, and quite systematic, errors in bond
energies than those observed for a typical covalent bond. On this basis, we believe that the
analysis in the present paper has a sound underlying foundation and will be applicable when
complex biological or materials science problems are investigated.
2.6 Computational Methods
Geometry optimizations and vibrational frequency calculations for all complexes included in
this work were performed at the B3LYP/LACV3P** level of theory using the Jaguar v8.01
electronic structure package. Solvation was modeled using the default Poisson-Boltzmann
solver (PBF) in Jaguar. Mulliken population analysis was performed for each complex.
Using the atomic section of the Jaguar input file, we constructed a set of initial guesses by
sampling the spin states of the metal system and also charge states for the deprotonated
ligand. We incorporate the latest default Schrodinger atomic radii, including a value of
1.4Åfor the hydroxyl ion. The default PBF gradient led to problems with convergence, so
an alternate gradient was specified with the isolvg keyword (isolvg=0).
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Chapter 3
Successful Application of the
DBLOC Method to the
Hydroxylation of Camphor by
Cytochrome p450
Abstract: The activation barrier of the hydroxylation of camphor by cytochrome P450 is
computed using QM/MM on the full protein-ligand system and a fully QM calculation
using a cluster model of the active site at the B3LYP/LACVP*/LACV3P** level of theory,
which consists of B3LYP/LACV3P** single point energies computed at B3LYP/LACVP*
optimized geometries. From the QM/MM calculation, we obtain a barrier height of 17.5
kcal/mol, while the experimental value is known to be less than or equal to 10 kcal/mol. This
process was repeated using the D3 correction for hybrid DFT in order to investigate whether
the inadequate treatment of dispersion interaction is responsible for the overestimation of
the barrier. While the D3 correction does reduce the computed barrier to 13.3 kcal/mol, it
is still in qualitative disagreement with experiment. After application of a series of DBLOC
corrections and without any refitting of parameters, the barrier is further reduced to 8.8
kcal/mol, which is in good agreement with the experimental value known to be less than
or equal to 10 kcal/mol. We also apply the LOC/DBLOC method to C-H bond activation
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in Methane monooxygenase (MMO), as a second, independent test. The barrier in MMO
is known, by experiment, to be 15.4 kcal/mol61. After application of the LOC/DBLOC
corrections to the MMO barrier compute by B3LYP, in a previous study, and accounting
for dispersion with Grimme′s D3 method62, the unsigned deviation from experiment is
improved from 3.2 kcal/mol to 1.2kcal/mol.
3.1 Introduction
Cytochrome p450 is an important enzyme superfamily that plays a vital role in drug
metabolism, biosynthesis of hormones, and detoxification of xenobiotic compounds, among
other biological processes. In a recent paper63, it was estimated that p450 enzymes cat-
alyze the metabolism of well over 75% of drugs; often the toxicity of the drug candidate
can be directly linked to the unintended inhibition of a p450. p450 enzymes catalyze the
oxidation of organic substrates and are found in many classes of organisms from bacteria to
mammals. The most common reaction facilitated by p450 is the insertion of a single oxygen
atom into a C-H bond. This is normally a challenging task in organic synthesis owing to
the high energetic costs associated with cleaving such bonds23,63,64 and typically requires a
catalytic agent to proceed on a measurable timescale under room temperature and pressure
conditions.
Experimental efforts to elucidate the mechanism of p450-catalyzed reactions have been
limited by the relatively short lifetimes of many of the oxygenic intermediates produced, as
well as possible conformational changes in the active site which can be significant for some
P450 isoforms and substrates. Computational methods present an attractive approach,
complementary to experiment, in this situation. A large number of DFT-based studies
using both cluster models and full protein-ligand systems with QM/MM have been carried
out over the last decade22,24,65–70, which we discuss further below. The mechanism of
action of p450s is remarkably well conserved across different organisms. For many years,
research on p450s was limited to bacterial p450s, such as p450cam. Given the large amount
of information available on p450cam, including structural information, it is not surprising
that it has been a common target of many of the computational investigations that have
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been carried out on this class of enzymes. Given the number of studies conducted on
p450cam, it makes for an excellent starting point for further investigation, as there is a
great deal of overlap regarding the preparation of the system. For example, in a recent
work22 a key catalytic, crystal structure water in the enzyme active site was found to have
a large impact on the computed barrier height.
Computational studies have shed a great deal of insight on p450s, but these investi-
gations have also encountered a number of problems reproducing experimental data. For
example, DFT studies on p450cam have systematically overestimated barrier of the cleav-
age of the C-H bond in camphor by ≈5-10 kcal/mol22–24. In the rate limiting step of
the reaction, the catalytically competent compound I (CPD I) species (believed to be in
an Fe(IV) oxidation state, with the iron atom bound to a ferryl oxygen) abstracts a hy-
drogen atom from C5 (as depicted in Fig 3.1). This large discrepancy in the calculation
of the barrier height casts some doubt on the explanatory power of QM/MM investiga-
tions involving p450. Recently, Harvey and coworkers69 have attributed this discrepancy
between theory and experiment to the inadequate treatment of dispersion interactions in
hybrid DFT functionals such as B3LYP55–57. In order to evaluate this hypothesis, they
performed a computational study comparing standard B3LYP with B3LYP-D3, the later
referring to an empirically based correction scheme for incorporating dispersion interac-
tions into the B3LYP functional62. The barrier height computed with B3LYP-D3 using
B3LYP-D3 optimized geometries was reduced from 14.1 (B3LYP/B3LYP) to 12.1 kcal/mol
(B3LYP-D3/B3LYP-D3), a number that is improved to better agreement with experiment.
However, as the calculation was performed on a cluster model of the active site and not the
full QM/MM system, it is unclear whether the additional stabilization of the TS complex
is physical, or whether it is merely an artifact of a restricted model in which the substrate
is fully exposed on one side.
An alternative source of error is intrinsic inaccuracy in the B3LYP functional due to
deficiencies other than inadequate treatment of dispersion. Over the past decade, our group
has developed a model using localized orbitals corrections, which we have termed DFT-
LOC20,21, to address fundamental problems with the treatment of nondynamical correlation
with DFT approaches. This method requires a valence bond description of the system, as
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the corrections themselves are simple additive parameters based on bond type and atomic
hybridization states, among other properties from valence bond theory. After evaluating
a series of DFT functionals, the performance was found to be optimized when used in
conjunction with the B3LYP functional. The LOC method was originally tested against
the Pople G2 and G3 sets of atomization energies71,72, but has since been successfully
extended to a variety of properties including reaction barriers51, ionization potentials20,
and the thermochemistry of a variety of molecular reactions73 . For example, the B3LYP
mean unsigned error (MUE) in atomization energy in the G3 data set was reduced from 4.8
kcal/mol to 0.8 kcal/mol, while the MUE for ionization potentials and 4electron affinities
in the G2 data set was reduced from 0.137 eV to 0.039 eV. A description of the LOC model
including its theoretical basis and current implementation is presented in detail in refs 20
and 21.
We have since extended the scope of the LOC method to transition metals, using local-
ized 3d orbital corrections. This new model has been termed B3LYP-DBLOC53,54,58. The
parameters in the DBLOC model are assigned based on a ligand field description of the
system. DBLOC parameters have been developed for redox reactions53, spin splittings54,
and ligand removal enthalpies58. We have found that DBLOC parameters are generally
transferrable across diverse transition metal complexes and basis sets. For example, in a
recent publication74, we successfully applied the LOC/DBLOC method to the challenging
problem of predicting first-row, hexaaqua transition metal pKas. Without any refitting of
the previously determined B3LYP-DBLOC parameters, the MUE over a series of ten such
complexes is reduced from 4.8 to 0.9 pKa units.
The B3LYP-DBLOC method was developed using a training set of model octahedral
transition metal complexes featuring ligands with a variety of sizes and other properties.
In the present work, we evaluate the transferability of these parameters to the rate limiting
hydrogen atom abstraction for p450cam hydroxylation of camphor. In a previous work53,
we determined that the DBLOC corrections went in the correct direction and that they
appeared to be about the correct magnitude. In this work, we conduct a careful QM/MM
study to simultaneously evaluate the role of dispersion interactions, using the B3LYP-D3
DFT correction scheme of Grimme and coworkers62, and the performance of the LOCs in
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accounting for the discrepancy between theory and experiment with regard to the barrier
height for the C-H bond activation in camphor by cytochrome p450. Based on the results
obtained, we suggest that the explanation for the discrepancy is really a combination of
errors pertaining to dispersion and nondynamical correlation in DFT.
With the application of both the van der Waals and non-dynamical correlations at
the B3LYP-D3/LACVP*/LACV3P** level of theory, we arrive at a barrier height of 8.8
kcal/mol. The established protocol involved performing B3LYP-D3/LACVP** single points
on B3LYP-D3/LACVP* optimized geometries. A kinetic investigation conducted by Rittle
and Green64 establish a lower limit on the rate constant of C-H activation of k less than
or equal to 210 per second, which corresponds to a barrier height less than or equal to 10
kcal/mol. Experimental rate constants were measured using standard stopped-flow meth-
ods after using a freeze-quench technique to trap the intermediate. The results are thus
consistent with this published experimental value. We also systematically compare with
these QM/MM results some results from a cluster model similar to that used in ref. 10,
and establish the magnitude of the differences between cluster and QM/MM calculations
of the barrier. Finally, we have also applied the DBLOC model to C-H bond activation
in methane monooxygenase (MMO). MMO has also attracted a number of computational
studies in recent years20,48–51,53 . The process is very similar to that of p450cam, involving
a single reduction of a Fe(IV) center54. The same set of DBLOC redox parameters is used
to correct the barrier height in MMO. We do not recompute the barrier in MMO in this
work, but rather apply our correction scheme to the barrier computed by Gherman and
Friesner75. In that work, the computed barrier is overestimated by 3.2kcal/mol. After
application of the DBLOC correction scheme, this is reduced to 0.1 kcal/mol. These results
further establish the transferability of LOC and DBLOC parameters, determined for model
systems, to large, complex, and more realistic systems.
3.1.1 Methods and Models
3.1.2 System Preparation
For our QM/MM study, we utilized a previously prepared protein-ligand system for p450cam
taken from our earlier work on p450cam, which was based on an x-ray crystal structure from
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the PDB (PDB ID: 1DZ9)76. A detailed image of the active site is shown in Figure 3.2.
For consistency, we construct a similar QM region from this earlier work, which consists of
the heme porphyrin, camphor, catalytic water w903, and the entire cys357 residue. The
importance of this water was demonstrated in a previous study. We encountered some
technical issues when this water was not included in the QM region, so it is included here;
there is an implicit assumption in this treatment (as in previous work) that the water is
a structural water which would have a high occupation probability in the location used in
our model. In this work, we limit our investigation to the doublet reaction surface, as the
doublet and quartet barriers have been shown to be very similar. The QM/MM interface
is handled using a frozen orbital approach with a total of two frozen orbital cuts. The total
QM region consisted of 136 atoms. We believe that this QM region is of sufficient size to
yield useful results. Ultimately, we are limited to a QM region of roughly 200 atoms. Efforts
to increase the QM regions beyond the 136 atoms here required additional frozen orbital
cuts, which introduced significant problems into the calculations.
3.1.3 Locating the Transition State with DFT
The transition state (TS) of the hydrogen atom abstraction was located by performing
an adiabatic potential energy scan along the hydrogen abstraction pathway, starting from
an initial guess based on previous work of 1.2Åfor the O-H distance. At each point, we
performed a constrained geometry optimization where the O-H distance was frozen. Using
the latest version of the Qsite77 software at the time that the calculations were performed,
it was not possible to perform vibrational frequency calculations in order to determine the
ZPE (zero point energy) contribution to the reaction barrier when the QM/MM partitioning
is handled using frozen orbitals. In our previous study70, the ZPE was estimated by making
the assumption that it would be dominated by the reaction coordinate. In this way, a value
of -3.5 kcal/mol was determined. We use the same value in our QM/MM study, and are
thus able to successfully estimate the free energies of hydroxylation. However, in the cluster
model, we are able to compute vibrational frequencies directly and report free energies in
the results and we are able to show that the ZPE is well estimated in the QM/MM model.
In addition to our QM/MM study, we performed a parallel investigation of the p450cam
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barrier using a cluster model and a fully QM treatment of the enzyme active site. The
cluster model was taken from our QM region in the QM/MM study where the cys357
coordinating residue has been replaced with a -SH group.
3.1.4 Assignment of DBLOC Parameters
The DBLOC method provides localized corrections to account for changes to the electronic
structure of the metal-ligand complex. In the present example of C-H bond activation by
p450, the lone Fe center of CPD(I) undergoes a single redox process from Fe(IV) to Fe(III).
A key point is that this electron transfer is completed by the time the hydrogen to be
abstracted reaches the transition state; thus, what appears at first glance to be an H atom
abstraction is actually a proton-coupled electron transfer (PCET) reaction, in which elec-
tron transfer is followed by completion of proton transfer. The DBLOC method provides
corrections for redox potentials which have been fit to a database of 115 model organometal-
lic complexes containing first row transition metals. The corrections are determined both by
the nature of the redox process and the relative position of each ligand on the spectrochem-
ical series. In order to characterize changes to the electronic 8structure of the iron center,
we must understand the process in terms of ligand field theory. For P450, the lone iron
center of the heme molecule undergoes a single-electron reduction from Fe(IV) to Fe(III).
Within the context of ligand-field theory, this is equivalent to bringing an additional elec-
tron from infinite separation to the d-manifold of the iron center. After the transfer, the
electron is taken to reside on a t2g orbital. The appropriate parameters for this process
are taken from the DBLOC redox paper53 and describe an ∞ → 2g transfer of a single
electron from the perspective of a ligand on the left (relss), middle (remss), or right(rerss)
of the spectrochemical series. In order to determine which of the three corrections are ap-
propriate for each ligand, it is necessary to make individual qualitative assignments to the
left, middle, and right of the spectrochemical series. The assignments are straightforward
with the exception of the four nitrogen atoms in the porphyrin. The cys357 residue, which
is coordinated through an anionic sulfur, is determined to be on the left of the spectro-
chemical series, and therefore the relss parameter is applied. In a similar fashion, the ferryl
oxygen atom is determined to be in the middle of the spectrochemical series, and the rmss
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parameter is applied. These assignments are in agreement with those discussed in Hughes
and Friesner54.
3.1.5 DBLOC Assignment of Ring Nitrogens
Assignment of the ring nitrogens coordinated to the Fe is more complex. In previous work53,
we employed two aromatic nitrogen parameters and two anionic nitrogen parameters, based
on the -2 charge that is formally assigned to the porphyrin ring in Compound I. Note that
this assignment is qualititative and is equivalent to that of a single nitrogen in a resonant
state with an average of such parameters. However, it is not clear what fraction of that
charge is actually on the ring as opposed to associated with 9the Fe atom, and the charge
that is on the ring is likely to be distributed throughout the macrocycle rather than residing
primarily on the nitrogen atoms. To provide further insight, we performed a Mulliken
population analysis on our QM cluster model of p450cam and compared the charges on the
nitrogens with that of a reference system, free base porphyrin. Porphine has no metal atom
and is charge neutral. Table 3.1 shows the charges on each ring nitrogen in our system and
in porphine. The maximum deviation of the partial charges from their average value among
the ring nitrogens in the p450 cluster model is only 0.01 units, suggesting that the state of
the nitrogen atoms with regard to charge is similar in both structures.





Table 3.1: Mulliken partial charges on aromatic nitrogens in the p450cam cluster model
and porphine computed at the B3LYP-D3/LACVP*/LACV3P** level of theory.
Based on this result, we have assigned all four of the nitrogens as aromatic, leading
to the use of the remss correction parameter as an aromatic nitrogen is in the middle of
the spectrochemical series. This represents a revision of the parameters used in previous
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work53 discussed above. Use of the anionic nitrogen parameters would result in a lower
value of the barrier than what we report below, and thus would not be inconsistent with
experiment; however, we believe that in view of the Mulliken population results, treating
the four nitrogens as aromatic is a more correct assignment.
Summarizing the above discussion, and further assigning parameters for the hydrogen
abstraction itself based on B3LYP-LOC, we make the following parameter assignments. For
the oxygen atom (1), we apply the remss parameter 0.08 V (for an infinity to t2g reduction
on the middle of the spectrochemical series). For the cys357 (2) residue, we apply the relss
parameter (-0.04 V) for an anionic sulfur (left spectrochemical series). The corrections for
these atoms agree with those used in our previous work to describe part of the p450cam
correction. We make the approximation that the ligand field created by each of the four
coordinated nitrogens is the same. Furthermore, we identify an aromatic nitrogen atom
as being in the middle of the spectrochemical series. Thus, we stipulate that the correct
DBLOC parameter assignment for these four nitrogen atoms involves the remss parameter
(4*0.08). Finally, we apply a special correction to properly account for radical formation
at C5. The LOC radical delocalization parameters are applied on a per bonded atom
basis. For the lone hydrogen bonded to C5 after hydrogen abstraction, we apply the RH
parameter of 0.52 kcal/mol, and for the two carbons bonded to C5 (C4 and C6), we apply
the RA parameter for bonded atoms in the first and second period, which is 1.65 kcal/mol.
The total DBLOC correction then becomes 0.20 V or -4.5 kcal/mol in the thermochemical
framework.
3.2 Results
3.2.1 P450cam Barrier Calculation
The complete list of computed barriers for both the QM/MM system and the cluster model
with and without dispersion and DBLOC corrections are presented in Table(s) 3.2 and 3.3.
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Method ∆ETS ∆ETS+ZPE ∆ETS+ZPE + DBLOC




B3LYP/LACVP* 22.9 19.4 14.9
B3LYP-D3/LACVP* 18.8 15.3 10.8
Table 3.2: QM/MM computed barrier heights for C-H bond activation in Camphor com-
paring B3LYP and B3LYP-D3 along with DBLOC correction. All energies in kcal/mol






Table 3.3: QM computed barrier heights for C-H bond activation in Camphor comparing
B3LYP and B3LYP-D3 with and without DBLOC corrections using the cluster model. All
energies in kcal/mol
As can be seen in Tables 3.2 and 3.3, the barrier is lowered for both the QM/MM and
cluster models by the use of the larger basis set. The larger basis set may be more necessary
to fully describe the wavefunction at the strained transition state geometry than as opposed
to the reactants and products. The discrepancy with regard to the amount that the barrier
is lowered for the two models (1.9 kcal/mol for the QM/MM model vs. 3.2 kcal/mol for the
cluster model) is less obviously rationalized, although significant enough that there likely is
a systematic explanation.
As can also be seen in Tables 3.2 and 3.3, dispersion lowers both barriers as well,
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although in this case the effect is much larger in the cluster model than in the QM/MM
model. There are a number of potential reasons for this difference. Dispersion stabilizes the
transition state relative to the reactants because it packs the atoms of the substrate and
porphyrin ring in the TS geometry more tightly; the average distance between neighboring
nonbonded atoms is significantly diminished in the TS geometry (which is very similar in
both the B3LYP and B3LYP-D3 calculations). However, the effect is diminished in the
QM/MM model, because the atoms of the substrate move further away from other atoms
of the protein with which they were initially in van der Waals contact in the reactant
geometry. The total change in van der Waals energy is therefore smaller in the QM/MM
environment, because interactions with atoms not present in the cluster model decrease as
the TS is formed, and thus oppose the additional stabilization provided by the TS packing
with the porphyrin ring. This behavior is quantified in Table 3.4, which decomposes the
dispersion interaction into components representing interactions between different groups
of atoms (atoms in the porphyrins, atoms in the camphor, and other 13atoms exclusive to
the QM/MM model). The change in the interactions between the camphor, porphyrin, and
other atoms exclusive to the QM/MM model, when the QM/MM representation is used
as opposed to the cluster model, accounts for most of the difference in the change in the
barrier height.
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Receptor atoms only in
QM/MM model
-0.06 -0.85 -0.98
HEM -0.85 -0.40 -0.84
CAM -0.98 -0.84 0.01
Table 3.4: Contribution of dispersion interactions involving additional receptor atoms not
included in the QM cluster model and the Camphor and HEM groups, to the barrier height.
(B3LYP-D3/LACVP*/LACV3P**)
Figure 3.1: Composition of QM Region for QM/MM investigation. Included in this region
are the heme, camphor, the catalytic water (w903), and the coordinated cysteine residue
(cys357)
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Figure 3.2: Computed TS structures for Camphor C-H Activation showing
B3LYP/LACVP* (2a,left) and B3LYP-D3/LACVP* (2b,right)
Finally, a more detailed analysis of the cluster model reveals significant changes in
structure with and without the van der Waals term. In contrast with our QM/MM study,
where the computed TS structures for both B3LYP and B3LYP-D3 were nearly identical,
in the cluster model there are large differences in the positions of the heme side chains, the
catalytic water, and the orientation of the camphor. These structural changes result from a
lack of environmental constraints in the cluster model, which are present in the full enzyme
active site.
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Figure 3.3: Computed TS structures with full QM based on cluster model of p450cam active
site. The orange structure shows the TS structure computed with B3LYP, while the TS
structure obtained with B3LYP-D3 is shown in cyan.
3.2.2 Effects of DBLOC Corrections on the Barrier Height for Hydrogen
Atom Abstraction in Methane Monooxygenase
Gherman and Friesner75 investigated the hydroxylation of a series of substrates by the
hydroxyl part of a methane monooxygenase (MMO) in a QM/MM study. For methane,
they report an MUE from experiment of 3.2 kcal/mol. This is a reasonable result, but one
that clearly could be improved upon. This system provides another independent test of the
LOC model, in which the reaction barrier is known to good precision from experiment. The
hydrogen atom abstraction reaction is similar to that carried out by p450cam (including the
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PCET aspect of the reaction), however, the ligands of the Fe atom are different, enabling
a straightforward test of the utility of the DBLOC corrections discussed above. If the
correction terms bring the theoretical result closer to 16experiment, this provides further
evidence that DBLOC can be applied to complex systems and yield improvements in redox
potentials.
MMO is a non-heme, diiron enzyme. The catalytically competent species responsible
for activating the substrate C-H bond is a diiron(IV) intermediate, referred to as Q in this
work. A model of Q, taken from ref. 27, is shown in Figure 3.4. The reaction is identical
to that of p450cam and features an Fe(IV)-¿Fe(III) reduction of Fe2. From a ligand field
perspective, Fe2 undergoes a∞ → t2g reduction. Hence, the relss, remss, and rerss DBLOC
parameters are appropriate. In order to apply the DBLOC method to this process, it is
first necessary to properly characterize each
Figure 3.4: A model of the catalytically competent species in methane hydroxylation by
MMO. Taken from Ref 27. Hydrogens atoms are omitted for clarity
ligand. The ligands coordinated to the iron that is reduced are three glutamic acid
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residues (GLU209, GLU144, GLU243), one histadine (HIS246), and a pair of bridging oxy-
gens. The three glutamic acid residues are coordinated through the carboxylate groups.
A carboxylate is identified in the DBLOC model as a ligand on the left side of the spec-
trochemical series. It is the assignment of each ligand on the spectrochemical series that
determines which parameter to be used. Thus, the correction for each of these ligands is
-0.04V. The lone histadine ligand is coordinated through a nitrogen atom, which is identified
as a ligand in the middle of the spectrochemical series, so the remss parameter of 0.08 V is
used. Finally, for the two bridging anionic oxygen atoms, which are located on the right of
spectrochemical series, the rerss parameter of 0.12 V is applied. Thus, the total DBLOC
correction becomes 3*(-0.04) + 0.08+2*0.12 = 0.20eV or -4.6 kcal/mol, where the change in
sign arises from G=-nFE. Finally, we also add an LOC radical delocalization correction for
methane. This radical is delocalized over the three hydrogens on the methyl radical. The
correction for each hydrogen is 0.52 kcal/mol yielding a total of 1.56 kcal/mol. The total
LOC/DBLOC correction for the barrier height becomes -3.05 kcal/mol. The new LOC cor-
rected barrier is lowered from 18.57 kcal/mol by 3.05 kcal/mol to 15.5 kcal/mol, giving an
unsigned error against experiment of 0.1 kcal/mol. We also compute the dispersion correc-
tion for the methyl group to the barrier with Grimme′s DFT-D3 model. In our experience
in developing our own correction scheme for dispersion interactions in DFT, B3LYP-MM,
we found it necessary to exclude 1,3 atom interactions as they are already well described by
the DFT. As the hydrogen abstraction process in MMO features a late transition state, the
distance between the hydrogen and the acceptor oxygen atom is near-covalent in length in
our computed transition state. We explicitly subtract the contribution from 1,3-interactions
involving the abstracted hydrogen atom and the heme molecule. When this is done, the
total dispersion correction to the barrier is small, as expected, lowering the barrier by 1.3
kcal/mol. If this correction is added to the LOC corrected barrier, we obtain a result of
14.2kcal/mol. The absolute deviation against experiment is reduced to 1.2 kcal/mol, which
is now in excellent agreement with experiment; the magnitude of the deviation from experi-
ment is likely fortuitous, but the fact that significant improvement towards the experimental
value is seen is consistent with the other DBLOC results that we have reported. We also
note that the impact of 1-3 interactions involving the abstracted hydrogen in p450cam to
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the total dispersion correction to the barrier were negligible.
3.3 Discussion
The results for p450cam presented above demonstrate that the identification of CPD(I)
as the reactive intermediate for hydrogen atom abstraction and hydroxylation in the P450
catalytic cycle is consistent with the experimental data for the reaction rate. Previous DFT
models overestimated the barrier height, due in great part to errors in the energetics of
the reduction of the heme iron atom by the electron from hydrogen, which is completed
at the transition state (neglect of dispersion also contributed to overestimates in earlier
papers, as noted above). The magnitude of this effect, estimated here to be 4.5 kcal, is
significant. Similarly, the results for MMO yield a 3.1 kcal/mol correction which brings
theory into quantitatively better agreement with experiment. Dispersion will have much
less effect in the case of MMO due to the small size of the substrate (methane has only one
heavy atom) as compared to the camphor substrate in p450cam, the net dispersion energy
of which changes significantly upon moving from the reactant geometry to the transition
state geometry.
These results were obtained without the use of any new adjustable parameters; all of
the parameter values were taken from prior work on the LOC and DBLOC models, and
used as is. There are choices that have to be made regarding atom type assignment, most
importantly for the porphyrins ring nitrogens. Such assignments are the most challenging
aspect of applying the LOC and DBLOC models to new systems. However, they usually
can be addressed by a detailed investigation of the electronic structure, as was done in this
case by performing the Mulliken population analysis. There may be some anionic nitrogen
character in the wavefunction; this would increase the correction term, and thus lower the
predicted barrier, but by a relatively modest amount, which would not lead to inconsistency
with experiment. For MMO, there are no such ambiguities, and the results can be regarded
as a well-defined test of the methodology, one that yielded a quite successful outcome. While
many more such tests will be required to fully validate the LOC/DBLOC correction scheme,
these results, in combination with a similarly successful application to TiO2 nanoparticles
49
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provide an encouraging starting point. We also note that uncertainty in the DBLOC
parameters is small. For example, the error in the paramters is estimated at 100-200mV
as reported in the redox work53. It is unlikely that the error in the parameters will be the
dominate source of error in the corrected DFT calculation.
Application of the DBLOC model can be a tedious task requiring careful assignment
of each ligand-specific parameter. At the time of this work, this process had not yet been
automated in Jaguar. However, automatic DBLOC parameter assignment has been imple-
mented in current releases of Jaguar1 and Qsite77.
3.4 Computational Methodology
All QM/MM calculations in this work were performed with the Qsite electronic structure
program of Schrodinger, inc. Qsite is a general-purposed QM/MM program combining the
Jaguar electronic structure program with Impact, a molecular mechanics program. All QM
calculations were performed using Jaguar v.8.0.
3.5 Supporting Information
Cartesian coordinates for initial and optimized geometries, Mulliken populations, Jaguar
control parameters, and free energies are available, free of charge, as supporting information,
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Chapter 4
Pairwise loop prediction with the
Protein Local Optimization
Program (PLOP)
Abstract: Computational modeling has become a standard tool in structure-based drug
design protocols, offering unique insights into ligand binding and receptor activation and
deactivation, and can be used to provide structural models of the binding site when the x-ray
crystal structure is not known, using the solved structure of homologous protein(s). Over
the past decade, our group has developed the program PLOP (Protein Local Optimization
Program) to refine protein models, by predicting the structure of individual loops one at
time. This approach is not suitable for regions containing strongly interacting loops. In this
work, we present a novel algorithm for modelling inter-loop interactions within the PLOP
program.
4.1 Introduction
The role of computational modeling in small-molecule drug design has grown considerably
over the past few decades, facilitated by increasingly powerful computational resources78–80,
improvements in core methodology, and equally important, vast increases in structural
and functional data provided by experiment. While structural models of various levels of
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resolution find use in computational studies today, generally an all-atom representation
of the system is crucial for obtaining good quantitative agreement with experiment. The
earliest known crystal structure of a biomolecule was that of Myoglobin in 1958, by Kendrew
et al81,82. Not long after, in 1971, the Protein Data Bank was established at Brookhaven
National Laboratory as a common database of solved structures12. As of this writing,
there are more than 80,000 deposited structure in the PDB, of which more than 60,000
are structures of proteins. The PDB does not, however, provide complete coverage of the
human protenome, with more than 50% of PFAM protein families without a single crystal
structure representative in the PDB.83 When the structure of a target protein is unknown,
a reasonable model, suitable for computational modelling can often be generated using
the structure of a related protein. Computational modeling of a target without a solved
crystal structure must begin with the construction of a reasonable model, using structural
data from related proteins. This is done by performing a sequence alignment. One can
separate this problem into two steps, construction of an initial model using sequence-based
alignment of related structures, and the refinement of the initial model. Regions of high
sequence homology between the target and template protein can be expected to be better
conserved than regions of poor sequence identity. In our experience, a sequence identity
of 40% represents the minimum threshold for which accurate models can be constructed
using a two strep construction and refinement protocol. Regions of poor sequence identity
typically require iterative refinement in order to identify the native conformation. The
sequence alignment may reveal gap regions in the target or template regions that can only
be resolved insertions or deletions in the construction of the model. In the case of an
insertion, frequently, a region of the target protein must be predicted without any structural
information from the template. In this scenario, it becomes necessary to exhaustively
sample the possible paths the structure can take through space in order find the native
conformation.
4.1.1 Loop Prediction with PLOP: Overview
Over the past decade, our group has maintained and developed the Protein Local Optimiza-
tion Program (PLOP)84–86 for refining protein models through prediction of side chains and
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loop conformations. The PLOP loop prediction protocol has origins in previous work by
Moult and James, who were among the first to apply a combinatorial search through a
discrete library of protein torsion space, and that of Brucculeri and Karplus87, where the
all-atom CHARMM forcefield was used to score loop candidates. The loop prediction proto-
col begins with the identification of the bounds of the loop, in sequence space. For this, we
rely on both sequence and structure based secondary structure predictions with programs
such as SSPRO and DSSP88,89 which reveal continuous secondary structure elements. For
our purposes, the secondary structure of a protein can be divided into alpha helices, beta
strands, and disorganized loop regions. Every amino acid residue in the polypeptide chain
not represented by a helix or a strand, is considered to be in a loop region. These regions
are generally not as well conserved between related proteins as strands and helices, so we
focus on the structures of these loop regions. In non-native environments, it is generally
necessary to sample surrounding side chains, in addition to the atoms of the loop. PLOP
also contains a method for iterative side chain prediction85. This protocol has been well
described elsewhere and will not be discussed again here. Hence the refinement problem is
reduced to the problem of repredicting loops in poorly conserved regions of sequence space.
Rather than bias the prediction toward the input geometry, PLOP completely ignores all
structural information of the original loop, and exhaustively samples, using a tree-based
search, the space for the loop backbone using a dihedral library binned at a specified res-
olution. During the initial buildup phase loops are built-up residue by residue. Rather
than building loops from a single end, half-loops originating from each loop termini is con-
structed. Half-loops are then combined, in a combinatorial fashion, subject to a closure
criterion, in order to form candidates for the entire loop backbone. Candidates are clus-
tered by center of mass and undergo side chain addition, in a self-consistent manner. The
resulting candidate loops are minimized using a conjugate gradient minimizer and a custom
implementation of the all-atom OPLS force field90,91. Solvation is handled with a variable-
dielectric, surface-generalized born (SGB) approach. The minimized candidate with the
lowest all-atom energy is selected as the predicted conformation of the loop. In addition
to predicting the side chains of the loop, we typically augment the procedure slightly and
also predict the full set of possibly interacting side-chains in the environment. However,
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interacting loop regions in the environment are not sampled, an issue that is addressed in
the present work.
The PLOP loop prediction protocol has been successfully validated for loops between
five and seventeen residues in length, spanning several separate studies. In one such study,
performed by Jacobson and Friesner, the first PLOP publication18, a total of 833 loops
between four and twelve residues in length were predicted. The complexity of the problem
can be expected to increase with the length of the loop, generally. For the five-residue
loops tested, the average backbone RMSD to native was 0.42Å. Similarly, for the 8-residue
loops, the authors report a backbone RMSD of 1.00Å, and 2.47Åfor a set of 11-residue
loops. We contend predicted loops within 1Å(backbone RMSD) are sufficient for modelling
calculations. Since this initial study, loop prediction with PLOP has benefited from a
number of developments to the methodology and underlying energy function. One key
improvement involved the development of an iterative protocol for combining many PLOP
calculations together to refine candidate loops from previous calculations and to vary the
loop bounds to allow for more focused sampling on the interior of the loop while keeping
the ends fixed. Theses stages are referred to as Ref and Fix states, respectively. Other
improvements include the incorporation of a variable internal dielectric in order to more
adequately describe the changes to the energy upon solvation. These improvements, and
many others, have allowed for the PLOP loop prediction protocol to be successfully extended
to longer loops. In a second, high-throughput study, by Zhu and Friesner85, PLOP was
validated on native loops between 11 and 13 residues in length. The results, which showed
an average RMSD of 1.15Åfor 12-residue loops, 1.15Åfor 12-residue loops, and 1.25Åfor
13-residue loops, demonstrate the ability for PLOP to accurately predict longer loops in
their native environments. Additionally, a segment library was developed in order to allow
for sampling longer loops by performing dipeptide buildup, enabling PLOP to be applied to
even longer loops. In a separate study by Zhao and coworkers86, loops as long as 17-residues
in length were predicted correctly with PLOP. These studies demonstrate the ability for
PLOP to predict loops of variable length with reasonable accuracy in native, crystal protein
environments. With the use of specialized dihedral libraries, PLOP has been extended
beyond ”pure” loop regions to loop regions containing some small amount of embedded
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secondary structure92 In order to properly validate PLOP as a solution for refining protein
models, we needed to test the protocol on loops in non-native environments. Recently,
PLOP has been applied to the refinement of several GPCR homology models93,94. In one
instance, the authors were able to successfully repredict the long ECL2 loops in the human
β-2 adrenergic receptor. Thus, the PLOP loop prediction protocol has proven quite adept
structure prediction of interacting loops. The protocol does, however, make the assumption
that the loops one wishes to predict are non-interacting, save for side chain interactions. If
the backbone atoms of two loops are sufficiently interacting, say in the form of a hydrogen
bond or salt bridge, it is not clear if our loop prediction protocol would reliably generate
native-like predictions.
4.1.2 Interacting Loops in Histone deacetylase 8
While much of the validation of PLOP has been performed on native structures, the success
of GPCR homology model refinement suggests that PLOP can be suitable for this purpose as
well. In lieu of any high-throughput study on homology model refinement with PLOP, it is
unclear whether PLOP in its current form is sufficient to address these, more complicated
situations. While working on homology model refinement for a series of proteins in the
Histone deacetylase family, we encountered an unusual active site in HDAC8. The Histone
deacetylase family of enzymes are responsible for removing acetyl groups from Histones,
inhibiting transcription95,96. This active site is dominated by seven loops that are proximate
to the crystallized ligand. This situation is illustrated in Figure 6.1 (top). There are
seven distinct loop region in this particular active site. A closer inspection at the pairwise
interactions between the loops reveals backbone hydrogen bonding. Figure 6.1 (bottom)
shows the formation of a backbone hydrogen bond between residues on loops 2 and 7.
Efforts to refine homology models of HDAC8 have proven difficult with PLOP. Even with a
dedicated library for loops containing an embedded helix, PLOP struggles to repredict the
key loop. The PLOP prediction has an RMSD to native of 3.06Å. This loop, which contains
an embedded helix, is also poorly predicted in another study reported in the literature97.
Single-loop refinement may be ill-suited for such a scenario.
In this work, we set out to answer a couple of question related to backbone interactions
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between neighboring loops. First, how frequently are such situations observed in the PDB?
Second, is the single-loop prediction protocol in PLOP sufficient to successfully predict
pairs of loops? That is, are the interactions between the loops important enough that the
assumption of independence is invalid? We discover, after searching the Protein Databank
(PDB), that these scenarios are reasonably common. Furthermore, we demonstrate that
backbone hydrogen bonding between loops can prevent PLOP from making native-like
predictions. Finally, we introduce our solution to this problem, the multiple loop algorithm
for PLOP and discuss its performance on a modest test set culled from the PDB.
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Figure 4.1: The HDAC8 active site (top) Backbone Hydrogen bonding between two HDAC8
loops
4.2 New Algorithm for Multiple Loop Prediction
The PLOP protocol has proven adept at reproducing highly native-like structures (≈1Å)
for individual loops in native, crystal protein environments. The remarkable success of
the PLOP single-loop prediction method implies that, for the cases evaluated, backbone
interactions involving the residues of the loop and those of environment were either not
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particularly strong, or that the surrounding backbone was sufficiently native-like to facilitate
accurate loop prediction. As most of the validation studies on PLOP had involved the
prediction of a single loop in its native, crystal environment, we lack sufficient data to
answer that question. Based on our work, it is clear that interactions with nearby side-
chains are crucial when performing loop prediction, but it is unclear whether interactions
with the surrounding backbone are important, and how frequently this situation arises in
nature. We conducted a search for these kinds of pairwise loop-loop interactions in the PDB.
We restricted the search to high-quality structures with crystal resolution no worse than
2Åand R-factor below 0.25. Additionally, in order to avoid biasing our analysis with over
represented sequences in the PDB, the set of structures considered was chosen so that the
mutual sequence similarity between any two structures was no greater than 50%. Dunbrack
and coworkers maintain an up-to-date list of structures, culled from the PDB, that meet
these criteria, created by the PISCES program, available for download. We utilized their
list for our search, which contained 14,239 protein structures. From these structures found
loop regions using the DSSP secondary structure prediction program, and screened-out
loops that were smaller than five residues in length or greater than eleven. We then mined
these loops for potential backbone, loop-interactions, defined by the presence of one or more
hydrogen bonds. The hydrogen bond criteria used to evaluate interactions were twofold- a
bond length not exceeding 3.2Å, and an DAH angle of ≥ 120 degrees, which is comparable
to similar cutoffs used in the literature98. The search over this list yielded some 5000 pairs
of interacting loops. From this list, a small test set was created of 18 pairs of loops, or 36
individual loops, in order to test the importance of these interactions.
4.2.1 The Deletion Test
In order to test the importance of these interactions we conducted single, independent
loop predictions with PLOP in the native protein environment and compared these results
to calculations performed on one loop, with its partner loop deleted from the structure.
While this sort of test can address the independence of two loops, one could easily propose
more sophisticated tests such as the use of a perturbed native structure in lieu of outright
deletion. However, how to systematically sample many different perturbed structures is
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unclear, and is not relevant to our question. Additionally, this approach would suggest ab
initio sampling of at least one loop in an interacting-pair is unnecessary, as it is already in
a sufficiently native-like conformation. If both loops, for example, represent insertions in
the homology model, this assumption is unlikely to be true. In the deletion test, the space
of a loop is expanded to include the space of its partner, which in the case of two loops in
close proximity, can greatly expand the space that must be sampled during PLOP buildup.
Given how important side chain interactions have proven to be for loop prediction we also
repredict the surrounding side chains of the loop that is deleted, allowing them to lose their
memory of the loop structure.
Our early results using the deletion test described above were inconsistent. Based on
these results, we set out to create a new protocol for predicting multiple, interacting loops.
Like the deletion test, this new method would sample the full space of each loop in the
absence of its partner, but side chain addition and minimization with our all-atom energy
model would incorporate clustered conformations from both loops, allowing for inter-loop
interactions to be properly considered. Sampling the space of two more loops presented
the greatest challenge at the outset. The sampling problem can be considered solved,
when a loop conformation sufficiently close to the global minimum of the all-atom potential
energy surface is reliably among the list of candidates retained for side chain addition and
minimization. For single loop prediction with PLOP, owing to memory constraints, we can
only store a limited number of loop backbone conformations. On a Linux machine with
4GB of ram, we are limited to on the order of 100,000 candidates. For a 10-residue loop,
with only 2 possible angles for each backbone angle, we produce over a million loops. Even
if we could store all of these loop candidates, we would still have to preform side-chain
addition and minimization on each. The side-chain addition and minimization step is the
computational bottleneck of the program. On a single processor core, only fifty to a hundred
backbone conformations can undergo minimization and side-chain addition in 24-hours.
There are two possible ways to overcome the limits of the computational resources. One is
to screen out, on the fly, bad conformations that are very unlikely to produce reasonable
energies. During loop buildup, many candidates can be eliminated due to steric clashes
with the loop environment. We have developed a parameter for screening according to
CHAPTER 4. PAIRWISE LOOP PREDICTION WITH THE PROTEIN LOCAL
OPTIMIZATION PROGRAM (PLOP) 62
steric overlap, known as the OFAC factor, a pairwise atomic parameter, which is a function
of the individual atomic radii and interatomic Cartesian distance. Another approach to
overcome the limits of the computational resources available is to retain a diverse set of
loops as possible after buildup. In PLOP, we accomplish this by building up loops at a low
library resolution and gradually increasing the library resolution until a reasonable number
of loops are created and building up half loops from both termini. Considering the costs of
single-loop exhaustive buildup, extending this procedure to multiple loops presents a more
challenging proposition.
A protocol for multiple loop prediction based on the deletion test described here would
be far too costly an approach due to the combinatorics of the problem. Considering only 100
clusters for each loop in a pair of possibly interacting loops, one would have to perform side-
chain addition and loop minimization, the most expensive part of the PLOP algorithm, on
the order of 10,000 conformations of the pair, generated by selected one candidate from each
loop. In that case we could expect that by doubling the number of residues predicted, lets
say by predicting two small loops of seven residues, the cost of predicting the two together
would be ≈50x greater than the cost of predicting each loop separately, which would only
be twice the cost of a single loop prediction. The real situation, thankfully, it considerably
more promising. When the spaces of the loops are completely independent, then one faces
the true combinatorical explosion described above. However, in the event that the loop
backbone atoms are interacting, the spaces would not be expected to be independent of one
another. We would expect in this case to be able to throw out many combinations of loops
for steric clashes and difficulties placing the combined side chains of the loops. Below, we
describe our implementation of a deletion-based approach to simultaneous loop prediction
that achieves success largely due to the high degree of interaction between the spaces of the
two loops that helps prevent combinatorical explosion.
4.2.2 Multiple Loop Algorithm Phase 1: Loop Buildup
We now proceed to describe our implementation of a multiple loop algorithm for prediction
of interacting loops with PLOP. We will describe pairwise loop prediction in this work, but
the algorithm has been implemented generally, and can be applied to any number of loops.
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In the first phase of the protocol, loop buildup is performed in the absence of the other
loop. Rather than completely deleting the coordinates, which would present a significantly
greater technical challenge, all one atom screening tests are turned off for the backbone and
side chain atoms of the partner loop. As no energies are computed during buildup, as the
structures lack side chains at this point, the only influence the environment can have on
the structures generated is in the form of these one atom screening functions. Thus, by
disabling these screening functions, we effectively exclude all structural information about
the partner loop during loop buildup. The loops generated during buildup are subject to
all of the usual tests, including closure, and then are clustered. This process is repeated
for the partner loop. Originally, we would take these cluster representatives for each round
of loop buildup and continue to the next phase. However, we discovered that we could
achieve superior sampling of the combined loop region if we performed a sanity check on
these structures, to ensure that each representative was compatible with at least one of the
representatives of the other loop. It is not difficult to imagine a scenario where a loop is
built, without any consideration for the placement of a second, neighboring loop that makes
it simply impossible to place the neighboring loop. In other words, that such a conformation
would be incompatible with any structure we could generate for the partner loop with our
exhaustive approach. Figure 4.2 presents an illustration of this type of screen. The structure
in orange represents a single conformation of one loop from buildup. In purple, the various
conformations of it partner loop are presented. While the loop candidate appears to clash
with many of the saved conformations of the second loop, there exist several which manage
to avoid any kind of clash. Thus, the orange structure would pass this screen.
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Figure 4.2: Several candidates for a single loop generated by PLOP (purple) clash with the
selected conformation of a second loop (orange).
This structure, or a similar cluster representative, could survive the first phase of the
protocol only to be thrown out during the multiple loop screening phase, diluting our
sampling of this loop region with junk structures. To prevent this from happening we
perform buildup for each loop twice. In the first round, we perform normal buildup, and
simply save the cluster representatives at the end. In the second round, each closed loop
is subject to an additional neighbor loop screen. If a conformation is incompatible, due to
steric clashes, with each of the stored cluster representatives of the neighboring loop from
the previous round, it is discarded, allowing us to focus our sampling on more reasonable
structures, instead.
4.2.3 Multiple Loop Algorithm Phase 2: Screening and Scoring
The structures saved as cluster representatives from the second round of buildup for each
loop represent the candidates for each loop. They are then combined combinatorically to
produce n-loop conformations. These conformations are subject to inter-loop screening for
steric clashes. We incorporate another useful screen here developed by Miller which uses
the distance between c-beta atoms of neighboring residues to determine whether it will be
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possible to generate reasonable conformations for their respective side chain atoms. The
structures from loop buildup in PLOP do not have side chains added at this point. This
screen allows us to rule out backbone conformations if it will be unlikely to be able to place
the side chains in a reasonable position. A global lookup table was generated once for the
entire PDB that contained the minimum distance between cbeta atoms for a particular pair
of residues, such as ASP-ARG. We check every Cβ atom on the first loop against every
Cβ atom of the partner loop to ensure that the distance is greater than the value recorded
in the table. The conformations that survive inter-loop screening are then passed on for
side chain addition and minimization. Here the side chains lists of both loops, including
possible additional side chains are added and the entire loop undergoes the full all-atom
minimization. The loop with the lowest all-atom OPLS energy becomes the final structure
predicted by the program.
4.2.4 Modifying Iterative PLOP protocol for multiple loop prediction
The current PLOP protocol involves a series of loop predictions performed iteratively to
achieve maximum sampling. There are two types of PLOP calculations that are performed.
The first is a refinement state (Ref Stage) where an input loop is refined by restricting
sampling to just those loops with a backbone RMSD to the input loop that is less than or
equal to a given value. The second type of calculation is called a Fixed Stage (Fix Stage).
In a fixed stage, we fix a certain number of residues at the end of the loop, performing a
loop prediction of the interior of the loop. A sliding window is used with various numbers of
residues held fixed in order to permit focused sampling on different parts of the loop. These
stages are combined with Ref Stages in a wrapper protocol known as MetaPlop. Here, we
modify the wrapper protocol to allow for multiple loops. This involved slightly modifying
the Fix Stages, so that the number of residues held fixed was applied to the ends of each of
the loops being predicted in separate calculations. This is illustrated in Figure 6.1. For the
first fixed stage (Fix1), (Figure 6.1, top) two calculations are needed. In the first calculation
the beginning residue is held fixed, while the remaining residues are sampled. In the second,
the terminal residue is fixed while all of the residues preceding it are sampled. This is easily
extended to multiple loops as is demonstrated in Figure 6.1 (bottom). For two loops, we
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have four endpoints for the loop. We simply need one calculation for the beginning and end
of each loop. This yields a total of four calculations, demonstrating that as the number of
loops predicted doubles, the number of fixed stages doubles.
Figure 4.3: PLOP calculations needed for a Fixed 1 Stage (Fix1) for a single six-residue
loop (top) and two six-residue loops (bottom)
4.3 Results
4.3.1 Overview
In the preceding sections, we have described the PLOP loop prediction protocol for predic-
tion of individual, contiguous, loop regions. We have also discussed a new procedure for
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predicting multiple, potentially interacting, loops, which we shall refer to as the multiple
loop algorithm. This section will present the results of loop predictions on our training set of
18-pairs of loops culled from the PDB using the single loop prediction in the native crystal
environment, the deletion test previously described and our new multiple loop algorithm.
In order to test the independence of the pairs of loops in our training set, we perform the
deletion test described in a previous section, where each loop is predicted in the absence of
its partner. Loop predictions using the deletion tests yielded an average backbone RMSD
of 2.00Å. This result, which is significantly worse than our standard native loop prediction
tests, presents strong evidence that the loops are, in fact, interacting. Errors as high as
8Åare manifested using this protocol, suggesting that in certain cases pairwise backbone
loop interactions can play an important role in loop prediction. Examining the results on
a case-by-case basis, it is clear that they fall into three categories. The first category was
defined by pairs of loops where the deletion protocol yielded predicted loops of similar qual-
ity to prediction in the native, unperturbed environment. In these cases, it is possible that
the interaction between the loops was not as strong as expected. Alternatively, the loop
may be sufficiently anchored by other protein contacts that together play a greater role in
determining the native loop conformation. The second category consisted of loops where
one of the two loop predictions failed to reproduce a native-like final structure when its
partner was deleted, but its partner could be predicted accurately without the first loop
present in the structure. Finally, some of our cases fell into a third category where neither
loop of the pair could be accurately predicted with the PLOP protocol when its partner
loop was deleted. The results suggested, however, that interactions between loops can be
strong enough to cause localized approach to loop refinement, such as the current PLOP
protocol, to fail. for PLOP. The average backbone RMSD-to-native for 11 of the 18 cases
are summarized in Table 4.1. At the time of this writing, the latest results, featuring new
improvements in the code, are not available for all 18 cases, as they are still running. The
multiple loop results, in some cases, reflect a few rounds of iterative sampling, and will
likely improve before finishing. Final results for all of these cases will be collected and
released in an forthcoming publication. In order to isolate the effect of loop interaction on
loop prediction, we began by simply running PLOP on each loop independently, with its
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partner loop in the exact native conformation. Of the 11-pairs of loops evaluated all were
predicted to better than 1.5Åin their native environment. This is line with expectations
based on previous high-throughput validation studies on PLOP, and rules out issues with
the crystal structure.
Average RMSD of Deletion Test Average RMSD of Multiple Loop Algorithm
2.0Å 1.1Å
Table 4.1: Summary of Results for Deletion Test and Multiple Loop Algorithm
4.3.2 Results of the Deletion Test
In order to test the independence of the pairs of loops in our training set, we perform the
deletion test described in a previous section, where each loop is predicted in the absence of its
partner. Loop predictions using the deletion tests yielded a backbone RMSD of 2.0Å. This
result, which is significantly worse than our standard native loop prediction tests, presents
strong evidence that the loops are, in fact, interacting. Errors as high as 8Åare manifested
using this protocol, suggesting that in certain cases pairwise backbone loop interactions can
play an important role in loop prediction. Examining the results on a case-by-case basis,
it is clear that they fall into three categories. The first category was defined by pairs of
loops where the deletion protocol yielded predicted loops of similar quality to prediction
in the native, unperturbed environment. In these cases, it is possible that the interaction
between the loops was not as strong as expected. Alternatively, the loop may be sufficiently
anchored by other protein contacts that together play a greater role in determining the
native loop conformation. The second category consisted of loops where one of the two loop
predictions failed to reproduce a native-like final structure when its partner was deleted,
but its partner could be predicted accurately without the first loop present in the structure.
Finally, some of our cases fell into a third category where neither loop of the pair could
be accurately predicted with the PLOP protocol when its partner loop was deleted. The
results suggested, however, that interactions between loops can be strong enough to cause
localized approach to loop refinement, such as the current PLOP protocol, to fail.
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4.3.3 Results of the Multiple Loop Algorithm
Unlike the loop deletion method described in this work, the multiple loop algorithm as
implemented in PLOP, explicitly incorporates structural information of the partner loop
during side chain addition and minimization obtained from loop buildup. This method
is suitable for cases where inter-loop interactions are important, as indicated by a failure
in the deletion test. For most of the cases investigated in this work, the conformational
spaces of the two loops are overlapping based upon a non-zero amount of conformations
that are screened-out due to steric clashes. A number of enhancements have been made
to our multiple loop protocol and we present the latest results here. In some cases, the
calculations are still undergoing iterative refinement. Compared with the standard deletion
test, the average RMSD of 11-pairs of the 11-pairs of loops is reduced from 2.0Åto 1.1Å. The
significant improvement in performance suggests that this approach manages to capture the
loop interactions while maintaining a similar quality of sampling compared with each loop
individually. We discuss, in greater detail, a few specific cases below.
4.3.4 Test Case #1: 1PTF
The first test case to be discussed in greater detail is a structure of the Phosphotransfer
protein, HPR,from Streptococcus faecalis, and has PDB ID: 1PTF99. The solved crystal
structure of 1.6Å. The first loop predicted, Loop A, was six residues in length (Loop Bounds
A:54-A:59). The second loop, LoopB, was eight residues in length (Loop Bounds A:8-A:15).
The structure of these two loops are presented in Figure 4.4, below.
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Figure 4.4: Backbone hydrogen bonding between Loop A (green) and Loop B (orange) in
1PTF
As shown in Figure 4.4, a backbone hydrogen bond is formed in the native structure
between Loop A (green) and Loop B (orange). The hydrogen bond, occurring between
residue A:55 on Loop A and A:14 on Loop B, is 1.81Å, and can be expected to be rather
strong. Despite this apparent strong hydrogen bond between the two loops, given their
short length, it is unclear whether the the loss of the hydrogen bond would be enough to
prevent PLOP from making native-like predictions for both loops. The deletion test for
this pair of loops was performed in order to test the importance of this hydrogen bond on
loop predictions with PLOP. Figure 4.5 illustrates the dramatic impact of deletion of the
partner loop when predicting Loop A (Fig. 4.5, left), or Loop B (Fig. 4.5, right).
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Figure 4.5: PLOP predictions of Loop A without Loop B (left) and Loop B without Loop
A (right) in 1PTF
In their original, native environments, PLOP accurately predicts both loops to better
than 0.5Å RMSD. When Loop A is deleted, the RMSD for the PLOP prediction of Loop
B increases to 1.60Å. Similarly, when Loop B is deleted, the PLOP for Loop B predictions
worsens to 4.34Å. This dramatic loss of prediction accuracy suggests that, interactions
between the two loops, particularly the backbone hydrogen bond, are likely crucial in stabi-
lizing the native conformations. Having demonstrated the importance of these interactions,
we will now turn to the test of the multiple loop algorithm described in this work. When
both loops are predicted together with our new protocol, the PLOP predicted conformations
recover the native-like accuracy observed during predictions in the native environment. The
predicted conformations for each loop are shown in Figure 4.6.
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Figure 4.6: PLOP predictions of Loop A and Loop B in 1PTF with new multiple loop
algorithm in PLOP
4.3.5 Test Case #2: 4JB3
The first test case examined featured two relatively short loops. Now, we turn to another
example, entitled Crystal structure of BT 0970, a had family phosphatase from bacteroides
thetaiotaomicron. (PDB ID: 4JB3). The pair of loops selected for this case consisted of
Loop A, which spanned eight residues (A:82-A:88) and Loop B, which spanned ten residues
(A:8-A:17). Compared with 1PTF, which featured a single strong hydrogen bond, in this
case, there are two, longer (weaker) hydrogen bonds. The structures of the two loops, along
with the hydrogen bonds, are illustrated in Figure 6.4.
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Figure 4.7: Backbone hydrogen bonding between Loop A (green) and Loop B (orange) in
4JB3
As with the previous test case, we performed a deletion test to test the independence of
the two loops and the strength of their inter-loop interactions. Figure 6.5 shows the results
of the deletion test, with PLOP prediction of Loop A in the absence of Loop B (left) and
LoopB in the absence of Loop A. The impact of deletion in this case is not as dramatic as
it was in 1PTF, which might be due to weaker hydrogen bond interactions. When Loop A
is predicted in the absense of Loop B, the RMSD becomes 1.14Å. For prediction of Loop
B without Loop A, the RMSD rises to 2.22Å. This is demonstrated in Figure 6.6.
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Figure 4.8: PLOP predictions of Loop A without Loop B (left) and Loop B without Loop
A (right) in 4JB3
We also ran the multiple loop protocol developed in this work for 4JB3. When the two
loops are predicted together in this way, more native-like conformations for both loops are
produced. With the multiple loop approach, both loops are predicted to better than 1Å.
Figure 4.9: PLOP predictions of Loop A and Loop B in 4JB3 with new multiple loop
algorithm in PLOP
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4.4 Future Work
In this work, we have demonstrated the existence of interacting pairs of loops in the PDB. A
simple approach for refining loops with our localized loop prediction protocol with PLOP,
where loops are predicted independently of each other, fails to find reliable, native-like,
conformations for each loop. In order to address this type of situation, we have developed a
new algorithm for predicting multiple, interacting loops, with PLOP. This code is built upon
the PLOP codebase, and its success is linked to the performance of the PLOP loop buildup
code and energy model. The PLOP buildup program is currently under active development.
There is hope that advances in buildup will enable extension of the protocol described in this
work to more loops. Applications of multiple loop prediction include induced fit docking,
where only side-chain movements have been considered to date. Returning to our HDAC
refinment problem, the current limitations of the PLOP buildup code prevent us from
treating larger interacting loop regions as would be needed in the case of the loop-helix-
loop in HDAC8. Taking that region together with another nearby small loop would result
in a region of 30-residues, which is presently beyone what can be reasonably sampled with
the PLOP buildup code.
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Chapter 5
Development of next-generation
ligand docking method WSCORE
with application to MCL-1
5.1 Introduction
The earliest phase of the small-molecule drug discovery process involves screening many
different compounds for binding affinity toward the target receptor. Given the scope of
synthetic and natural chemical space, finding such candidate molecules constitutes a signif-
icant challenge. It is not uncommon for compound libraries to exceed one million distinct
compounds. Ordering and evaluating and entire library of compounds experimentally for
binding affinity to the target receptor is expensive and largely unfeasible. Over the past
few decades, computational, physics-based tools have emerged that are capable of predict-
ing the change in free energy upon ligand binding to a receptor. These methods generally
require a high-quality, all-atom representation of the receptor active site, which is generally
taken from crystallography calculations. These methods vary in complexity, execution time,
and accuracy, and can be simulation based or not. Among the most expensive methods is
free energy perturbation (FEP). In FEP methods, a perturbation to a reference ligand is
introduced gradually to the potential energy function over a series of simulation windows.
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Such a calculation, using the implementation provided by the Schrödinger Suite3,4,100 will
typically require 24-hours of time on eight graphics processors running Linux. FEP and
other simulation-based methods are ideal for refining and optimizing a lead compound, but,
given their computational cost, are not suited for screening large libraries of compounds.
Docking methods, on the other hand, are capable of rapidly scoring compounds, and offer
a good balance of cost and performance for virtual screening purposes. Unlike more ex-
pensive simulation-based methods, knowledge of the the ligand pose is not necessary for
a docking calculation. Docking methods identify and score many poses for a given ligand
rapidly using a well-tested force field. In this chapter, we will describe a widely used docking
method in industry, GLIDE9,10, and the next generation scoring function, WSCORE which
shows great promise for improving the accuracy of docking methods. The key physical in-
sight motivating the development of WSCORE has been the recently discovered role of the
active-site solvent geometry in ligand binding11,100. WSCORE introduces a number of new
penalty terms in order to help distinguish active compounds from decoy compounds. Start-
ing from ChemScore to Glide Standard-Precision to Glide Extra Precision to WSCORE, we
will show a progressively superior model for rewarding and penalizing ligand poses based
on interactions, or lack thereof, with solvent. WSCORE, which will be fully described in
a forthcoming publication, has been successfully applied to a docking study on the Kappa
Opioid Receptor (KOR), where two key, structural waters had been previously identified by
Watermap studies101. At the end of this chapter, we discuss a successful new application
of WSCORE to a virtual screening study on MCL-1.
5.2 The Glide Docking Program
When the GLIDE was first introduced by Friesner and coworkers in 20039,10, docking meth-
ods were already in widespread use in industry. The most common methods at the time
included GOLD8, Flexx102, and DOCK7. While each of these methods provided a compu-
tational tool to evaluate ligand binding rapidly, accuracy limitations prevented any of them
from being considered a robust solution to the problem. The extensive sampling algorithm
in Glide provided a significant increase in accuracy compared with these methods. Glide
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was shown to be roughly twice as accurate as with Gold or Flexx. The first step in the Glide
docking protocol is the identification of possible bound ligand conformations in the active
site of the receptor. Steric clashes between atoms of the ligand and the receptor will typi-
cally block most possible conformations, leaving a much smaller number of conformations
to actually score. In order to enumerate all of these conformations, Glide uses an exhaustive
search methodology which is capable of considering all possible discretized translations and
rotations of the ligand in the active site. Exhaustive sampling in this way is guaranteed to
contain the best scoring conformation subject to the limits of the discrete limit of the grid
space. In Glide, the search is performed on a receptor grid, whose gridpoints are not simply
points in Cartesian space, but rather many different properties of the receptor. Without
something clever, however, to reduce the number of grid points, this problem suffers from
a combinatorial explosion as one must consider combinations of all possible values of each
property. The key observation in the Glide methodology use a series of hierarchical filters
in order to quickly focus the search on regions of the grid more likely to yield better scores.
Also key, is to arrange the hierarchy so that the less expensive tests are performed early
in the process, so that the number of grid points subject to the more expensive tests are
minimized. This is well illustrated in Figure 5.1, below.
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Figure 5.1: Analysis of poses with Glide SP, a hierarchical set of filters
After generation of the receptor grid, a hierarchical search is performed on this mul-
tidimensional phase space in order to identify poses for scoring. The first attribute used
to identify a promising subset of compounds is the ligand torsional scan. This scan com-
putes the contribution of each torsion to the computed potential energy and returns a set
of minima that are selected to continue. This initial set of conformations is then subject to
minimization using modified version of the OPLS force field followed by additional screen-
ing, such as a diameter test, which can throw out conformations which are unable to fit in
the receptor. The remaining poses are scored using the Glide SP scoring function, described
below.
5.2.1 The ChemScore Scoring Function
Both standard-precision Glide (Glide SP)9,10 and Extra-Precision Glide (Glide XP)25 are
based on a simple scoring function developed by Elgridge and coworkers called Chem-
Score103 to score and rank poses.
The key terms in this expression are a lipophilic term, which runs over all pairs of
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hydrophobic atoms, a hydrogen bonding term, metal-ligand interaction term, and a term
based on the number of rotatable bonds in the molecule. The hydrophobic term can be said
to implicitly address the favorable contribution to ligand binding caused by the displacement
of active site water molecules by the ligand. This can be understood by carefully thinking
about the bound and unbound states. In the unbound state, space-filling water molecules
are unable to form any hydrophobic contacts with the generally hydrophobic pocket. This
situation is illustrated in Figure 5.2. When the solvent molecule is displaced by one or more
hydrophobic ligand atoms, hydrophobic interactions are formed with the receptor. The
model used in ChemScore is simply a function of the pairwise distance of two hydrophobic
atoms. This simple model fails to fully address the source of binding affinity associated
with the liberation of so-called high-energy water molecules. One can imagine a situation
where a water molecule is in close proximity to a set of hydrophobic atoms, but they are all
positioned on one-side of the water, leaving the other side available for favorable interactions
with the water. This situation should be qualitatively superior to the situation where the
hydrophobic atoms completely surround the water molecule, preventing the water from
making any favorable interactions with nearby solvent or polar groups. In the second, we
would expect a larger contribution to the binding affinity than in the former. In other
words, the spatial arrangement of the hydrophobic contacts, in addition to the relative
distance, contributes to the actual binding affinity of the ligand. This deficiency is addressed
with GlideScore, the scoring function behind the Glide program. Another key term in the
ChemScore function is the hydrogen bond term. Here, both the interatomic distance (r)
and the donor-hydrogen-acceptor (DHA) angle contribute equally to the hydrogen-bonding
term. In this formulation, all hydrogen bonds treated the same way. There is no special
consideration for the formal charge states of the donor and acceptor atoms. One would
expect the charge-charge hydrogen bonds to have a larger contribution to the binding affinity
than charge-neutral bonds, or neutral-neutral bonds. This subtlety is not addressed in
ChemScore, but it addressed in GlideScore. An additional term is included for metal-ligand
interactions. The lack of a Coulombic term, however, suggests that these interactions would
not be well described by this term, another situation that is corrected in GlideScore. Finally,
there is a term that penalizes ligands with too many rotatable bonds. This term is designed
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to counteract the implicit bias of ChemScore toward larger ligands. In addition to the
missing Coulomb term, ChemScore has no explicit van der Waals term in order to consider
second-shell, long-range interactions. We will now show how GlideScore addresses these
deficiencies.
5.3 The Glide SP Scoring Function
Two clear omissions in ChemScore scoring function are a Van der Waals to account for
long range, second shell, interactions between the protein and ligand, and a Coulombic
term to account for electrostatic interactions. GlideScore, the basis of Glide SP, adds
these terms. Additionally, GlideScore breaks down the hydrogen bond term based on the
polarization of the interaction. Separate hydrogen bond terms are included for neutral-
netural, neutral charged, and charged charged groups, as each of these hydrogen bond
scenarios can be expected to have different contributions to the overall binding free energy.
Inclusion of a Colombic term would be very problematic without solvent to screen charge-
charge interactions. Failure to do so will result in the overprediction of salt bridges, among
other non-physical effects. Thus, it is also necessary, when incorporating this term, to scale
the formal charges used in the Coulombic term. GlideScpre scales these formal charges
used in certain charged groups by as much as 50% to prevent the Columbic term from
dominating the energy. For the purpose of assigning special rewards, GlideScore utilizes
a solvation model to more accurately capture the effect associated with liberating water
molecules from the active site. The solvation model used in GlideScore uses explicit water
molecules, in lieu of continuum solvent. Solvent accessibility for polar and charged groups
is especially important. Without the solvation model, it is not uncommon for ChemScore to
predict poses where polar and or charged groups become desolvated, which is not observed
in nature. Without an explicit description of the nearly solvent, solvent accessibility is
likely to be overestimated, as it fails to consider the question of how effectively a region
of the binding pocket can be solvated. However, the use of an explicit solvation model
here introduces additional challenges. It is unclear, for example, how to go about solvating
the active site. One simple approach, utilized in Glide, is to simply pack the region with
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as many water molecules as possible, assuming that all sites are equally available to the
solvent, a simplifying approximation that we will later show is incorrect.
5.3.1 The Glide XP Scoring Function
The Extra-Precision Glide (Glide XP) scoring function25, first introduced by Friesner and
coworkers in 2005, combines rigorous sampling along with new rewards and penalties to bet-
ter identify active compounds. Improving upon the pairwise hydrophobic term in Chem-
Score, Glide XP introduces the concept of hydrophobic enclosure. As discussed in the
previous section, the spatial orientation of the hydrophobic contacts can be expected to
contribute to the contribution of an active site water molecule in a hydrophobic binding
pocket to the binding affinity. Two possible distinct situations are illustrated in Figure 5.2,
as an example. In Figure 5.2 (left), a water molecule is has hydrophobic contacts only on
a single side. This is in contrast to the situation shown in Figure 5.2 (right), which shows
the water molecule surrounded by hydrophobic atoms on both sides. This situation should
be significantly less favorable than the former and should contribute more to the binding
affinity when displaced by a ligand group.
Figure 5.2: Hydrophobic enclousure on one side of a water molecule (left) and both sides
(right)
This difference is reflected in the hydrogen enclosure concept in Glide XP. Referring
again to Figure 5.2, in the first situation where the water molecule has hydrophobic atoms on
one side, the ChemScore pairwise hydrophobic term is used without adjustment. However,
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in the second scenario, where a group of ligand atoms is enclosed on two sides, the angle
between two group of environmental atoms is near 180 degrees, a separate term, called
the hydrogen enclosure term is included. This is a penalty which opposes ligand binding.
Glide XP also includes special recognition algorithms for certain ligand moieties that
can be expected to contribute beyond what would be predicted from standard GlideScore
to the binding affinity, such as charge-charge hydrogen bond motifs, such as the number of
waters surrounding this type of hydrogen bond. Depending on how many waters are in the
region will affect how likely the formation of, so called, enhanced hydrogen bonds will be,
as this has to be considered against the cost of displacing solvent molecules. Other special
consideration is given to zwitterions, CO2− groups which are bound to a weak, solvated,
negatively charged group, and salt bridge pairs in a low-solvation environment.
5.3.2 Active Site Water Structure Prediction with Watermap
Though largely neglected in early ligand docking scoring functions, such as ChemScore, it
has become abundantly clear in recent years that the liberation of high energy waters from
the active site ligand groups is a major driving force for ligand binding. In bulk solvent
or regions of the protein surface where water molecules are in rapid exchange with bulk
solvent, a continuum representation is often sufficient. However, in enclosed, hydrophobic
regions, such as protein active site regions, water structure becomes important, and an
explicit representation of the solvent is required. However, determining the water structure
given the shape of the binding pocket is unclear. The approach used in Glide for solvating
the binding pocket is simply to pack as many 2.8Å spheres (representing water molecules)
as possible. This representation treats all water sites identically, and does not explicitly
consider the individual contributions to the binding affinity of different sites. In order to ad-
dress this shortcoming, one can use an all-atom molecular dynamics simulation. Occupation
probabilities could be determined for various discrete hydration sites from the simulations.
The remaining task would be to determine the cost of displacing a water molecule form
a given hydration site into bulk solvent. This would allow for the explicit calculation of
the free energy lowering caused by displacement of a water molecule by a ligand in the
active site. This free energy change can be broken down into an enthalpic contribution
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from moving the water into the bulk, and the increased entropy associated with the bulk
state. Watermap11,26, initially developed by Abel and Friesner, implements the above pro-
cedure by combining short molecular dynamics simulations with hydration site interaction
thermodynamics computed with inhomogeneous solvation theory of Lazaridis104. Before
the development of Watermap, it was unclear whether continuum models of the solvent,
where the solvent is represented by a uniform dielectric constant in lieu of discrete water
molecules, was sufficient in order to describe the active site solvent thermodynamics.
5.3.3 WSCORE: A next-generation scoring function for ligand docking
Thus far, we have discussed the development of the Glide SP and Glide XP scoring functions
to address limitations of traditional docking methods. While Glide SP introduced new Van
der Waals and Coulombic terms as well as solvation terms, Glide XP introduced a more
sophisticated sampling algorithm, special rewards for motifs that contribute favorably to
binding, penalties for desolvated polar groups, and an improved description of hydropho-
bic interactions based on the concept of hydrophobic enclosure, and ligand strain energy.
However, even with the improvements in Glide XP, Glide continues to identify too many
false positives in virtual screening tests. This failing has led to the development of a next-
generation scoring function for Glide known as WSCORE, which includes new descriptors
three crucial components of the binding free energy desolvation, ligand strain energy, and
entropy changes of the protein-ligand complex. We discuss the form of these models here,
but further details will be provided in a forthcoming manuscript.
5.3.4 Borrowing and Improving Components of Glide XP
Several terms in the scoring function are common to both Glide XP and the new WS-
CORE scoring function. The first, is the hydrophobic term. In addition to the hydrophobic
pairwise interaction term in ChemScore, Glide XP introduced a new term in order to de-
scribe the hydrophobic enclosure of a water molecule in a binding pocket. This term is
also used in WSCORE and is likely the largest contributor to binding affinity in the model.
However, the pairwise term long-range behavior of the pairwise interaction term can be
problematic. For solvent-exposed atoms on the surface of the protein, this long-range be-
CHAPTER 5. DEVELOPMENT OF NEXT-GENERATION LIGAND DOCKING
METHOD WSCORE WITH APPLICATION TO MCL-1 85
havior of the function may assign binding affinity contributions to water molecules in bulk
solution. However, bulk water molecules cannot possibly contribute to binding, and WS-
CORE corrects this by eliminating the long-range contribution to solvent-exposed ligand
groups, which are typically large rings. The hydrophobic term is supposed to be associated
with the binding affinity contribution due to displacement of high-energy, active-site water
molecules. However, there is nothing explicit in this term to ensure that the hydrophobic
term does not exceed the actual free energy associated with displacing these water molecules.
While still a feature under active development, figuring out a way to integrate the solvent
thermodynamics from Watermap simulations with this hydrophobic term should make the
association between this hydrophobic contacts and water displacement more explicit. A
ligand atom may displace a water by overlapping slightly with a hydration site. This will
likely be inferior to the situation where the ligand completely overlaps with the original
hydration site, but would not be reflected in the displacement free energy. Using data from
Watermap simulations, it is possible, not only to determine the existence of persistence wa-
ter structures in the binding pocket, but to also determine enthalpic and entropic changes
associated with displacing these waters. Future work on WSCORE will attempt to utilize
this information to help correct the pairwise hydrophobic interaction term.
The contribution to binding affinity due to ligand-receptor hydrogen bonding was im-
proved in Glide XP to account for the displacement of individual water molecules. Dis-
placing water molecules results in a positive contribution to the binding affinity. However,
if that water molecule is involved in hydrogen bonding with the receptor, and the ligand
unable is make a replacement hydrogen bond, the enthalpic loss of the hydrogen bond will
likely nullify the benefits associated with water displacement. As in Glide SP, the hydrogen
bond term is modified from the original ChemScore to account for different types of hydro-
gen bonding between neutral-netural, charge-neutral, and charge-charge groups. Glide XP
specially rewards hydrogen bonds between charged groups in regions of low water density.
These considerations are also incorporated into WSCORE.
Standard precision Glide SP suffers from a bias toward heavier ligands. This is corrected
in Glide XP with a special terms that rewards smaller ligands to help nullify this bias in
the scoring. This term is also incorporated into WSCORE. Under special conditions, some
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special ligand motifs may contribute an inordinate amount to the binding affinity. Glide
XP detects these groups and applies special rewards when the conditions are met. However
there are several groups that were not addressed in Glide XP. These include pi-stacking
interactions, aromatic CH-O interactions, and pi-cation interactions. WSCORE includes
modifications that address all three of these types of interactions.
5.3.5 Additional penalty terms in WSCORE that oppose ligand binding
Glide XP introduced several penalties that diminish binding affinity. However, it was nec-
essary to keep the cutoffs for these penalties as loose as possible in order to not penalize
active compounds. This, ultimately, limited their effectiveness. WSCORE improves these
penalties, adding several new terms, and they are able to be considerably tighter. One such
penalty deals with the overestimation of the contribution of hydrogen bonds to the binding
affinity. In Glide XP, the total hydrogen bond term results from a sum of the weighted hy-
drogen bonds based on their classification. In this treatment, the contribution of multiple
hydrogen bonds to the binding affinity is simply the sum of the individual hydrogen bond
contributions. This has a tendency to overestimate the real gain, in large part, because
dynamic movements of ligand and receptor atoms will likely make it difficult to satisfy each
hydrogen bond all the time, of multiple hydrogen bonds. Thus, in WSCORE, the total hy-
drogen bonding term is scaled downward. Also, it is necessary to penalize hydrogen bonds
involving large rings that are buried in the binding pocket. These bulky groups force the
protein to adapt in order to accommodate them, diminishing the value of hydrogen bond
formation with the receptor.
5.3.6 Entropy and Protein Strain in a Receptor Ensemble
In conventional rigid receptor docking, the atoms of the receptor are not allowed to move
during docking. If a ligand pose clashes with the atoms of the receptor in such a way that
the interatomic pairwise distance approaches the sum of the van der Waals radii, the ligand
pose will not receive a good score. Minimization of existing receptor conformations or
receptor conformational sampling might relieve the clash, but this option is not available in
conventional docking. There has been considerable progress, however, in advancing docking
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methods which would allow for induced-fit changes in the receptor conformation upon ligand
binding. An implementation of this idea has been manifested in the Induced Fit Docking
protocol of Schrödinger, Inc13, which combines the Glide docking program with a protein
structure prediction program, Prime, in order to repredict protein side chains surrounding
the ligand. Thus, if a ligand pose features a clash between a ligand atom and a receptor side
chain atom, alternative side chain conformations will be sampled in an attempt to alleviate
the clash. This work, however, is principally concerned with methods for conventional,
rigid receptor ligand docking. In order to capture some of the induced-fit effect in rigid
receptor docking, Glide XP scales the radii of nearby receptor atoms before checking for
steric clashes. This is especially important in WSCORE where the penalties are harder to
avoid. Such clashes might be expected to be relieved with a minimization algorithm that
would allow the receptor atoms to relax in the field of the bound ligand pose. However, this
scaling will not be helpful if a dramatically different conformation of the receptor is required
to accommodate the ligand. The reorganization energy associated with this change would
also be difficult to assess without more advanced sampling, like the Induced Fit Docking
method. In order to compensate for the limitations of using a single rigid receptor for
docking, WSCORE utilizes a receptor ensemble, where possible. For many target proteins,
several deposited crystal structures are available in the Protein Data Bank (PDB). These
structures can be considered representatives of the conformational space thermodynamically
accessible to the receptor. In one receptor, it may not be possible for the ligand to be
docked owing to unavoidable clashes with the receptor atoms. However, this ligand may
be compatible with another crystal structure. Additional receptors, then, can be seen as
affording additional flexibility for the ligand to avoid fatal penalties during docking without
having to expend enormous computational time attempting to scan the conformational
space of the receptor computationally. Ensemble docking is generally available in other
docking programs including Glide, and we find it crucial in WSCORE in order to correctly
identify known actives in many cases, where the ensemble is typically between 4-6 structures
in size.
The use of a receptor ensemble for docking affords an additional benefit beyond the
ability to accommodate more known active compounds. The second benefit is associated
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with the receptor entropy change upon ligand binding. To illustrate the concept, consider
a ligand A that is able to dock successfully into each of the receptors in a six-member
ensemble. This is contrast with ligand B, which is only able to dock successfully into a
single representative of the receptor ensemble. Also, we will assume that this receptor
ensemble broadly spans the different thermodynamically relevant receptor conformations.
For Ligand A, once it binds, all six receptor conformations remain accessible to the receptor.
However, in the case of Ligand B, upon ligand binding five conformations of the original
six are no longer accessible to the receptor. This loss of conformational entropy should
diminish the binding affinity for Ligand B relative to Ligand A. In order to capture this
entropic effect, in WSCORE, ligands are penalized if they are unable to dock in at least two
of the receptors in the ensemble. This argument is hardly a rigorous treatment of receptor
entropy changes associated with ligand binding, but it does appear sufficient to screen-out
many false positives for several targets.
In the preceding discussion, we have addressed the benefits associated with docking into
an ensemble of receptor structures with WSCORE. However, the success of this entropic
penalty depends, in a large, part on the existence of a representative ensemble of struc-
tures. As there are many targets for which only a single structure exists, we would need a
means for generating the other members of the ensemble in order to treat the general case.
We are currently working on a way to utilize the Induced Fit Docking method to generate
the remaining members of the ensemble. This has great potential to considerably improve
the treatment of receptor entropy in WSCORE. Additionally, when using an ensemble of
structures, it is not correct to simply select the best docking score. One has to consider the
relative conformational energy of each receptor. We refer to this as the receptor reorgani-
zation energy. Using some measure of the reorganization energy, we can then adjust the
scores of each docked pose according to the cost associated with reorganizing the receptor
into that conformation. We can do this by first docking a large library of decoy compounds
into each member of the ensemble and then determining an offset value for each receptor
that levels the playing field. This offset, interpreted in WSCORE as a measure of the re-
organization energy, is then used to adjust the score. After this is done, the best score for
each ligand, over the various receptors in the ensembles, is selected as the predicted score.
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5.3.7 Continuum Solvation with MM-GBSA
In this work, we have discussed, at length, empirical docking methods for scoring ligand
poses. The terms in the scoring functions are fit to reproduce actual experimental binding
affinities using large, diverse databases of compounds. This binding affinity can be best
understood in the context of free energies, as the free energy difference between the bound
and unbound states. Another method for computing this free energy difference is called MM-
PBSA and its partner MM-GBSA. Short, all atom molecular dynamics simulations, based on
solving Newtons equations of motion, are combined with an implicit solvation method. For
MM-PBSA, a numerical Poisson-Boltzmann solver is used, and in the case of MM-GBSA,
a method based on the generalized-born approximation is used. Many successful studies
using these methods are reported in the literature105–108. Data from the trajectories of these
simulations in both the bound and unbound states are used to determine the free energy
difference. These methods has been widely implemented, including the Prime-MM-GBSA
implementation of the Schrödinger Suite106. The choice of an implicit solvation translates
to lower computational cost compared to simulation methods with explicit solvation models.
However, in cases when ice-like water structures exist in the binding pocket, such methods
will fail to adequately describe the contribution of desolvation to the binding affinity. In
our own experience, this is reflected in the superior performance of WSCORE compared
with Prime-MMGBSA. While, MM-GBSA produces, generally, a poorer prediction of the
binding affinity, it was rare for an known active compound to receive a poor MMGBSA
score, and a great many of decoy molecules received very bad MM-GBSA scores. These
terribly performing decoys often did not receive WSCORE penalties, suggesting that MM-
GBSA contained some information concerning the binding that wasnt being addressed in
WSCORE.
In order to take advantage of the strong MM-GBSA signal during virtual screening
experiments, WSCORE incorporates MM-GBSA in the following, straightforward manner.
We penalize docked poses when the MM-GBSA score is below a certain, threshold value. If
the score is above this value, no penalty is applied. However, there are many cases where
the MM- GBSA value of decoys is more favorable than any of the active compounds. This
could be due to the higher noise in the MM-GBSA calculations due to the nature of the
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ensemble docking protocol. Thus, in WSCORE, the MM-GBSA is only used as a penalty
to help detect false positives that would otherwise receive reasonable WSCORE docking
scores.
5.3.8 Application of WSCORE to MCL-1: Background
In this section, I will discuss preliminary results from a collaboration involving the Brent
Stockwell laboratory in the Department of Biological Sciences at Columbia University. The
goal of the project is twofold: First, to provide an independent test of the new WSCORE
scoring function, and second, to better guide the discovery and development of new small-
molecule inhibitors for a pharmaceutically-relevant target, Induced myeloid leukemia cell
differentiation protein, or MCL-1. MCL-1 belongs to the BCL-2 family of proteins, which
play a critical role in regulating cell apoptosis, or cell death. Within this family are two
classes of proteins- pro- aptotic, which promote cell death, and anti-aptoptic proteins, which
oppose cell death. The anti- aptoptic proteins, of which Mcl-1 is a member, bind to various
pro-aptoptic proteins, preventing them from triggering cell death. In the case of Mcl-1, it
is has a high binding affinity for the pro- aptoptic protein, NOXA. MCL-1 has emerged
as a target of cancer research, as overexpression of it has been show to inhibit the action
of pro-aptoptic inhibitors. Additionally, adverse mutation of MCL-1 are very common in
cancer patients109.
We joined an active research effort in the Stockwell group at Columbia whose goal was
to identify new, selective inhibitors for MCL-1. In addition to an experimental component
of the project, molecular docking was being used to guide the design and discovery process.
Before beginning the process of identifying and optimizing several promising compounds,
we set out to first validate MCL-1 on this receptor by evaluating its ability to identify
known actives and screen out inactive compounds. In addition to the active interest from
the Stockwell group, MCL-1 represented an excellent test for WSCORE as there are several
crystal structures of MCL-1 in the PDB, allowing us to construct an ensemble. The ensemble
entropy term is an important component of WSCORE.
The ensemble selected for MCL-1 consisted of five receptor structures. In this discussion,
they will be referred to as A (4HW2), B (4WGI), C (3WIX), D (4HW3), and E (4OQ5).
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Figure 5.3 shoes the active sites of the aligned protein receptor structures.
Figure 5.3: An overlay of the aligned MCL-1 structures of theWSCORE ensemble. Receptor
A in blue, 2 in orange, 3 in green, 4 in yellow, and 5 in pink.
We typically expect the helices and strands to be better conserved than loop regions.
The structures of one, short, six-residue loop for each receptor are shown in Figure 5.4.
Here we display only the backbone atoms. Significant changes in the loop conformation
are observed over this small ensemble of receptors. To better understand the impact of the
geometry of the loop on ligand binding, Figure 5.5 displays the native ligand of receptor
B, in pink. With molecular weight of over 600g/mol, its native crystallized ligand is larger
than any of the other receptors.
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Figure 5.4: Changes in loop conformations across receptors. Here a short loop (A:254-
A:260) is shown for all receptors. Receptor A in blue, 2 in orange, 3 in green, 4 in yellow,
and 5 in pink.
We would expect that its receptor would likely have to undergo significant reorganization
in on order to accommodate this ligand. In Figure 5.5, we see the native ligand of receptor B
along with a nearby phenyalanine side chain (PHE:254). This ligand pose has several fatal
clashes with the side chain atoms of that residue in ever receptor, but its native receptor.
To accommodate this ligand, the side chain has to swing out of the way into a significantly
different conformation. We could expect this to lead to an increase in the reorganization
energy for this receptor.
Below, we discuss our initial validation tests on MCL-1 with WSCORE.
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Figure 5.5: The native ligand of B clashes with PHE:254 in all but it’s native receptor.
In B, this side-chain must adopt an alternative conformation in order to avoid the clash.
Receptor A in blue, 2 in orange, 3 in green, 4 in yellow, and 5 in pink.
5.3.9 WSCORE Validation studies on MCL-1
We conducted a validation study on MCL-1 using WSCORE. We first performed self-
docking studies on each of the five receptors in our ensemble with their native, crystallized
ligand. Using a fixed reorganization energy of 6kcal/mol for each receptor in the ensemble,
we obtain good results for each active compound. In Table 5.1, the WSCORE for each
ligand is displayed as long with the GLIDE SP score, for comparison. GLIDE SP assigns
good scores for each of these ligands, where scores of around -8.0 or better can be considered
a hit. One goal for the development of WSCORE has been to reduce the false positive rate
through the use of advanced penalties. In so doing we must be careful not to penalize
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known actives. For the individual docking calculations, WSCORE assigns no penalties to
any of the mcl-1 actives tested here. However, the final ensemble calculation assigns an
entropy penalty to one of the receptors, receptor B. Based on our analysis of the active site,
it is clear that this receptor is in a significantly different conformation than the rest of the
members of the ensemble. If we had additional representatives of this receptor conformation
in our ensemble, it might have been possible to avoid the penalty. This pseudo-entropy term
included WSCORE is meant to capture loss of receptor entropy upon ligand binding. When
this penalty is turned on, WSCORE will penalize ligands which are unable to dock into more
than one member of the ensemble. However, if one of the receptors is drastically different
than the rest of the ensembles, it may not make sense to apply this penalty. Understanding
when to apply this penalty is a topic of further development in WSCORE.
Receptor Binding Affinity
(Exp)
Molecular Weight WSCORE Glide SP
4HW2 A -9.9 392.3 -9.8 -10.4
4WGI B -7.3 666.6 -11.6 -11.7
3WIX C -8.5 466.5 -7.9 -10.9
4HW3 D -8.9 374.9 -9.5 -10.4
4OQ5 E -8.6 509.6 -11.0 -10.5
Table 5.1: Performance of Docking Methods WSCORE and Glide SP on a set of five known
actives
With one exception (entropic penalty for receptor B), WSCORE assigns good scores
to each of the actives in the MCL-1 ensemble. For this next analysis, we will turn off this
entropic penalty for reasons discussed earlier. We have also performed a virtual screening
experiment to assess the ability of WSCORE to distinguish known binders from decoy
molecules, and to evaluate its performance relative to Glide SP. Table 5.2 show histograms
for Glide SP and WSCORE and illustrates the range and the frequency of scores for the
decoy set compared with the set of known actives. First, we consider the fraction of decoys
that that score in the range of the active compounds. For Glide SP, all of the active
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compounds received scores between -10 and - 11. Approximately 5% of the decoys received
scores in this range. If we look at the population of the adjacent bin, or scores in the -9
to -10 range, roughly 10%, or more than 100 compounds, of the decoy database scores this
well. From consulting Table 5.2, we see that, all of the active compounds receive scores
between -8 and -11 using WSCORE and only a 8 decoy compounds receive scores in this
range, or about 5%. However, if we look at the next box, we see that only 11 compounds
fall into this category, far less than the 134 decoy compounds in the corresponding Glide
SP histogram. In fact, we see that nearly 40% of the decoy database receive scores of at
least -8.0, a common cuttoff for identifying a hit. This is comparend with 6 compounds
in WSCORE, far closer to what one would expect for a database of this sort. In this
test, WSCORE appears to do significantly better at penalizing decoy molecules that would
otherwise score well in Glide SP.
Bin Glide SP WSCORE
Number of Actives Number of Decoys Number of Actives Number of Decoys
-12.0 0 0 0 0
-11.0 1 0 1 1
-10.0 4 12 2 1
-9.0 0 134 1 2
-8.0 0 285 1 4
-7.0 0 387 0 11
Table 5.2: Histogram of Docking Scores for Both Glide SP (left) and WSCORE (right) on
a large decoy set of compounds
5.4 Future Work
WSCORE represents an exciting development in molecular docking methods. While exist-
ing methods in the literature have done a good job of identifying promising features of active
molecules and rewarding them accordingly, they have been far less successful at identifying
problems in inactive compounds that oppose binding in nature. WSCORE introduces a
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wide-range of penalties as well as sophisticated recognition algorithms to help active com-
pounds avoid these penalties. In this study of MCL-1, we have already shown that all of
the known active compounds tested are not penalized in invidudual docking calcultions.
In the ensemble, however, one of the actives received a large ≈kcal/mol entropic penalty,
suggesting that this term, which attempts to quantify the protein reorganization energy,
needs improvement. Future development will work to improve this term. Having validated
the WSCORE method on a new target, we will now focus efforts on the design of novel
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Chapter 6
Conclusions
No one computational method can be considered a one-size fits all solution for problems in
biochemical research. As demonstrated in this dissertation, methods with a wide range of
complexity and cost find use in modern research. Methods development in this field can
be largely reduced to achieving improved sampling algorithms and more accurate energy
models. In this dissertation, we have discussed improvements in both of these areas for
several different kinds of methods. Energy models can be made increasingly accurate over
the domain of some training set by simply adding more parameters and exploring alternate
functional forms, in a purely technical fashion. However, in scientific methods development,
we combine scientific principles with new physical insights in order to accelerate the process.
In this work, we demonstrated the versatility of our DFT-LOC correction scheme, a simple
empirical scheme with a low parameter-data ratio, which appears to properly capture addi-
tional physical information not otherwise included in stock DFT. The power of this property
is on display in our work on transition metal pKa prediction, where the model is validated
on an independent test set, computing a new kind of property, without any additional
model parameters. This is similarly demonstrated in our work on Cytochrome p450. Here,
we were able to apply LOC corrections together with a dispersion correction, trained on a
completely different set of data from the Grimme group, in order to achieve superior results
to what could be achieved with either correction scheme alone. Both Grimme’s D3 disper-
sion correction and the LOC corrections are similar in their simple form and remarkable
versatility.
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In addition to energy model improvements, we introduced the problem of interacting
loops in protein models. In order to demonstrate the existent of strongly interacting loops,
we searched the PDB for a test set of short pairs of loops containing good backbone interloop
hydrogen bonds. By attempting loop predictions for each loop with its partner deleted, we
were able to test the independence of the loops. The results showed that success with
loop prediction is not always a localized phenomenon. We then introduced a new sampling
algorithm that would allow for multiple loop sampling, trusting that the overlap in the
conformational space of two strongly interacting loops would help contain the combinatorical
problem. The results thus obtained represent a first effort at multiple loop refinement
of homology models. In addition to homology model refinement, there is hope that this
method could be useful for modelling induced fit effects. Induced fit docking has largely
been limited to a few active site side chains. Sampling the backbone of surrounding loops
might be achieved using our approach together with a smarter scoring function that helps
quickly ”zone-in” on the correct region of space.
Finally, a next-generation scoring function and docking method called WSCORE was
described. WSCORE is an ambitious effort to recognize and penalize all of the ways in which
a ligand can lose binding affinity. Scoring functions such as Glide SP, which have generally
been rewards driven, fail to detect false positives. WSCORE combines new penalties with
recognition algorithms that can help active compounds avoid these penalties. Additional
improvements in ligand strain energy and solvation effects are also incorporated. WSCORE
represents an exciting new direction for molecular docking, and I look forward to joining
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[34] Klamt, A.; Schüürmann, G. Journal of the Chemical Society, Perkin Transactions 2
1993, 799–805.
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