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Abstract 
The national forest inventory conducted by the United States Forest Service Forest 
Inventory and Analysis (FIA) program provides information for strategic level decisions 
regarding national and regional management of forest ecosystem goods and services. However, 
the sampling intensity typically limits the application of traditional direct estimators to areas the 
size of a large county, if not larger. This dissertation describes methods for combining FIA data 
with auxiliary information to enhance its relevance for local forest management.  
Background information is provided on the way population estimates are currently 
produced, and how precision can be improved via satellite imagery. A study is described that uses 
features extracted from dense time series of Landsat imagery with a model-assisted direct 
estimator. The study examined the relative predictive power of land cover models incorporating 
extracted spectro-temporal features versus composite imagery alone. Non-parametric models 
were fitted for multiple attributes measured on FIA plots using all archived Landsat scenes for 
Minnesota from 2009-2013. The estimated coefficients developed by harmonic regression of the 
time series imagery were shown to be moderately to highly correlated with tree-level and land 
cover attributes. When comparing results for spectro-temporal features to monthly image 
composites, regression models had greater explained variance and classification models had 
greater overall and individual class accuracies. 
Finally, a study is presented that tested the performance of a proposed variant of the k-
nearest neighbors algorithm for areas too small to use a direct estimator. Spectro-temporal 
features were extracted for one ecological unit in Minnesota. A simulated population of tree 
canopy cover was sampled at FIA plot locations. The proposed algorithm was used to fit a non-
parametric model to predict tree canopy cover that incorporates the spectro-temporal features. 
The model was used to construct predictive intervals for spatial domains over a range of domain 
sizes, and the resultant tests showed the coverage probability approached the theoretical value for 
areas as small as 1200 hectares. The study suggests that, given good auxiliary data and models, 
the scale of valid inference using FIA data can approach what is needed for local decision 
makers. 
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Introduction 
The United States Forest Service (USFS) Forest Inventory and Analysis (FIA) program 
conducts a continuous annual national forest inventory (NFI) of the forests of the United States. 
The FIA program collects information on a quasi-systematic sample of permanent plots 
established at a base sampling intensity of approximately one plot per 2,400 hectares (Reams et 
al., 2005). Field crews collect data for an extensive suite of traditional forest mensuration 
variables on all measured plots and, in a subsequent phase, also collect data for multiple forest 
health variables on a subset of these plots. For many of these variables, data collection is only 
possible in the field since they cannot be measured accurately, or at all, by remote means such as 
through airborne or spaceborne sensors. As of FIA’s 2016 fiscal year, the annual program costs 
were almost $76 million USD for the base system of over 323,000 plots covering the United 
States, excluding interior Alaska, with approximately 12% of these plots (~39,000) measured 
annually either by field visits or aerial photo interpretation (Vogt & Smith, 2017). Of the 
approximately $61 million USD in direct expenses incurred by the program, just over 50% were 
associated with those components closely related to the plot measurement effort, and do not 
include costs associated with data management, nor the analyses based on these data. Using these 
values, the average annual plot measurement cost works out to be more than $800 USD per plot, 
including all sampling phases of the inventory, and average costs being substantially greater for 
the ~14,000 base forested plots measured in the field. 
Many land management entities in the United States require information for forests that 
cover areas containing few FIA plots at the base sampling intensity (1 plot per 2,400 ha). One 
such entity might be a ranger district within the USFS National Forest System, responsible for 
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managing forest fuels to mitigate wildfire risk in a 100,000 ha district (~40 FIA plots), 10,000 ha 
watershed (~4 plots), or 100 ha stand (no plots). Another might be a 2,500 ha State Wildlife 
Management Area (~1 plot), requiring information on forest structure and composition to manage 
for habitat of a critical wildlife species. Even discounting the average FIA per-plot cost because 
of savings achieved by restricting both the sample and subsequent field travel to a much smaller 
area, conducting a comparable annual forest inventory at the sampling intensity needed to support 
local forest management decisions could be prohibitively expensive. An attractive option for such 
land managers might be to use the existing FIA sample, borrowing strength from plots in similar 
neighboring areas and in conjunction with relatively inexpensive remote sensing imagery, in an 
attempt to fulfill their information needs. 
This dissertation explores the issue of small area estimation (SAE), in the context of NFI 
in general but with a special focus on FIA, where the small area sample size is too small to make 
use of the traditional direct estimators. Through the use of SAE techniques, with auxiliary remote 
sensing imagery, the spatial scale of application of NFI data can be brought to a level 
approaching what is needed to support local forest management decisions. The dissertation is 
presented as a series of three interrelated chapters, though each was prepared as a manuscript that 
could stand on its own. Chapter 1 provides an organizing framework and review of SAE 
techniques in general, as well as a summary of numerous studies employing those techniques 
with NFI, or similar sample survey data, and remote sensing imagery. Chapter 2 demonstrates, 
via a case study in Minnesota, the utility of harmonic regression for feature extraction from dense 
time series of Landsat imagery for the purposes of modeling several continuous and categorical 
variables from FIA data. Chapter 3 proposes a variant of the nonparametric k-nearest neighbors 
algorithm, called Bamboo kNN, that simultaneously optimizes the model, performs feature 
selection, and estimates prediction bias. The chapter includes an application study of Bamboo 
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kNN, using one ecological region in Minnesota and a sample drawn from a simulated tree canopy 
cover dataset at FIA plot locations with the features extracted in Chapter 2 as auxiliary variables. 
Chapter 2 was published in the ISPRS Journal of Photogrammetry and Remote Sensing. Chapters 
1 and 3 are being prepared for submission to peer-reviewed journals.  
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Chapter 1: A review of small area estimation techniques using 
national forest inventory and remotely sensed auxiliary data 
Summary 
National forest inventory (NFI) data provide the primary source of information for 
strategic analysis of the status and trends of a nation’s forest resources. For large domains that 
contain many sample units, a design-based mode of inference is an appropriate choice, since 
estimators under this approach are generally assumed to be unbiased. However, for small areas 
the sample size is often too small to make reliable estimates of population parameters using direct 
estimators, which rely strictly upon the sample units drawn from the domain. When auxiliary 
variables are available for all population units, a model-based mode of inference can be used to 
provide more precise estimates, yet the estimators are potentially biased. This review documents 
the current state of small area estimation (SAE) approaches for use with NFI data. It provides an 
organizing framework for categorizing approaches to SAE, with emphasis given to estimators 
that use auxiliary variables that are known for all population units, and can be collected 
efficiently over a large spatial extent, such as the case of satellite remote sensing imagery.  
Introduction 
A multi-resource national forest inventory (NFI) provides the scientific foundation for 
strategic (i.e. national to regional in scale) analysis of the status and, in the case of a continuous 
NFI, trends of a nation’s forest resources as they are managed for several, often conflicting 
benefits like timber, bioenergy, wildlife habitat, recreation, and clean water. Data from an NFI 
can also be used to satisfy a nation’s international reporting requirements, such as those of the 
United Nations (UN) Framework Convention on Climate Change for greenhouse gas emissions 
from the forestry sector and the UN Food and Agriculture Organization Global Forest Resources 
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Assessments for general status and trends of the world’s forests. However, because of the expense 
associated with establishing forest inventories, and particularly with collecting the data, there is 
growing interest in using NFI data for local (i.e. smaller than regional) analyses that involve 
estimating population parameter values of interest for ever smaller areas, often pushing the limits 
of the NFI sample design. 
The objective of this review is to document the current state of small area estimation 
(SAE) using national forest inventory and remotely sensed auxiliary data, as well as to provide an 
organizing framework for categorizing approaches to SAE. Emphasis is given to estimators that 
use auxiliary variables that are known for all population units, particularly where the auxiliary 
variables are continuous rather than categorical, available in a digital raster format for ease of 
processing, and can be collected efficiently over a large spatial extent, such as the case of satellite 
remote sensing imagery (McRoberts, 2011). 
In the context of this manuscript, a domain is defined as a subset of a population for 
which some measure, such as the mean or total, is sought. SAE is then defined as the situation in 
finite population sampling and estimation where the sample size is too small relative to the 
variability in the domain of interest for the use of direct estimators, which rely solely upon the 
sample values of the units drawn from the domain for statistical inference. SAE techniques 
borrow strength, or information, from all sample units, including those outside of the domain, to 
make inferences about the domain population, typically resulting in less uncertainty than can be 
achieved using a direct estimator. For future reference, the terms domain and small area are used 
interchangeably (Rao, 2003). 
The Oxford English Dictionary defines inference as “the drawing of a conclusion from 
known or assumed facts or statements.” In the context of survey sampling, statistical inferences 
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are made about population parameters based upon a sample, generally accompanied by some 
measure of uncertainty, and expressed in probabilistic terms (Dawid, 2006). Gregoire (1998) and 
Little (2004) describe two primary modes of inference used in the analysis of finite population 
sampling data: design-based and model-based approaches. The two approaches make different 
assumptions about the nature of random variation in a sample. 
In the design-based approach, the values associated with population units are assumed to 
be fixed, apart from measurement error, while the values indicating whether or not a population 
unit is included in the sample, or indicator values, are considered random variables, and each 
sample unit’s inclusion probability is known from the sample design. In this case, the uncertainty 
in any estimate of a finite population parameter stems from the distribution of the indicator 
values. Design-based estimators of these population parameters are inherently unbiased, or nearly 
so, and result in deviations from the true value that are assumed to be approximately normally 
distributed for large samples. However, for any particular sample, the deviation between the 
estimate and the true value may be substantial. 
Under the model-based mode of inference, the values associated with population units are 
represented as random variables that are realizations of an underlying stochastic (i.e. non-
deterministic) superpopulation model. Two types of models are used: frequentist and Bayesian. In 
the case of frequentist superpopulation models, the population values are assumed to be generated 
from a random sample from a larger "superpopulation" with a probability distribution based on 
fixed parameters that are estimated from the sampled values. Inferences are based on the joint 
distribution of the population and indicator values. Bayesian superpopulation models require the 
specification of a prior distribution for the population parameter values. Inferences are based on 
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the posterior predictive distribution of the non-sampled values of the population given the 
sampled values. 
Direct estimators 
Direct estimators use only the sample values from the small area of interest, along with 
weights for sample units that stem from the sample design, and in some cases auxiliary 
information about the population of interest. All of the direct estimators described in this section 
use design-based inference. Horvitz and Thompson (1952) developed an estimator that provides a 
general framework for direct estimation under multiple sample designs, whether or not auxiliary 
variables are available. The Horvitz-Thompson (HT) estimator for the population total Y is, 
?̂?ℎ𝑡 = ∑ 𝐼𝑖
𝑁
𝑖=1 𝑑𝑖𝑦𝑖, 
where, for the ith unit in a population of size N, 𝐼𝑖 is a random variable that indicates whether or 
not the unit is in the sample, 𝑑𝑖 is the unit’s design weight, and 𝑦𝑖 is the observation of the 
variable of interest for the unit. The design weight of a unit is the inverse of its probability of 
inclusion in the sample, 𝜋𝑖, or 𝑑𝑖 = 𝜋𝑖
−1. The inclusion probabilities are determined by the 
sample design, which defines whether or not the sample units are to be drawn, for example, from 
a simple random sample (SRS), systematic sample, or cluster sample. Yates and Grundy (1953) 
developed an estimator of the variance of the HT estimator, 
𝑉𝑎?̂?(?̂?ℎ𝑡) = ∑ ∑ (
𝜋𝑖𝜋𝑗−𝜋𝑖𝑗
𝜋𝑖𝑗
)𝑛𝑗=1+1
𝑛−1
𝑖=1 (
𝑦𝑖
𝜋𝑖
+
𝑦𝑗
𝜋𝑗
)
2
, 
where 𝜋𝑖𝑗 is the joint inclusion probability of units i and j. Under SRS with a sample of size n, 
these estimators are much simplified, becoming 
?̂?ℎ𝑡 = 𝑁𝑦 , 
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and 
𝑉𝑎?̂?(?̂?ℎ𝑡) =
𝑁²
𝑛
(1 −
𝑛
𝑁
) 𝑆², where 𝑆² =
1
𝑁−1
∑ (𝑦𝑖 − 𝑦 )²
𝑁
𝑖=1 , 
respectively. Because of the fundamental assumption in SAE of an insufficient sample for the 
calculation of a reliable direct estimate, the results from studies utilizing these estimators will not 
be described, except for the case of model-assisted estimation. 
Auxiliary variables 
If there are auxiliary variables available for all units in the population, or known 
population totals for these variables, then stratified or post-stratified estimators can be used in an 
effort to reduce the variance of the estimator. For example, satellite imagery can be used to 
classify all population units (pixels) into mutually exclusive groups (strata) of units with similar 
spectral characteristics that are assumed to represent similar biophysical characteristics related to 
sample observations. Once the population has been stratified, the proportion of units assigned to 
each stratum can be calculated, as well as the within-stratum means and variances of the sample 
unit observations.  
The estimators based on Cochran (1977) are presented. The stratified estimator of the 
total for a population of size N and sample of size n is, 
?̂?𝑠𝑡𝑟 = 𝑁∑ 𝑤𝑗
𝐽
𝑗=1 ?̅?𝑗, 
where ?̅?𝑗 is the mean of the j
th stratum (∑ 𝑦𝑖/𝑛𝑗
𝑛𝑗
𝑖=1
) and 𝑤𝑗 is proportion of population units 
assigned to the jth stratum (𝑁𝑗/𝑁). The stratified estimator of the variance of the total is, 
𝑉𝑎?̂?(?̂?𝑠𝑡𝑟) = 𝑁
2∑ 𝑤𝑗
2?̂?𝑗
2/𝐽𝑗=1 𝑛𝑗, 
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where ?̂?𝑗
2 is the within-stratum variance of the jth stratum, 
?̂?𝑗
2 = 
1
𝑛𝑗−1
∑ (?̅?𝑗 − 𝑦𝑖)
2𝑛𝑗
𝑖=1
. 
The post-stratified estimator of variance is similar; however, it includes an additional term 
accounting for the fact that sample sizes within strata are determined after the sample has been 
collected and are also random variables.  
While both of these approaches can lead to greater precision than the direct estimator 
under SRS, particularly with large samples, both exacerbate the problem of insufficient sample 
sizes for SAE since sample units are distributed across multiple strata. In the case of post-
stratification, there may even be strata that contain no sample units. Within the context of NFI 
and satellite imagery, McRoberts and Tomppo (2007) provide a succinct review of the 
progression from double sampling for stratification techniques, originally used with aerial 
photography, to more recent applications using post-stratified estimation. 
Model-assisted estimation 
While one approach to estimation is to use the stratified estimator when auxiliary 
variables are available, an alternative is to use the model-assisted estimator. This is also known as 
the calibration estimator, or the general/generalized regression (GREG) estimator (Deville & 
Särndal, 1992). The GREG estimator is a generalization of a class of estimators, such as the ratio 
and regression estimators, that use values of one or more auxiliary variables for all population 
units with an assisting model to calibrate the direct estimator. It still uses the design weights and 
is therefore fundamentally design-based. It also does not borrow strength from sample units 
outside of the small area of interest. As described in Rao (2011), suppose that the superpopulation 
model that describes the relationship between unit-level obervations of the variable of interest and 
the auxiliary variables is, 
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𝑦𝑖 = 𝑥𝑖
′𝛽 + 𝜀𝑖, 
where 𝛽 are the model parameters and 𝜀𝑖 is the model error. The errors are assumed to be 
uncorrelated with mean of zero and variance proportional to a known constant 𝑞𝑖. The design-
weighted estimator of 𝛽 given sample s is then, 
?̂? = ∑ (𝑑𝑖𝑥𝑖𝑥𝑖
′/𝑞𝑖)
−1(𝑑𝑖𝑥𝑖𝑦𝑖/𝑞𝑖)𝑖∈𝑠 , 
where  𝑑𝑖 is the design weight of the i
th unit. The GREG estimator of the population total Y is 
given by, 
?̂?𝑔𝑟𝑒𝑔 = ?̂? + ?̂?
′(𝑋 − ?̂?),  
where 𝑋 are the known population totals of the auxiliary variables and ?̂? and ?̂? are the 
corresponding estimated values for the variable of interest and auxiliary variables using the 
sampled units and their design weights. The working model used with the GREG estimator does 
not need to be a linear model, and could instead be nonlinear or nonparametric. 
Opsomer et al. (2007) compared design-based estimators for a study area in northeastern 
Utah, USA using NFI response variables (forest/non-forest and total wood volume) and auxiliary 
variables from a digitial elevation model, classified Landsat imagery, and a vegetation index 
derived from an Advanced Very High Resolution Radiometer biweekly composite. The 
comparison included the direct estimator under SRS, a post-stratified estimator using the classes 
from a classification of Landsat imagery as strata, and two GREG estimators using a generalized 
additive model as the working population model. For both variables of interest, the results 
indicated that the SRS estimate of the population total had the largest variance, followed by the 
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post-stratified estimate, with the two GREG estimators having the smallest, and approximately 
equal, variances. 
Næsset et al. (2011) used a model-assisted approach to estimation of total above-ground 
forest biomass for a study area in southeastern Norway, as well as for individual tracts 
(subdivisions of municipalities) within the larger study area. Sample unit observations of above-
ground biomass were collected on a stratified sample of forest inventory plots. Auxiliary 
variables were derived from airborne LiDAR and spaceborne InSAR data. The results showed 
that estimates of standard errors using the model-assisted approach with LiDAR data were 
approximately 45% of the associated direct estimate, both for individual tracts and the entire 
study area. Even the model-assisted approach using the coarser InSAR data produced standard 
errors that were somewhat smaller than those produced using the direct estimators. The authors 
also identified two other benefits of the approach: 1) it assures that estimates for sub-populations 
always sum up to the estimate for the population as a whole, and 2) it produces a map of the 
attribute of interest. 
Indirect estimators 
Unlike direct estimators, indirect estimators increase the effective sample size for a small 
area of interest, and thus decrease the variance of the estimate, by borrowing strength from 
sample units outside of the domain (Rao, 2003). Indirect estimators can use either design-based or 
model-based inference. 
Implicit superpopulation models 
Estimators that use implicit superpopulation models, describing the relationship between 
the variables of interest and one or more auxiliary variables, also make use of a design-based 
mode of inference and usually have design variances (i.e. variances that account for the 
probability of selection) that are smaller than those of direct estimators. However, they are 
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potentially design-biased, meaning that these estimators use the sample design weights, yet the 
expected value of the estimator differs from the true value. If the implicit superpopulation model 
is approximately correct, then the design bias should be small and lead to a mean squared error 
(MSE) that is smaller than that of a direct estimator. This is also true for the explicit 
superpopulation models and is a hallmark of all indirect estimators. 
Synthetic estimators 
Synthetic estimators (Steinberg, 1979) are used to produce estimates for a small area of 
interest under the assumption that it has similar characteristics to the larger sampled population as 
a whole, for which there is an adequate sample size to specify a superpopulation model between 
the variable of interest and any auxiliary variables. Synthetic estimators are similar in form to the 
GREG estimator. However, they do not include the terms that attempt to correct for any bias in 
the model-based estimator. So, while synthetic estimators do not rely upon a direct estimate and 
can provide estimates with small variances even for small areas that contain few or no sample 
units, they can potentially be biased, particularly when small areas are not homogenous across the 
population. One commonly used synthetic estimator is the synthetic regression estimator, 
?̂?𝑠𝑦𝑛 = ?̂?
′𝑋, 
where ?̂? is as defined for the GREG estimator and X is the known population total of the auxiliary 
variables. While it is relatively straightforward to estimate the variance of a synthetic estimator 
for a small area, the difficulty is in providing a reliable estimate of the associated bias, which is 
essential given that the MSE of an estimator is equal to the variance plus the square of the bias.  
Katila (2006) compared the performance of three synthetic estimators with a direct 
estimator, as well as the k-nearest neighbors method, for a study area in southeastern Finland. The 
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study examined estimates of forest area and tree volume (total and by species) for small areas of 
approximately 10,000 ha and 100 ha in size. Observations of variables of interest were collected 
on NFI plots and auxiliary variables were derived from Landsat ETM+ imagery. A global (i.e. 
applicable to the entire study area) synthetic ratio estimator, similar to the one described above 
but using a simple ratio rather than a regression model, was developed. The study also examined 
two modified synthetic ratio estimators, one that restricts the ratio model to nearby plots and 
another that uses post-stratified ratios. The results showed that the synthetic estimators tended to 
underestimate forest area for the larger units and that the global synthetic ratio estimates of tree 
volume differed significantly from the direct estimates for many of the areas evaluated. The 
modified synthetic ratio estimators performed somewhat better, in terms of both bias (compared 
to design-unbiased direct estimators) and precision, though not as well as the k-nearest neighbors 
method especially for the smallest units. 
Composite estimators 
Composite, or shrinkage, estimators hedge against the potential design bias (i.e. bias in an 
estimator that uses the design weights of the sample units) and small variance of a purely 
synthetic estimator by using a weighted average of a synthetic estimator and a design-unbiased 
direct estimator that may have large variance because of the small sample size. The James-Stein 
approach (James & Stein, 1961) is a particularly popular composite estimator that uses common 
averaging weights for all small areas in the population. A composite estimator for a small area 
may be written as, 
?̂?𝑐𝑜𝑚𝑝 = 𝛾?̂?ℎ𝑡 + (1 − 𝛾)?̂?𝑠𝑦𝑛, 
where 𝛾 is a weighting factor between 0 and 1 that controls the relative shrinkage toward the 
direct estimate depending upon the sample size within the small area. Assuming that small areas 
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can be enumerated a priori, individual weights can be specified for each small area. The optimal 
values for 𝛾 minimize the MSE of ?̂?𝑐𝑜𝑚𝑝 and can be estimated as, 
?̂? =
𝑀𝑆?̂?(?̂?𝑠𝑦𝑛)
𝑀𝑆?̂?(?̂?𝑠𝑦𝑛) + 𝑉𝑎?̂?(?̂?ℎ𝑡)
. 
The James-Stein estimate of 𝛾 is based on the minimization of the MSE of ?̂?𝑐𝑜𝑚𝑝 assuming a 
common value for all small areas. 
Nonparametric models 
Nonparametric models do not assume a specific functional form, nor do they assume 
normality in the distribution of deviations of observations from their means. Examples include 
kernel regression, multivariate adaptive regression splines, classification and regression trees, 
tree-based ensemble methods like Random Forests and boosted trees, as well as some generalized 
additive models. One of the more common nonparametric approaches used in forestry 
applications is k-nearest neighbors (kNN) estimation. kNN is defined as a class of techniques that 
includes a broad range of nearest neighbor imputation approaches that differ only in specific 
modeling choices, such as the number of nearest neighbors to use for imputation and the distance 
metric used to determine proximity. It is a form of kernel regression where the kernel density is 
fixed rather than the kernel width (Wand & Jones, 1995).  One of the principal benefits of kNN is 
that it is both a nonparametric and multivariate method, providing predicted values for all 
population units of all variables observed for sample units. Population parameters can then be 
estimated from these predicted values, accounting for prediction uncertainty and covariance 
among predicted values. 
Because kNN is a nonparametric approach to making unit-level predictions. This means 
that estimates of small area population parameters will be based on a collection of unit-level 
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predictions. As with all model-based approaches, the corresponding small area estimates of 
variance must account for covariance among unit-level predictions, each of which is a random 
variable. Numerous studies have reported examinations of kNN methods for unit-level prediction 
and mapping of NFI variables. Eskelson et al. (2009) provide an excellent review of the 
development of nearest neighbor imputation approaches to prediction of missing values using 
NFI data with auxiliary variables. Some key early studies include the work of Tomppo (1990), 
Tokola et al. (1996), and Katila and Tomppo (2001) in Finland, and Moeur and Stage (1995), 
Franco-Lopez et al. (2001), Ohmann and Gregory (2002), and McRoberts et al. (2002) in the 
United States. However, most of these studies, as well as many others that have followed,  have 
focused on the effects of an assortment of modeling choices on prediction errors for individual 
population units, such as predictor variables, number of neighbors, weighting functions, distance 
metrics, etc. Relatively few have addressed kNN methods in the context of SAE and attempted to 
quantify the uncertainty associated with estimates based on the summarization of pixel values 
within a small area of interest. McRoberts (2012) provides a thorough review of the kNN 
estimator for SAE with NFI data and auxiliary variables, along with an analysis of the impacts of 
several modeling choices, such as distance metrics, numbers of neighbors, and weighting of 
neighbors. 
McRoberts et al. (2007) developed a model-based approach to SAE using the kNN 
technique. In the terminology for kNN used by the authors, the auxiliary variables constitute the 
feature space. The set of population units for which observations of both response and auxiliary 
variables are available (i.e. the sampled units) is defined as the reference set. The set of 
population units for which estimates of the response variables are required is defined as the target 
set. An observation of a response variable for the ith unit of the population can be expressed as, 
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𝑦𝑖 = 𝜇𝑖+ 𝜀𝑖, 
where 𝜀𝑖 is the random deviation of the observation, 𝑦𝑖, from its mean, 𝜇𝑖. In the case of kNN, the 
estimate of 𝜇𝑖 is, 
?̂?𝑖 = ?̃?𝑖 = (∑ 𝑤𝑖𝑗
𝑘
𝑗=1 )
−1  ∑ 𝑤𝑖𝑗
𝑘
𝑗=1 𝑦𝑖𝑗 , 
where 𝑦𝑖𝑗  is the observation associated with the j
th nearest neighbor in the reference set to the ith 
unit of the target set, 𝑤𝑖𝑗 = 𝑑𝑖𝑗
−𝑡 , 𝑑𝑖𝑗 is the distance in feature space between the i
th target set unit 
and the jth nearest reference set unit with respect to the distance metric, and typically 0 ≤ t ≤ 2. In 
the absence of spatial autocorrelation among observations in the reference set, an estimate of the 
variance of ?̂?𝑖 is, 
?̂?𝑖
2 = 𝑘−1∑ (𝑦𝑖𝑗 − ?̂?𝑖)
2𝑘
𝑗=1 . 
The population mean of a small area, 𝜇, is then estimated as, 
?̂?𝑘𝑛𝑛 = 𝑁
−1 ∑ ?̂?𝑖
𝑁
𝑖=1  = 𝑁
−1 ∑ ?̃?𝑖
𝑁
𝑖=1 , 
where N is the small area population size. An estimate of the variance of ?̂?𝑘𝑛𝑛 is, 
𝑉𝑎?̂?(?̂?𝑘𝑛𝑛) = 𝑉𝑎?̂?(𝑁
−1 ∑ ?̂?𝑖
𝑁
𝑖=1 ) = 𝑁
−2 ∑ ∑ 𝐶𝑜?̂?(?̂?𝑖 , ?̂?j)
𝑁
𝑗=1
𝑁
𝑖=1 . 
In the absence of spatial autocorrelation, an estimate of 𝐶𝑜𝑣(?̂?𝑖, ?̂?j) is, 
𝐶𝑜?̂?(?̂?𝑖, ?̂?j) = 𝜎?̂?𝜎?̂?𝑚𝑖𝑗𝑘
−2, 
where 𝑚𝑖𝑗  is the number of common nearest neighbors used to calculate ?̂?𝑖  and ?̂?j. 
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The study used NFI data from the FIA program in the United States, using a spatially 
balanced random sample, along with auxiliary data on visible and near-infrared spectral 
reflectance from Landsat 5 TM and Landsat 7 ETM+ imagery, for one scene in northeastern 
Minnesota, USA. Estimates of proportion forest area, volume, basal area, and stem density and 
their associated variances were made for 15 circular small areas of interest, each with a radius of 
10 kilometers and containing approximately 20-25 sample plots, using both design-based and 
model-based approaches, where k=5 and neighbors were given equal weights. Variograms 
indicated that the effective range of spatial autocorrelation was much smaller than the average 
distance between sample plots and could therefore be ignored.  
The results did not suggest any apparent bias in the kNN estimator for any of the response 
variables. Small area model estimates for all response variables were generally within two 
standard errors of the corresponding direct estimates. Model-based estimates of variance averaged 
almost an order of magnitude smaller than the design-based estimates. However, no formal 
measure of bias was estimated for small areas, which precluded making estimates of mean square 
error. Also, calculation of the estimates of covariance among the unit-level predictions proved to 
be quite computationally intensive for the small areas used in the study, although the authors did 
demonstrate an approach to working around this problem that reduced computation time by more 
than a factor of 50. 
Magnussen et al. (2009) developed a similar model-based estimator for kNN approaches 
to SAE. Their estimator differs from the one developed  earlier by including models describing 
the relationship between the auxiliary and response variables thereby defining a new feature 
space, factoring in unequal weighting of the k reference values based on feature space distance, 
and providing an estimate of bias for unit-level predictions. The results of their study, based again 
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on FIA survey data and Landsat ETM+ imagery from Minnesota, confirmed that the model-based 
MSE of an estimate for a small area can be several times larger than the naïve MSE that fails to 
account for the covariance among unit-level predictions. Their variance estimator showed good 
agreement with that of McRoberts et al. (2007) for large values of k, but poorer agreement for 
small values of k. They concluded that the agreement was best when the true value of the 
response variable was located inside the convex hull spanned by the values of the k-nearest 
neighbors, which is more likely to be the case with a larger value of k. They also cautioned that 
the need to fit additional models required a larger reference set and recommended a lower limit of 
300 reference units. 
Baffetta et al. (2009) used a design-based, model-assisted approach to variance 
estimation with the kNN technique. Their empirical difference estimator is shown to be 
approximately unbiased and appropriate for use with data from a probability sample, such as is 
typically the case with an NFI. It uses the sample design weights and is closely related to the 
calibration estimator discussed. However, it is a direct estimator that requires an adequate number 
of sample units from the area of interest, a condition that is assumed not to be met in the case of 
SAE. Also, complex sample designs may preclude the use of the empirical difference estimator 
because of difficulties in quantifying inclusion probabilities of sample units. 
Magnussen et al. (2010) proposed a resampling approach to variance estimation of small 
area population totals of NFI variables via kNN called the modified balanced repeated replication 
(BRR) estimator. Resampling methods are nonparametric approaches that involve repeatedly 
sampling from the sample in order to make inferences about population parameters. The modified 
BRR estimator accounts for covariance among predicted small area population unit values and is 
calculated from a small number (approximately 100) of balanced half-samples. In the proposed 
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approach, the classic BRR estimator is modified by imputing response variables from the 
included half-sample units to the complementary half-sample units prior to imputation to the non-
sampled units. The estimator can be used with NFI data collected under SRS and cluster sampling 
designs. The results suggested comparable performance to the empirical difference estimator for 
large areas and improved performance for small areas. However, the modified BRR estimator 
proved to be computationally intensive and was limited to sample sizes smaller than 1,984 units, 
although the authors suggested some faster shortcuts giving approximate results. 
Breidenbach, Nothdurft, and Kändler (2010) compared three methods for computing 
distance metrics to each other for use with the kNN technique, when utilizing the model-based 
parametric variance estimator of McRoberts et al. (2007), as well as to the design-based direct 
estimator. The study included forest inventory and airborne laser scanner (ALS) data for a 50-km2 
study area of state and municipal forests near Freiburg, Germany. The study area was tesselated 
into a fine mesh of hexagonal units of 452 m2, approximately the size of a sample plot, and height 
and density metrics extracted from the ALS data were summarized for each hexagonal unit and 
used as auxiliary variables with the kNN approach to estimation.  
The canonical correlation analysis (CCA) distance metric used in the most similar 
neighbor (MSN) imputation approach (Moeur & Stage, 1995; LeMay & Temesgen, 2005), as 
well as the Random Forests (RF) (Breiman, 2001), and Random Forests based on conditional 
inference trees (CF) (Strobl et al., 2008) distance metrics were calculated by fitting the auxilary 
variables to the response variable, in this case total standing timber volume. Under each of the 
three methods, both forward selection and backward elimination procedures were used to 
determine the best subset of predictor variables to include in the corresponding model. Estimates 
of total volume, along with the individual volumes for the primary tree species in the study area, 
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were computed for each hexagonal unit via kNN with 𝑘 = 8, using each of the three distance 
metrics. 
The results indicated that the kNN estimator using the RF distance metric was 
consistently more biased for unit-level predictions of total timber volume than using either the 
CCA or CF distance metric. However, for all three methods the root mean squared deviation was 
substantially smaller than the corresponding standard deviation in timber volume observed on the 
inventory plot. The three methods performed almost equally well for SAE at the stand level, with 
no indication of bias in the estimator for stand mean values. The parametric variance estimates 
tended to be smaller than the corresponding direct estimates for all stands containing at least two 
inventory plots. A comparison of species-specific means was difficult to conduct because of the 
large variances associated with the design-based estimates. The authors concluded that the MSN 
method was best suited to their application because of 1) the apparent lack of bias in the estimator 
for unit-level predictions, 2) slightly smaller variances for large stands relative to the CF method, 
and 3) fast analytical solutions to the determination of nearest neighbors. 
  McRoberts et al. (2011) compared the parametric variance estimator using the kNN 
technique discussed earlier with resampling methods, in particular the jackknife and bootstrap 
estimators. Using the jackknife approach for a sample of size n, the jth jackknife sample is defined 
to be the original sample with the jth unit removed. The jth estimate of the population 
parameter, ?̂?𝑗 , is obtained from the j
th jackknife sample. The jackknife estimate of the population 
parameter is, 
?̂?𝑗𝑎𝑐𝑘 = 𝑛
−1∑ ?̂?𝑗
𝑛
𝑗=1 . 
The jackknife estimate of bias is, 
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𝐵𝑖𝑎?̂? (?̂?𝑗𝑎𝑐𝑘) = (𝑛 − 1) (?̂?𝑗𝑎𝑐𝑘 − ?̂?), 
where ?̂? is the estimate obtained using the complete sample. The jackknife estimate of variance 
is, 
𝑉𝑎?̂? (?̂?𝑗𝑎𝑐𝑘) = (𝑛 − 1) 𝑛
−1 ∑ (?̂?𝑗𝑎𝑐𝑘 − ?̂?𝑗)
2𝑛
𝑗=1 . 
Similarly, for a sample of size n, the bth bootstrap sample is defined to be a random sample with 
replacement of size n from the original sample. The bth estimate of the population parameter, ?̂?𝑏, 
is obtained from the bth bootstrap sample. The bootstrap population estimate is, 
?̂?𝑏𝑜𝑜𝑡 = 𝑛𝑏𝑜𝑜𝑡
−1∑ ?̂?𝑏
𝑛𝑏𝑜𝑜𝑡
𝑏=1 , 
where 𝑛𝑏𝑜𝑜𝑡 is the number of bootstrap samples. The bootstrap estimate of bias is, 
𝐵𝑖𝑎?̂? (?̂?𝑏𝑜𝑜𝑡) = ?̂?𝑏𝑜𝑜𝑡 − ?̂?, 
where ?̂? is the estimate obtained using the complete sample. The bootstrap estimate of variance 
is, 
𝑉𝑎?̂? (?̂?𝑏𝑜𝑜𝑡) = (𝑛𝑏𝑜𝑜𝑡 − 1)
−1∑ (?̂?𝑏𝑜𝑜𝑡 − ?̂?𝑏)
2𝑛𝑏𝑜𝑜𝑡
𝑏=1 . 
For kNN applications the bootstrap variance estimator is preferred to the jackknife 
estimator, due to computational intensity for large samples (i.e. 𝑛𝑏𝑜𝑜𝑡 is generally smaller than n) 
and to a violation of the jackknife estimator’s assumption that the statistic of interest is smoothly 
varying. 
In addition to using the earlier site in Minnesota, the study area was expanded to include 
Landsat ETM+ scenes and NFI data for North Karelia, Finland and Molise, Italy. The Finnish 
NFI data were collected using a systematic cluster sample of variable radius plots, while the 
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Italian NFI data came from a systematic random sample of fixed radius plots. Small areas of 
interest, approximately 8 km by 8 km in size, were defined and tree volumes per unit area were 
estimated for each small area using a kNN approach similar to that described in the earlier study. 
Estimates of means and variances for each small area were calculated using the parametric and 
bootstrap estimators, as well as the jackknife estimator for the Molise and Minnesota study areas. 
For the bootstrap estimator, 1000 bootstrap resamples were used.  
The results suggested close agreement among all three estimators of means and 
variances, though care must be taken with the bootstrap approach to appropriately mimic the 
nature of the sample design. The authors concluded that the results provide strong evidence of 
validity in the assumptions underlying the parametric estimator. They also recommended the use 
of the bootstrap estimator for kNN approaches where 𝑘 = 1, since use of the parametric estimator 
is infeasible in such cases, as well as for small values of k where the parametric estimator would 
not provide credible confidence intervals. 
Explicit superpopulation models 
In the case of explicit superpopulation models, inferences about estimated population 
parameters are based on the underlying model. This includes spatial models that assume 
correlation among small area effects.  Explicit superpopulation models account for the variability 
in the relationship between auxiliary and response variables among small areas and can be 
specified as either unit-level or area-level models, depending on whether the auxiliary data are 
available for the individual population units or only at the aggregate level for each small area. 
Such models permit the estimation of area-specific MSE values, unlike in the case of purely 
synthetic estimators where the estimated MSE is averaged over all small areas. However, small 
areas must be defined a priori. 
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Frequentist models 
General linear mixed models include both fixed effects of auxiliary variables across small 
areas as well as random effects associated with each small area. Under these models, Empirical 
Best Linear Unbiased Predictor (EBLUP) estimators can be used to simultaneously estimate the 
parameters associated with the fixed and random effects (Henderson, 1975). The name EBLUP 
arises from the fact that these estimators are based on linear functions of the data, have an 
expected value that is equal to the true value of the parameter being estimated, result in the 
minimum MSE for the class of all linear unbiased estimators, and are empirical in the sense that 
they use variances estimated from the data rather than based on theoretical values. Assuming that 
the small areas can be enumerated a priori, a general linear mixed model, or mixed effects model, 
can be expressed as, 
𝑦 = 𝑋𝛽 + 𝑍𝑣 + 𝜀, 
where 𝑦 is the vector of observations, 𝑋 is the design matrix for the fixed effects (those associated 
with auxiliary variables), 𝑍 is the design matrix for the random effects (those associated with the 
individual small areas), 𝛽 are the model coefficients, and 𝑣 and 𝜀 are vectors of random effects 
and random model errors respectively that are assumed to be independently and normally 
distributed with means of zero, each with some unknown covariance. In the case of SAE, the 
interest is estimation of a population mean 𝜇, which is described by the model, 
𝜇 = 𝑙′𝛽 +𝑚′, 
where  𝑙 and 𝑚 are vectors of constants derived from the design matrices for the fixed and 
random effects respectively. The EBLUP estimator of 𝜇 is, 
?̂?𝑒𝑏𝑙𝑢𝑝 = 𝑙
′?̂? + 𝑚′?̂?, 
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where ?̂? is the generalized least squares estimator of 𝛽 and ?̂? is the BLUP estimator of the vector 
of random effects. 
Goerndt et al. (2011) compared EBLUP estimators used with general linear mixed 
models to several other estimators for a study area in northwestern Oregon, USA. Variables of 
interest from variable-radius forest inventory plots included tree density, quadratic mean 
diameter, basal area, height, and volume. Auxiliary variables were derived from airborne LiDAR 
data. An area-level mixed effects model was assumed for the EBLUP estimator. Stand-level 
estimates of the variables of interest were calculated using direct, synthetic, composite, EBLUP, 
and nonparametric imputation estimators. Because of the assumption of an inadequate sample for 
direct estimation under SAE, the study also examined the relative precision and bias of the 
estimators under a range of simulated sampling intensities. The results indicated that the direct 
estimator had a smaller relative root MSE (RRMSE) and estimated relative bias (RB) than the 
others for almost every variable of interest given the greatest sampling intensity. However, for 
smaller sampling intensities, the EBLUP estimator had the smallest RRMSE and one of smallest 
RB for all response variables, followed closely by the composite estimator based on a stand-level 
multiple linear regression model. The synthetic estimator generally had the largest RRMSE and 
RB when estimating small area population parameters for all response variables. The authors 
cautioned that the performance of any estimator that relies upon regression will depend largely 
upon the strength of the relationship between the variable of interest and the auxiliary variables. 
Breidenbach and Astrup (2012) conducted a similar study in southeastern Norway using 
above-ground forest biomass data from NFI plots and a photogrammetric canopy height model 
developed from digital aerial photography. They compared the performance of direct, synthetic, 
GREG, and EBLUP estimators for multiple municipalities in Vestfold County, which had from 1 
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to 35 NFI plots. No estimate of MSE was calculated for the synthetic estimator because the bias 
could not be adequately evaluated. The authors found that both the EBLUP and GREG estimators 
resulted in a smaller MSE than the direct estimator for all municipalities. Furthermore, the 
EBLUP estimator usually had a smaller MSE than the GREG estimator, and was precise even for 
municipalities having few or even just one sample unit. 
Bayesian models 
All the estimators considered to this point, even the model-based ones, are derived from a 
frequentist interpretation of probability, in contrast to the Bayesian interpretation. For a readily 
accessible introduction to Bayesian statistics, see Bolstad (2007). Under the frequentist 
interpretation, probability refers to the long-term frequency of an observation (the evidence) 
given repeated outcomes from an experiment, or repeated samples from a population (the 
hypothesis). The underlying parameters that describe this repeated process are assumed to be 
unknown but fixed. Under the Bayesian interpretation, probability refers to the plausibility of a 
set of underlying parameters describing the random process (the hypothesis) given the fixed set of 
observations available (the evidence). In this view, the parameters are not fixed, but come from a 
distribution of possible values. This can be expressed in terms of Bayes theorem, 
Pr(H|E) = Pr(E|H)Pr(H)/P(E), 
where Pr(H|E) is the conditional probability of the hypothesis given the evidence (the posterior 
probability), Pr(E|H) is the conditional probability of the evidence given the hypothesis (the 
likelihood), Pr(H) is the unconditional probability of the hypothesis (the prior probability), and 
Pr(E) is the unconditional probability of the evidence (a normalizing constant). When applied to 
model-based approaches to SAE, a Bayesian interpretation of the superpopulation models 
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typically leads to two general parametric approaches: Empirical Bayes and Hierarchical Bayes 
(Ghosh & Rao, 1994).  
Empirical Bayes (EB) 
In the case of linear superpopulation models, EB is equivalent to the EBLUP approach 
via general linear mixed models. This is not a fully Bayesian approach because it does not 
incorporate a prior probability distribution of model parameters, but instead estimates values for 
model parameters based on the sample units using maximum likelihood, which is fundamentally 
frequentist. EB approaches can be considered an approximation to a fully Bayesian approach to 
SAE (Datta et al., 1999). 
Hierarchical Bayes (HB) 
In the HB approach, a prior probability distribution of model parameters is specified. 
This, in conjunction with the values of the sample units, induces a posterior probability 
distribution of the small area parameter of interest via Bayes theorem. In practice, closed-form 
expressions of the posterior probability distribution are typically not available. In much the same 
way that bootstrapping has enabled the development of estimators for complex frequentist model-
based approaches, Markov Chain Monte Carlo (MCMC) methods have paved the way toward 
development of fully Bayesian models. With recent advances in computer hardware and parallel-
processing, MCMC methods, such as Gibbs sampling and the Metropolis-Hastings algorithm, 
have ushered in a range of Bayesian approaches to prediction and SAE. For a thorough 
introduction to HB and advanced computational methods, see Gelman et al. (2013). 
 Banerjee and Finley (2007) developed an HB approach to unit-level predictions that 
includes a spatial component that accounts for spatial autocorrelation among observations, both at 
the plot and subplot scale. The study used gross live tree biomass from NFI plots and subplots as 
the variable of interest and auxiliary variables calculated from multi-date Landsat ETM+ imagery 
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for a heavily forested region in north-central Minnesota, USA. The authors compared one aspatial 
model to five spatial models, each of which assumed slightly different spatial processes. The 
results, based on multiple MCMC chains and noninformative priors (i.e. no prior information 
about the distribution of population parameters was assumed), suggested a clear advantage to the 
spatial models, particularly the multi-resolution models with nested spatial processes. 
Finley et al. (2009) built upon the earlier study by developing a spatially-varying 
multinomial logistic regression model, again under an HB approach, for unit-level predictions of 
forest type group for a study area encompassing all forested land across the entire state of 
Michigan, USA. Again, the variable of interest was observed on NFI plots and the auxiliary 
variables were calculated from climatic and topographic raster data. A spatially-varying 
predictive process was modeled on a regular mesh of roughly 200 points across the study area. A 
comparison was made among four different predictors: a nonparametric approach based on 
geographic proximity, a kNN approach, a hierarchical model with spatially-varying intercepts, 
and a hierarchical model with all spatially-varying coefficients. The results, also based on 
multiple MCMC chains and noninformative priors for the HB models, suggested the kNN 
approach and HB model with spatially-varying intercepts performed comparably well, and that 
the HB model with all spatially-varying coefficients performed best.  
Finley et al. (2011) demonstrated similar results for Michigan, USA, for predicting unit-
level forest biomass from NFI plots using auxiliary variables derived from Landsat ETM+ 
imagery, using an HB approach and spatially-varying coefficients model. Finley et al. (2013) 
conducted a comparable analysis for the Pensobscot Experimental Forest in Maine, USA, for 
multiple variables of interest extracted from forest inventory plots and auxiliary variables 
calculated from LVIS airborne LiDAR data and AVIRIS spaceborne hyperspectral imagery, 
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again using a spatially-varying coefficients model. While all these studies feature an HB approach 
to unit-level prediction and mapping, none specifically addresses SAE. However, it should be 
apparent that the approach could be readily adapted to SAE by specifying small areas a priori.   
Nonparametric Bayes 
Parametric Bayesian methods have limited value for large-scale, multipurpose surveys 
because of the difficulties in validating the parametric assumptions (Rao, 2011). A nonparametric 
Bayesian approach provides an alternative, but it requires the specification of a likelihood 
function based on the values of the variables observed for the sample units and a prior distribution 
of population values. Lazar et al. (2008) provide a nonparametric Bayesian framework for SAE 
with auxiliary variables based on the Polya posterior, explained in the next paragraph.  
This posterior is derived from Polya sampling, and can be described using a scenario with 
two urns. Urn #1 contains the sample units drawn from the population. Urn #2 contains the non-
sampled population units. In Polya sampling, one unit is drawn at random from each urn. The unit 
drawn from urn #2 is assigned the label of the unit drawn from urn #1, and then both units are 
returned to urn #1. This process is repeated until urn #2 is empty and urn #1 contains all 
population units. The end result is that urn #1 contains a simulated copy of the population, 
conditional upon the sample units drawn from the population, from which population parameters 
of interest can be calculated. If the procedure is repeated many times, a posterior distribution of 
population parameters is generated and can be used for making statistical inferences. 
Lazar et al. (2008) suggest that the Polya posterior is appropriate when one might use 
SRS under a design-based approach to inference and yields results with good frequentist 
properties. The Polya posterior makes use of a likelihood function based on the sample units that 
is noninformative because all unobserved values of the nonsampled population units have the 
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same likelihood function. Estimation using the Polya posterior is done using resampling methods 
similar to bootstrapping, with the distinction that bootstrapping replicates samples, whereas Polya 
sampling replicates populations.  
Discussion 
This literature review has provided an overview of a variety of estimators available when 
using NFI data with auxiliary variables for SAE. All of the more familiar direct estimators 
covered, such as the SRS, stratified, and GREG estimators, are unbiased, or nearly so, and rely 
upon design-based inference. However, while many have been shown to be more precise than the 
SRS estimator, all direct estimators use only the NFI sample plots from within a small area of 
interest, thereby limiting precision gains.  
Indirect estimators, whether they rely upon design-based or model-based inference, 
achieve better precision by using the auxiliary information to effectively increase the sample size 
within a small area of interest. Unlike direct estimators, none of the indirect estimators reviewed 
can be assumed to be unbiased, though some have been shown to be nearly so under some 
conditions.  
Nonparametric model-based approaches are particularly attractive because they do not 
assume a particular functional form for the relationship between the response and auxiliary 
variables, nor do they require probability samples or assumed normality in the distribution of 
residual errors. Furthermore, the nonparametric kNN estimator accommodates a multivariate 
response, simultaneously producing estimates for all NFI variables of interest. 
There are two fundamental interpretations of probability that can be used for making 
statistical inferences via superpopulation models: frequentist and Bayesian. Frequentist 
formulations of the nonparametric kNN estimator have been developed for SAE, though there 
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could be considerable computational cost associated with calculating covariance among unit-level 
predictions. Recent advances in computer processing and algorithm development have paved the 
way for more widespread application of numerical methods for estimation and inference, such as 
bootstrapping for the frequentist and Gibbs sampling for the Bayesian, when a closed-form exact 
solution of the posterior probability cannot be calculated .  
Parametric Bayesian approaches to SAE have been developed, using HB with Gibbs 
sampling. However, there may be difficulties in validating their parametric assumptions, 
particularly in the case of multi-resource NFI data. Nonparametric Bayesian methods manage to 
circumvent this issue. While such approaches to SAE have been developed, such as through 
Polya sampling, they have not yet been applied to NFI data. 
Conclusions 
There are a variety of approaches to SAE that can be used by integrating NFI data with 
auxiliary variables derived from remotely sensed imagery. The choice ultimately comes down to 
the preferred mode of statistical inference and assumptions about the nature of random variation 
observed in the population. Under the design-based mode of inference, this random variation 
arises from the distribution of indicator values that determine whether or not a population unit is 
part of the sample. Under the model-based mode of inference, the observed response values 
associated with population units are assumed to have been generated by some underlying 
stochastic superpopulation model, i.e. there is random deviation about the model mean.  
The primary advantage of the design-based approach is that the estimators are unbiased, 
or nearly so, with the principal disadvantage being that estimates are based only upon the sample 
units within the domain, limiting precision for small areas. Estimators used under the model-
based approach borrow strength from sample units outside of the domain, resulting in a tradeoff 
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between the benefit of increased precision and the cost of potential bias. Bayesian models also 
generally have the further advantage of better performance for small samples. 
The nonparametric kNN estimator has been used extensively in studies with multi-
resource NFI data, likely because of its simplicity and multivariate nature (i.e. simultaneously 
providing estimates for all response variables). The literature reviewed here suggests that there is 
utility to a model-based formulation of the kNN estimator for SAE. Such an estimator makes 
minimal assumptions about the relationship between the auxiliary variables and the response 
variables, or about the distribution of the random variation around the modeled expected value. 
However, as with all model-based approaches, prediction bias must be properly accounted for to 
make valid inferences.  
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Chapter 2: Harmonic regression of Landsat time series for 
modeling attributes from national forest inventory data 
Summary 
Imagery from the Landsat Program has been used frequently as a source of auxiliary data 
for modeling land cover, as well as a variety of attributes associated with tree cover. With ready 
access to all scenes in the archive since 2008 due to the USGS Landsat Data Policy, new 
approaches to deriving such auxiliary data from dense Landsat time series are required. Several 
methods have previously been developed for use with fine temporal resolution imagery (e.g. 
AVHRR and MODIS), including image compositing and harmonic regression using Fourier 
series. The article presents a study, using Minnesota, USA during the years 2009-2013 as the 
study area and timeframe. The study examined the relative predictive power of land cover 
models, in particular those related to tree cover, using predictor variables based solely on 
composite imagery versus those using estimated harmonic regression coefficients. The study used 
two common non-parametric modeling approaches (i.e. k-nearest neighbors and Random Forests) 
for fitting classification and regression models of multiple attributes measured on United States 
Forest Service Forest Inventory and Analysis plots using all available Landsat imagery for the 
study area and timeframe. The estimated Fourier coefficients developed by harmonic regression 
of ‘Tasseled Cap Transformation’ time series data were shown to be correlated with land cover, 
including tree cover. Regression models using estimated Fourier coefficients as predictor 
variables showed a two- to three-fold increase in explained variance for a small set of continuous 
response variables, relative to comparable models using monthly image composites. Similarly, 
the overall accuracies of classification models using the estimated Fourier coefficients were 
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approximately 10 to 20 percentage points greater than the models using the image composites, 
with corresponding individual class accuracies between six and 45 percentage points higher. 
Introduction 
The use of remotely sensed data for inventory and mapping of agricultural and natural 
resources has a long history. Such data have typically been collected on airborne or spaceborne 
platforms by either passive sensors that use solar radiation as a source of electromagnetic energy, 
or active sensors that provide their own radiation source. Both passive and active sensors have 
demonstrated utility as sources of predictor variables that can be used to model a variety of 
natural resource phenomena. 
In the context of using these data in combination with national forest inventory (NFI) 
data for the purposes of monitoring forest resources over long periods of time and large 
geographic areas, the Landsat platform has garnered particular interest, as noted by the review of 
McRoberts, Cohen, Næsset, Stehman, and Tomppo, (2010). This is due to several factors, which 
will be discussed in greater detail below. First, the Landsat Program provides the longest-running 
continuous collection of Earth imagery of any satellite program, with sensors designed to 
maintain consistency in resolution (i.e. spatial, spectral, radiometric, and temporal) across 
missions. Second, the multispectral characteristics of the Landsat sensors enable the derivation of 
metrics with biophysical meaning. Third, the spatial resolution of the latter generation of sensors 
provides a better match to the size of the typical NFI plot than that of satellite sensors with 
coarser spatial resolution. Finally, with the adoption of the open access data policy for the 
Landsat Program in 2008, the entire archive of Landsat imagery is freely available for use.  
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Landsat as a source of auxiliary data 
Length of the Landsat record 
From the Multispectral Scanner (MSS) sensor used onboard the first five Landsat 
satellites to the Thematic Mapper (TM) sensor of Landsat-4 and Landsat-5, the Landsat program 
has striven for consistency in the data record while simultaneously incorporating improved 
technological capabilities in terms of spatial and spectral resolution. This consistency extends to 
the sensors used onboard the Landsat satellites in orbit today, as well as those planned for future 
missions. 
One of the two Landsat sensors currently in operation is the Landsat-7 Enhanced 
Thematic Mapper Plus (ETM+). In May of 2003, the Landsat-7 scan line corrector (SLC), a small 
rotating mirror that compensates for the forward motion of the spacecraft, failed. This resulted in 
the loss of data in wedge-shaped areas on either side of the image, with more missing data further 
away from nadir. These SLC-off gaps amount to a loss of approximately 22% of the data for any 
given scene (Ju & Roy, 2008). These gaps have limited the utility of ETM+ imagery, although 
there have been several approaches proposed to dealing with them, including compositing of 
several images (Roy et al., 2010), interpolation using SLC-on imagery (Maxwell et al., 2007; 
Chen et al., 2011), data fusion with MODIS imagery (Roy et al., 2008), and geostatistical 
methods (Zhang et al., 2007; Pringle et al., 2009). 
Development of Landsat spectral indices 
Multiple spectral indices have been developed to establish the relationship between the 
spectral and radiometric response measured by remote sensors and the presence of various land 
covers, especially vegetation. Bannari et al. (1995) reviewed more than forty vegetation indices 
that have been developed for sensors ranging from ground-based to spaceborne systems. Most 
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such indices are based on the fact that vegetation has wavelength-dependent absorption, 
transmission, and reflection properties, in particular the differential response in the red and near-
infrared (NIR) wavelengths, and have been shown to provide a better indication of the amount of 
vegetative land cover than any single band alone (Curran, 1980). 
Kauth and Thomas (1976) developed a linear transformation of all four of the original 
MSS bands, named the tasseled cap transformation (TCT), to produce indices related to not only 
growing vegetation (“green stuff”), but also soils (“brightness”), senescent vegetation (“yellow 
stuff”), and shadows (“non-such”) to better differentiate various crops, as well as phases of crop 
development over time. Crist and Cicone (1984a, 1984b) extended TCT for use with the six 
reflective TM bands, simultaneously dropping some features (“yellow stuff” and “non-such”) 
while defining new ones (e.g. “wetness”). Huang et al. (2002) and Baig et al. (2014) developed 
comparable transformations for ETM+ and the Operational Land Imager (OLI) respectively. 
Numerous studies have shown TCT components derived from Landsat imagery to be 
useful for mapping forest characteristics. These studies, using the components of “brightness”, 
“greenness”, and/or “wetness”, demonstrate their utility across a range of forest mapping 
applications, including land cover (Byrne et al., 1980; Yuan et al., 2005), forest types (Dymond et 
al., 2002), succession (Helmer et al., 2000), stand-replacing disturbance (Cohen et al., 1998; Jin 
& Sader, 2005; Healey et al., 2005), pest damage (Skakun et al., 2003), growing stock volume 
(Zheng et al., 2014), canopy cover and biomass (Karlson et al., 2015), and recovery from 
disturbance (Pickell at el., 2016). 
Size and configuration of the NFI plot footprint 
The current annual NFI conducted by United States Forest Service (USFS) Forest 
Inventory and Analysis (FIA) program exhibits many of the characteristics observed for NFI 
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globally that are pertinent to its use with Landsat imagery. A comprehensive description of the 
FIA program is provided in Bechtold and Patterson (2005). FIA inventory plots are established 
according to a well-defined sample design, with a sampling frame that is used to generate a 
spatially-balanced sample of plots. Each plot is a cluster of sub-plots. Cluster plots are often used 
for NFI because the determination of the relative locations of the sub-plots is typically more 
accurate,  their layout is generally faster due to the smaller distances measured and traveled 
(possibly over rugged terrain), and they capture more variability in the population than one larger 
plot (Kangas & Maltamo, 2006). 
Since the nationwide start of the annual NFI program in the US in 1998, FIA plots 
comprise four circular sub-plots, each with a radius of 7.3152 meters. Circular plots are often 
used in forest inventory because they are easy to establish for small radii and are prone to less 
error in plot area, for the same reasons given previously for using cluster plots (Kangas & 
Maltamo, 2006). Circular plots also minimize edge effects, since they have the smallest possible 
perimeter for a given area by the isoperimetric inequality. The sub-plots are arranged with the 
center of one sub-plot defining the center of the cluster plot. The centers of each of the other three 
sub-plots are equally spaced about plot center, oriented so one sub-plot is due north of plot center, 
and each is 36.576 meters distant from plot center. 
Although other NFI programs have different sample designs, sampling frames, and plot 
configurations, the information presented for the FIA program remains instructive for 
comparisons to Landsat and other satellite imagery. Each FIA sub-plot constitutes an area of 
about 168 m2, approximately 19% of the area of a TM, ETM+, or OLI pixel for the reflective 
bands, but only about 0.27% the area of a 250-meter MODIS pixel. The smallest circle that 
circumscribes all four sub-plots has an area of about 6,052 m2, or just less than seven 30-meter 
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pixels. The four sub-plots cover approximately 11% of this area, and about 1% of the area of a 
MODIS pixel.  
Open data access policy for the Landsat archive 
Ease of access to data from the Landsat Program has been variable over time. During the 
commercial operations period, there were high financial costs and restrictive copyright rules in 
place that limited sharing of access to imagery. With the assumption of mission operations by the 
United States Geological Survey (USGS), purchased imagery could be shared more freely. 
Wulder et al. (2012) suggest that the USGS Landsat Data Policy that took effect in 2008 has 
allowed the scientific community to finally realize the full value of the Landsat Program, as 
indicated by the dramatic rise in the use of its data globally. This data policy provides unrestricted 
access to the entire USGS National Satellite Land Remote Sensing Data Archive (NSLRSDA), 
with selected products made available for retrieval over the Internet at no financial cost to users 
(Woodcock et al, 2008). 
Approaches to analyzing dense time series of satellite imagery 
Free and open access to the Landsat Archive (i.e. NSLRSDA) permits new approaches to 
image analysis that were not previously available to users of Landsat imagery. With the high 
costs of Landsat scenes under earlier data policies, users typically selected only those scenes of 
interest that were predominantly free of clouds, exhibiting a “scene-centric” focus. Under the new 
data policy, as well as due to continuing advancements in data storage and computing power, 
users have begun developing methods that utilize all scenes over a period of interest to improve 
the information collected for pixels of interest, shifting to a “pixel-centric” focus. 
There are several approaches to processing and analyzing dense time series of satellite 
imagery. Most were developed for use with other satellite platforms, particularly those having 
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finer temporal resolution than Landsat. One of the first was published by Goward et al. (1985) for 
analyzing daily observations of NDVI across North America using the Advanced Very High 
Resolution Radiometer (AVHRR) onboard the NOAA-7 satellite. The daily data were grouped 
into three-week bins, and the maximum value for each pixel from each bin was used as the bin’s 
composite value, thereby reducing the effects of cloud contamination. These maximum value 
composites (MVC) were computed for a 30-week growing season and used to estimate the 
variability and area under the seasonal Normalized Difference Vegetation Index (NDVI) profile 
for each pixel. Both metrics were shown to be correlated with seasonal patterns in natural and 
cultivated vegetation, as well as net primary productivity. 
Reed et al. (1994) took a similar approach for a study using AVHRR data to map land 
cover types for the conterminous US. Four growing seasons of biweekly MVC NDVI were used 
to develop a set of 12 seasonal NDVI metrics. These included not only NDVI range and area 
under the curve, as used in the study by Goward et al. (1985), but also time and value at onset and 
end of greenness and derived rates of green-up and senescence along with a few other metrics. 
The authors noted some limitations of using biweekly MVC images, such as the compositing 
period being too long to determine some phenological events and residual cloud contamination. 
Nevertheless, the results indicated strong agreement with expected characteristics for various land 
cover types, including assorted agricultural crops, grasslands, shrublands, and forests. DeFries et 
al. (1995) reported similar results for a study using AVHRR MVC data for global land cover 
mapping. 
Sellers et al. (1994, 1996) were among the first to use a mathematical model to describe 
time series of AVHRR NDVI data in an effort to correct for residual cloud contamination in 
MVC images. The complete methodology they proposed included a series of steps, with the first 
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being adjustment of the MVC values by means of a Fourier series. A Fourier series can be used to 
approximate a periodic function, such as the seasonality of NDVI, with a closer approximation 
given by using more harmonics in the series. This application of Fourier series is also known as 
harmonic analysis or harmonic regression. Other harmonic regression methods have also been 
developed to produce cloud-free AVHRR images (Roerink & Menenti, 2000).  
Moody and Johnson (2001) conducted a study to map land cover for a small area in 
southern California, USA, using AVHRR NDVI monthly MVC images. The coefficients for a 
Fourier series with two harmonics were estimated for each pixel in the study area. These 
estimated coefficients were used as feature variables with an unsupervised classification scheme 
to produce a map of six basic vegetation formations. Comparison with field-based validation data 
yielded an overall accuracy of 68%. The authors found that the estimated mean NDVI provided 
discrimination along a continuum from grassland to closed canopy forest, amplitude separated 
evergreen from deciduous vegetation, and phase distinguished grasslands from 
shrublands/woodlands/forests and irrigated croplands. 
Alternative methods for describing AVHRR time series data have been proposed, using 
models such as the asymmetric Gaussian (Jönsson & Eklundh, 2002) and the Savitzky-Golay 
filter (Chen et al, 2004). Hermance (2007) and Bradley et al. (2007) suggested enhancements to 
the original harmonic regression methods intended to address the issue of higher-order harmonics 
generating spurious oscillations identified in the two aforementioned studies. Others studies have 
employed similar approaches with MODIS time series data, using harmonic regression (Potgeiter 
et al., 2007; Geerken, 2009; Wilson et al., 2012), piecewise logistic models (Zhang et al., 2003), 
the wavelet transform (Sakamoto et al. 2005), cubic splines (Scharlemann et al., 2008), and the 
autoregressive integrated moving average (Bayr et al., 2016). Hird and McDermid (2009) 
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conducted a thorough comparison of several of these techniques for reducing noise in NVDI time 
series of MODIS imagery and concluded that the double logistic and asymmetric Gaussian 
approaches were generally superior to the others in the study. However, they also cautioned that 
their conclusions were conditional on the nature of the noise in the imagery.  
Using Landsat time series data for vegetation modeling and mapping 
Many of the studies reviewed in the previous section primarily focused on methods to 
remove noise from satellite image time series in coarse spatial resolution satellite imagery. There 
are comparable studies in the literature that use Landsat imagery. For example, Brooks et al. 
(2012) demonstrated the effectiveness of using harmonic regression to model NDVI time series 
derived from TM and ETM+ imagery. Other studies previously reviewed focused instead on the 
use of these seasonal characteristics to produce models and maps of vegetation. A few such 
applications using AVHRR and MODIS imagery include mapping net primary productivity 
(Goward et al., 1985), land cover (Reed et al., 1994; DeFries at al., 1995; Moody & Johnson, 
2001), and tree species relative abundance (Wilson et al., 2012).  
In terms of mapping vegetation with finer spatial resolution imagery, Badhwar et al. 
(1982) developed one of the earliest such applications, using temporal profiles of TCT greenness 
derived from MSS imagery. A nonlinear model was used to fit TCT greenness time series via an 
iterative Marquardt technique. The two estimated model parameters for each pixel were then used 
to classify 40 small cropland test sites into “corn”, “soybean”, and “other” crops. The authors 
found that the estimated model parameters were closely related to the target of interest, and 
suggested that the inclusion of other TCT metrics could improve the results. 
After the implementation of the 2008 open data policy for the NSLRSDA, Zhu et al. 
(2012) demonstrated that harmonic regression of dense TM and ETM+ time series could be used 
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to map forest disturbance. After masking out clouds and cloud shadows, a Fourier series was fit 
on a per-pixel basis to the time series of surface reflectance for each reflective band in a 3,600 
km2 study area on the border between Georgia and South Carolina, USA. A measure of forest 
disturbance was predicted by comparing predicted image values, based on the harmonic 
regression model parameters estimated for each pixel, with the observed image values. The 
accuracy assessment of the resultant maps of forest disturbance, based on manual interpretation of 
the Landsat imagery combined with finer resolution imagery, demonstrated user’s and producer’s 
accuracies of greater than 95% for classification into “forest disturbance” and “stable forest” 
classes.  
Hansen et al. (2013) developed a method for mapping forest change at a global scale that 
leveraged not only the opening of the Landsat Archive and some of the analysis techniques 
reviewed here, but also the advent of cloud-based computing platforms. This massive study, 
spanning all global land except for the Arctic and Antarctic regions, used more than 650,000 
growing season ETM+ scenes collected between 2000 and 2012. The Landsat data were 
processed using Google Earth Engine (GEE), a platform for global scientific analysis and 
visualization of geospatial datasets (Gorelick et al., 2017). The raw ETM+ data were pre-
processed by conversion to top-of-atmosphere (TOA) reflectance, screening for clouds, shadows, 
and water, and normalization using MODIS imagery. Three groups of seasonal metrics were 
derived from each band of the pre-processed data. These derived metrics were used as predictor 
variables in a model to predict forest cover, loss, and gain over the time period of the study. 
Summary of the literature review 
The preceding literature review covered multiple justifications for using Landsat time 
series imagery with NFI, and in particular FIA data for modeling and mapping land cover or use 
and especially characteristics of forest resources. These include the long history of the Landsat 
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program and its temporal and geospatial overlap with the annual FIA program, the configuration 
of the FIA plot and sub-plots and their relative size compared to a Landsat pixel, and the 
institution of the 2008 open data policy for the Landsat Archive and concomitant development of 
cloud-based computing platforms like GEE that can readily access and process large volumes of 
data. It also touched upon the development of spectral indices for monitoring vegetation using 
satellite imagery as well as a variety of methods for analyzing time series of satellite imagery, 
from image compositing to the use of mathematical models for predicting seasonality in spectral 
reflectance associated with vegetative land cover. Finally, it provided examples of how these 
techniques were used to model vegetation, or changes in vegetation over time.  
The literature review provided some examples of studies that have thoroughly examined 
individual elements of the problem at hand, such as the Hird and McDermid (2009) comparison 
of noise-reduction techniques in NDVI time series. However, there has not been one that 
explicitly examines the utility of using harmonic regression of dense time series of TCT metrics 
derived from TM and ETM+ data to extract auxiliary data for the modeling of forest attributes 
from NFI data. Therefore, a study is proposed here that will test the primary hypothesis that 
models using estimated harmonic regression coefficients will produce more accurate predictions 
than those based on composite images of dense Landsat time series alone. Furthermore, there is a 
secondary hypothesis associated with the proposed approach for modeling and mapping forest 
attributes using time series of Landsat imagery, namely that harmonic regression provides a 
means for overcoming missing data due to either weather-related phenomena like clouds and 
snow cover, or to instrument related gaps from the SLC failure. 
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Materials and methods 
Study area and data 
The study area and timeframe were selected to coincide with an area and timeframe 
covered by annual forest inventory data collection. The NFI conducted by FIA is based on the 
annual collection of data from a permanent plot sample of the population. The period over which 
all plots are measured ranges from either five or seven years in the eastern US to 10 years in the 
western US, meaning that 10-20% of the plots are measured each year. The sampling intensity of 
the FIA plot network is approximately one plot per 2,400 hectares. Some state partners of the FIA 
program contribute additional funds to increase the sampling intensity. The state of Minnesota is 
one such partner, and has augmented FIA funding to support an increase in sampling intensity to 
one plot per 1,200 hectares and to retain a measurement cycle of five years. 
Because of the combination of a relatively large number of FIA plots due to its land area 
and increased sampling intensity, as well as the authors’ familiarity with the state’s forested 
ecosystems based on previous studies, Minnesota was chosen as the study area. In order to match 
the time period needed to collect a complete cycle of data for the FIA survey, all TM and ETM+ 
scenes for the timeframe of 2009-2013 were used. Furthermore, this five-year period provides a 
larger sample of sensor observations (across years) for each pixel from which to develop a 
harmonic regression model and increases the likelihood of filling any voids in the seasonal record 
due to clouds, snow, or SLC-off artifacts.  
In the public FIA database (FIADB), an EVALID uniquely identifies a collection of plots 
used for producing estimates for a specific group of population attributes. All plots included in 
the FIA sample for the state of Minnesota during the study timeframe 2009-2013 for estimating 
change in condition area and tree volume were used in the analysis, corresponding to 
‘EVALID=271303’. Out of a total of 17,500 plots in this collection, a subset of 17,343 was 
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located inside the study area defined using the census boundary for the state of Minnesota stored 
in the Google cloud computing platform. For each of these plots, a set of 10 forest inventory 
response variables were extracted from FIADB for the central sub-plot in the cluster, in order to 
more closely match the spatial extent sampled by a single Landsat TM or ETM+ pixel. 
Categorical (2) and continuous (8) variables were chosen to examine the utility of the predictor 
variables under both classification and regression models. 
The categorical variables used were the class assignment of the condition, corresponding 
to an area with similar land use and cover characteristics, at the center of the central sub-plot 
under two classification schemes. The first scheme assigned the condition to either the ‘non-
forest’ or ‘forest’ class. The second scheme assigned the condition to one of five non-forest and 
three forest classes: ‘water’, ‘cropland’, ‘grassland’, ‘settlement’, ‘wetland’, ‘coniferous forest’, 
‘broadleaf forest’, or ‘non-stocked forest’. These schemes were chosen to be representative of a 
range of land cover and use classification levels. 
The continuous variables used were the per hectare values of the number, basal area, 
foliage biomass, and total aboveground biomass of all live trees at least 2.54 cm diameter at 
breast height on the central sub-plot. The same set of attributes was also calculated for only live 
broadleaf trees. These variables were selected to be representative of a range of forest inventory 
attributes, based on counts (number), areas (basal area), and volumes (biomass), and by their 
nature would be expected to have varying correlations with the multispectral signal detected by 
the Landsat sensors. Furthermore, the variables associated with live broadleaf trees were chosen 
to evaluate the utility of dense time series of Landsat imagery for differentiation between 
deciduous and evergreen vegetation.  
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Image processing 
Given the large volume of imagery required for the study, the GEE platform was used for 
processing the TM and ETM+ data. GEE provides ready access to registered users to data in the 
Landsat Archive, as well as a browser-based programming interface to process the imagery and 
store the results using Google’s cloud computing infrastructure.  
The number of remote sensing observations collected for a pixel depends on its location 
within the Worldwide Reference System (WRS) used to catalog Landsat data. There are four 
distinct zones of overlap in WRS-2, which is used to catalog both TM and ETM+ data, 
determined by the amount of overlap among adjacent scenes. There are overlap zones 1) with 
both sidelap and endlap, 2) with sidelap, 3) with endlap, and 4) with neither sidelap nor endlap. 
Endlap is the area of overlap between adjacent scenes along the path of the satellite. Sidelap is the 
area of overlap between adjacent scenes on neighboring paths. It should be noted that areas of 
endlap contain duplicate observations, since a single observation for a given pixel appears in 
adjacent scenes along the path of the satellite and were collected on the same day. Areas of 
sidelap do not contain duplicate observations, since the observations for a given pixel are 
collected on different days. 
Landsat Level-1T (L1T) TOA reflectance data for the six reflective bands of TM and 
ETM+, along with the collection timestamp, were extracted from the Landsat Archive for the 
study area and timeframe. A total of 4,425 images covering 25 WRS-2 Path/Row scene centers 
were used in the study, with 1,575 from Landsat-5 and 2,850 from Landsat-7. Although the 
temporal resolution for approximately the first three years of the study was eight days, it dropped 
to 16 days for the remainder due to the end of Landsat-5 operational image collection in 
November 2011. Therefore, a compositing period of about 52 days (i.e. 1/7 of a year) was chosen 
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to ensure that there were at least three unique observations of each pixel for each compositing 
period in the study timeframe. This resulted in 35 composite images for the study timeframe. 
The 52-day composite images were created by first masking out the observations most 
likely contaminated by clouds or snow, as well as any data flagged as missing during L1T 
processing, such as data located in SLC-off gaps. A built-in GEE cloud-scoring algorithm, based 
on the tendency of clouds to have larger reflectance values in blue, visible, and NIR bands but 
smaller values in thermal infrared bands, was used to compute cloud metrics. The Normalized 
Difference Snow Index (NDSI) was used to compute snow metrics, and is based on the 
normalized difference of the green and first shortwave infrared (SWIR) bands (Hall et al. 1995). 
Only pixels with both a cloud score less than 75 and NDSI less than 0.5 were used to create the 
composite images. 
Maximum value composites have often been used with NDVI data, because NDVI values 
have been shown to be smaller in the presence of clouds and snow than they would be otherwise. 
Median value composites were used in this study, since the effect associated with the presence of 
clouds and snow could be either positive or negative depending on the spectral band. 
Furthermore, the median is a more accurate measure of central tendency than the mean when 
dealing with data that are skewed, as is the case for TOA values from any pixels having residual 
cloud or snow contamination not filtered out by the masking procedure. Each 52-day TOA 
composite image was generated by computing every pixel’s median value for each band, 
including the image timestamp extracted from the scene metadata, from the set of observations 
passing through the cloud and snow filters. 
The TCT coefficients developed by Huang et al. (2002) for ETM+ data were used to 
compute brightness, greenness, and wetness metrics for each composite image. Although 
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composite images might include data from either TM or ETM+, the TCT coefficients developed 
by Crist and Cicone (1984a, 1984b) for TM data were not used. This choice was made for two 
reasons. First, it simplified the compositing procedure. Second, it was not readily apparent that 
the additional set of TCT coefficients would accentuate or mitigate any discrepancies between the 
data collected by TM and ETM+, since the two sensors have the same spatial and spectral 
characteristics in the reflective bands and the appropriate sensor metadata had already been used 
to compute TOA reflectance values. 
Harmonic regression models 
Ordinary least squares (OLS) regression was used to fit separate Fourier series to each 
composite time series of the three TCT metrics for each pixel in the study area. A form of the 
Fourier series based on the one presented in Sellers et al. (1996) was used in the analysis. Each 
time series of data was approximated as a trigonometric polynomial, 
?̂?𝑡 = 𝑎0 +∑𝑎𝑗 cos(𝑗2𝜋𝑡/𝑛) + 𝑏𝑗 sin(𝑗2𝜋𝑡/𝑛) ,
𝑚
𝑗=1
 
where t is the composite timestamp value, n is the length of the cycle, and m is the order of the 
polynomial and equal to the number of harmonics in the approximation. Landsat image 
timestamps are stored as milliseconds since the start of the epoch (January 1, 1970) and were 
converted to fractional ephemeris days. A value of 365.2421891 ephemeris days per tropical year 
was used as the length of the annual cycle. 
Regression models with one to four harmonics (i.e. 1st order to 4th order Fourier series) 
were tested to determine the model form that provided the best fit to the data without introducing 
the spurious oscillations noted by Hermance (2007) and Bradley et al. (2007). Geerken (2009) 
likewise suggested using between three and five harmonics for time series imagery, noting that 
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between 81 and 99% of variance in a MODIS reference dataset was explained by a 3rd order 
Fourier series. These harmonics correspond to cycles of approximately 12, six, four, and three 
months respectively. The estimated coefficients from these Fourier series were stored as three-, 
five-, seven-, and nine-band images respectively, depending on the number of harmonics used in 
the regression model, resulting in nine, 15, 21, or 27 coefficients in total. The root mean squares 
of the residual errors (RMSE) for each order of Fourier series were also stored as three-band 
images. These RMSE images were used only for evaluation of the harmonic regression models, 
and not as auxiliary data for the modeling of forest attributes from NFI data.  
Models of forest attributes 
Because both classification and regression were required due to the nature of the response 
variables selected for the study, the non-parametric methods of Random Forests (RF) and k-
nearest neighbors (kNN) were used to construct individual models relating the dense time series 
of Landsat imagery to the set of 10 forest inventory variables. Both methods have been used 
extensively in modeling and mapping applications that integrate satellite imagery and NFI data. 
McRoberts, Tomppo, and Næsset (2010) provide an excellent review of parametric and non-
parametric modeling approaches that have been used for combining these data sources, including 
examples of both kNN and RF applications.  
A brief description of the kNN (Fix & Hodges, 1951) and RF (Breiman, 2001) methods 
will be presented here, using similar terminology to that presented in McRoberts, Tomppo, and 
Næsset (2010). The set of population units for which both the predictor and response variables 
have been observed is designated the reference set. The set of population units for which 
predictions of response variables are desired is designated the target set. The space defined by the 
predictor variables is designated the feature space. A kNN prediction for a unit in the target set is 
made by calculating the mean (for continuous variables) or mode (for categorical variables) of the 
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observed response variable for the k units in the reference set that are nearest to the unit in the 
target set in the feature space with respect to a distance metric. The kNN approach is usually 
optimized by the modeler, via the choice of k, the distance metric, the set of weights used to 
calculate the mean or mode, and the set of predictor variables and the corresponding weights used 
to construct the feature space (McRoberts, 2009a).  
The RF method is an ensemble approach that requires the construction of a random set of 
decision trees (i.e. a forest of trees), each of which recursively partitions the reference set using 
threshold values along individual dimensions of the feature space onto leaves containing 
population units with similar observed response variables. The stochastic processes by which the 
trees are constructed include bootstrapping of reference units and random selection of predictor 
variables in the feature space. An RF prediction for a unit in the target set is made by first 
assigning the unit to a leaf in each tree in the forest according to the decision rules of the given 
tree. For each tree in the forest, the target unit is then assigned the mean or mode of the observed 
response variable for all reference units on the leaf to which it was assigned. Finally, the target 
unit is assigned the mean or mode of these predictions across all trees in the forest. Unlike kNN, 
RF typically does not require optimization by the modeler. 
 Two distinct sets of predictor variables derived from the dense time series of Landsat 
imagery were used to construct the feature space for the kNN and RF models. The first feature 
space was constructed from the seven mean monthly composites, approximately corresponding to 
the growing season in Minnesota of April to October, of the 3 TCT metrics of brightness, 
greenness, and wetness. These mean monthly composites were derived by first creating the 60 
monthly median value composites of TCT metrics covering the study timeframe, extracting the 
subset of 35 monthly growing season composites, then calculating the average TCT metric values 
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by month across the five-year timeframe of the study. The second feature space was constructed 
from the estimated coefficients for each time series of 52-day composites of the 3 TCT metrics 
using 3rd order Fourier series, resulting in seven coefficients per series and matching the 21 
dimensions of the composite feature space. 
The kNN models were fitted using the ‘rflann’ package in R, which provides an interface 
to the Fast Library for Approximate Nearest Neighbors (Muja and Lowe, 2009). For each distinct 
feature space, the ‘Neighbour’ function was called with the default parameters of a kd-tree search 
with minimal checks on the precision of the result. This function was used to construct a list of 
the 200 nearest neighbors of each of the 17,343 plots in the study, treating these population units 
as both reference and target set, conditional on the given feature space. Because a reference unit 
will always be among its own nearest neighbors, a leave-one-out cross-validation approach was 
taken to optimize the choice of the value of k. Leave-one-out cross validation is the particular 
instance of the more familiar K-fold cross validation when K is equal to the number of 
observations. In the case of a kNN model, each observation in turn is withheld and used as the 
target unit, while the remaining observations are used as the reference set. The same effect can be 
achieved by including all observations in both the reference and target sets in a single kNN 
model, then excluding the first nearest neighbor when finding the set of k-nearest neighbors for 
each target unit. 
One of the most appealing aspects of the kNN approach is that the set of k-nearest 
neighbors identified in the given feature space can be used to make multivariate predictions, 
under the assumption that predictor variables that are correlated with one response variable will 
also be correlated with the others. The current study also assumes that relationship and uses the 
same feature space for all kNN models. However, to allow for fairer comparison with RF model 
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results, the optimal value of k was allowed to vary among kNN models to maximize the 
correlation between the predictor variables and each individual response variable. Excluding the 
reference unit itself, for regression models the coefficient of determination (𝑅2) was calculated 
for each model with k ranging from one to 199, with the predicted value for each unit being the 
unweighted mean of the observed continuous response variable for the k nearest neighbors. 
Similarly for classification models, excluding the reference unit itself, the overall accuracy (i.e. 
the percentage of the sample units that were correctly classified according to the plot data) was 
calculated for each model with k ranging from one to 199, with the predicted value for each unit 
being the mode of the observed categorical response variable for the k nearest neighbors. The 
value of k that maximized 𝑅2 or the overall classification accuracy determined the optimal model 
given the feature space. No other optimization of the kNN models was attempted, because the 
purpose of the study was a comparison of the two feature spaces used for modeling, not a 
comparison of the two modeling approaches used. Individual class accuracies were also assessed 
using producer’s accuracy (i.e. the percentage of sample units that were correctly classified for a 
given class in the plot data) and user’s accuracy (i.e. the percentage of sample units that were 
correctly classified for a given class in the pixel data). 
The RF models were fitted using the ‘randomForest’ package in R (Liaw and Wiener, 
2002). For each combination of feature space and response variable, the ‘randomForest’ function 
was called with the default parameters of 500 trees in the forest, at least five units assigned per 
leaf in the tree, and the number of predictor variables p tested at each split in the tree as p/3 for 
regression and √𝑝 for classification models. For convenience, the RF models used the ‘out-of-
bag’ sample units for model validation rather than the leave-one-out cross validation employed 
for the kNN models. The 𝑅2 value was calculated using the ensemble predictions for each 
regression model, as was the overall accuracy for each classification model.  
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Results 
Image composites and harmonic regression 
For the timeframe used in the study area, pixels in overlap zone 1 (both sidelap and 
endlap) of WRS-2 appeared in about 325-380 TM or ETM+ scenes, those in overlap zones 2 or 3 
(either sidelap or endlap) in 215-265 scenes, and those in overlap zone 4 (no overlap) had 100-
135 scenes, shown as an RGB image of the blue (R), NIR (G), and second SWIR (B) bands in 
Figure 2.1. The pattern of high, medium, and low pixel values for scene totals depicted in the 
figure corresponds closely with the scene boundaries of WRS-2, indicating zones of overlap. 
These totals represent the largest possible pool of candidate observations that could be used to 
construct the composite images of TCT metrics. Observations either flagged as missing or scored 
as contaminated by snow or clouds were removed from this pool to produce a filtered pool of 
relatively clean observations.  
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Figure 2.1. RGB image of the total number of Landsat TM and ETM+ observations for each pixel 
in bands 1 (R), 4 (G), and 7 (B) for study timeframe, 2009-2013. Higher pixel values appear 
brighter. The black lines represent WRS-2 scene boundaries. Overlap zones are: 1) with both 
sidelap and endlap (white), 2) with sidelap (medium gray), 3) with endlap (intersection of dark 
gray and white), and 4) with neither sidelap nor endlap (dark gray). 
 
Figure 2.2 depicts the ratio of the filtered pool size to the total pool size for each 
reflective band as an RGB image, again showing the blue (R), NIR (G), and second SWIR (B) 
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bands. Water bodies are clearly seen to have the smallest ratio values, meaning that most 
observations were removed by the snow or cloud filters. Another notable feature is the set of 
colored lines running parallel to the path of the satellite along the boundaries of overlap zone 4 in 
a northeast-to-southwest orientation. These are caused by a differential across bands in data 
flagged as missing, and are also present yet less prominent in Figure 2.1.  Also visible is the 
pattern of higher-value white pixels among the intermediate-value gray pixels. Visual comparison 
of this pattern to finer resolution imagery suggests a strong correlation with tree cover, with 
pixels covered by tree canopy having higher pixel values. A final feature, barely visible at the 
scale of Figure 2.2, is a pattern of alternating brighter and darker bands running perpendicular to 
the path of the satellite. This will be shown more clearly in the discussion in Figure 2.9. 
55 
 
 
Figure 2.2. RGB image of the ratio of the number of Landsat TM and ETM+ observations per 
pixel remaining after filtering out cloud and snow to the totals shown in Figure 2.1 for bands 1 
(R), 4 (G), and 7 (B). Higher pixel values appear brighter, ranging from 0% remaining after 
filtering (black) to 100% remaining (white). The black lines represent WRS-2 scene boundaries. 
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The filtered pool of observations for each band was used to construct 35 median value 
six-band composite images used for harmonic regression. Figure 2.3 shows the OLS RMSE 
values as RGB images for TCT brightness (R), greenness (G), and wetness (B) for 1st order to 4th 
order Fourier series, with the values in each image stretched to a common range (i.e. the band 
ranges of the 1st order series) for visual comparison. All images show artifacts that correspond 
with the boundary between overlap zone 4 of WRS-2 and neighboring zones. 
The corresponding mean, maximum, and minimum values for the study area are shown 
as bar charts in Figure 2.4 to highlight the marginal improvement with increasing series order. 
GEE stores image assets at multiple spatial resolutions to facilitate efficient processing and 
display of geospatial data. Starting with the native spatial resolution, each subsequent scale (zoom 
level) differs by a factor of two. This means that pixel values at each coarser scale are assigned 
the mean of the four corresponding pixel values at the prior finer scale, e.g., 30-m spatial 
resolution pixels are aggregated to 60-m, 120-m, 240-m, 480-m, 940-m, and 1920-m spatial 
resolutions. The values in Figure 2.4 were calculated using a pixel resolution of 1,920 meters for 
efficiency of display and show that mean RMSE for all TCT metrics decreased as the order of the 
series increased.  
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Figure 2.3. Per-pixel RMSE values for 1st to 4th order Fourier series (a-d), displayed as RGB 
images of TCT brightness (R), greenness (G), and wetness (B). Larger RMSE values appear as 
brighter. 
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Figure 2.4. Bar charts of maximum, mean, and minimum RMSE for TCT metrics, summarized 
for the study area from the pixel values in Figure 2.3. 
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Figure 2.5 shows the estimated OLS regression coefficients for the constant term, 
corresponding to the mean value, of the model for TCT brightness, greenness, and wetness as 
RGB images for 1st order to 4th order Fourier series, with the values in each image stretched to a 
common range for visual comparison. As was the case with Figure 2.3, the images clearly show 
artifacts that correspond with the boundary between overlap zone 4 of WRS-2 and neighboring 
zones. Similar patterns appear in the images of the 1st order harmonic terms, which are present in 
all models, and are shown in Figures 2.6 and 2.7. Comparable images for the 2nd order harmonic 
terms, which appear only in the 2nd through 4th order series, are shown in Figure 2.8. Images for 
higher-order harmonic terms were created, but are not shown here. 
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Figure 2.5. RGB images of mean TCT brightness (R), greenness (G), and wetness (B), estimated 
from 1st to 4th order Fourier series (a-d). 
 
61 
 
 
Figure 2.6. RGB images of the estimated coefficient of the cosine term of the 1st harmonic for 
TCT brightness (R), greenness (G), and wetness (B), estimated from 1st to 4th order Fourier series 
(a-d). 
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Figure 2.7. RGB images of the estimated coefficient of the sine term of the 1st harmonic for TCT 
brightness (R), greenness (G), and wetness (B), estimated from 1st to 4th order Fourier series (a-d). 
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Figure 2.8. RGB images of the estimated coefficients of the cosine (a-c) and sine (d-f) terms of 
the 2nd harmonic for TCT brightness (R), greenness (G), and wetness (B), estimated from 2nd to 
4th order Fourier series. 
 
Models of forest attributes using k-nearest neighbors and Random Forests 
The regression results for the kNN models are shown in Table 2.1. For each of the 8 
continuous response variables, conditional on each of the feature spaces (i.e. composite vs. 
Fourier), 𝑅2 in the table was estimated using the optimal value of k based on leave-one-out cross-
validation. The values range from approximately 0.11 to 0.24 for the models using the composite 
feature space (designated ‘composite models’) and 0.31 to 0.55 for those using the Fourier feature 
space (designated ‘Fourier models’). The optimal value of k varied with both response variable 
and feature space used in the model, with it being considerably larger for the composite models 
(93-200) than for the Fourier models (22-69). 
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kNN 
?̅? 
RMSE 
comp. 
RMSE 
Fourier 
𝑅2 
comp. 
𝑅2 
Fourier 
𝑅2 
ratio 
Opt. k 
comp. 
Opt. k 
Fourier 
trees 
(#/ha) 
62.64 144.2 127.1 0.1658 0.3517 2.122 116 37 
trees_bl 
(#/ha) 
40.76 119.6 105.2 0.1103 0.3129 2.837 200 69 
barea 
(m2/ha) 
1.427 2.580 2.004 0.2287 0.5364 2.345 134 29 
barea_bl 
(m2/ha) 
0.931
6 
2.123 1.681 0.1618 0.4759 2.941 192 47 
biofol 
(kg/ha) 
253.5 492.2 377.8 0.2381 0.5517 2.317 93 22 
biofol_bl 
(kg/ha) 
119.8 282.2 226.9 0.1537 0.4545 2.957 134 64 
bioall 
(kg/ha) 
4824 10070 8294 0.1739 0.4410 2.535 134 64 
bioall_bl 
(kg/ha) 
3537 9134 7556 0.1339 0.4090 3.054 143 64 
Table 2.1. Results of kNN regression models. Includes models of the number (trees), basal area 
(barea), foliage biomass (biofol), and total aboveground biomass (bioall) of all live trees on the 
central sub-plot, as well as comparable values for only live broadleaf trees (_bl). Results include 
the mean of the observations (?̅?) and root mean square error (RMSE) of the predictions, as well 
as the coefficient of determination (𝑅2) for models using the composite and Fourier feature 
spaces, their ratio (Fourier/composite), and the optimal value of k based on leave-one-out cross-
validation.  
 
For each response variable, the ratio of the coefficients of determination using the two 
feature spaces is also shown, giving a measure of the gain in variance explained by the models 
using the estimated harmonic regression coefficients, indicating approximately two to three times 
greater explanatory power. The corresponding regression results for the RF models are shown in 
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Table 2.2, exhibiting similar ranges for 𝑅2 values and their ratios indicating approximately 2.5 to 
3.5 times greater explanatory power of the Fourier models. 
RF 
?̅? 
RMSE 
comp. 
RMSE 
Fourier 
𝑅2 comp. 
𝑅2 
Fourier 
𝑅2 
ratio 
trees (#/ha) 62.64 145.8 124.9 0.1544 0.3742 2.424 
trees_bl (#/ha) 40.76 121.0 104.0 0.09884 0.3281 3.319 
barea (m2/ha) 1.427 2.603 1.958 0.2181 0.5561 2.549 
barea_bl (m2/ha) 0.9316 2.149 1.655 0.1476 0.4906 3.324 
biofol (kg/ha) 253.5 496.4 367.6 0.2284 0.5750 2.517 
biofol_bl (kg/ha) 119.8 285.9 223.7 0.1378 0.4686 3.399 
bioall (kg/ha) 4824 10190 8178 0.1606 0.4556 2.837 
bioall_bl (kg/ha) 3537 9255 7454 0.1193 0.4234 3.548 
Table 2.2. Results of RF regression models. Includes models of the number (trees), basal area 
(barea), foliage biomass (biofol), and total aboveground biomass (bioall) of all live trees on the 
central sub-plot, as well as comparable values for only live broadleaf trees (_bl). Results include 
the mean of the observations (?̅?) and root mean square error (RMSE) of the predictions, as well 
as the coefficient of determination (𝑅2) for models using the composite and Fourier feature 
spaces and their ratio (Fourier/composite). 
 
The classification results for the two-class kNN models are shown in the next set of 
tables.  Table 2.3 shows the results for the composite model, with an overall accuracy of almost 
82%, individual class accuracies of approximately 69-88%, and an optimal k of 33. Table 2.4 
shows results for the Fourier model, with an overall accuracy of almost 93%, individual class 
accuracies of approximately 87-96%, and an optimal k of 12. The corresponding results for the 
two-class RF models are shown in Tables 2.5 and 2.6, indicating similar accuracies to the kNN 
models. 
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kNN composite   
(optimal k=33) Predicted 
 
O
b
se
rv
ed
 
  Non-forest Forest Total 
Producer's 
accuracy 
Non-forest 10521 1492 12013 87.58% 
Forest 1637 3693 5330 69.29% 
Total 12158 5185 17343   
 
User's 
accuracy 86.54% 71.22%   81.96% 
Table 2.3. Results of two-class kNN classification model using composite feature space. Results 
include the optimal value of k based on leave-one-out cross-validation, number of reference units 
assigned to each class, individual class user’s (commission error) and producer’s (omission error) 
accuracies, as well as overall accuracy. 
 
kNN Fourier      
(optimal k=12) Predicted 
 
O
b
se
rv
ed
 
  Non-forest Forest Total 
Producer's 
accuracy 
Non-forest 11267 746 12013 93.79% 
Forest 500 4830 5330 90.62% 
Total 11767 5576 17343   
 
User's 
accuracy 95.75% 86.62%   92.82% 
Table 2.4. Results of two-class kNN classification model using Fourier feature space. Results 
include the optimal value of k based on leave-one-out cross-validation, number of reference units 
assigned to each class, individual class user’s (commission error) and producer’s (omission error) 
accuracies, as well as overall accuracy. 
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RF composite Predicted 
 
O
b
se
rv
ed
 
  Non-forest Forest Total 
Producer’s 
accuracy 
Non-forest 10648 1365 12013 88.64% 
Forest 1759 3571 5330 67.00% 
Total 12407 4936 17343   
 
User’s 
accuracy 85.82% 72.35%   81.99% 
Table 2.5. Results of two-class RF classification model using composite feature space. Results 
include the number of reference units assigned to each class, individual class user’s (commission 
error) and producer’s (omission error) accuracies, as well as overall accuracy. 
 
RF Fourier Predicted 
 
O
b
se
rv
ed
 
  Non-forest Forest Total 
Producer’s 
accuracy 
Non-forest 11437 576 12013 95.21% 
Forest 609 4721 5330 88.57% 
Total 12046 5297 17343   
 
User’s 
accuracy 94.94% 89.13%   93.17% 
Table 2.6. Results of two-class RF classification model using Fourier feature space. Results 
include the number of reference units assigned to each class, individual class user’s (commission 
error) and producer’s (omission error) accuracies, as well as overall accuracy. 
 
The classification results for the 8-class kNN models are shown in Tables 2.7 and 2.8, 
associated with the composite and Fourier models respectively. The composite model had an 
overall accuracy of almost 62%, individual class accuracies of approximately 41-74% (excluding 
the rarely sampled ‘grassland’ and ‘non-stocked forest’ classes), and an optimal k of eight. The 
Fourier model had an overall accuracy of approximately 81%, individual class accuracies of 
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approximately 51-92% (again excluding the two rare classes), and an optimal k of nine. The 
corresponding results for the eight-class RF models are shown in Tables 2.9 and 2.10, indicating 
an improvement in overall and individual class accuracies similar to that shown in the kNN 
results for models using the estimated Fourier coefficients rather than the mean monthly 
composites. 
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kNN 
composite 
(optimal k=8) Predicted 
  
O
b
se
rv
ed
 
  Water Crop. Grass. Settle. Wet. Conif. Broad. Non. Total 
Prod. 
Acc. 
Water 347 275 0 18 48 74 239 0 1001 34.67% 
Crop. 121 7209 0 149 190 115 661 0 8445 85.36% 
Grass. 0 19 0 1 3 0 5 0 28 0.00% 
Settle. 27 568 1 213 31 52 177 0 1069 19.93% 
Wet. 58 668 0 31 190 107 416 0 1470 12.93% 
Conif. 58 197 0 19 78 631 536 0 1519 41.54% 
Broad. 135 825 0 87 178 381 2150 1 3757 57.23% 
Non. 4 12 0 2 9 4 23 0 54 0.00% 
 
Total 750 9773 1 520 727 1364 4207 1 17343   
 
User. 
Acc. 46.27% 73.76% 0.00% 40.96% 26.13% 46.26% 51.11% 0.00%   61.93% 
 
Table 2.7. Results of eight-class kNN classification model using composite feature space. Results include the optimal value of k based on 
leave-one-out cross-validation, number of reference units assigned to each class, individual class user’s (commission error) and producer’s 
(omission error) accuracies, as well as overall accuracy.  
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kNN Fourier 
(optimal k=9) Predicted 
  
O
b
se
rv
ed
 
  Water Crop. Grass. Settle. Wet. Conif. Broad. Non. Total 
Prod. 
Acc. 
Water 853 14 0 13 50 35 36 0 1001 85.21% 
Crop. 7 7986 1 119 171 4 157 0 8445 94.56% 
Grass. 0 19 0 1 5 0 3 0 28 0.00% 
Settle. 15 340 0 430 76 35 173 0 1069 40.02% 
Wet. 41 405 0 49 549 91 335 0 1470 37.35% 
Conif. 6 15 0 12 68 1079 338 1 1519 71.03% 
Broad. 8 157 0 39 144 220 3189 0 3757 84.88% 
Non. 0 6 0 2 6 8 32 0 54 0.00% 
 
Total 930 8942 1 665 1069 1472 4263 1 17343   
 
User. 
Acc. 91.72% 89.31% 0.00% 64.66% 51.36% 73.30% 74.81% 0.00%   81.22% 
 
Table 2.8. Results of eight-class kNN classification model using Fourier feature space. Results include the optimal value of k based on 
leave-one-out cross-validation, number of reference units assigned to each class, individual class user’s (commission error) and producer’s 
(omission error) accuracies, as well as overall accuracy. 
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RF composite Predicted 
  
O
b
se
rv
ed
 
  Water Crop. Grass. Settle. Wet. Conif. Broad. Non. Total 
Prod. 
Acc. 
Water 409 262 0 9 20 66 235 0 1001 40.86% 
Crop. 137 7473 0 57 67 73 638 0 8445 88.49% 
Grass. 0 23 0 0 0 0 5 0 28 0.00% 
Settle. 39 606 0 152 11 44 207 0 1069 14.22% 
Wet. 58 752 0 16 111 106 427 0 1470 7.55% 
Conif. 51 193 0 5 45 663 562 0 1519 43.65% 
Broad. 138 822 0 27 81 317 2372 0 3757 63.14% 
Non. 2 16 0 1 4 7 24 0 54 0.00% 
 
Total 834 10157 0 267 339 1276 4470 0 17343   
 
User. 
Acc. 49.04% 73.57% NA 56.93% 32.74% 51.96% 53.06% NA   64.46% 
 
Table 2.9. Results of eight-class RF classification model using composite feature space. Results include the number of reference units 
assigned to each class, individual class user’s (commission error) and producer’s (omission error) accuracies, as well as overall accuracy
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RF Fourier Predicted 
  
O
b
se
rv
ed
 
  Water Crop. Grass. Settle. Wet. Conif. Broad. Non. Total 
Prod. 
Acc. 
Water 884 18 0 3 45 16 35 0 1001 88.31% 
Crop. 7 8180 0 48 67 0 143 0 8445 96.86% 
Grass. 0 20 0 1 3 0 4 0 28 0.00% 
Settle. 24 405 0 403 55 37 145 0 1069 37.70% 
Wet. 47 500 0 18 520 71 314 0 1470 35.37% 
Conif. 7 25 0 12 56 1121 298 0 1519 73.80% 
Broad. 7 199 0 22 106 213 3210 0 3757 85.44% 
Non. 0 10 0 1 7 5 31 0 54 0.00% 
 
Total 976 9357 0 508 859 1463 4180 0 17343   
 
User. 
Acc. 90.57% 87.42% NA 79.33% 60.54% 76.62% 76.79% NA   82.56% 
 
Table 2.10. Results of eight-class RF classification model using Fourier feature space. Results include the number of reference units 
assigned to each class, individual class user’s (commission error) and producer’s (omission error) accuracies, as well as overall accuracy. 
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Discussion 
Image composites and harmonic regression  
A few features shown in the first two figures merit some explanation. The visible 
mismatch between WRS-2 overlap zones and the regions of high, medium, and low pixel values 
shown in Figure 2.1 is apparently due to the actual scene dimensions being slightly larger than the 
dimensions of the scene boundaries used in the WRS-2 index map. This is simply noted and not 
considered problematic. However, the differential in the amount of data flagged as missing across 
bands near the zone 4 boundaries, visible in both Figures 2.1 and 2.2, would have the effect of a 
differential reduction across bands in the pool of candidate observations for construction of 
composite images. This could result in spurious image artifacts, since each band composite image 
is calculated from a slightly different pool of observations. 
Regarding the small values for water bodies in Figure 2.2, Hall et al. (1995) stated that 
water bodies may have NDSI values in the range of snow, but lower NIR reflectance. Thus, most 
water pixels would also be filtered out by the snow filter. However, since the focus of this study 
is on NFI applications, differentiating water from snow was of secondary importance. 
Nevertheless, it is noted that the ratio image could be used to mask out water bodies from the 
study area if desired.  
For the large pixel values in Figure 2.2, it is obvious that fewer observations are filtered 
out for those pixels relative to others. One plausible explanation for the correlation between these 
pixels and those with tree canopy cover is that snow falling on trees, with or without foliage, does 
not remain in situ as long as snow falling on the land surface. This result supports the findings of 
Stueve et al. (2011), who demonstrated the use of snow-covered Landsat time series imagery to 
improve the mapping of forest disturbances. However, the focus of this study is on the 
development of methods that can be applied across the US using NFI data, even where snow 
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cover may be rare or non-existent. Therefore, this feature was not used as auxiliary data for the 
modeling of forest attributes from NFI data. 
The alternating bands of brighter and darker pixels, visible in some regions of the study 
area, appear to be caused by the presence of SLC-off data gaps. Figure 2.9(a) is a subset of Figure 
2.2 depicted at a finer scale that clearly illustrates this alternating pattern. The bands are not 
visible in overlap zone 4, bounded by red pixels on the western edge and blue pixels on the 
eastern edge. They are clearly visible in overlap zone 2, with blue pixels on the western edge and 
red pixels on the eastern edge. These artifacts are periodic in nature in the spatial domain. 
Therefore, a power spectrum of these spatial characteristics of the image can be estimated via a 
Fast Fourier Transform (FFT).  
Figure 2.9(b) shows the power spectrum of the image in (a), using the ImageJ image 
processing and analysis software (Abràmoff et al., 2004). Periodic features in the spatial domain 
appear as bright spots, seen in the bottom half, with lower frequency features being closest to the 
center. The direction of the vector from the center of the power spectrum to the feature 
corresponds with the direction of the spatial pattern in the original image. Because the power 
spectrum is symmetrical about the center, only half of these features need to be masked, as shown 
in the top half. By using the corresponding inverse FFT on the masked power spectrum, the 
spatial artifacts can be filtered from the original image.  
Figure 2.9(c) shows the difference between the original and filtered images, with larger 
differences appearing as brighter pixels. The difference image clearly shows that the largest 
differences, due to the periodic spatial patterns induced by the SLC-off gaps, occur primarily in 
overlap zone 2 and are mostly absent in overlap zone 4. It is not immediately clear whether 
similar results would be found in a comparable analysis of the images in Figures 2.3 or 2.5-2.8. 
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Figure 2.9. (a) Subset of Figure 2.2, (b) its power spectrum showing masked artifacts in black, 
and (c) the difference between the original and filtered images. Larger differences appearing 
brighter.  
 
The images in Figure 2.3 show that much of the improvement in fit with increasing series 
order for greenness and wetness appears to be for cropland pixels (in cyan), which have much 
larger RMSE values for these two metrics than other pixels in the 1st order image. Improvement 
in the fit for brightness appears to be uniformly distributed across the study area, with RMSE for 
brightness remaining much larger than RMSE for greenness and wetness for water pixels (in red). 
This is to be expected, since overall scene luminance is typically the largest source of variability 
across an image. Likewise, the aggregate study area RMSE values depicted in the graphs in 
Figure 2.4 show that greenness and wetness improved only marginally beyond the 2nd order, 
while brightness exhibited steady improvement with increasing series order. Similar results are 
seen for maximum values, while the results for minimum values are similar only for brightness 
and greenness. Minimum wetness exhibited steady improvement with increasing series order. 
Figure 2.10(a) shows a subset of the 3rd order image in Figure 2.3, displayed at a finer 
scale. Figure 2.10(b) and (c) show the results a power spectrum analysis comparable to what was 
done in Figure 2.9. The difference image suggests that the artifacts caused by the SLC-off gaps in 
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the composite images of TCT metrics are also present in the images generated from the harmonic 
regression procedure. Furthermore, these artifacts are again most visible in overlap zone 2. 
 
Figure 2.10. (a) Subset of the 3rd order image in Figure 2.3, (b) its power spectrum showing 
masked artifacts in black, and (c) the difference between the original and filtered images. Larger 
differences appearing brighter. 
 
Based on the landscape patterns seen in Figures 2.5 through 2.8, harmonic regression of 
time series of Landsat imagery captures information that is correlated with known historical land 
cover patterns throughout the state. In the case of Figure 2.5, croplands correspond well with 
pixels appearing along the color spectrum from yellow to brown, while forest land corresponds 
with the spectrum from cyan to light purple. Other land cover types, such as developed land 
(urban areas) and water bodies, also correspond to distinctive spectral patterns in the image. This 
correspondence holds, though perhaps to a lesser degree, for the higher order images as well. 
The cloud and snow filters effectively remove most observations contaminated by clouds 
and snow. Yet, there remain some visible image artifacts regardless of series order, as noted in 
the results for Figure 2.3. The image artifacts are less noticeable for forest land pixels with 
increasing series order. However, the opposite effect is noted for some water and cropland pixels. 
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Closer examination of these artifacts at finer scales suggests that they are also associated with 
SLC-off gaps that fall on cropland or water pixels.  
Figure 2.11 shows a small subset of Figure 2.5, which includes a boundary between 
overlap zones 2 and 4 (i.e. zones with only sidelap and no overlap, respectively). The SLC-off 
artifacts become faintly visible in the 3rd order image, but are clearly visible in the 4th order 
image. The artifacts are present only in overlap zone 2, on the left-hand side of each image in the 
figure. Further examination across the study area at finer scales indicates that these artifacts are 
also present in overlap zone 4, but generally only for water pixels, or for cropland pixels that fall 
within the areas of differential missing data across bands seen as colored lines in Figures 2.1 and 
2.2. 
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Figure 2.11. Subset of the 1st to 4th order (a-d) images in Figure 2.5. The black lines represent 
WRS-2 scene boundaries. 
 
It is suggested here that these SLC-off artifacts are due to the composite images being 
constructed from different pools of observations for neighboring pixels in areas affected by the 
SLC failure, leading to discontinuities in the resultant harmonic regression coefficient images. In 
79 
 
the case of the study area of Minnesota, located at northerly latitudes, the issue is mitigated to 
some degree by the width of overlap zone 2 (those areas with sidelap). The further north a 
Landsat scene is located, the more sidelap there is with adjacent scenes, and the greater the 
likelihood that an SLC-off gap will be filled by a pixel observation from another scene. 
While these artifacts are clearly visible in the higher order images of the Fourier series 
coefficients, they are less conspicuous in the lower order images. This is particularly noticeable 
for SLC-off gaps falling on cropland and water pixels. This result, along with the results 
presented in Figures 2.3 and 2.4, suggests that higher order harmonics of the 3rd and 4th order 
series are fitting extraneous noise rather than meaningful signal, i.e. the spurious oscillations 
noted in earlier studies. In the case of water pixels, the noise is likely the result of specular 
reflectance, from the mirror-like surface of calm water bodies, which varies with the view angle 
of the sensor. In the case of croplands, the noise is likely due to variable cropping patterns from 
year to year. Since the harmonic regression was conducted on composite images constructed from 
data collected over the study timeframe (five years), many cropland pixels will not exhibit regular 
periodic behavior because of crop rotation. 
As was done earlier in Figures 2.9 and 2.10, a power spectrum analysis could be used, 
along with the corresponding inverse FFT, to correct these spatial artifacts. However, that process 
would involve a considerable amount of image interpretation and manipulation of the power 
spectrum image by the analyst that would be difficult to automate over large areas. More 
important, it is not immediately clear whether these artifacts would necessarily cause similar 
results in maps of forest attributes developed from the kNN and RF models. For these reasons, the 
spatial FFT correction was left for a future study. As a more efficient means of mitigating the 
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potential impacts of these artifacts, the uncorrected 3rd order images were selected for use as 
auxiliary data for the modeling of forest attributes from NFI data. 
Models of forest attributes using k-nearest neighbors and Random Forests 
There are a few observations to note in the results of the regression models shown in 
Tables 2.1 and 2.2. For both kNN and RF modeling approaches, the Fourier models demonstrated 
marked improvement over the composite models, in terms of the ratios of coefficients of 
determination. Also noted for the kNN Fourier models, regardless of the response variable, 𝑅2 
increased while the optimal value of k decreased relative to the composite models. This means 
that as the correlation between the predictor and response variables increased, the predicted 
values were based on fewer neighbors, suggesting they were more local in terms of the feature 
space of predictor variables.  
Another interesting result for all regression models, regardless of modeling approach or 
predictor feature space, is that 𝑅2 values for those models using the response variables for only 
live broadleaf trees (broadleaf tree models) were all smaller than the corresponding models for all 
live trees (all tree models). While one might expect this result, it is notable that the ratios for the 
broadleaf tree models are all larger than those of the corresponding all tree models. The larger 
relative improvement in the broadleaf tree models, as measured by the ratios of the coefficients of 
determination, suggests that estimated Fourier coefficients enable differentiation between 
broadleaf and coniferous trees. 
The classification models show a similar pattern of results for both the kNN and RF 
modeling approaches.  For the results of the two-class models, shown in Tables 2.3-2.6, there is 
improvement in overall accuracy of approximately 11 percentage points in the Fourier models 
relative to the composite models. For the eight-class models, the improvement in overall accuracy 
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amounts to almost 20 percentage points. Interestingly for the kNN models, while the two-class 
case saw a substantial decrease in the optimal value of k (33 vs. 12) when using the Fourier rather 
than composite models, the eight-class case showed essentially no difference (eight vs. nine).  
Regardless of modeling approach or feature space used, for the two-class models the 
class accuracies (both producer’s and user’s accuracy) were greater for the ‘non-forest’ class than 
the ‘forest’ class. It also should be noted that there were 12,013 ‘non-forest’ units in the reference 
set vs. 5,330 ‘forest’ units, so it would be expected that even by random assignment the ‘non-
forest’ class would have the greater class accuracy. The ‘non-forest’ class accuracies were 
approximately 7-11% greater, while the ‘forest’ class accuracies were approximately 22-32% 
greater using the Fourier models relative to the composite models.  
For the eight-class models, the individual class results shown in Tables 2.7-2.10 are less 
straightforward to summarize. Using the composite feature space with both the kNN and RF 
approaches, the ‘cropland’ class had the greatest accuracies by a substantial margin, followed by 
the ‘broadleaf forest’, ‘coniferous forest’, and ‘water’ classes. Using the Fourier feature space 
with both the kNN and RF approaches, the class results differ depending on whether producer’s 
or user’s accuracies are considered. Based on producer’s accuracy, the ‘cropland’ class again had 
the greatest accuracy, followed closely by the ‘water’ and ‘broadleaf forest’ classes, then the 
‘coniferous forest’ class. Based on user’s accuracy, the ‘water’ class had the greatest accuracy, 
followed closely by the ‘cropland’ class, then the ‘broadleaf forest’ and ‘coniferous forest’ 
classes. 
Regardless of the modeling approach and feature space used, the rarely sampled 
‘grassland’ and ‘non-stocked forest’ classes had the lowest classification accuracies of all classes, 
with no reference units being correctly classified. The results for the ‘settlement’ and ‘wetland’ 
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classes were mixed, with intermediate accuracies. Using the composite feature space with both 
the kNN and RF approaches, these classes had greater user’s accuracies than producer’s 
accuracies, with the ‘settlement’ class showing slightly greater accuracies than the ‘wetland’ 
class. The same pattern holds for the Fourier models. 
All classes showed greater individual producer’s and user’s accuracies using the Fourier 
models rather than the composite models, some markedly so. The pattern of improvement was 
consistent, whether using the kNN or RF modeling approaches. Relative to the class accuracies 
achieved using the composite models, the Fourier models showed improvements ranging from 
approximately 10-20% for the ‘cropland’ class, 35-70% for the two stocked forest classes, 40-
165% for the ‘settlement’ class, 85-150% for the ‘water’ class, and 85-370% for ‘wetland’ class.   
Although it was not a formal objective of the study, it should be noted that on balance the 
RF models produced slightly greater 𝑅2 values and classification accuracies than the comparable 
kNN models, though this was not universally true. For the regression models using the composite 
feature space, the kNN models resulted in 𝑅2 values that were marginally greater than those of 
the corresponding RF models. However, the converse was true for all regression models using the 
Fourier feature space. From the perspective of comparing modeling approaches, the classification 
results were once again less straightforward. For the two-class models using either the composite 
or Fourier feature space, the overall accuracies were nearly identical and there were no clear 
patterns in the individual class results. For the 8-class models, the overall accuracies were 
approximately one to two percentage points better using the RF approach. For the composite 
models using the RF approach, the user’s accuracies of almost all classes were at least marginally 
greater than the class results using the kNN approach. The corresponding producer’s accuracies 
were less conclusive. A similar pattern can be seen in the results for the eight-class Fourier 
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models. It is possible that even these small differences between the two modeling approaches 
may become negligible with additional optimization of the kNN models, particularly through the 
use of feature selection or feature weighting during development of the feature space of predictor 
variables.  
The objective of the study was to compare alternative feature spaces derived from dense 
Landsat time series imagery, and not necessarily to produce the best possible models under either 
alternative. However, even without extensive efforts at optimization of the kNN models, the 
results compare favorably with similar earlier studies. McRoberts (2009b) used the kNN 
algorithm with data collected on FIA sub-plots and 12 spectral features derived from multi-date 
TM and ETM+ imagery to predict tree volume, density, and basal area for a study area in 
Northern Minnesota corresponding to WRS-2 Path 27 Row 27. The mean 𝑅2 value for all three 
models was 0.11 using individual sub-plots and pixels, and 0.24 when aggregating FIA 
observations to the plot level and using a 3x3 pixel about each plot center. Likewise, the 3-class 
(non-forest, coniferous forest, and broadleaf forest) and 4-class (non-forest, coniferous forest, 
broadleaf forest, and mixed forest) classification models had overall accuracies of 72% and 65% 
respectively, with individual class accuracies ranging from 62-91% and 10-89% respectively. 
McRoberts (2012), in a study using the same set of predictor and response variables for the same 
study area as the 2009 study, determined that the optimal value of k that minimized RMSE for 
tree volume models was 25 with a feature space consisting of a subset of 6 of the original 12 
spectral features. 
 The RF regression model results are also comparable to those from an earlier study using 
FIA data and Landsat time series imagery. Zhu and Liu (2015) conducted a study in southeast 
Ohio for mapping and estimation of live tree aboveground biomass. The study used 
84 
 
measurements from all sub-plots on a subset of 161 homogeneous FIA plots from a 
predominantly high biomass (over 100 metric tons/ha) 11-county study area, along with terrain-
corrected NDVI values derived from six cloud-free Landsat scenes from one growing season. 
Predictions were made using six modeling methods, with 𝑅2 values ranging from 0.48 for RF to 
0.54 for artificial neural networks. 
Conclusions 
There are a number of conclusions to be drawn from this study. First, harmonic 
regression using Fourier series fitted to composite images derived from dense time series of 
Landsat imagery was shown to be an effective means of handling missing data in the imagery due 
to the presence of clouds and snow. Second, the artifacts in the ETM+ image record due the SLC-
off condition were mitigated to a great extent both through supplementation with concurrent TM 
imagery during compositing and by use of a low-order Fourier series. Third, and most important, 
the estimated Fourier coefficients developed by harmonic regression of TCT time series were 
correlated with land cover, including tree cover, based on a qualitative assessment of the imagery 
and knowledge of land cover patterns in the study area.  
The strength of this correlation was quantifiably demonstrated using two non-parametric 
modeling approaches and a range of response variables derived from NFI data. Regression 
models using a feature space of estimated Fourier coefficients showed a two- to three-fold 
increase in explained variance for a small set of continuous response variables, relative to 
comparable models using monthly image composites. Similarly, the overall accuracies of the two-
class and eight-class classification models using the Fourier feature space were approximately 10 
to 20 percentage points higher than the models using the composite feature space. The 
corresponding individual class accuracies likewise were approximately six to 21 percentage 
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points higher in the two-class case and 10 to 45 percentage points higher in the eight-class case 
when using the Fourier coefficients versus the composite images as predictor variables. 
The ultimate utility of this study relates to the role that these models might play in 
improving the precision of population estimates of land cover and forest attributes. 
Comprehensive national forest inventories, such as the one conducted by FIA in the US, are 
expensive by nature. In order to collect the information used in this study, particularly the 
continuous response variables, field crews had to travel to and make tree measurements on each 
of the forested plots used in the analysis, amounting to approximately 6,000 plots in this case. 
This represents a substantial investment by the USFS. Yet, even at the FIA sampling intensity of 
one plot per 2,400 hectares, the sample size required for reliable estimation would limit the 
application of most design-based methods to geographic areas, or populations, that are on the 
order of multiple counties within a state. By incorporating models such as the ones used in this 
study into model-assisted or model-based approaches, the scale of application of FIA data could 
approach what is needed for local forest management decisions. 
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Chapter 3: Boosting and model-based optimization of k-
nearest neighbors: applications for small area estimation and 
national forest inventory 
Summary 
A variant of the k-nearest neighbors (kNN) algorithm is proposed for modeling 
continuous response variables from sample survey data with auxiliary population data that 
provides a unified framework for global optimization of kNN while simultaneously selecting 
feature variables and correcting for prediction bias. An empirical study was conducted to test the 
small area estimation performance of the proposed estimator using national forest inventory data 
with dense time series of Landsat imagery. Features were extracted from all Landsat scenes 
acquired during the study timeframe 2009-2013 for one ecological unit in the state of Minnesota 
by means of harmonic regression. The locations of 1138 plots collected by the United States 
Forest Service Forest Inventory Analysis (FIA) program within the study area and timeframe 
were used to sample from a simulated population of tree canopy cover (TCC). Bamboo kNN, 
which stands for boosting and model-based optimization (MBO) of k-nearest neighbors, was used 
to construct and optimize a nonparametric model for predicting TCC using a feature space of 
estimated harmonic regression coefficients. The assumed but unknown bias of the kNN smoother 
is estimated by recursively fitting residuals, known as L2 boosting, with the kNN smoother used 
to make the initial predictions. The proposed MBO algorithm is a Markov chain Monte Carlo 
method for generating candidate solutions to the boosted kNN model using a parameterized 
probabilistic model for selecting values of k and subsets of feature variables from the solution 
space. This model is adaptively modified, using earlier candidate solutions, to concentrate the 
search in the most promising regions of the solution space. Guidelines are suggested for 
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determining the appropriate order of recursion for boosting, as well as length of the chain. At the 
end of the chain, a small sample of candidate solutions was drawn from the solution space using 
the updated probability weights. These candidate kNN models were used to construct predictive 
intervals for spatial domains over a range of sizes. Coverage tests were conducted by determining 
the proportion of spatial domains, for each domain size tested, whose predictive intervals 
contained the actual TCC value observed in the simulated population. The results showed that the 
coverage proportion approached the theoretical value when using a 4th order boost, for spatial 
domains as small as the area represented by an FIA sample unit, with the unboosted model 
coverage proportion smaller than the theoretical value. 
Introduction 
A national forest inventory (NFI), such as the one conducted by the United States Forest 
Service (USFS), is designed to provide information on the status of the forests of a nation as a 
whole, or perhaps for large domains within it. An NFI is therefore often characterized as being 
supportive of national or strategic forest management, as opposed to local or tactical decision-
making. It is common practice in NFI to use direct estimators, which rely solely upon the sample 
units drawn from the domain and are design-unbiased or approximately so, to make statistical 
inferences about the domain population. This reliance upon the domain sample limits the 
minimum size of a domain for which valid inferences can be made. Indirect estimators effectively 
increase the size of the domain sample by borrowing strength from all sample units, including 
those outside of the domain. They typically produce estimates with smaller variance, though 
potentially larger bias, than direct estimators and can be used for small area estimation (SAE) 
problems where the domain sample is too small to make valid or useful inferences with a direct 
estimator (Rao, 2003). SAE techniques, therefore, have the potential to extend the utility of NFI 
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data to a scale of application approaching what is needed to inform local forest management 
decisions. 
Indirect estimators are typically based on the use of models that define the relationship 
between auxiliary data, available either as unit-level data for all population units or as area-level 
data for well-defined areas within the population, in conjunction with survey data available for 
the sample units. Unit-level models have been used extensively in NFI because of the widespread 
availability of remote sensing imagery that can be gathered inexpensively for the entire 
population, relative to the cost of collecting sample survey data in the field. One modeling 
approach that has been used extensively in this context is the k-nearest neighbors (kNN) 
algorithm, due to its relative simplicity and multivariate potential to provide predicted values of 
all attributes observed for sample units. Some examples of its application in NFI include the work 
of Tomppo (1990), Tokola et al. (1996), and Katila and Tomppo (2001) in Finland, and Moeur 
and Stage (1995), Franco-Lopez et al. (2001), Ohmann and Gregory (2002), and McRoberts et al. 
(2002) in the United States. McRoberts et al. (2007) were the first to develop a formal model-
based approach to SAE using kNN. McRoberts (2012) also provided a thorough review of the use 
of kNN in NFI with auxiliary variables, as well as an overview of modeling choices and 
diagnostics for assessing model performance. 
Overview of the kNN algorithm 
Fix and Hodges (1951) were the first to propose the kNN classification rule. Simply 
stated, the rule assigns to any unclassified population unit the modal class among its k-nearest 
neighbors, with proximity measured in the space of auxiliary variables used for classification, 
from the set of classified sample units. Cover (1968) was one of the first to examine the kNN rule 
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for estimation, proving that for a range of probability distributions, the large sample risk of the 
estimator is no worse than twice the minimum expected squared-error loss (i.e. Bayes risk). 
In the regression case, the kNN estimator is a type of kernel smoother similar to that 
proposed by Nadaraya (1964) and Watson (1964). A variety of kernels can be used to determine 
the weights associated with the sample units that fall within the kernel used to produce a weighted 
average estimate. The primary difference between the two approaches is that the degree of 
smoothing in the Nadaraya-Watson estimator is determined by the bandwidth of the kernel, 
whereas for the kNN estimator it is determined by the value of 𝑘. In effect, the former uses a 
fixed width but variable density kernel, while the latter uses a variable width but fixed density 
kernel. 
Following the notation used by McRoberts et al. (2010), let 𝑌 denote a vector of response 
variables with known values for a sample of size 𝑛 from a finite population. Let 𝑋 denote a vector 
of 𝑝 auxiliary variables with known values for all population units. The set of population units for 
which values of both response and auxiliary variables are known is designated the reference set. 
The set of population units for which predictions of the response variable are desired is 
designated the target set. The space defined by the auxiliary variables 𝑋 is designated the feature 
space. For regression problems, where the values of 𝑌 are continuous, the kNN prediction for the 
ith element of the target set is: 
𝑦?̃? =
1
𝑊𝑖
∑ 𝑤𝑖𝑗𝑦𝑖𝑗
𝑘
𝑗=1 ,  [ 1 ] 
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where {𝑦𝑖𝑗 , 𝑗 = 1, 2, … , 𝑘} are the values of the response variable associated with the 𝑘 units in 
the reference set that are nearest in feature space 𝑋 with respect to distance metric 𝑑 to target unit 
𝑖. The weight assigned to each neighbor 𝑦𝑖𝑗  of target unit 𝑖 is 𝑤𝑖𝑗, with 𝑊𝑖 = ∑ 𝑤𝑖𝑗
𝑘
𝑗=1 . 
Despite the simplicity of the kNN algorithm, there are still a number of modeling 
decisions that impact its performance. These include the choice of the number of neighbors 𝑘, 
distance metric 𝑑, weighting scheme 𝑤, and feature space 𝑋. As mentioned earlier, the value of 𝑘 
determines the degree of smoothing of the estimator. This value defines the balance of the trade-
off between the variance and bias of the estimator, with smaller values minimizing bias and larger 
values minimizing variance (Cover, 1968). Loftsgaarden and Quesenberry (1965) provided some 
early guidance on the choice of 𝑘, suggesting 𝑛
1
2 as a value likely to give good results. Based on a 
simulation study, Enas and Choi (1986) arrived at values ranging from 𝑛
1
4 to 𝑛
3
8 depending upon 
the sample proportion and underlying covariance structure for small samples. Fukunaga and 
Hostetler (1973) derived an expression for the optimal choice of 𝑘, in terms of minimizing the 
approximated mean-square error, as a function of 𝑛, 𝑝, and the underlying distribution, with 
optimal 𝑘 increasing as 𝑛 and 𝑝 increase. 
Prasath et al. (2017) provide an extensive review of 54 distance metrics, which they 
group into eight major distance families, that have been proposed for use with the kNN algorithm. 
One widely applied family of distance metrics is Minkowski distance, defined by the equation: 
𝑑 = √∑ |𝑥1𝑖 − 𝑥2𝑖|𝑚
𝑝
𝑖=1
𝑚
,  [ 2 ] 
where 𝑥1 and 𝑥2 are points in feature space with 𝑝 dimensions and 𝑚 ≥ 1 is the order of the 
distance metric 𝑑. The most commonly used cases of 𝑚 = 1 or 𝑚 = 2 correspond to Manhattan 
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(“taxicab”) and Euclidean (“straight-line”) distances respectively, while the limiting case of 𝑚 =
∞ corresponds to Chebyshev (“chessboard”) distance. Several studies of the kNN algorithm for 
both classification and regression have shown that model performance using Manhattan distance 
is comparable to if not better than that using most alternative metrics, including Euclidean and 
Chebyshev distances (Ooi et al., 2013; Chomboon et al., 2015; Hu et al., 2016; Prasath et al., 
2017). Aggarwal et al. (2001) demonstrated the superiority of smaller 𝑚 particularly for higher 
dimensional feature spaces.  
Royall (1966) was the first to formalize a weighted version of the kNN estimator, with 
larger weights 𝑤 assigned to sample units nearer in feature space to the target unit. Dudani (1976) 
demonstrated the admissibility of the distance-weighted kNN rule for classification problems, 
with Stone (1977) and Devroye (1978) providing generalized proofs in the regression case using a 
variety of weighting functions. However, Bailey and Jain (1978) proved that, for classification 
problems where the number of training samples is large, the probability of error of a simple 
majority rule will be no greater than any distance-weighted rule for kNN. Macleod et al. (1987) 
reexamined the distance-weighted kNN rule and demonstrated that a carefully weighted rule can 
outperform the unweighted rule for some classification problems with a finite training set. Studies 
have also documented that the optimal value of 𝑘 increases with the use of non-uniform weights, 
thereby confounding the relative impact of the choice of 𝑘 and 𝑤 (Dudani, 1976; Hechenbichler 
& Schliep, 2004; Batista & Silva, 2009).  
The number of dimensions 𝑝 of feature space 𝑋 also affects the performance of the kNN 
algorithm. Assuming a uniformly distributed sample in 𝑋, the side of a hypercube needed to 
contain a fraction 𝑓 of the sample must have length 𝑓
1
𝑝. Therefore, as 𝑝 → ∞, then 𝑓
1
𝑝 → 1. From 
the perspective of the kNN algorithm, this means that in order to keep 𝑘 fixed as 𝑝 increases, the 
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search neighborhood for finding neighbors becomes larger, approaching a neighborhood as large 
as the entire feature space. Bellman (1961) dubbed the issue ‘the curse of dimensionality’. In the 
case of the kNN estimator, this leads to increased bias due to over-smoothing (Friedman, 1997; 
Bengio at al., 2005).  
One of the most intuitive approaches to addressing the curse of dimensionality is to 
eliminate extraneous features, otherwise known as feature selection. In the context of machine 
learning, Blum and Langley (1997) identified three approaches to feature selection: filter, 
wrapper, and embedded methods. In supervised machine learning, an induction algorithm (e.g. 
the kNN algorithm) must induce a classifier from a set of training instances (i.e. the reference 
set). Using the filter method, individual features are selected using a preprocessing step, before 
being passed through to the induction algorithm. Typical examples include using p-values or 
other criteria, such as the Mallow’s 𝐶𝑝 statistic or the Akaike Information Criterion, to evaluate 
features independently and determine those to be passed to the induction algorithm. Using the 
wrapper method, feature selection is accomplished using the induction algorithm to perform the 
evaluation and takes into account interactions among features by selecting subsets of features. 
Typical examples include hill climbing (e.g. forward-selection and backward-elimination), 
simulated annealing, and genetic algorithms. Kohavi and John (1997) demonstrated significant 
improvement in classification accuracy using the wrapper method instead of the filter method 
with some commonly used classifiers. 
Embedded methods are similar to wrapper methods, with the key difference being that 
feature selection is embedded directly within the induction algorithm and lack the generality of 
both filter and wrapper methods. Embedded methods are widely considered to be less 
computationally intensive and less prone to overfitting than wrapper methods. Typical examples 
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include regularization techniques (e.g. ridge regression) and decision tree methods. One 
promising embedded method for use with the kNN algorithm is the Random kNN for Feature 
Selection (RKNN-FS) procedure proposed by Li et al. (2011). Their method was developed to 
address the common problem in bioinformatics of having high dimensional feature data (i.e. tens 
of thousands of genes from microarray data) with small reference samples (i.e. limited patient 
diagnoses or outcomes). It is similar in principle to Random Forests (Breiman, 2001), but uses an 
ensemble of random kNN models instead of forest of random decision trees. Their study of 21 
microarray gene expression datasets suggested that RKNN-FS provided better classification 
results than Random Forests with increasing data complexity. 
Another approach to reducing the bias of a smoother is through boosting. Schapire (1990) 
first proved that a weak learning algorithm could be converted into a stronger one by recursively 
boosting it by a small but significant amount. Tukey (1977) first proposed such a method, 
dubbing it ‘twicing’, whereby the residuals of the smoother are used to estimate its bias by 
feeding them back into the smoother. Di Marzio and Taylor (2004) proposed an iterative re-
weighting algorithm for boosting kernel density estimates and provided justification for its use in 
bias reduction. Cornillon et al. (2008) showed that iterative bias reduction schemes, such as the 
one proposed by Di Marzio and Taylor, correspond to 𝐿2 boosting (Friedman, 2001), which is 
simply the repeated least squares fitting of residuals. Under this approach, a reasonably large 
value of the smoothing parameter is chosen in order to intentionally oversmooth the data, 
resulting in an estimator with relatively small variance but substantial bias that can be estimated 
from the residuals to correct the initial smoother. Park et al. (2009) demonstrated that 𝐿2 boosting 
is superior for reducing bias to the use of higher-order kernels, which corresponds to larger 
weights given to nearer neighbors. 
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Global optimization is the process of finding the point in a solution space where an 
objective function attains an extremum (maximum or minimum). Global optimization algorithms 
can be grouped into deterministic and stochastic approaches. While deterministic approaches 
provide a theoretical guarantee of finding the global extremum, they are generally slower than 
stochastic approaches that converge only in probability to the global extremum (i.e. heuristics). 
Devroye (1978) showed that, under a variety of noise conditions, the kNN estimator converges in 
probability as the sample size approaches infinity. He further suggested that this property could 
be exploited to design a random search algorithm for optimization of the regression function.  
Zlochin and Dorigo (2002) classified heuristic algorithms, such as selecting the best 
choice of parameters for the kNN algorithm, into instance-based and model-based search. 
Instance-based search methods generate new candidate solutions solely from the current solution, 
or the current population of solutions. Typical examples include genetic algorithms and simulated 
annealing. Model-based search methods generate candidate solutions using a parameterized 
probabilistic model that is adaptively modified, using earlier candidate solutions, to concentrate 
the search in the most promising regions of the solution space. Typical examples include 
stochastic gradient descent, ant colony optimization, and estimation of distribution algorithms. 
Bartz-Beielstein and Zaefferer (2017) provide an excellent overview of stochastic search 
algorithms as well as a comprehensive taxonomy of model-based optimization (MBO) 
approaches. 
Proposal of Bamboo kNN 
In this manuscript a variant of kNN regression is proposed and designated Bamboo kNN, 
for boosting and model-based optimization of k-nearest neighbors.  This methodology leverages 
the bias reduction properties of recursive 𝐿2 boosting, as well as a model-based search heuristic 
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for global optimization of the regression function. The heuristic includes a method of feature 
selection embedded within the kNN induction algorithm. Both the more mundane and novel 
characteristics of the algorithm will be discussed in detail here, including the choice of distance 
metric and weighting scheme, as well as the use 𝐿2 boosting and model-based optimization with 
embedded feature selection. 
Distance metric 
Based on the findings of earlier studies into the impacts of the choice of distance metric 
on the performance of the kNN algorithm, the Manhattan distance metric (MD) is used with 
Bamboo kNN. While Prasath et al. (2017) documented better performance when using other 
distance metrics by some measures of classification accuracy, MD was among the top seven of 54 
performers for the 28 noise-free datasets they examined. Furthermore, as the level of noise in 
each of the datasets increased, the relative ranking of MD improved, with it being ranked the top 
performer overall at the highest noise level. While the Euclidean distance metric also exhibited a 
similar trajectory to MD with increasing noise, it trailed behind it by every measure, supporting 
the findings of Aggarwal et al. (2001) that smaller values of 𝑚 for the Minkowski distance metric 
are preferred with high-dimensional or noisy data. 
Weighting scheme 
Because of the lack of conclusive evidence suggesting the universal superiority of 
distance-weighted over unweighted (i.e. equal-weighted) schemes, as well as the 
interrelationships of the choices of 𝑤, 𝑘, and 𝑝 with the kNN algorithm, an unweighted scheme is 
used with Bamboo kNN. This is further justified by the use of 𝐿2 boosting in Bamboo kNN and 
the aforementioned results of Park et al. (2009) showing that 𝐿2 boosting is superior to the use of 
higher-order kernels that impart a distance-weighting scheme on the kNN algorithm. 
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L2 boosting 
Once again following the notation introduced earlier, first consider the case where the 
target set is also the reference set. The unboosted kNN prediction for the ith element of this target 
set, using an unweighted scheme (𝑤𝑖 =
1
𝑘
, 𝑊𝑖 = 1 in Eq. [1]) and {𝑖 = 1,… , 𝑛} , is: 
𝑦?̃? =
1
𝑘
∑ 𝑦𝑖𝑗
𝑘
𝑗=1 , 
with the additional criterion that unit 𝑖 is excluded from the reference set when determining the k-
nearest neighbors of target unit 𝑖, i.e. the ‘leave one out’ criterion. If the 1st order residual for the 
ith element is 𝑒𝑖
1 = 𝑦𝑖 − 𝑦?̃?, then the 1
st order boosted kNN prediction is: 
?̃?𝑖
1 =
1
𝑘
∑ (𝑦𝑖𝑗 + 𝑒𝑖𝑗
1 )𝑘𝑗=1 , 
which could also be referred to as the ‘twiced’ kNN prediction. Clearly, this procedure could be 
applied recursively and the bth order boosted kNN prediction would be: 
?̃?𝑖
𝑏 =
1
𝑘
∑ (𝑦𝑖𝑗 + 𝑒𝑖𝑗
1 +⋯+ 𝑒𝑖𝑗
𝑏 )𝑘𝑗=1 ,  [ 3 ] 
where the bth order residual is 𝑒𝑖
𝑏 = 𝑦𝑖 − ?̃?𝑖
𝑏−1 and ?̃?𝑖
0 = 𝑦?̃?, or simply the unboosted kNN 
prediction for unit 𝑖. The proposed stopping criteria for determining the order of recursion are 
minimization of the squared-error loss and estimated bias using the reference set. Once the order 
of recursion has been determined, as well as the corresponding set of residuals for all reference 
units, kNN predictions can be made for any target units not contained in the reference set using 
Eq. [3] by removing the ‘leave one out’ criterion. 
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Model-based optimization with embedded feature selection 
Using a model-based mode of inference, the vector of response values 𝑌 is assumed to be 
generated by some stochastic superpopulation model, with the value of the ith population unit 
expressed as: 
𝑦𝑖 = 𝜇𝑖 + 𝜀𝑖, 
where 𝜀𝑖 is the random deviation of observation 𝑦𝑖 about its mean 𝜇𝑖. With Bamboo kNN, we 
further assume that the superpopulation model can be approximated using the boosted kNN 
estimator of 𝜇𝑖 defined in Eq. [3], given a sample from 𝑌 of size 𝑛 (i.e. the reference set), a vector 
𝑋 of 𝑝 auxiliary variables with known values for all 𝑁 population units (i.e. the feature space), 
and the Minkowski distance metric 𝑑 (i.e. 𝑚 = 1 in Eq. [2]).  
The MBO algorithm proposed here is a Markov chain Monte Carlo (MCMC) method for 
generating candidate solutions of Eq. [3], using a parameterized probabilistic model for selecting 
values of 𝑘 and subsets of 𝑋 from the solution space, that is adaptively modified using earlier 
candidate solutions. It is based upon an algorithm similar to the one introduced in RKNN-FS for 
classification for determining the measure of support provided by a set of feature variables, but is 
modified for regression and extended to include support provided by values of 𝑘. 
The algorithm can be visualized using a set of three urns. Urn #1 contains {𝑘𝑚𝑎𝑥 =
𝑟𝑜𝑢𝑛𝑑(𝑏𝑛
1
2)} balls, labelled ‘1’ to 𝑘𝑚𝑎𝑥 , representing possible values of 𝑘 in Eq. [3], given 
sample size 𝑛 and order of recursion 𝑏. Urn #2 contains 𝑝 balls, labelled ‘1’ to 𝑝, representing the 
possible number of dimensions of subsets of 𝑋. Urn #3 also contains 𝑝 balls, labelled ‘𝑥1 to ‘𝑥𝑝’, 
representing individual feature variables in 𝑋. Initially, all balls within an urn have an equal 
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probability of being selected. The process of fitting and evaluating a random boosted kNN model 
follows a number of steps: 
1) A ball is randomly drawn from urn #1 to determine the value of 𝑘.  
2) A ball is randomly drawn for urn #2 to determine the value of 𝑠, the number of 
dimensions in the feature space.  
3) Then 𝑠 balls are randomly drawn, without replacement, from urn #3 to determine the 
feature variables used to construct an 𝑠-dimensional subset of 𝑋. 
4) The k-nearest neighbors of each unit in the reference set are determined, using the 
‘leave one out’ criterion and the Manhattan distance. 
5) Eq. [3] is used to make a bth order boosted kNN prediction for each unit in the 
reference set. 
6) The observations and predictions of 𝑌 are used to calculate the coefficient of 
determination (𝑅2) of the model. 
Steps 1-6 are repeated 𝑐 times, generating a set of 𝑐 candidate solutions. The value of 𝑐 
should be chosen to provide as large a sample of points in the solution space as possible while 
remaining practicable within the constraints of the available computing resources. 
Next, the 𝑅2 values of the candidate solutions are used to update the probability weights 
of all of the balls in each of the three urns. This is accomplished by calculating the mean 𝑅2 value 
of all candidate solutions that were constructed using a given ball. If a ball was not used to 
construct any of the candidate solutions, it is assigned a probability weight of zero. Balls assigned 
a larger mean 𝑅2 value will be given larger probability weight for the next step in the Markov 
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chain, where a new set of 𝑐 candidate solutions will be generated from the urns. Probability 
weights are normalized within each urn to sum to one.  
The probability weights of the balls in each urn are updated, using each ball’s assigned 
mean 𝑅2 values from the current set of 𝑐 candidate solutions, by a two-fold process. First, the 𝑅2 
values are converted to likelihoods by assuming that the squared residuals follow an exponential 
distribution. Given the exponential probability density function 𝑓(𝑥) = 𝜆𝑒−𝜆𝑥, then setting 𝑥 =
(𝑦𝑖 − ?̃?𝑖)
2 and 𝜆 = 1 results in 𝑓(𝑥) = 𝑒−(𝑦𝑖−?̃?𝑖)
2
, with the natural logarithm of the function 
being −(𝑦𝑖 − ?̃?𝑖)
2. Given 𝑅2 = 1 −
∑ (𝑦𝑖−?̃?𝑖)
2𝑛
𝑖=1
∑ 𝑦𝑖2
𝑛
𝑖=1
, then the log-likelihood can be expressed as 
ln(𝐿) = −∑ (𝑦𝑖 − ?̃?𝑖)
2𝑛
𝑖=1 = (𝑅
2 − 1)∑ 𝑦𝑖
2𝑛
𝑖=1 , with  ∑ 𝑦𝑖
2𝑛
𝑖=1  being a constant. Second, Bayes 
rule is applied to update the probability weights of the balls used to construct the current set of 
candidate solutions (i.e. the prior) by multiplication with likelihood 𝑒𝑅
2−1 to get the probability 
weights for generating a new set candidate solutions at the next step in the Markov chain (i.e. the 
posterior). The chain should be run to sufficient length 𝑙 to suggest minimization of the squared-
error loss and estimated bias using the reference set. Separate chains should be run for each order 
of recursion 𝑏 included in the solution space. 
Empirical study of Bamboo kNN 
Materials 
A study was conducted using national forest inventory data and satellite imagery to test 
the performance of the proposed algorithm for SAE problems. The study area was the portion of 
the Western Superior Uplands Section (212K) of the hierarchical framework of ecological units 
developed by the USFS (Cleland, Avers, et al. 1997; Cleland, Freeouf, et al. 2007; McNab et al. 
2007) that falls within the boundary of the state of Minnesota, an area of approximately 1.38 
million hectares. This ecological section contains a mixture of land covers/uses that is 
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predominantly forest and agriculture. The landscape consists of relatively level glacial drift plains 
of poorly drained loam soils. The forest types are primarily aspen-birch, maple-beech-birch, and 
spruce-fir. 
The USFS Forest Inventory and Analysis (FIA) program conducts the national forest 
inventory of the US. For a comprehensive description of the FIA program, see Bechtold and 
Patterson (2005). Within the study area and during the five-year period of study timeframe (2009-
2013), FIA collected a sample of 1138 cluster plots across all land covers/uses, including water. 
The sampling intensity is approximately one plot per 1200 hectares, or twice the FIA national 
baseline level. A core set of tree and forest attributes was measured at sample locations. 
However, in order to test the proposed estimator over a range of spatial scales, it is 
necessary to have a population for which all units have known values for attribute of interest 𝑌, in 
addition to auxiliary variables 𝑋. Because 𝑌 values for actual population units are known only at 
plot locations, the 2011 National Land Cover Database Tree Canopy Cover (TCC) dataset was 
used as a simulated population for the study. TCC was developed using a Random Forests model 
with Landsat-5 satellite imagery, topographic data, and manually interpreted sample points using 
National Agriculture Imagery Program aerial photography (Coulston et al., 2012; Homer at al., 
2015). The dataset is provided as a raster image with a pixel resolution of 30 meters, and pixel 
values represent the predicted percentage of tree canopy cover at the pixel location. The predicted 
tree canopy cover value of the pixel at the location of the central sub-plot was assigned to each 
plot in the sample as the observed value. This amounted to a 0.0074% sample of the population. 
The auxiliary variables 𝑋 were derived from Landsat satellite imagery collected during 
the study timeframe. Wilson et al. (2018) demonstrated the utility of harmonic regression for 
feature extraction from dense time series of Landsat imagery for modeling a variety of tree and 
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forest attributes from national forest inventory data. The estimated harmonic regression 
coefficients of a 3rd order Fourier series individually fitted to each of the tasseled cap 
transformation (TCT) components of brightness, greenness, and wetness for all Landsat-5 and 
Landsat-7 scenes collected between 2009 and 2013, after masking out pixels contaminated by 
clouds and snow, were used as the 21-dimensional feature space. For more information on the 
methods used for feature extraction, see Wilson et al. (2018). The 𝑋 values of the auxiliary 
variables were extracted from the image pixels at the location of the central sub-plots in the FIA 
sample. This dataset, in conjunction with the TCC data described earlier, formed the reference set 
that was used to optimize the predictive kNN models. Because of the amount of computer 
processing required to do feature extraction, feature variables were also derived for only a 
purposive sample of 15 Public Land Survey System (PLSS) townships, each approximately 9300 
hectares in size, representing the range of tree canopy cover conditions across the study area, to 
test the proposed algorithm’s SAE performance. 
Methods 
The Bamboo kNN algorithm, described fully in the previous section, was implemented 
using the R statistical computing language (R Core Team, 2016), along with the packages ‘snow’ 
for parallel processing (Tierney et  al., 2016), ‘rgdal’ for processing geospatial raster data (Bivand 
et al., 2016), and ‘RANN.L1’ for fast nearest neighbor search using Manhattan distance (Arya et 
al., 2015). The algorithm was initialized using eight chains, representing the set {𝑏 = 0,… ,7} 
orders of recursion, with 𝑐 = 100 candidate solutions drawn at each step of the Markov chain and 
each chain being of length 𝑙 = 3500 steps. For each chain and at each step, the mean 𝑅2 value 
and estimated bias of all current candidate solutions were computed. 
At the end of each chain, a sample of 10 candidate solutions was drawn from the solution 
space using the updated probability weights for the balls in each of the three urns to produce 
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predictions for each target unit (pixel) in the sample of 15 PLSS townships. Because TCC is 
expressed as a percentage, and is therefore a bounded variable, predicted values less than zero 
and greater than 100 were set to zero and 100 respectively. These predictions, along with the tally 
of reference units identified as nearest neighbors of target units within spatial domains of various 
sizes (i.e. small areas), were used to construct predictive intervals to test the SAE properties of 
Bamboo kNN over a range of spatial scales. Each township was subdivided into aliquot parts of 
1
4
 
(~2300 ha), 
1
9
 (~1000 ha), 
1
36
 (a section or ~260 ha), 
1
144
 (a quarter-section or ~65 ha), and 
1
576
 (a 
quarter-quarter-section or ~16 ha). Coverage tests were conducted at each level of subdivision, as 
well as for the individual reference units. Predictive intervals of 75, 90, and 95% were 
constructed from the candidate solutions for each of the domain sizes (i.e. aliquot parts) and each 
reference unit. Using these predictive intervals, the proportion of spatial domains, and reference 
units, whose predictive interval contained the observed value was calculated at each level of 
subdivision, along with the mean length of the predictive intervals. 
Results and discussion 
The mean 𝑅2 values of the current candidate solutions at each step of the Markov chain 
for each order of recursion are shown in Figure 3.1. The short gap in the record for the unboosted 
model is due to a loss of data, though the trend remains clear even without it. Once beyond 
approximately step 600 in the chain, the unboosted model had the smallest mean 𝑅2 values, by a 
substantial margin, of all eight models tested. Although there is some indication that the value 
would continue to increase in the short run with additional steps in the chain, the apparent rate of 
increase is modest. The effect of boosting can be seen clearly in the figure, with higher orders of 
recursion achieving successively larger mean 𝑅2 values up to the 4th order model. From the 5th 
order onward, the boosts appear to plateau and fail to reach the level of the 4th order model. 
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Figure 3.1. Mean 𝑅2 value of the current candidate solutions at each step of the Markov chain for 
each order of recursion. 
 
The estimated biases based on the current candidate solutions at each step of the Markov 
chain for each order of recursion are shown in Figure 3.2. There is a similar gap in the data record 
for the unboosted model, but again the trend is clear. The disparity in performance between the 
unboosted and boosted models is even more pronounced in this figure, with the unboosted model 
having the greatest estimated bias. Unlike the previous results, there is no indication that the 
estimated bias of the unboosted model would improve with additional steps in the chain. As with 
the mean 𝑅2 values, the estimated bias of the model improves with increasing order of recursion 
up to the 4th order, with no clear evidence of improvement beyond that level. The results 
presented in both of these figures suggest that the benefit of estimating the bias of the model with 
higher orders of recursion is offset by increasing variance in the estimate, which is the inverse of 
the pattern seen with increasing values of 𝑘. In the case of the study population, the optimal value 
of 𝑏 appears to be four. 
0.75
0.755
0.76
0.765
0.77
0.775
0.78
0.785
0.79
0.795
0 500 1000 1500 2000 2500 3000 3500
R
-s
q
u
ar
ed
Markov chain step
Unboosted 1st order 2nd order 3rd order
4th order 5th order 6th order 7th order
104 
 
 
Figure 3.2. Estimated bias of the current candidate solutions at each step of the Markov chain for 
each order of recursion. 
 
For the eight models tested, the probability weights of the balls in each urn after the final 
step in the corresponding Markov chain are depicted in Figures 3.3, 3.4, and 3.5. Figure 3.3 
shows that as the order of recursion increases, the mean of the distribution of 𝑘 increases from 14 
for the unboosted model to 168.6067 for the 7th order boosted model. Figure 3.4 shows that as the 
order of recursion increases, the mean of the distribution of 𝑝 decreases from 20.26709 for the 
unboosted model to 16.87689 for the 7th order boosted model. Although there is some variability 
across models in the probability weights of the individual feature variables shown in Figure 3.5, 
there is consistency in the ranking of those features with the largest and smallest probability 
weights, particularly among the boosted models. For all models, feature variables #1, 3, and 5 
(i.e. mean annual brightness, mean annual wetness, and annual variability in greenness 
respectively) have the largest and #16 (i.e. 4-month variability in brightness) has the smallest 
probability weights. 
-2.5
-2
-1.5
-1
-0.5
0
0 500 1000 1500 2000 2500 3000 3500
Es
ti
m
at
ed
 b
ia
s
Markov chain step
Unboosted 1st order 2nd order 3rd order
4th order 5th order 6th order 7th order
105 
 
 
Figure 3.3. Probability weights of values of 𝑘 (i.e. balls in urn #1) for the (a) unboosted and (b-h) 
1st through 7th order boosted models. 
 
 
Figure 3.4. Probability weights of values of 𝑝 (i.e. balls in urn #2) for the (a) unboosted and (b-h) 
1st through 7th order boosted models. 
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Figure 3.5. Probability weights of individual feature variables (i.e. balls in urn #3) for the (a) 
unboosted and (b-h) 1st through 7th order boosted models. 
The coverage test results, by order of recursion, of the individual reference units are 
presented in Figure 3.6. The figure shows that the proportion of predictive intervals containing 
the observed value is smaller than the theoretical value for the unboosted model, but that it 
rapidly approaches the theoretical value by the 2nd order of recursion and hovers near that level as 
order increases. While there is some evidence supporting the previous suggestion of the benefit of 
higher order boosts for bias correction being offset by increasing variance, particularly for the 
95% predictive intervals that appear to be slightly too conservative, it is inconclusive for the 75 
and 90% predictive intervals. The corresponding lengths of the 75, 90, and 95% predictive 
intervals, by order of recursion, are presented in Figure 3.7. The pattern for each interval is 
roughly the same, with increasing interval length up to the 3rd order of recursion, a dip at the 4th 
order, then a slightly higher plateau at higher orders. Figures 3.6 and 3.7 also support the 
conclusion that the optimal value of 𝑏 for the study population appears to be four. 
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Figure 3.6. Coverage proportion of 75, 90, and 95% predictive intervals by order of recursion of 
the model. Theoretical values are shown as dashed lines. 
 
Figure 3.7. Length of 75, 90, and 95% predictive intervals by order of recursion of the model. 
 
The coverage test results of spatial domains for the 75, 90, and 95% predictive intervals 
are presented in Figures 3.8, 3.9, and 3.10 respectively. In each of these figures, the proportion of 
predictive intervals containing the observed value is graphed against domain area as a series of 
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connected line segments, with one series for each of the eight models tested. In each figure, the 
theoretical value of the predictive interval is depicted as a horizontal dashed line. It is noted that 
in the case of the largest domain sizes, townships, the sample size is only 15 and provides a poor 
estimate of the true coverage proportion and predictive interval length for the population of all 
townships in the study area. For all other domain sizes, the sample size is at least 60, providing 
more reliable estimates of the true coverage proportions and predictive interval lengths. The 
patterns are similar for each predictive interval, with the unboosted model having coverage 
proportions far below the theoretical value. With increasing order of recursion, again 
approximately up to the 4th order, the boosted models generally approach the theoretical value of 
the predictive interval. Beyond that level, the coverage proportions begin to exceed the theoretical 
value, particularly for the larger domain sizes.  
  
Figure 3.8. Coverage proportion of 75% predictive interval by spatial domain size and order of 
recursion of the model. Theoretical value is shown as dashed line. 
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Figure 3.9. Coverage proportion of 90% predictive interval by spatial domain size and order of 
recursion of the model. Theoretical value is shown as dashed line. 
  
Figure 3.10. Coverage proportion of 95% predictive interval by spatial domain size and order of 
recursion of the model. Theoretical value is shown as dashed line. 
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decreasing domain area, there is an exponential decrease in estimated coverage proportion. The 
effect is most pronounced for the 75% predictive intervals. One possible explanation for this is 
spatial autocorrelation of the residuals for spatial domains less than approximately 1200 ha in 
size, the area represented by a reference unit given the sampling intensity of the study, and 
corresponds to lag distances less than approximately 3.5 kilometers. However, without a sample 
that permits calculation of yet shorter lag distances, it is not possible to use an empirical spatial 
model to correct for this effect.  
The corresponding lengths of the 75, 90, and 95% predictive intervals for spatial 
domains, by order of recursion, are presented in Figures 3.11, 3.12, and 3.13 respectively. In each 
of these figures, the length of the predictive interval is graphed against domain area as a series of 
connected line segments, again with one series for each of the eight models tested. The figures 
clearly show that estimated predictive interval lengths increase with both increasing theoretical 
value and order of recursion. For all theoretical values, lengths increase most rapidly between the 
1st and 2nd order of recursion, with generally diminishing rates of increase beyond that level. The 
hypothesized spatial autocorrelation of the residuals, noted previously in the results of coverage 
proportions, appears to have the inverse effect on predictive interval lengths, i.e. exponentially 
increasing length with decreasing domain area below approximately 1200 ha. 
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Figure 3.11. Length of 75% predictive interval by spatial domain size and order of recursion of 
the model. 
 
   
Figure 3.12. Length of 90% predictive interval by spatial domain size and order of recursion of 
the model. 
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Figure 3.13. Length of 95% predictive interval by spatial domain size and order of recursion of 
the model. 
 
Taken together the coverage proportion and predictive interval length results suggest that, 
conditional upon the sample, approximately valid predictive intervals can be produced for spatial 
domains as small as the area represented by a reference unit, i.e. 1200 ha in the current study. By 
choosing an appropriate order of recursion for the boosted model, i.e. 4th order in the current 
study, bias can be estimated adequately without incurring a penalty of extraneous variance in the 
estimate. With decreasing domain area less than this threshold, it is postulated that spatial 
autocorrelation of the residuals results in estimated coverage proportions that are smaller than the 
theoretical values. Because this occurs despite increasing estimated predictive interval length, it is 
further postulated that these errors are dominated by residual bias that cannot be estimated from 
the sample alone due to boundary effects (Hastie and Loader, 1993). 
Although correcting for boundary bias is beyond the scope of this study, a metric for use 
with Bamboo kNN is proposed for estimating proximity to the boundary in order to identify 
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spatial domains where estimated predictive intervals would lead to invalid inferences. The 
proposed metric, neighborliness, is based on the fact that the reference sample units define a 
convex hull in feature space, designated the reference hull, and that the boundary of feature space 
is assumed to fall on or outside of it. Using the 4th order boosted model and the reference units as 
the target set, the nearest neighbors were identified for the set of {𝑐𝑖 , 𝑖 = 1,… ,10} candidate 
solutions, resulting in a set of 𝑘𝑖 x 𝑛 matrices of nearest neighbors. The neighborliness of each 
reference unit was calculated by tallying the total number of occurrences of the reference unit in 
all 10 matrices and dividing this total by the mean tally of all reference units. Units with smaller 
neighborliness values are expected to be located in feature space nearer to the reference hull 
boundary, while units with larger neighborliness values are expected to be located within its 
interior. The neighborliness values assigned to the reference units were then used to estimate the 
neighborliness of all pixels in the target set, with the same 4th order model used to make 
predictions of TCC percentage. 
Figure 3.14 depicts the observed TCC percentage, predicted TCC percentage, and 
estimated neighborliness, respectively, of all pixels in a representative sample township from the 
study area, T40N R20W. The color ramp applied to the observed and predicted TCC percentage 
pixel values has a range from white (0) to black (100). Forested areas in the township are shaded 
gray or black, while non-forested areas are shaded white. The color ramp applied to the estimated 
neighborliness pixel values has a range from red (0.5) to white (1) to blue (1.5). Most forested 
areas in the township are tinted dark blue, suggesting that they are well interior of the reference 
hull boundary in feature space. Most non-forest areas are tinted light blue, suggesting that they 
are also interior of the reference hull, though slightly closer to the boundary and the mean 
neighborliness value of the reference set. Pixels that appear tinted red are closest to, or in some 
cases likely beyond, the reference hull boundary. Those pixels that have the darkest red tint 
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correspond to water bodies, which were problematic when using harmonic regression for feature 
extraction due to the numerous Landsat sensor observations removed by the snow filter (Wilson 
et al., 2018). Pixels that are tinted light red are land covers/uses that occur infrequently in the 
study area, such as rotating crops, ephemeral wetland vegetation, and harvested forests.  
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Figure 3.14. Images for township T40N R20W of (a) observed and (b) predicted tree canopy 
cover percentages, along with (c) estimated neighborliness. The color ramp applied to the pixel 
values in (a) and (b) has a range from white (0) to black (100), while the one used in (c) has a 
range from red (0.5) to white (1) to blue (1.5). 
 
Conclusions 
There are a few conclusions to be drawn from this study. First, the proposed Bamboo 
kNN algorithm provides a unified framework for global optimization of the kNN model while 
simultaneously selecting feature variables and correcting for smoother bias. This is accomplished 
through its use of a stochastic, model-based optimization approach with embedded feature 
selection, as well as the recursive fitting of residuals, or 𝐿2 boosting. Second, the empirical study 
using features extracted from time series of satellite imagery and a simulated population of tree 
canopy cover demonstrated that the Bamboo kNN estimator produced valid predictive intervals, 
following the suggested guidelines for determining the length of the Markov chain and the level 
of recursion, for spatial domains approaching the area represented by a reference unit in the 
national forest inventory sample. Third, the study showed that the unboosted kNN model 
produced predictive intervals that were far too narrow and had corresponding coverage 
proportions smaller than the theoretical value. It is noted, however, that alternative weighting 
schemes to the unweighted one employed by Bamboo kNN were not tested with the unboosted 
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model, and that these might mitigate the problem to some degree. Finally, the proposed 
neighborliness metric suggests a method for identifying spatial domains within the population 
where valid inferences cannot be made without supplementation of the reference sample.  
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