We compare several regularization methods for traveltime tomography and present two improved methods for edge preserving regularizations. We could use a L2 norm of the model gradient or curvature as a part of the objective function to yield a smooth model solution, but the sharp edges of the model are often blurred. One way to generate a blocky model is to apply the L1 norm of the model gradient so that the model gradient is sparse. If we intend to preserve the sharp edges of the model and maintain smoothness elsewhere, then the edge preserving regularization with spatial variance is needed. We achieve that by introducing an edge preserving smoothing operator from seismic data processing to tomography. The improved methods for edge preserving regularization can make the model gradient sparser on the edge and decrease the impacts on the smoothness of non-edge area compared with the previous methods. We demonstrate the methods by testing with synthetics and real data.
Introduction
Geophysical imaging solutions are nonunique, imposed by the limited data information and limited model coverage. Therefore, model regularization is needed to obtain a high probability solution that exhibits with minimum structures required to fit data (Tikhonov and Arsenin, 1977) . Such regularization includes uniform gradient smoothing or curvature smoothing expressed in terms of L2 norm (Zhang and Toksoz, 1998) . Applying gradient smoothing allows linear variations in the model, while applying curvature smoothing allows nonlinear variation in the model. L1 norm of model regularization is also applied to yield a blocky model in geophysics (Guitton, 2011; Elad, 2009; Loris et al., 2000; Schmidt, 2005) . The merit of L2 norm is numerical stability and it is easy to implement, but it may generate a smooth solution with the sharp edge blurred. If we minimize the L1 norm of the model derivatives, we may get a blocky solution that the model gradient is sparse and the sharp edge of the model can be displayed clearly. However, it may also damage the smooth area of the model and it is difficult to calculate the derivatives of the object function than L2 norm (Schmidt, 2005) . To overcome the difficulty of the L1 norm, some convex functions are presented to approximately solve the L1 norm problems such as the methods of hybrid norm and Huber norm (Claerbout, 2009; Li et al., 2010; Bube and Nemeth, 2007) . The hybrid norm can change the L2 norm to L1 norm smoothly (Li et al., 2010) , but it is unstable when the hybrid norm approaches the L1 limit. In this study, we compare the regularizations including L1 norm, L2 norm and three edge preserving regularization methods.
The goal of an effective edge preserving regularization is to delineate sharp structure interfaces while suppressing the artifacts (Youzwishen and Sacchi, 2006; Namaki et al., 2011; Portniaguine and Zhdanov, 1999) . In this study, we present two improved edge preserving regularization methods based on the previous method (Youzwishen and Sacchi, 2006) by borrowing the concept of edge preserving smoothing (EPS) operator (Luo et al., 2002; AlBinHassan et al., 2006) . We compare the three edge preserving regularizations and analyze the strength and weakness of each method in 2D first-arrival traveltime tomography.
Theory
We first describe L1, L2 and the previous edge preserving regularization methods for traveltime tomography, and then present two improved edge preserving regularization methods. We fix L2 norm for data misfit while applying L1 or L2 norm for model regularization, thus, the general inversion object function can be written as
Where is model slowness; and are the observed and calculated traveltimes. We apply wavefront ray-tracing technique to calculate both traveltimes and raypaths (Zhang and Toksoz, 1998) and apply conjugate gradients to solve a 2D traveltime tomography. The last term denotes the regularization for the model and its form is mainly discussed in this study.
(1) L1 norm and L2 norm for the model derivative
We shall discuss the regularization by minimizing the firstorder derivatives of the model. The two regularization methods can be written as:
Where 1 = and 2 = are derivative operators, and ∇ is the gradient operator. Minimizing the L1 norm of ( = 1,2) means that we want the matrix of to be sparser than L2 norm. The slowness where equals to zero remains constant, and the one where equals to nonzero means slowness changing, the L1 norm solution is thus blocky. For L1 norm, we use iteratively reweighting least squares (IRIS) method to approximately solve L1 norm problem.
We may view the L1 norm as a (adaptively-weighted) version of squared L2 norm by setting a weighting matrix for the L2 norm to approximate the L1 norm (Elad, 2009 ).
(2) Edge preserving regularization
If we want to preserve sharp edges in the model solution, the matrix of the model derivative should be sparse on the edge of the velocity so that the velocity can be allowed to change abruptly on the edge. And we also want the nonedge area to be smooth, and we could modify the L2 norm of the model derivative to achieve that goal. For edge preserving regularization, different definition of the model edge may yield different edge preserving regularization method. If we define the area with large velocity gradient to be edges, the edge preserving regularization method by Youzwishen and Sacchi (2006) is expressed as following:
Where c is a positive constant which is small enough and it equals to a L2 norm if c is large enough. is a weighting matrix; the weighting is inversely proportional to a function of the model gradient. We want the weighting close to zero on the edge of the model and to be one in other areas so that the smoothing is turned off on the edge but applied in non-edge area (Youzwishen and Sacchi, 2006) . However, sometimes the contrasts of the weighting between the edge and non-edge areas are not large enough, and it may also damage the smoothness of the non-edge area if sharpening the edge. To overcome this difficulty, we can enhance the contrasts of the weighting between the edge and the nonedge area by introducing an operator to yield new methods.
To further enhance the model edge images, we borrow the concept of edge preserving smooth (EPS) operator (Luo et al., 2002; AlBinHassan et al., 2006) for sharpening seismic stack images for interpretation, but apply that for performing model regularization in tomography, and that yields a different edge preserving regularization method:
The function of EPS operator, , is for enhancing the model edge and smoothing the non-edge area in processing a seismic volume. If including the EPS operator, the weighting is more readily close to zero on the model edge and one in non-edge area because the difference of the model gradient between the edge and the non-edge area becomes larger.
The regularizations (E1 and E2) may suffer from the problems to deal with the edge sometime as Figure (1b) shows because the weighting factor is also close to zero in non-edge area. And it violates our assumption that the weighting factor is one in non-edge area and zero on model edge. To overcome this difficulty, the model edge can be regarded as the area with large second derivatives of the model.
E3:
2 is a second order derivative operator. Thus, the weighting parameter is close one in non-edge area in Figure  ( 1b) because the second derivative of the model is zero in the non-edge area although the first order derivative is nonzero. The regularization method E3 also can deal with the case of Figure (1a) . Note the only difference among E1, E2 and E3 is the weighting matrix. 
Result comparisons
We show the results calculated with five regularization methods (Equation (2), (3), (4), (5), (6)) discussed in this study. We invert the velocity model as shown in Figures  (2a & 3a) and the synthetic traveltimes are calculated from the model in Figures (2a & 3a) . To compare the five regularization methods (Equation (2), (3), (4), (5), (6) We can tell the sharp boundary of the model from the result of L1 norm, but the velocity variation in other area shows step-alike variation and it is not smooth, and this feature can be better observed if the true model contains velocity gradient. The edge preserving regularization methods (E1, E2 and E3) attempt to make the boundary sharp and make the velocity variation in other area like L2 norm. We choose the same threshold value c (balancing the L2 norm and the edge preserving regularization) for the three edge preserving regularizations; Figures (2d, 2e and 2f) show method E2 and E3 can yield the result with sharper edge than E1 method does, because the EPS operator can help to produce sharp boundary and smooth the non-edge area and the weighting matrix can be more reasonable. Figure 3 shows the results with which the corresponding true model is layered with a velocity gradient in the top layer and the input initial model is a homogeneous model of 3800 m/s. The L2 norm can yield a robust model with the accurate velocity gradient in the top layer but the sharp edge is blurred. The L1 norm can present the sharp edge but the step-alike structure in the top layer is much clearer than what the Figure 2c shows because of the velocity gradient of the true model. In Figure 3 the threshold value c is also the same for the three edge preserving regularization methods. The top of the edge in Figure 3f is the sharpest of the three edge preserving regularization methods. The edge preserving regularization method E3 can not only present the sharp edge but also the velocity gradient can be preserved.
Figure 2
The synthetic data example calculated with five model regularization methods (Equation (2), (3), (4), (5), (6)). Edge preserving regularization
Field data example
The regularization methods discussed in this study have been applied in the field data. We conducted the tomography studies with a model consisting of 6788*204 cells with a uniform grid spacing of 5.0 m. To obtain an initial model for the traveltime tomography, we first conducted the delay-time method to get the initial model for GLI method, and then applied the GLI method to yield the initial model that Figure 4a shows. The result of GLI method shows that the velocity variation among the three layers of the initial model is distinct especially in the first layer. Figure 4 shows the L2 norm regularization yield the smoothest result; it is easy to bring in abruptly velocity variation for L1 norm; the edge preserving regularizations can yield models with sharp boundary. The high-velocity bodies in the second layer between the initial model and the other models are different because we assumed a threelayer model for the GLI method. The traveltime tomography can correct the high-velocity part of the initial model. The boundary of the first layer in Figures (4e & 4f) is shallower than the one of Figure 4d although the boundary of the second layer in Figure 4d is blurred. If we start the edge preserving regularization from the second iteration for the method E1, we can see easily that it is harder to reveal the boundary for method E1 than the other edge preserving regularizations.
Conclusions
We have discussed the characteristics of L1 norm, L2 norm and edge preserving regularizations. To enhance the model edge and preserve the characteristics of L2 norm we presented two modified edge preserving regularization methods. The L2 norm can yield a smooth solution but blur the details of the model. L1 norm can reveal the details but it can produce some artifacts of step-alike structure. The improved edge preserving regularization can not only reveal the details on the model edge but also make the non-edge area like the L2 norm solution, because it focuses on the sparseness of the edge with strong velocity variation. We introduced the EPS operator to sharpen the edge and smooth non-edge area of the model because it is helpful for constructing the weighting matrix. The new edge preserving regularization methods can make the edge sharper with the same parameter setting and decrease the impacts on the smoothness of the non-edge area.
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Figure 4
The field data example calculated with five model regularization methods (Equation (2), (3), (4), (5), (6)). The starting model is as (a) shows. 
