-The problem associated with use of statistical methods for determining a best linear relationship of the form Y = AX + B have been examined for a condition quite prevalent with experimental research, i.e., when the values of both variables are subject to essentially unknown errors. Under this condition standard least-squares regression analysis underestimates the value of the slope A. A very simple method for determining the best'value of the slope and intercept has been introduced which can be used when errors are present in both variables. With this proposed method, the calculated slope is equal to the standard error of Y divided by the standard error of X (with the appropriate sign) and the intercept is found from the mean values ofX and Y, i.e., B = Y -AX. The best estimate of the slope is also equal to the slope found with the conventional regression method divided by the absolute value of the correlation coefficient. The line determined with the suggested method can be considered to be a line of symmetry through the data.
least-squares regression analysis; errors inX and Y; measurement errors; random variation THE PHYSIOLOGIST, like almost any other experimental researcher, often desires to fit his data to the straight line Y = AX + B, where A and B are the slope and intercept, respectively, of the line relating X to Y. For example, consider the data of Zweifach (7) . He used the servonull method to measure pressures in large arteries (Pa) and in precapillary vessels (Ppc). From a physical point of view, it can be expected that the slope of the line relating these two pressures would have a value slightly less than one. However, Zweifach found Pa = 0.281 Ppc + a constant (I) when the data were analyzed with conventional least squares regression analysis. This slope of 0.281 appears to be significantly different from the expected value. However if the data had been analyzed with Pa treated as the independent (i.e., X) variable instead of Ppc the equation relating the arterial and arteriolar pressures would be ~ Pa = 2.74 Ppc + a constant (2) This example illustrates the fact that the value of the slope (and intercept) found with classical methods depends heavily on the often arbitrary choice as to which variable is treated as independent. This paper discusses the causes of the above problem and introduces a very simple method that can be used when the investigator wants to determine a slope and intercept that are not dependent on which variable is chosen as the X variable.
METHODS USED TO FIT DATA TO STRAIGHT LINES
If data exactly fit the line Y = AX + B then it is not at all difficult to determine the value of the slope A-d intercept B. More frequently, there is scatter in the data so that a perfect correlation does not exist. This scatter is due to the presence of errors in the values ofX and/or Y. Errors are either measurement errors or due to random variation.
Measurement errors can often be reduced with proper experimental design (see (1) ); however, even in the absence of measurement errors, there may still be considerable scatter. This is due to the fact that biological variables are generally dependent upon several factors, each of which can contribute to what appears to be random variation in the measured value of a variable. The problem then becomes how to determine values for A and B when errors are present in the values of X and Y.
The following is a brief summary of several methods that have been used to estimate the slope and intercept from paired data. The mathematics of these methods are iwluded in the APPENDIX.
All least-squares methods determine estimates of A and B by minimizing the sum of the squares of the distances between each datum point and the line of best fit. With the conventional least-squares method, the distance that is minimized is the vertical distance between the data points and the line of best fit (Line 1 of Fig. 1 ). This is called the vertical distance method. In effect, the method treats the data as if all errors are in the Y variable and no errors are present in the X variable.
A second method is to minimize the horizontal distances between the data points and regression line (Line 2 of Fig. 1 ). This horizontal distance method treats Y as the independent variable and, in effect, analyzes the data as if no errors exist in Y. The horizontal distance method and vertical distance method can produce greatly different results as seen in the preceding example, since the slope found with the vertical distance method is equal to the correlation coefficient squared (r2> times the slope found with the horizontal distance method. This results from the fact that when there are errors in both variables the conventional least squares It has long been recognized that there are often errors in the values of both the X and Y variable. In order to produce an exact estimate of the slope and intercept, the errors in bothX and Y must be known. If the errors are known, then the fairly complex methods discussed by Madansky (4) can be used. With physiological data, it is often known that errors exist in both variables, but the exact value of these errors are rarely, if ever, known. Thus the problem is analyzing data which has unknown errors in both variables.--Three logical yet problematic approaches have been used to analyze data under these conditions. One of these approaches is to minimize the sum of the vertical and hoGzonta1 distances (lines 1 + 2 of Fig. 1 ). The second is to minimize the perpendicular distances between the data points and line-of best fit (line 3 of Fig.  1 ). The third is the method of averages which is discussed in the APPENDIX.
PROBLEMS WITH ABOVE METHODS
One of the more effective ways to exemplify the problems which arise with the use of the above methods is to analyze a sample data set with these methods. This is particularly beneficial since recognition of the problem is a prerequisite to the solution. First, consider the data of Table 1 : The Xi and Yi values represent two different experimental methods (both of which are subject to error) for estimating the same variable (capillary hydrostatic pressure). The objective of the analysis is to find the relationship between the two variables (i.e., the structural relationship or functional relationship (3)) depending on the nature of the errors). In this case, there is no basis for choosing either X or Y as the independent variable. However, since both values represent the same variable, the slope of the line relatingx to Y should have a value of one. Using the standard least squares method with X assumed to be the independent variable (the vertical distance method) gives
If Y is treated as the independent variable (the horizontal distance method) the equation of the resulting line is
(4 Equations 3 and 4 are quite different even though both represent least squares "best" fit of the data. (Note that, with all of the above methods, the value of the correlation coefficient (0.627) is invariant .)
The sum of vertical and horizontal distances and the perpendicular distance methods attempt to treat both the X and Y variables as dependent variables in the sense that each method acknowledges that there are errors in the measured values of both variables. The data of Table 1 analyzed with the sum of horizontal and vertical distances method yields Y = 1.03X + 0.11 (5) while the perpendicular distance method gives Y = 1.07X -0.42 (6) Analyzing the data with the method of averages yields the following line when the data are grouped according to the X values Y = 0.43X + 7.87 (7) If grouped according to the Y values, the method yields
Thus we have six different equations (Eq. 3a) that refiresent the data, but we do not know which, if any, is the "best" fit, even though we do know that Eqs. 5 and 6 represent a "better" fit since the slope in Eq. 3 must be biased to a smaller value while the slope in Eq. 4 is biased to a larger value (see APPENDIX).
In this particular case, the method of averages does not improve the results of the analysis.
The problem can be further clarified by another example. This time the data of Table 1 will be analyzed with each of the Y variables multiplied by 1,000 (e.g., a simple change in units). For this case both the standard least-squares method withX chosen as the independent variable and the sum of the vertical and horizontal distances method yield the equation As seen with this example, the results of the perpendicular distance method (see (1 .>) and sum of vertical and horizontal distance method are dependent upon the relative magnitude of the two variables (i.e., the values of A and B are not unique). It could be argued that all data should be normalized before using either of the latter two methods. However, this requires that each variable must have a standardized normal range and obviously would create more problems rather than a solution to the existing problems.
Ideally, there should be a simple method to use when errors exist in both variables which is insensitive to changes in units of the variables.
The perpendicular distance method and the sum of vertical and horizontal distance method attempt to minimize errors in the X and Y directions. The failure of these methods is that they do not adequately represent the error. This fact can be seen with the aid of do not represent the errors distances method to produce the desired slope and intercept, the resulting slope must have a value of one during the regression analysis. This can easily be accomplished by weighting the data prior to the analysis. To do this, multiply each Yi by the standard error (or deviation) of X(SE,) and divide by the standard error (or deviation) of Y(SE,) i.e., let Y'i = Yi SEJSE,. Then use either the perpendicular distance or the sum of the vertical and horizontal distances methods. (Both methods produce the same result when the data are weighted in this fashion, i.e., when the slope during the analysis is one.) The resulting slope and intercept are then unweighted by dividing each by SEJSE,.
It is important to note that the slope found with this approach is equivalent to setting A equal to the slope found by the conventional least squares regression analysis (with X the independent variable) divided by the absolute value of the correlation coefficient. The intercept is then found from B = F -AX where the bar represents the mean value. It is even simpler to determine the slope A with the suggested method than that just described since, as can be seen above, the slope is also exactly expressed as A = SE,/SE, with the sign of the slope being positive or negative, whichever is appropriate. It should also be pointed out that, with the proposed method, the slope is equal to the geometric mean of slopes found with 1) the vertical distance method and 2) the horizontal distance method.
Analysis of the data of Table 1 using this suggested method yields Y = 1.05 X -0.06 (11) and of the same data set where each bY 1 ,000 gi ves the same equation
Yi was multiplied Y = 1,050X -60 (12) Thus, contrary to the implications of Eqs. 3 or 4, Eq. 11 suggests that the two variables of Table 1 represent the same variable. Furthermore, the data of Zweifach (7), which was used as an example, when analyzed with the proposed method yields Pa = 0.88 Ppc + a constant (13) Note that this slope is more consistent with the value expected from a physical viewpoint than the slopes found with the conventional least-squares methods (Eqs. 1 and2).
As a final example of the applicability of the proposed method, consider the data of Obviously, this suggested method cannot always best represent data since the best representation depends on the exact nature of the errors. However, the method certainly appears to produce a more meaningful estimate of the slope and intercept for physiological data when both variables are known to be subject to error. The proposed method is ideally suited to situations where the errors in Y (i.e., the magnitude of the errors in Y) are equal to A times the errors in X since this is the basic underlying assumption in the proposed method.' To understand the relationship between the proposed method and classical least squares estimates of the slope, consider the exact relationship Y = AX + B. An error is then added to each value of Y and to each value of X. As is usually assumed, the errors are normally distributed and unrelated. Figure 3 shows the accuracy of the conventional and proposed estimates of the true slope. In this figure, A, is the slope found with the conventional vertical distance method, AI/r that found with the proposed method, and AI/r2 the slope found with the horizontal distance method. A Jr is equal to the true slope when the errors in Y equal A times the errors inX. In addition, the proposed method produces a more accurate estimate of the slope than conventional methods whenever A times the errors in X is in the range of one half to two times the errors in Y. Outside of l The terms "errors inX" and "errors in Y" are meant to represent the magnitude of the errors in X and Y and may be defined as the sum of the absolute value of the errors, i.e., the errors in X = ZIAXil and the errors in Y = ZlAY,I, where the vertical bars represent absolute value. The individual values of the errors are generally assumed to be normally distributed and unrelated. R97 this range, the classical least squares methods result in a more accurate estimate of the true slope. The relationship in Fig. 3 is accurate over a very large range of errors and breaks down only when there is no correlation in the data, i.e., when r c 0. 1. There are several other methods that are comparable to that being proposed, e.g. taking the arithmetic mean of the two slopes found with conventional least squares techniques, bisecting the angle between the two lines, etc. However, with the other methods, the mathematics is somewhat more difficult and the errors being minimized are not as easily defined. WHAT 
METHOD TO USE
At this point we are left with the standard least squares method with one variable selected as the independent and with the proposed method which minimizes errors in both the X and Y directions. It is necessary to consider the conditions under which each method should be used. The line determined by the proposed method may be taken as a starting point for any linear regression analysis since it can be considered to be the line of symmetry through the data. Then it is necessary to the value ofX is accurately controlled by the investigator.) If the purpose of the analysis is to allow prediction of a value-of-Y from a given value of X,-then the standard least-squares method should be used regardless of whether there are errors in the values of the Y variable or errors in both variables (3, 5) . However if the purpose of the analysis is to give a meaningful interpretation to the values of the slope or intercept (e.g., for comparison with theoretical values or use in a simulation, etc.) then the method presented above can be used instead of the standard least-squares method whenever significant measurement errors and/or random variation errors are present in the values of both variables. This includes conditions where X and Y are uncontrolled as well as conditi .ons where one variable is inaccurately controlled. Use of the resulting line of symmetry is obviously limited to conditions in which both variables contain either measurement or random variation errors that are too large to be ignored. However, the line of symmetry exactly represents the data only when the errors in Y are equal to A times the errors in X 'The major advantage of using this suggested method for determining a best linear fit is that it is exceedingly simple. Furthermore, data that had been analyzed in the classical fashion can be reanalyzed with minimal effort.
Implicit in the use of either E, or E, is the assumption that the independent variable in each case is exactly known (6) . If this is not true so that either xi in Eq. 18 or yi in Eq. 20 is subject to error, then the slope (either A 1 or l/A,) is biased to a small value (2) . This fact becomes more apparent when it is realized that the slope A found whenX is chosen as the independent variable differs by the square of the correlation coefficient (r) from the slope found when Y is chosen as the independent variable, i.e., A 1 is equal to r2A2. Obviously A, = A, only if r2 = 1 so that perfect correlation exists. For any other situation, the two estimates of A (A, andA,) and of B (B, and&) are not identical, and the ordinary least-squares approach provides no indication of the "better" choice. However, since A, is biased to a smaller value and A, to a larger value, it is obvious that the desired slope lies somewhere between A l and A,.
2) Methods used when errors are known.
The problem with both of the above least-squares methods is that they fail to take into account the fact that both Xi and Y, are subject to error. This problem has been investigated, and if information is available as to the nature of the errors that exist in the measured values of Xi and Yi, then the fairly complex methods discussed by Kendall and Stuart (3) or Madansky (4) can be used. However, most frequently with experimental data the investigator has little idea as to what errors may exist in either Xi or Yi and only knows that the best relationship between X and Y is desired. In the past, the following logical yet problematic approaches have been used in an attempt to obtain the best linear relationship when the values of the variables are subject to error. This approach simply minimizes the sum of the squares of the vertical and horizontal distances between the point and the line of best fit
After setting the partial derivatives of& equal to zero, the resulting . . * The following is a summary of procedures presently used to determine a linear fit of data to the line Y = AX + B. Further details and logic for the mathematics of the least square methods can be obtained from most texts on statistical methods.
1) Standard
least-squares method.
Whenever a "best" linear relationship between two variables is desired, the standard method of least-squares regression analysis is almost invariably used. From an input of N measured pairs of data (Xi, Yi), the method assumes X is the independent variable and supplies an estimate of the slope (A) and the intercept (B) for the relationship Y = AX + B by minimizing an error function (E) which is equal to the sum of the squares of the vertical distance between each Yi and the line of best fit (line 1 of Fig. 1 
where A l and A, are defined above. This solution is more complex but the value of A, can be determined by trial and error. 4 ) Perpendicular distance method.
The second and more commonly used approach when both variables are subject to error is to minimize the sum of the squares of the perpendicular distances between the data points and the line of best fit (Eine 3 of Fig. 1 ). The error function can be expressed as 
