ABSTRACT Bio-modalities, such as the face, iris, and fingerprint, are ideal for establishing authentication in the futuristic networks, such as the medical cyber physical systems (MCPSs). In such a network, to authenticate and classify the bio-modalities, raw data would be traditionally sent to the cloud other than the proximal devices as they are resource-constrained. Thus, the centralized cloud-based solution not only incurs significant delay but also violates the data privacy as the data are moved to the cloud. In recent years, privacy-preserving on-device AI nodes are getting attention to solve certain classification problem, which can also be applied for classifying spoofed and real bio-modalities for authentication. To this end, we propose an on-device AI-based MCPS architecture, where the on-device AI node runs a light-weight but powerful classification algorithm, as we call it the feature-augmented random forest (FA-RF). The FA-RF combines the power of random forest with feature selection and a proposed feature augmentation mechanism. Besides privacy-preserving of the raw data, the proposed approach can significantly reduce the communication delay imposed on the network as cloud computation and communication is removed. Our proposal is verified on real datasets of the face, iris, and fingerprint bio-modalities provided by the Warsaw, Replay-Attack, and LiveDet 2015 Crossmatch benchmark, respectively. The experimental results show that our model can outperform the state-of-the-art architectures in four out of six tests. Besides, we show that the FA-RF can significantly reduce the training and testing time in both the cloud and the on-device AI node.
I. INTRODUCTION
In recent years, the evaluation of bio-modalities for user identification and authentication via traditional fingerprint, iris, and face has been drastically increased [1] . The use of the bio-modality authentication system is also an ideal choice for the futuristic networks such as Medical Cyber Physical System (MCPS). As shown in Fig. 1 , the traditional Medical Cyber Physical System is a four-layer architecture. In this network, data from the acquisition layer extracted by the sensors are stored in the cloudlet devices in their near proximity before sending it to the cloud. The cloud works as the mediator and computational platform to send decisions from the doctor's side to the patient involved in the acquisition layer [2] , [3] . Most of these networks consider forwarding the computational task to a cloud environment. In some recent studies, on-device AI nodes are proposed to reduce some of the burden on the cloud [4] - [6] . However, such is not yet considered for futuristic networks such as MCPS. Hence, authentication with bio-modalities in an MCPS can face two major challenges which are,
• First, the centralized architecture of the MCPS dependent on the cloud computation can cause the network to face some significant latency as the detection decisions come from the other side of the cloud. The centralization also means the network creates a single point of failure to bring the whole network down. A cloud-based detection solution not only renders the decision-making process to be slow but also hampers the privacy of the data collected from the acquisition layer as they need to be sent to the cloud for computation. • Second, achieving high detection accuracy is often linked to high computational deep learning models that require a huge number of data instances. This is, however, not feasible if we try to remove the burden from the cloud and provide detection from a near proximity device which will not have the computational capability as a cloud. Besides, the complexity of the algorithms increases as the number of features increase. In computer vision, each pixel value in an image is considered as an individual feature and the number of features increases with the number of pixels in the image. However, some features can be redundant and not important enough to contribute to the detection. As of today, it is difficult to formulate high accuracy but lightweight detection algorithms in the resource-constrained smaller devices in near proximity to the acquisition layer sensors. In fact, still the issue is not wellinvestigated, and the existing methods are not focused on MCPS [2] - [4] , [7] . Under above circumstances, in this paper, we have exploited the cloudlet nodes to provide an efficient on-device AI solution in order to perform decentralized computation near to the acquisition layer of the MCPS. In addition, we have also proposed a lightweight intelligent detection model for bio-modality spoofing detection in the cloudlet nodes. As a result, the local computational cost of the cloudlet nodes can be minimized at a fair performance while maintaining minimal delay in the network. In essence, the main contributions of this paper are summarized as follows:
• First, we investigate the problem of a centralized computational platform in a Medical Cyber Physical System for the bio-modality spoofing detection mechanism. As a result, we identify that the centralized architecture raises delay and privacy issues as data need to hop through the acquisition layer, to the cloudlet before reaching the cloud. We also identify the tradeoff of applying lightweight detection mechanism while maintaining high accuracy meant for a proximal cloudlet node.
• Second, we propose a novel architecture of an on-device AI based MCPS as a real world application. The ondevice AI solution is implemented in a near proximity cloudlet device in layer 2 of an MCPS to enable significantly low delay cognitive decisions. This removes the necessity to forward the data to the layer 3 cloud which can also hamper the privacy of the acquisition data from layer 1. By comparing with the cloud, we provide insights into the amount of delay that could be overcome by the on-device AI model.
• Third, we formulate a lightweight Feature Augmented Random Forest (FA-RF) mechanism as the on-device AI model for the bio-modality spoofing detection in layer 2 of the MCPS network. The features are augmented with meaningful statistical measures which are extracted by feature selection to train a random forest model. The proposed approach fairly reduces the training and testing time as a combined effect of the feature augmentation and feature selection mechanism coupled with the random forest model.
• Finally, we implement a testbed for the architecture and apply our method to real datasets provided by Warsaw, Replay Attack and LiveDet 2015 benchmark. The results show that, in one of the three bio-modalities and in all the three bio-modalities, our prediction method can achieve higher spoofing detection accuracy (99.99% increased from 98.75% achieved in the state-of-the-art) and lower Half-Total Error Rate (HTER) (0.0003, 0.1572, 0.0498) respectively than the state-of-the-art models proposed for bio-modality spoofing detection.
This paper is, thus, organized as follows. Section II overviews the related architecture and the state of the art prediction techniques in bio-modality spoofing detection. Section III introduces the proposed architecture of on-device AI based MCPS and the Feature Augmented Random Forest (FA-RF) model. Section IV presents the performance of our model in comparison with other baseline methods and delay evaluation. Finally, Sec V concludes the paper with some remarks and possible future extensions.
II. LITERATURE REVIEW
In the related works, we provide some of the significant related works and challenges, which are grouped into three categories: (I) Device AI solutions and (II) Traditional Biomodality Spoofing Detection and (III) Machine learning based bio-modality spoofing detection.
A. DEVICE AI SOLUTIONS
In [5] , Device AI solutions were highlighted as a major tool for learning and recognition tasks in the device side other than relying on the cloud. They provide significant VOLUME 7, 2019 advantages such as immediate response, enhanced reliability, increased privacy and efficient use of network bandwidth. Besides these advantages, it can allow machine learning algorithms to run for image recognition and image privacy on portable devices [4] - [6] . We propose that the benefits of the on-device AI could also be incorporated in next-generation networks such as MCPS for real-time spoofing detection of bio-modalities.
B. TRADITIONAL BIO-MODALITY SPOOFING DETECTION
The three bio-modalities that we consider in this paper are the fingerprint, iris, and face. Previously, face spoofing detection methods considered user behavior modeling, methods relying on extra devices [8] , methods relying on user cooperation and, mostly data-driven characterization methods. In [9] , Local Binary Patterns (LBP) was used to identify printing artifacts and micro-texture patterns inserted in the fake biometric samples during acquisition process. In [10] , color, texture, and shape of the face region were analyzed and used with Partial Least Square (PLS) classifier to differentiate a fake biometric sample from a real one. In [11] , image-based attacks were explored and a frequency entropy analysis for spoofing detection was proposed. In [12] , visual rhythm analysis was done to capture temporal information on video-based face spoofing attacks. In [13] , Gabor wavelets: local Gabor binary pattern histogram sequences and Gabor graphs with a Gabor-phase based similarity measure was explored for mask-based face spoofing attacks. Most of these solutions explored texture patterns.
In [14] , the use of Fast Fourier Transform was proposed in the frequency domain for iris spoofing detection to verify the high-frequency spectral magnitude. Solutions for iris liveness detection range from hardware-based solutions [15] to software-based solutions relying on texture analysis for detecting an attacker using contact lenses with someone else's printed pattern [16] . In [17] , sequential floating feature selection (SFFS) [18] is used to select best features before feeding it to a quadratic discriminant classifier. For iris spoofing detection, features have been profoundly studied through image-quality metrics, bags-of-visual-words, various texture patterns, and noise artifacts as the iris features can be very complicated.
In [19] , a set of features such as the ridge strength/ directionality, ridge continuity and clarity, and integrity of the ridge-valley structure was proposed for fingerprint liveness detection. In [20] the Weber Local Image Descriptor (WLD) was considered for evaluating high contrast patterns such as the ridges and valleys of the fingerprint modality. In [21] , Multi-Scale Block Local Ternary Patterns (MBLTP) was proposed as a liveness detection model. In [22] , Binarized Statistical Image Features (BSIF) was explored. Hard-coded features, general texture patterns, and filter learning through natural image statistics are profoundly studied for fingerprint spoofing detection.
C. MACHINE LEARNING BASED BIO-MODALITY SPOOFING DETECTION
Despite all these approaches, the spoofing detection problem remains an open problem. In recent years, machine learning based detection algorithms have shown promising performance. Thus, a few spoofing solutions for biomodality spoofing detection have been proposed earlier based on machine learning. In [1] , a convolutional neural network based deep architecture with Architecture Optimization (AO) and Filter Optimization (FO) is presented for the fingerprint, iris, and face spoofing detection. The results were verified using the face, iris and fingerprint modality in multiple public datasets. In [23] , a context aware deep architecture was created by combining a Recurrent Neural Network and Convolutional Neural Network for detecting high-level features in an image. One of the basic problems of these architectures is that they require high computation, heavyweight algorithms that cannot run fast enough without the use of GPU, which incurs another level of computational cost. A k-means clustering based modified Adaboost was proposed to optimize detection accuracy of images in [24] . However, it is not confirmed how the latter two approaches will perform for the bio-modality spoofing detection problem. In [25] , various feature selection methods for forests of randomized trees are discussed. While some considered various deep and traditional approaches, not many explored methods to combine traditional statistical methods to augment the features with feature selection and then use them in the machine learning algorithms. Our proposed approach, therefore, aims to leverage robust random forest algorithm along with a completely new approach to leverage features in a way to generate augmented features combined with random forest-based feature selection for detecting multi-factor spoofing problem as an authentication verification scheme for the MCPS architecture.
III. PROPOSED MECHANISM FOR ON-DEVICE AI BASED COGNITIVE DETECTION OF BIO-MODALITY SPOOFING IN MCPS
The proposed on-device bio-modality spoofing cognitive detection mechanism has two main parts. The first part presents the proposed on-device AI based Medical Cyber Physical System architecture. The second part presents the detection model for the on-device AI to run at the cloudlet device in proximity to the sensor layer of the Medical Cyber Physical System.
A. ON-DEVICE AI BASED MEDICAL CYBER PHYSICAL SYSTEM
The proposed on-device AI based MCPS architecture comprises the same four layers of the Medical Cyber Physical system: acquisition layer, cloudlet layer, cloud and action layer. However, the cloudlet layer (layer 2) is enhanced into a specialized cloudlet device which is not only used for preprocessing and storage as conventionally applied but also capable of performing cognitive decision making on the device. The acquisition layer contains the sensors connected to the user. The body sensors monitor the body activities and send sensory observations to the associated cloudlet. Traditionally, in a Medical Cyber Physical System the data would be sent to the cloud from where centralized decisions can come. Even though the cloud is highly computationally efficient, it can incur a significant amount of delay to the decision response at the user-end. Besides, when an uplink network to the cloud is unavailable, it can stop the user from gaining access. In this case, the centralized decision-making framework of the cloud causing a single point of failure can bring the whole system down. An autonomous on-device AI cloudlet node in layer 2 can, however, potentially act as a proxy for the user registration, which then allows the device to come online without the backend cloud. Fig. 2 shows our proposed architecture of the on-device AI based Medical Cyber Physical System. The dotted lines show the traditional data path. However, in our proposed architecture, the data can alternatively travel only until the layer 2 proximal device. The sensors in the acquisition layer communicate with the layer 2 on-device AI based node. Layer 2 devices are in-turn connected with the cloud to send medical data and logs over a certain period of time. The cloud then connects with the action layer over the Internet where the caregivers reside. The caregivers, i.e. hospitals and doctors, collect the information sent to the cloud from Layer 2 for performing certain actions as per any applicationspecific requirement. In the traditional MCPS, computational decisions come from the Layer 3 cloud sent to the acquisition layer via Layer 2 where Layer 2 is usually used to store the data. However, in our proposed architecture, to establish the on-device AI, the intelligence is transferred from the Layer 3 cloud to the Layer 2 cloudlet node in the form of a cognitive detection algorithm from where decentralized decisions can be forwarded to the user end. Thus, the intelligence creation which is usually available higher up the layer is transferred to the layer 2 on-device AI node periodically which is also rich in holding raw data and data processing.
Physically, the on-device AI based MCPS consists of the sensors and users which is connected to the on-device AI intelligent node for providing prompt decision process. The on-device AI node could essentially be a lightweight raspberry pi device, taking the place of the cloudlet in the MCPS architecture. The on-device AI node is eventually connected to the cloud and then to the action layer over the Internet. Theoretically, the cloud is forwarding the Feature Augmented Random Forest (FA-RF) model a cognitive detection algorithm to the on-device AI node for providing prompt decision making and thus forming a privacy-preserving decentralized collaborative AI solution using the cloudlet. Hence, the cloud can update the cognitive detection model on the on-device AI based node periodically to keep the performance up-todate as shown in Fig. 3 . In the next sub-section, we discuss the proposed cognitive detection model, Feature Augmented Random Forest (FA-RF). 
B. FEATURE AUGMENTED RANDOM FOREST FOR BIO-MODALITY SPOOFING DETECTION
The basic idea of the proposed Feature Augmented Random Forest (FA-RF) detection mechanism for bio-modality spoofing detection is to extract meaningful features, as we call them augmented features, from the pixel information of the three bio-modalities. The augmented features, then, undergo the VOLUME 7, 2019 random forest-based feature selection before being trained by a light-weight random forest model. The motivation behind this approach is to allow the machine learning algorithm to learn from more distinctive and enhanced features by feature augmentation and feature selection which can add as a topping over the many benefits of the random forest model itself. [26] , [27] which can statistically define the features in the image to provide more meaningful information in a profound way. Thus, these statistical measures become a function for the feature translation. Therefore, we translate w raw feature set z w whereẑ ∈Ẑ , into x augmented features z x as,
where A x is the x-th statistical function representing Min, Max, Mean, Sum, Squares of Sum, Standard Deviation, Variance, Skewness, Kurtosis, Quantile25, Quantile50, Quantile75, Median absolute deviation, Weighted Centroid Dimension 1, Weighted Centroid Dimension 2, Weighted Centroid Dimension 3. Following the feature augmentation, the features are input for feature selection and then classification by the random forest model. The notations that are used in the framework are discussed in details in Table 1 . In general, the random forest model has a rich and successful history in machine learning and the computer vision community in particular [28] . In fact, the random forest models usually outperform most state-of-the-art learners. Moreover, the random forest models are easily distributable on parallel hardware architectures. It also has appealing computational properties which makes it an out-of-the-box classifier for various computer vision tasks especially in the domain of image classification where the input space and corresponding data representation they operate on is typically predefined and left unchanged. Basically, a random forest is an ensemble model of decision trees F = {T 1 , · · · , T u }, which delivers a prediction for a sample z by averaging the output of each tree as,
In (1), given a classification problem with input z, we can derive the output (finite) y. A decision tree, a tree-structured classifier, consists of decision nodes and prediction nodes. Decision nodes, denoted as N , are internal nodes of the tree. On the other hand, the prediction nodes, denoted as L, are the terminal nodes of the tree. Each prediction node l ∈ L holds a probability distribution π l over Y which defines the number of classes. Each decision node n ∈ N is assigned as a general decision function d n (·; ) :
is responsible for routing samples along the tree. When a sample z ∈ Z reaches a decision node n, it will be forwarded to the left or right subtree depending on the output of d n (z; ). In standard decision forests, d n is binary and the routing is deterministic. Accordingly, the final prediction (lines 12-16 in Alg. 1) for sample z from tree T with decision nodes parametrized by is given by,
where π = (π l ) l∈L and π ly denotes the probability of a sample reaching leaf l to take on class y. In addition, µ l (z| ) is regarded as the routing function providing the probability that sample z will reach leaf l where we consider l µ l (z| ) = 1 for all z ∈ Z.
The random forest will also perform the Mean Decrease Impurity (MDI) method [25] to do feature selection (lines 6-11 in Alg. 1). Among the many benefits, feature selection reduces overfitting as models have an increasing risk of overfitting with increasing number of features. So, if we have less redundant data we have lesser opportunity to make decisions based on noise. Feature selection also improves as the right subset is chosen. Therefore, the model's accuracy increases as there will be less misleading data. Besides, for any model, training time increases exponentially with increasing number of features. As feature selection reduces the number of features, the training time also reduces consequently. It also reduces the complexity of a model besides making it easier to interpret. Random forest provides the straightforward mechanism of Mean Decrease Impurity (MDI) for feature selection which also has the random forest properties demonstrating good accuracy, robustness, and ease of use. Therefore, for our mechanism, MDI was chosen as a natural fit as we implement the random forest in our proposed mechanism.
A tree is built from a learning sample of size N taken from
, where Z p is the feature and Y defines the class, with a recursive procedure to identify at each node t the split s t = s * . Here s * represents the best split which causes the partition of the N t node to sample into t L and t R and also maximizes the decrease,
where, i(t) is the impurity measure which can be calculated by Gini index, Shannon entropy or variance [25] . Here, p L = N tL /N t and p R = N tR /N t . When the nodes become pure in terms of Y or when all variables Z i are locally constant, the construction of the tree stops. The importance of a variable Z m for predicting Y after adding up the weighted impurity decreases p(t) i(s t , t) for all nodes t where Z m is used, averaged over all N T trees in the forest is, 
where For a value r, representing the number of relevant variables in V , as long as q ≥ r, all the relevant variables will still be obtaining a strictly positive importance which will be different from the importances that are computed by fully grown totally randomized trees built over all variables. Each irrelevant variable of course keeps an importance equal to zero which depicts that, in asymptotic conditions, the pruning and random subspace methods could still allow identifying the relevant variables given a suitable upper bound q on r. Thus, the feature selection of random forest with MDI can further improve the performance by extracting the most important features by reducing the impurity. Parallelly, the feature augmentation of the biomodalities will make the features more distinct to enable more reliable impurity reduction. Algorithm 1 summarizes the proposed Feature Augmented Random Forest model. The algorithm takes as input the set of raw featuresẑ ∈Ẑ and returns as output the probability of belonging to a binary class, P T [y|x, , π ], which can either indicate the instance to be spoofed or real. The algorithm has three main steps, augmented feature generation, feature selection, and random forest classification. The augmented features from step 1 are input to the step 2 feature selection before the final step of random forest classification is done on the feature augmented and feature selected instances as discussed in detail earlier.
Before moving into the performance evaluation, we provide a theoretical difference between previous state-of-the-art VOLUME 7, 2019 approaches and our proposed approach. Hence, Table 2 summarizes the main differences between the previous approaches and our proposed approach. In terms of the proposal, we propose an intelligent bio-modality spoofing detection mechanism, unlike previous detection techniques [7] - [24] , using on-device model fused in the MCPS architecture. Differently, from previous centralized architectures of MCPS which can violate data privacy and cause delay [2] , [4] , we propose an on-device AI based MCPS in terms of architecture. Besides, unlike previous feature selection mechanisms using Pearson's, LDA, PCA, boosting and etc [24] , [29] , [30] , we propose to use a variant of the random forest model, Mean Decrease Impurity (MDI) selecting features from an augmented set of features. Unlike previous goals oriented around detecting bio-modality spoofing [6] - [20] , we draw the issue in the MCPS setting and aim to create not only an efficient bio-modality spoofing model but also a suitable architecture to minimize the decision making delay and improve the accuracy. In terms of hardware, unlike many previous approaches where extra hardware is required to detect the bio-modality spoofing [8] , [15] , we show that the components of the MCPS architecture alone are enough for creating the detection mechanism as the cloudlet in Layer 2 is considered as an on-device AI node.
IV. EXPERIMENTAL RESULTS AND PERFORMANCE ANALYSIS A. DATASETS AND TOOLS
In the performance evaluation, we evaluate the performance of the proposed architecture, in terms of communication delay, and we evaluate the proposed detection model (FA-RF), in terms of accuracy, Half Total Error Rate, and computational efficiency. We have created a testbed of an ondevice AI by using lightweight Raspberry Pi3 devices for performing on-device AI with a 1.2 GHz 4x ARM Cortex, 1 GB RAM, and 32 GB storage. A cloud environment is established which communicates with the Raspberry Pi3 devices over 802.11 network. Acquisition layer data is fed into the Raspberry Pi3 and Cloud. For our experimentation, we used a 64-bit system, Intel i7-47900 CPU @ 3.60GHz processor and 8.00 GB RAM facilitated cloud machine. For the evaluation of the detection model, we have used three standard public datasets. We have applied the Replay-Attack benchmark [31] for the spoofed and live face dataset. We have used the Warsaw benchmark [32] for spoofed and live iris dataset. For fingerprint spoofing dataset, we have used the LiveDet 2015 CrossMatch benchmark [33] . The benchmarks are preprocessed to extract features from each live and spoofed image. Fig. 5 shows some of the spoofed and real samples of the fingerprint, iris and face benchmarks that we used.
After pre-processing the instances, the augmented feature computation is done to extract the augmented features which are input to the Random Forest model implemented with 1000 trees. As described previously, MDI is used to extract the most important features which direct to use 14,13 and 9 features for face, iris, and fingerprint respectively out of the augmented features generated from standard statistical measures. The final classification by random forest is coupled with k-fold cross-validation to avoid over-fitting. The classification time in terms of training and testing are measured for both the cloud and the proximal on-device AI node. Fig. 6 and Fig. 7 shows the raw bio-modality feature values and the augmented feature values after the feature selection respectively where the red lines are the spoofed instances and the cyan lines are the live instances. Since they overlap on top of each other, we provide the visualization from the front and back of the graphs. As can be seen from the two sets of figures, after the feature augmentation and feature selection, the number of features reduced significantly. Besides making the problem concise and simpler, the feature augmentation allows easier distinction of the biomodalities as spoofed and live. Whereas, the raw spoofed and live instances overlap very much, the augmented features for face, iris and fingerprint show some clear emerging distinction. These possible distinctions are further verified with the performance evaluation in the next section. Table 3 summarizes the description of the three biomodality benchmarks as the modality name, the benchmark used, color, dimension, training and testing size used in the experimentation. The benchmarks, Replay-Attack (color, 640 x 480), War-saw (no color, 320 x 240) and Crossmatch (no color, 800 x 750), were used for face, iris, and fingerprint bio-modality respectively. A smaller (less than 30%) training size and larger testing size (more than 70%) for all the three modalities were maintained in the experimentation. The performance evaluation was done using the two standard metrics: Accuracy and Half Total Error Rate (HTER) [1] . The formula of accuracy is given by, 
B. PERFORMANCE EVALUATION
The performance was compared among the proposed Feature Augmented Random Forest (FA-RF), custom Random Forest (RF) algorithm, one of the recent Convolutional Neural Network (CNN) based solution in this domain, cf10-11, spoofnet, and the state-of-the-art (SOTA) architecture.
• Custom Random Forest: The custom random forest is a set of decision trees learning together to give a high performing average prediction value. The random forest was implemented with raw features on the same biomodalities to show the improvement made possible by the feature augmentation proposal.
• CNN: The CNN based approach is proposed by Menotti et al. [1] in which architecture optimization and feature optimization are explored on the CNN architecture. It is based on a combination of architecture optimization and filter optimization using hyper-parameter optimization and learning filter weights via back propagation respectively.
• cf10-11: The cf10-11 network [34] , available in the Cuda-convnet library, is currently one of the best performing architectures in CIFAR-10, a popular computer vision benchmark. It is a three layer deep architecture where the first two layers are convolutional layers whereas the third layer has two sublayers composed of local filtering and a fully connected layer.
• Spoofnet: The spoofnet is a derivation of the proposed CNN architecture of [1] with various optimization. It is a similar three layer architecture like cf10-11 but has fewer filters in layer 1 and no unshared local filtering operation in layer 3.
• SOTA: Finally, SOTA presents the previous state-ofthe-art (SOTA) performance for the considered benchmarks [1] . Some of the accuracy values and SOTA values were not supported in the literature [1] . However, since the accuracy and HTER values are complementary, we can still draw a clear comparison among them using the predefined values. Table 4 shows the performance of the proposed FA-RF model, the custom random forest and the four state-of-the-art architectures. As can be seen from the accuracy On the contrary, the face and fingerprint modalities have a lot of similar pixels in a distinct pattern. And, therefore, the iris modality could be better detected with deep architecture optimization. However, the accuracy is higher than the custom RF, cf10-11, spoofnet, and the SOTA architectures. Besides, the HTER for the iris benchmark in our proposed mechanism is lowest among all the architectures. The accuracy of the fingerprint benchmark is increased from 92.09% in the CNN architecture to 97.50% in our proposed methodology which is also the second highest accuracy among all the architectures. The HTER for the fingerprint benchmark is also the lowest (0.0498) among all. The lower HTER of our proposed model for all the modalities show that the feature augmentation can reduce the possibility of the sum of false positives and false negatives. This means the possibility of either of the live instances detected as spoofed and/or spoofed instances detected as live will be lower even though the true positive may not always be as high as the state-of-the-art model but it will be a second best option with much lower computational cost than the deeper architectures.
1) PERFORMANCE EVALUATION IN TERMS OF ACCURACY

2) PERFORMANCE EVALUATION IN TERMS OF COMPUTATIONAL COST
The performance gain of our proposed mechanism is mainly due to the augmented feature generation process which is also depicted by the performance difference of FA-RF. However, our proposed augmented feature generation process can incur a slight computational cost. The augmented feature computation and image reading time with very close lower and upper bound readings are shown in Fig 8 for different sizes of instances for a standard data processing range from 1000 to 6000. As shown in the figure, for every 1000 increase in data size, the image reading time doubles linearly and the feature computation time increases exponentially. Nevertheless, the computational cost is proportional to the amount of data fed and therefore would only show a significant increase of computational time as the image reading time will increase. Since the performance of the proposed FA-RF model is high even with a lower number of instances and features, we can deduce that the feature computational complexity for our process would not be high for both training and testing. Next, we compare the training and testing time of the custom Random Forest in the cloud (Cloud RF), the Feature Augmented Random Forest in the cloud (Cloud FA-RF) and the Feature Augmented Random Forest in the proximal device (Device FA-RF) performing on-device AI. As shown in Fig. 9 and Fig. 10 with very close lower and upper experimental bounds, the augmented feature-based mechanism can significantly reduce the time required for training and testing in both the cloud and device although the training and testing time in the device will be slightly higher than that in the cloud as cloud has higher computational power. However, it still remains much lower than the custom Cloud RF. This shows that the Cloud FA-RF will always be lower in terms of running time than Cloud RF which will hold for higher cloud configurations too. Moreover, the device FA-RF running time remains way lower than both Cloud RF and Cloud FA-RF. For training, there was a decrease of 98.9%, 99.73% and 99.18% of training time from Cloud RF to Cloud FA-RF and 85%, 98%, 90.45% of training time from Cloud RF to Device FA-RF for face, iris and fingerprint respectively. Due to the smaller training data size and larger testing data size, the overall time taken for testing is higher than that for training. But the testing time of the Cloud FA-RF and Device FA-RF remain significantly lower than the Cloud RF. For training, there was a decrease of 97.98%, 99.12%, 96.56% of training time from Cloud RF to Cloud FA-RF and 84.66%, 87.51%, 69.85% of training time from Cloud RF to Device FA-RF for face, iris and fingerprint respectively. There is a two-fold benefit of the Feature Augmented Random Forest as the on-device AI algorithm in terms of time and storage. First, the training and testing time can be significantly reduced at a minimal cost of augmented feature calculation time. Second, the Feature Augmented Random Forest will have fewer features and, therefore, will require a smaller storage space which would be ideal for a proximal lightweight device. We do not show custom Random Forest (RF) in the device, or Device RF, as the configuration of the raspberry pi3 node gets overwhelmed with the large size of the model and the instances, which causes memory error for all the three bio-modalities. Besides, it is not what we intend to propose and the cloud RF can be enough to show the downside of the RF model alone given cloud computation is faster than the raspberry pi3 computation. So it becomes evident that the RF running on the raspberry pi3 will have much more computational cost than the cloud RF which will apparently go beyond the limit of the graph.
3) PERFORMANCE EVALUATION IN TERMS OF COMMUNICATION DELAY
In Fig. 11 , we show the average communication delay of the cloud (Cloud communication) and our proposed device AI node (Device communication) for MCPS. The average throughput for the cloud communication and device communication is 20 Mbps. For 1000 data instances, the communication delay is on average 90.2% reduced from cloud to device and as the number of instances is increased, the gap of the communication delay grows more steadily. As can be seen from the graph, the average communication delay of the cloud for every 1000 instance increment creates a more steep gradient increase than the communication delay of the device. Thus, for a range of 1000 to 6000 instances sent over the network to the cloud, the data transfer can incur a significant average communication delay for the cloud which will increase linearly. On the other hand, due to the proximity of the proximal device, the on-device AI node have very little average communication delay for the same size instances' communication and increase very less for every 1000 instance increment. Therefore, besides providing data privacy as computation is deliberately done on the device other than sending it to the cloud, the on-device AI node is also significantly reducing the average communication delay as it is in a better proximity to the acquisition layer than the cloud. As shown earlier, even though our proposed FA-RF running in the cloud has a slightly smaller training and testing time than the FA-RF running in the on-device AI node, the average communication delay gap between the cloud and the on-device AI node is huge. Therefore, choosing the on-device AI node for running the lightweight FA-RF algorithm at a slightly higher training and testing time than the cloud becomes a more convenient choice. Since the FA-RF algorithm also provides significantly high accuracy compared to the baseline deep learning model, coupling the FA-RF algorithm with the on-device AI node can be clearly seen to be an ideal match.
V. CONCLUSION
In this paper, we have proposed an on-device AI based proximal device as the second layer of an MCPS to detect multifactor bio-modality spoofing. For doing so, we proposed a Feature Augmented Random Forest (FA-RF) detection model. The proposed cognitive learning-based model will run in desired proximity in order to provide significantly low delay decision support without relying on the cloud. We have also shown that our proposed mechanism can achieve promising performance in terms of accuracy, HTER and computational cost for the three bio-modalities evaluated in this paper. In the future, we will consider applying lightweight deep learning models for performance gain in spoofed image classification of bio-modalities.
