End-to-end approaches to automatic speech recognition, such as Listen-Attend-Spell (LAS), blend all components of a traditional speech recognizer into a unified model. Although this simplifies training and decoding pipelines, a unified model is hard to adapt when mismatch exists between training and test data, especially if this information is dynamically changing. The Contextual LAS (CLAS) framework tries to solve this problem by encoding contextual entities into fixed-dimensional embeddings and utilizing an attention mechanism to model the probabilities of seeing these entities. In this work, we improve the CLAS approach by proposing several new strategies to extract embeddings for the contextual entities. We compare these embedding extractors based on graphemic and phonetic input and/or output sequences and show that an encoder-decoder model trained jointly towards graphemes and phonemes outperforms other approaches. Leveraging phonetic information obtains better discrimination for similarly written graphemic sequences and also helps the model generalize better to graphemic sequences unseen in training. We show significant improvements over the original CLAS approach and also demonstrate that the proposed method scales much better to a large number of contextual entities across multiple domains.
Introduction
End-to-end (E2E) automatic speech recognition (ASR) has recently become popular as a result of both advances in neural modeling of context and history in sequences [1, 2] , and access to large amounts of labeled training data that improves generalization. In E2E speech recognition, a single model predicts hypotheses directly from speech, unifying the acoustic, language, and pronunciation models in one system. Although E2E training benefits from sequence modeling and simplified inference [3, 4] , long and noisy speech utterances are a challenge. In order to perform well in such scenarios, a larger amount of transcribed acoustic data is required, compared to more modular systems based on the combination of Hidden Markov Models (HMM) with Deep Neural Networks (DNN) or Connectionist Temporal Classification (CTC). Moreover, advances in language modeling for modular systems are difficult to apply in E2E systems [5, 6, 7] . In particular, the inability to exploit knowledge from external language models and lexicons hampers the adaptability of E2E systems.
In contextual speech recognition, additional context such as device-specific information or personalized user information is used to improve the recognition of a user's query [8] . In such scenarios, the ability to integrate such dynamic information is particularly important. * This work was done when the first author was a Facebook intern.
One method of incorporating context in E2E speech recognition is called shallow fusion [9, 10] . In this approach, a contextual language model (LM) is generated on-the-fly and used during recognition to bias the beam search decoding in E2E models. While simple to implement, its effectiveness is limited because the contextual information is not incorporated into the E2E model itself. Contextual Listen-Attend-Spell (CLAS) addresses this drawback by jointly optimizing the ASR components along with embeddings derived from n-grams of contextual entities [11] . However, because the embeddings are learned from graphemic information only, they do not discriminate well among similar sequences of graphemes, nor do they generalize well to unseen pronunciations of words.
To overcome these problems, we propose two extensions to CLAS. First, we extract embeddings based on a grapheme-tophoneme (G2P) encoder-decoder and experiment with several ways to fuse the grapheme-to-grapheme (G2G) and G2P encoder models. Second, we experiment with different sequence pooling methods that try to better leverage the power of the bidirectional long-short-term memory (LSTM) model that we used as a replacement for the LSTM model proposed in CLAS.
The rest of the paper is organized as follows. In Section 2, prior work of E2E contextual speech recognition is briefly reviewed. Our main contributions are in Section 3: i) the analysis of various encoder-decoder models and sequence pooling methods to obtain the contextual embeddings. ii) the integration of phoneme information into the encoder-decoder. Other related prior work is discussed in Section 2.3. Experimental results are presented in Section 4.
End-to-end Contextual ASR
The E2E model used in this work is based on Listen-Attend-Spell (LAS), an attention-based encoder-decoder model [12, 13] . The model predicts the posterior probability of label sequences given both a feature sequence and previous inference labels. The encoder is typically an unidirectional or bidirectional LSTM (BLSTM) network while the attention-based decoder is an unidirectional LSTM.
Compared to a traditional decoder in a hybrid system [14] , the attention decoder implicitly captures LM information in a way that is jointly trained with the encoder. Because of this tight unification, E2E systems are hard to adapt to new domains or contexts. In contrast, traditional modular systems can do this easily via updates to the language model to bias the decoding [8] .
Contextual speech recognition using shallow fusion
A contextual speech recognizer dynamically incorporates realtime contextual information into its recognition process [8] . A typical example of such information is a user's contact list. Shallow fusion [10, 9] solves this by generating on-the-fly contextual LMs that are interpolated with E2E neural model's scores to bias the beam search during decoding. This method was further improved by using a token-passing decoder with efficient token recombination to minimize search errors when the number of contextual entities is large [15] . While this showed improvements over standard shallow fusion, there are still gaps between E2E and traditional modular systems in contextual ASR. One problem is that shallow fusion assumes that the exact sequence of words used in the speech utterance is available in the list of contextual entities provided to the system. Another problem is that the provided contextual entities only affect the beam search but are not integrated directly into the E2E neural model.
Contextual LAS
Another method that tries to integrate contextual information into the E2E models is called Contextual LAS (CLAS) [11] . This technique embeds possible contextual entities, represented as a sequence of graphemes, into fixed-dimensional vectors and utilizes an attention mechanism to model the probability of seeing a particular contextual entity. The disadvantage of this approach is that contextual entities are represented using a fixed dimensional embedding vector. These vectors might not be discriminative enough for common prefixes and suffixes when a large number of entities is used. Moreover, it only encodes sequences of graphemes. For vocabulary words unseen in training, the neural model may by unable to properly match graphemes to acoustics.
Related Prior Work
The work described in this paper is an extension of CLAS [11] .
Here we briefly mention other related prior work. In machine translation, there have been several efforts to map the source language sentence into a fixed-dimensional embedding vector and then map this vector back to the target language sentence [16, 17] . Inspired by this research, we utilize z similar structure as the embedding extractor for deep contextual speech recognition.
In Deep Fusion [18] , a seq2seq model and a language model are trained independently and combined together for speech recognition. Cold Fusion [19] trains a seq2seq model jointly with a pre-trained LM. The goal of both Cold and Deep Fusion approaches is to capture generic textual information from large amounts of unsupervised text data whereas our work aims to capture contextual information during inference time.
A modular training framework for general E2E ASR was proposed to separately train an acoustic-to-phoneme model (A2P) and a phoneme-to-word model (P2W) using acoustic and text data respectively, while still performing end-to-end inference in [6] . The system proposed in this paper shares the same motivation of integrating phoneme information into E2E ASR.
A neural G2P has been investigated in [20] . In [20] , the implicit alignment between graphemes and phonemes is modeled by LSTMs. We believe that our proposed method shows better performance on the alignment learning because of stronger sequential modeling effects in the encoder-decoder model [16] .
Most recently, [21] proposed an approach to contextual ASR in which grapheme and phoneme embeddings are extracted independently and then combined using a special attention mechanism. In contrast, our approach extracts embeddings for both graphemes and phonemes jointly. Moreover, [21] relies on a separate G2P module while we integrate the G2P module into the embedding extractor. Figure 1 shows the CLAS framework from [11] . As the LAS model, the contextual acoustic vector c x t is obtained as a function of the previous decoder state dt−1 and the output of an audio encoder model using the attention mechanism, audio attention. We refer to this network as main network (black boxes in Figure 1 ) while reporting experiments in section 4. Another encoder model, which we refer to as the embedding extractor, is used to extract the contextual embedding for each user entity z. The contextual entity vector c z t is obtained as a function of the previous decoder state dt−1 and the extracted contextual embeddings of all z in an attention mechanism, bias attention. The concatenation of both c z t and c x t represents the combined context vector and is fed into a decoder to infer the decoder state dt with probabilities over all possible grapheme output units. Beam search is used to identify the best hypothesis.
Proposed Methods

CLAS framework
We propose two changes in this work that improves upon CLAS. These changes are solely focused on the embedding extractor. First, to better convey contextual information, a more discriminative embedding extractor is pre-trained. Second, to obtain better discrimination for similar graphemic sequences and generalize to unseen pronunciations of words, a graphemeto-phoneme (G2P) module is introduced into the embedding extractor.
Grapheme embeddings
One naive method to obtain an embedding of contextual entity is to encode the sequence of graphemes into a fixed-dimensional vector with the help of an LSTM language model (LM) and use the last encoder state as embedding. We refer to this method as NNLM. The problem with this approach is that the LM criterion uses cross entropy to maximize the posterior probability of the current grapheme given the history of previous graphemes [22] and this can only capture the context around the current grapheme but fails to model the whole entity. This serves as one baseline in our experiments.
In addition, we propose several methods to extract embeddings of contextual entities that utilize different encoder models and sequence pooling methods. We first train a graphemeto-grapheme encoder-decoder model using the same grapheme sequence as input and output. Once the encoder-decoder model is trained, we discard the decoder and use the encoder as an embedding extractor. All proposed entity extractors use a bidirectional LSTM (BLSTM) as the encoder as it has better sequential modeling effects compared to an unidirectional LSTM.
The first set of sequence pooling methods learn the attention weights over the encoder states. This encoder-decoder model was trained using location-based attention. After that, we fix the parameters of the model and use its encoder as the embedding extractor. The attention mechanism is discarded.and the encoder states are averaged to represent the embedding of the entity. We refer to this method as EncoderAttention.
The second set of sequence pooling methods use deterministic and not learned attention weights over the encoder states. We call them fixed encoder-decoder approaches. The simplest such method uses the last state of a BLSTM encoder. We refer to this as EncoderLast. This is similar to the original CLAS approach [11] , except that the unidirectional LSTM encoder is replaced with a bidirectional one. A variation of this is En-coderBoundary where the first and the last BLSTM states of the encoder are concatenated as the embedding of entity. Finally, in EncoderAverage, the dimension-wise average over all BLSTM states of the encoder is used as embedding of entity.
Joint grapheme and phoneme embeddings
The grapheme embedding extractors described above have the disadvantage that they can only encode graphemic sequences usually seen in the training data. This may impair performance on unseen grapheme sequences especially in use cases with large lists of entities that are unseen during training, such as contact lists. In this scenario, it is challenging for the system to learn the mapping between graphemes and acoustics.
The use of grapheme-to-phoneme embeddings helps with this problem because it provides additional information to discriminate similar grapheme sequences with different pronunciations. In addition, it scales better to unseen entities because it maps grapheme sequences into a space more correlated with the acoustics and better covered by the training data.
There are several ways in which grapheme and phoneme information can be combined and leveraged in the CLAS framework. Figure 2 shows the variations explored in this work. For learning the grapheme-to-phoneme embeddings, we use a separate pronunciation dictionary.
Grapheme-to-phoneme (Figure 2a ) takes a grapheme sequence as input and produces a phoneme sequence as output. Phoneme-to-grapheme ( Figure 2b ) takes a phoneme sequence as input and produces a grapheme sequence as output. Phoneme-to-phoneme ( Figure 2c ) takes a phoneme sequence as input and produces a phoneme sequence as output.
Phonemes and graphemes have complementary discriminative power. The use of phonetic information helps discriminate homographs or near homographs, while the use of graphemic information helps discriminate homophones or near homophones. Thus, we explored two ways to create representations based on both. The first approach is inspired by [23, 24] . We append each word with its corresponding phoneme sequence and predict the combined grapheme and phoneme sequences from a grapheme input, as shown in Figure 2d . In the second approach, the phoneme and grapheme embeddings are learned jointly using multi-task learning as shown in Figure 2e .
Note that for all approaches, we discard the decoder and only use the encoder's output as the entity embedding. Also, after the embedding extractor has been trained, only the encoders in Figure 2(b,c) requires a pronunciation dictionary during inference time. In Figure 2(d,e) , the pronunciation information has been implicitly learned by the model thus offering some advantages during inference time.
Experiments
Setup
The proposed embedding extraction methods are evaluated on an in-house corpus which contains a range of spoken commands for multiple domains, such as music, weather, timer, and calling. There are 5 million ASR training utterances (approximately 4,000 hours) which have at least one named entity (tagged by an in-house entity tagger), referred to as train-full. Among these domains, calling (referred to as call) is the most challenging domain due to the vast variety of name pronunciations (usually consists of more than one word). For faster turn around of experiments, we shuffle out two subsets from this training dataset: the first, referred to as train-multi-100K, has about 100,000 utterances sampled from all the domains, while the second, referred to as train-call-100K consists of 100,000 utterances sampled from the calling domain only. For each of these two subsets, 1,000 utterances are held out as test sets, referred to as test-multi and test-call. Care was taken to make sure entities in the test sets did not appear in the training set.
In the training stage, unless explicitly mentioned, the embedding extractor is trained on all named entities of train-full. We use 400-dimensional embeddings in all experiments. After the embedding extractor is trained, it is used to extract entity embeddings in both the training and inference stages. While training the main network, we first extract the ground truth named entity for each utterance and then randomly sample 40 other named entities from the list of all named entities of the domain of utterance. The embeddings for these 41 named entities (except the experiments in Table 2 ) are extracted using the embedding extractor and fed to the main network. Since the alternative 40 entities are sampled from the same domain, the main network is trained to utilize contextual information and distinguish confusing entities. The main network follows the LAS architecture [12] , with a 2-layer BLSTM with 1400 hidden nodes per layer as the encoder and 2-layer LSTM with 700 hidden nodes as the decoder. More details can be found in [15] . We built the system with PyTorch [25] based on Espnet [26] , and implemented Block-momentum SGD [27] to enable distributed training with linear speedups and no performance degradation.
Embedding Extractor
In the first set of experiments, we investigate the effectiveness of the embedding extraction methods proposed in Section 3.2. The main network is trained on train-call-100K set and tested on test-call set. For the sequence-to-sequence embedding extractors, we use a two-layer LSTM or BLSTM with 512 hidden nodes per layer as the encoder and a 1-layer LSTM with 512 hidden nodes as the decoder.
Results are presented in Table 1 . Without any bias attention (the LAS baseline), the WER on test-call is 28.7%. Following [16] , we trained a sequence-to-sequence auto-encoder and used the last state of the LSTM encoder as the entity embedding, i.e., EncoderLast. With this embedding extractor, the WER is improved to 20.2%. We tried to replace the entity autoencoder by an NNLM, using the last state of the NNLM as the embedding. However, this did not yield any improvement over the baseline. With EncoderAttention, WER improves to 19.5% from 20.2%. In this case, when the embedding extractor is trained, an attention-weighted encoder output pooling is used at each decoding step, while an average pooling of encoder output is used at inference time.
To address this inconsistency, we evaluated the proposed fixed encoder-decoder approaches, where the output of encoder is pooled by averaging (EncoderAverage) or by concatenating the first and last output vector of the encoder (EncoderBoundary) output, both in training and inference. This yields significant gains, as seen in the last two rows of Table 1 . Since EncoderBoundary with a BLSTM encoder yields the best performance, we use it in the remainder of the experiments.
The embedding extractors used in the previous experiments are all trained on the named entities extracted from the 5 million utterances in train-full. Table 2 shows the effect of varying the number of utterances used to train the EncoderBoundary embedding extractor on the WER in the test-call set. It is observed that the generalization power of embedding extractor increases as the number of entities to train it increases. Note that since the embedding extractor only requires limited effort to collect named entities, it is possible that we can scale the embedding extractor training data beyond the acoustic training data and possibly achieve even better generalization. This will be investigated in the future. 
Integrating Phonetic Representations
In the second set of experiments, we investigate the impact of integrating phonetic information into the embedding extractor. An in-house G2P model based on [28] is used to get the best estimated pronunciation for all named entities. As before, the embedding extractor is trained on the named entities from trainfull, while the main network is trained on the call subset and tested on the call-test subset. We will present evaluation results with this method in scenario of multiple domains in the next section. Results of the various architectures shown in Figure 2 are compared in Table 3 . Using phoneme sequences as input results in worse performance compared to the grapheme-tographeme baseline. We suspect that this may be attributed to the nature of names, where there are usually multiple pronunciations for the same graphemic form but only one phoneme sequence can be selected as the input. Comparing grapheme-to-phoneme with phoneme-to-grapheme approaches, the former explicitly encodes the grapheme information while the latter one only implicitly infers graphemes. Since the final objective of E2E ASR is to recognize graphemic sequences, explicitly encoding grapheme sequences is helpful. To model graphemic and phonetic information jointly, we use Grapheme ⊕ Phoneme extractor that appends graphemic and phonetic sequences together as shown in Figure 2(d) in Section 3.3. The phoneme and grapheme embeddings are learned jointly using multi-task learning in Grapheme ⊗ Phoneme as shown in Figure 2 (e). The latter one shows better performance and significantly improves the original CLAS method. Integrating phonetic information also helps when more confusion is introduced in the bias list by increasing the number of alternative named entities during inference time. Table 4 shows the WER trend when the number of entities presented in the bias list increases during inference time. 
Test on Multiple Domains
In the last set of experiments, we compare the baseline and proposed models on the multiple-domain test set (multiple-test).
The main network is trained on either the subset train-100K or the full training set train-full. Results are presented in Table 5 . The proposed method shows consistent and significant improvements over LAS and CLAS. The improvement comes from both better EncoderBoundary embedding in Section 4.2 and integrating phonemes in Section 4.3. 
Conclusions
We extended the CLAS framework by incorporating a grapheme-to-phoneme encoder-decoder model and showed that leveraging both phonetic and graphemic information obtains better discrimination for similarly written graphemic sequences.
It also helps the model to generalize better to graphemic sequences unseen in training. In combination with a BLSTM based embedding extractor that concatenates the first and last BLSTM state of the encoder into an entity embedding, we showed significant improvements over CLAS.
