Let GA be an AF -algebra (an operator algebra) given by a periodic Bratteli diagram with the incidence matrix A. Depending on a polyno-
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A. Let A be a unimodular n × n matrix with the non-negative integer entries, which (if necessary) become strictly positive after a proper power of A is taken. We shall consider the following two objects, naturally attached to A. The first one, which we denote by G A , is an AF -algebra given by an infinite periodic Bratteli diagram, whose incidence matrix coincides with A. (The definitions of an AF -algebra, the Bratteli diagrams, etc, are given in section 2.) The second object is an abelian group, that can be introduced as follows. Let p(x) ∈ Z[x] be a polynomial with the integer coefficients, such that p(0) = ±1. Consider the following (finite) abelian group:
which we shall call an abelianized G A at the polynomial p(x). Recall that the AF -algebras G A , G A ′ are said to be stably isomorphic whenever G A ⊗ K ∼ = G A ′ ⊗ K, where K is the C * -algebra of compact operators on a Hilbert space. The main result of the present note is the following theorem.
Theorem 1 For every polynomial p(x) ∈ Z[x]
, such that p(0) = ±1, the abelian group Ab p(x) (G A ) is an invariant of the stable isomorphism class of the AFalgebra G A .
B.
Our interest in Ab p(x) (G A ) stems from a diophantine geometry of the elliptic curves. Let E CM be an elliptic curve with the complex multiplication by an order in the ring of integers of an imaginary quadratic number field [12] . It is well known that E CM ∼ = E(K), where E(K) is the elliptic curve defined over an algebraic number field K. By the Mordell-Weil theorem, E(K) is a finitely generated abelian group, whose torsion subgroup we shall denote by E tors (K). It is known from [7] that there exists a covariant functor, F , defined on the space of elliptic curves, which maps isomorphic elliptic curves to the stably isomorphic AF -algebras. In particular, F (E CM ) = G A for a two by two hyperbolic matrix A. We use this relationship here to formulate conjectures on the group E tors (K) and the function L(G A , s) (to be defined in section 3).
C. The note is organized as follows. Theorem 1 is proved in section 2. There is no formal section on the preliminaries, since all the necessary definitions and results are introduced in passing. In section 3, the conjectures relating theorem 1 with the diophantine geometry of E CM are formulated.
Proof of theorem 1
Our proof is based on the following criterion ([1], Theorem 6.4): the dimension groups
are order-isomorphic iff the matrices A and A ′ are similar in the group GL n (Z), i.e. A ′ = BAB −1 for a B ∈ GL n (Z). The rest of the proof follows from the structure theorem for the finitely generated modules given by the matrix A over a principal ideal domain, see e.g. [10] , p. 43. The result says the normal form of the module (in our case -over Z [x] ) is independent of the particular choice of a matrix in the similarity class of A. The normal form, evaluated at x = 0, coincides with the invariant Ab p(x) (G A ). Let us pass to a step by step argument.
(i) For a convenience of the reader with background in the elliptic curves, let us recall some useful definitions from the theory of operator algebras. An introductory account can be found in [8] . By the C * -algebra (an operator algebra) one understands a noncommutative Banach algebra with an involution. Namely, a C * -algebra A is an algebra over the field of complex numbers C with a norm a → ||a|| and an involution a → a * , a ∈ A, such that A is complete with respect to the norm, and such that ||ab|| ≤ ||a|| ||b|| and ||a * a|| = ||a|| 2 for every a, b ∈ A. If A is a commutative C * -algebra, then the Gelfand theorem says that A is isometrically * -isomorphic to the C * -algebra C 0 (X) of the continuous complex-valued functions on a locally compact Hausdorff topological space space X. For otherwise, A represents a noncommutative topological space.
To define a homeomorphism between the noncommutative topological spaces (the C * -algebras), let us first recall the topological K-theory. If X is a (commutative) topological space, denote by V C (X) an abelian monoid consisting of the isomorphism classes of the complex vector bundles over X endowed with the Whitney sum. The abelian monoid V C (X) can be made to an abelian group, K(X), using the Grothendieck completion. The covariant functor F : X → K(X) is known to map the homeomorphic topological spaces X, X ′ to the isomorphic abelian groups K(X), K(X ′ ). If one wishes to define a homeomorphism between the noncommutative topological spaces A and A ′ , it will suffice to define an isomorphism between the abelian monoids V C (A) and V C (A ′ ) as suggested by the topological K-theory. The rôle of the complex vector bundle of degree n over the C * -algebra A is played by a C * -algebra M n (A) = A ⊗ M n , i.e. the matrix algebra with the entries in A. The abelian monoid
replaces the monoid V C (X) of the topological K-theory. Therefore, the noncommutative topological spaces A, A ′ are homeomorphic, if V C (A) ∼ = V C (A ′ ) are isomorphic abelian monoids. The latter equivalence is called a stable isomorphism of the C * -algebras A and A ′ and is formally written as A⊗K ∼ = A ′ ⊗K, where K = ∪ ∞ n=1 M n is the C * -algebra of compact operators. Roughly speaking, the stable isomorphism between the C * -algebras A and A ′ means that A and A ′ are homeomorphic as the noncommutative topological spaces. An AF -algebra (approximately finite C * -algebra) is defined to be the norm closure of an ascending sequence of the finite dimensional C * -algebras M n 's, where M n is the C * -algebra of the n × n matrices with the entries in C. Here the index n = (n 1 , . . . , n k ) represents a semi-simple matrix algebra M n = M n1 ⊕ . . . ⊕ M n k . The ascending sequence mentioned above can be written as
where M i are the finite dimensional C * -algebras and ϕ i the homomorphisms between such algebras. The set-theoretic limit A = lim M n has a natural algebraic structure given by the formula
The homomorphisms ϕ i can be arranged into a graph as follows.
joined by the a rs edges, whenever the summand M ir contains a rs copies of the summand M i ′ s under the embedding ϕ i . As i varies, one obtains an infinite graph called a Bratteli diagram of the AF -algebra. The Bratteli diagram defines a unique AF -algebra. The AF -algebra defines a Bratteli diagram, but the assignment is not unique in general.
In the sequel, we shall deal with the following special class of the AFalgebras. Suppose that the homomorphisms ϕ 1 = ϕ 2 = . . . = Const in the definition of the AF -algebra. The Bratteli diagram of such an AF -algebra looks like a periodic graph with the incidence matrix A = (a rs ) repeated over and over again. Since the matrix A is a non-negative integer matrix, one can take a power of A to obtain a strictly positive integer matrix -which we always assume to be the case. We shall denote the above AF -algebra by G A .
(ii) Recall that in the case of AF -algebras, the abelian monoid V C (A) defines the AF -algebra up to an isomorphism and is known as a dimension group of A. We shall use a standard dictionary existing between the AF -algebras and their dimension groups [1] . Instead of dealing with the AF -algebra G A , we shall work with its dimension group (G, G + A ), where G ∼ = Z n is the lattice and G + A is a positive cone inside the lattice given by a sequence of the simplicial dimension groups:
Lemma 1 The dimension groups (G, G ′ are shift equivalent, see [13] for a definition of the shift equivalence. On the other hand, since the matrices A and A ′ are unimodular, the shift equivalence between A and A ′ coincides with a similarity of the matrices in the group GL n (Z), see Corollary 2.13 of [13] . Proof. By a dictionary between the dimension groups and AF -algebras, the order-isomorphic dimension groups correspond to the stably isomorphic AFalgebras, see Theorem 2.3. of [1] .
(iii) Let Z[x] be the ring of polynomials in one variable and the integer coefficients. It is well known that Z[x] is a principal ideal domain. We shall consider the following Z[x]-module. If A ∈ M n (Z) is an n × n integer matrix, one endows the abelian group Z n with a Z[x]-module structure by defining:
where I is the identity matrix. Note that the obtained module depends on the matrix A and we write it as (
be a polynomial, such that p(0) = ±1. A set of generators {p(x)ε 1 , . . . , p(x)ε n } defines a submodule of (Z n ) A , which we identify with the kernel of a homomorphism
A simple calculation gives us:
Since p(0) = ±1, it follows from the last equation that p(A)ε j = 0. Thus, one obtains a set of relations between the generators of the module (Z n ) A . The above relations depend on the polynomial p(x) and define completely the structure of a Z[x]-module
(iv) Let A ′ be a matrix similar to A, i.e. A ′ = BAB −1 for a matrix B ∈ GL n (Z). By a basic property of the finitely generated modules over a principal ideal domain, the modules (Z n )
A p(x) and (Z n )
A ′ p(x) are isomorphic to the same direct sum of the cyclic modules [10] , p.43. Namely, the relations p(A)ε j = 0, j = 1, . . . , n can be written as:
where
It is well known that by the elementary transformations (the Euclidean algorithm) consisting of (i) an interchange of two rows, (ii) a multiplication of a row by −1, (iii) addition a multiple of one row to another and similar operations on columns, brings the matrix (g ij ) to a diagonal form (the Smith form):
where g i are positive integers, such that g i | g i+1 . The elementary transformations are equivalent to a matrix equation D = P GQ, where G = (g ij ) and P, Q ∈ GL n (Z). Thus, the module (Z n )
A p(x) , evaluated at the point x = 0, can be written as:
The same set of integers g i will appear in the diagonal form of the matrix A ′ . Thus, Ab p(x) (G A ) ∼ = Ab p(x) (G A ′ ) for every choice of the polynomial p(x) ∈ Z[x]. (In the practical considerations, we often have r = n so that our invariant is a finite abelian group. It is easy to see that this is always the case, provided G A is a simple AF -algebra.) (v) The most important special case of the above invariant is the case when p(x) = x − 1 (the Bowen-Franks invariant). The invariant takes the form:
The Bowen-Franks invariant is covered extensively in the literature and has a geometric meaning of tracking an algebraic structure of the periodic points of an automorphism of the lattice Z n defined by the matrix A. In particular, the cardinality of the group Ab x−1 (G A ) is equal to the total number of the isolated fixed points of the automorphism A. It is easy to see, that such a number coincides with |det(A − I)|.
The Effros-Shen algebra, torsion conjecture and L(G A , s)
A. An AF -algebra of Effros and Shen. Let 0 < θ < 1 be an irrational number given by the regular continued fraction θ = a 0 + 1
where a i ∈ N and a 0 ∈ N ∪ 0. Consider an AF -algebra, A θ , defined by the Bratteli diagram: where a i indicate the multiplicity of the edges of the graph. We shall call A θ an Effros-Shen algebra [2] . It is known that the Effros-Snen algebras A θ , A θ ′ are stably isomorphic if and only if θ ′ ≡ θ mod GL(2, Z), i.e. θ ′ = (aθ +b) / (cθ +d), where a, b, c, d ∈ Z and ad−bc = ±1. The A θ is said to have a real multiplication, if θ is a quadratic irrationality [6] . We shall denote by A θRM the Effros-Shen algebra with a real multiplication.
B. The G A and A θRM are stably isomorphic. Let θ be a quadratic irrationality. By the Lagrange theorem, the continued fraction of θ is eventually periodic, i.e. θ = [a 0 , . . . , a k a k+1 , . . . , a k+p ], where a k+1 , . . . , a k+p is a period of the continued fraction. Consider a matrix:
Note that whenever p ≥ 2, A is a strictly positive integer matrix. If p = 1 (a one-periodic fraction), then the second power of A is a strictly positive matrix. As usual, we shall denote by G A the AF -algebra corresponding to the matrix A as it was described in section 1.
Lemma 2
The G A and A θRM are stably isomorphic AF -algebras.
Proof.
Indeed, by the main property of the continued fractions, if θ ′ = a k+1 , . . . , a k+p is a purely periodic continued fraction, then θ ′ ≡ θ mod GL(2, Z). By the main property of the Effros-Shen algebras, A θ and A θ ′ are the stably isomorphic AF -algebras. On the other hand, it is easy to see that the Bratteli diagram of the AF -algebra A θ ′ is periodic and the incidence matrix of the diagram coincides with the matrix A. Thus,
C. The Teichmüller functor. Let Λ = ω 1 Z + ω 2 Z be a lattice in the complex plane C. Recall that Λ defines an elliptic curve E(C) : y 2 = 4x 3 − g 2 x − g 3 via the complex analytic map C/Λ → E(C) given by the formula z → (℘(z, Λ), ℘ ′ (z, Λ)), where
is the Weierstrass ℘ function. We shall further identify the elliptic curves E(C) with the complex tori C/Λ. If τ = ω 2 /ω 1 (a complex modulus), then
The complex modulus takes on any value in the complex half-plane H = {x + iy | y > 0} known as a Teichmüller space of the torus. The moduli space of the torus will be denoted by
Let Ω be a space of the closed differentials on torus. By a fundamental result of Hubbard and Masur [4] , there exists a homeomorphism h ω0 : H → Ω, which depends on an initial differential ω 0 (a measured foliation) in the space Ω. One can normalize h ω0 to be unique by choosing ω 0 , such that
where ω θ = dx − θdy is a differential whose trajectories have slope θ in a local chart (x, y). (Note that each ω ∈ Ω can be written in the form ω = µω θ , where µ is a positive real and θ is a real number.) The normalized homeomorphism, h, we shall call a Teichmüller map. Finally, let F : E τ (C) → A θ be a map, which acts by the formula τ → p(h(τ )), where p(µω θ ) = θ is a projection map and h is the Teichmüller map.
Lemma 3
The F is a covariant functor (a Teichmüller functor), which sends a pair of isomorphic elliptic curves to the pair of stably isomorphic Effros-Shen algebras.
Proof. See [7] .
D. The universal family of curves over M 1 . Recall that by a family of smooth projective curves one understands a map f : X → B whose fibers are smooth curves [3] . The family f : X → B is universal if every other family f ′ : X ′ → B ′ is a pull back of f along some map φ : B ′ → B. We wish to assign to each point p ∈ M 1 a smooth elliptic curve, so that the resulting family X → M 1 is universal. Recall that the j-invariant maps H to the complex plane C so that j(τ ) is constant on τ ′ = τ mod SL 2 (Z). Thus, an isomorphism M 1 ∼ = C is defined. Let f : X → M 1 be a family of the elliptic curves with the fiber:
It is well known that E λ is a universal family over M 1 with the six, two or three fibers
and E λ−1 λ over each point λ ∈ {0; 1} [3] , p.222. The six (two; three) fibers arise, since the j-invariant:
has the six (two; three) complex roots of the equation j(E λ ) = Const, whenever Const = 0; 1728 (Const = 0; Const = 1728), respectively.
E. A torsion conjecture. Recall that if Λ be a lattice in the complex plane C, then the endomorphism ring End (Λ) is isomorphic either to Z or to an order, R, in the imaginary quadratic number field k [12] . In the second case, the lattice is said to have a complex multiplication. We shall denote the corresponding elliptic curve by E CM . The following lemma describes a range of the Teichmüller functor on the elliptic curves with a complex multiplication.
Lemma 4
The functor F maps every elliptic curve with a complex multiplication to an Effros-Shen algebra with the real multiplication.
Let us find λ CM , such that E λCM ∼ = E CM . It is well known that j(E CM ) is an algebraic integer (over Q) of the degree h R , where h R is the class number of the order R [12] . The equation (17) reduces to the polynomial equation:
where p(λ) ∈ Q(j(E CM )) [λ] . Thus λ CM ∈ K, where K is an algebraic extension of the field Q(j(E CM )) by the roots of the polynomial p(λ). Since λ CM ∈ K, E CM ∼ = E(K), where E(K) is the elliptic curve y 2 = x(x − 1)(x − λ CM ). By the Mordell-Weil theorem, the chord-and-tangent law turns the set of the Krational points of E(K) into a finitely generated abelian group. We shall denote by E tors (K) the abelian subgroup of E(K) of finite order (a torsion subgroup). Further, by K ′ ⊃ K we understand a non-trivial extension of the field K by the roots of a polynomial p(x) ∈ Z[x], such that p(0) = ±1. By G A we denote an AF -algebra, which is the image of the elliptic curve E CM under the Teichmüller functor. In the addition to a rank conjecture, 1 one can formulate the following torsion conjecture.
F. The function L(G A , s). Let |Ab p(x) (G A )| be a cardinality of the group Ab p(x) (G A ). For every prime number p, denote by
a local zeta function attached to G A . (The reader can recognize that ζ p (G A , z) coincides with the Artin-Mazur zeta function of the autmorphism A p . The series has a positive radius of convergence to a rational function.) We let
be a product of the local zeta functions over all prime numbers p. We conclude by the following conjecture.
Conjecture 2 L(G
, where L(E CM , s) is the Hasse-Weil Lfunction of the elliptic curve E CM .
G. An example. The simplest example of an elliptic curve with the complex multiplication is the case k = Q( √ −1) and R = O k , where O k is the ring of integers of the field k. Since h R = 1, the j-invariant in this case is the rational integer equal to 1728 [12] , p.483. It is easy to see that there are three fibers 
respectively. The elliptic curves E 1 2 , E 2 and E −1 are pairwise isomorphic (over Q) and we shall fix E CM = E −1 : y 2 = x 3 − x. It is well known that in this case E tors ∼ = Z 2 ⊕ Z 2 , see p. 311 of [11] . Let A = 
where ∼ are the elementary transformations, see section 2, item (iv). Thus, Ab x−1 (G A ) ∼ = Z 2 ⊕ Z 2 . We collected the data 2 in the following table:
The data does not include the verification of the rank conjecture, which is out of scope of the present note. However, for the sake of completeness, let us make the pertinent calculations in this case. The θ RM is determined as a positive root of the equation Aθ RM = θ RM . Thus, θ RM = 1 + √ 2 = [2, 2, 2, . . .] is a purely periodic continued fraction with the minimal period of length π = 1. Then, according to the rank conjecture, Rank E CM = π − 1 = 1 − 1 = 0. The rank of the elliptic curve y 2 = x 3 − x is known to be 0, see e.g. [9] , Table 2 .
