Random walks on nilpotent groups driven by measures supported on powers
  of generators by Saloff-Coste, Laurent & Zheng, Tianyi
ar
X
iv
:1
21
1.
30
03
v1
  [
ma
th.
PR
]  
13
 N
ov
 20
12
Random walks on nilpotent groups driven by
measures supported on powers of generators
Laurent Saloff-Coste∗
Department of Mathematics
Cornell University
Tianyi Zheng
Department of Mathematics
Cornell University
October 24, 2018
Abstract
We study the decay of convolution powers of a large family µS,a of
measures on finitely generated nilpotent groups. Here, S = (s1, . . . , sk) is
a generating k-tuple of group elements and a = (α1, . . . , αk) is a k-tuple
of reals in the interval (0, 2). The symmetric measure µS,a is supported
by S∗ = {smi , 1 ≤ i ≤ k, m ∈ Z} and gives probability proportional to
(1 +m)−αi−1
to s±mi , i = 1, . . . , k, m ∈ N. We determine the behavior of the probability
of return µ
(n)
S,a(e) as n tends to infinity. This behavior depends in somewhat
subtle ways on interactions between the k-tuple a and the positions of the
generators si within the lower central series Gj = [Gj−1, G], G1 = G.
1 Introduction
Generating sets play an essential role in the theory of countable groups. This
is obvious when a group is defined by generators and relations or when a group
is defined as the subgroup generated by a given finite subset of elements in a
much larger group. In this context, the larger ambient group serves as a sort of
“black box” that encodes the law of the group.
Given a group G with finite symmetric generating set A, the simple random
walk onG can be interpreted as a way to randomly explore the groupG. Starting
at the identity element e, the position of the walk at time n is the product
ξ1 . . . ξn where the G-valued random variables ξi are independent equidistributed
with law given by the uniform probability on the set A. More generally, given
a probability measure µ on G, the random walk driven by µ corresponds to
taking the sequence (ξi) to be i.i.d. with law µ and the position at time n has
distribution µ(n), the n-fold convolution product of µ with itself. In particular,
∗Both authors partially supported by NSF grant DMS 1004771
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Pe(ξ1 . . . ξn = e) = µ
(n)(e). In the case of the simple random walk based on the
generating set A, µ = |A|−11A.
Not surprisingly, many aspects of the behavior of these random processes
are closely related to the algebraic and geometric property of the underlying
group G. Harry Kesten introduced this question in his Ph.D. thesis published
in 1958. One of Kesten’s fundamental results states that, for a random walk
driven by a symmetric measure with generating support, the probability of
return, Pe(ξ1 . . . ξn = e), decays exponentially fast if and only the group G is
non-amenable. See [13, 12].
1.1 The measures µS,a
This is the first of a series of papers where we study a natural family of ran-
dom walks driven by measures µS,a which are defined as follows. The letter S
represents a finite generating tuple, i.e., a list S = (s1, s2, . . . , sk) of generators
(repetitions are permitted). In addition, we are given a k-tuple a of (extended)
positive reals a = (α1, α2, . . . , αk), αi ∈ (0,∞]. The measure µS,a allows long
steps along any of the one-parameter group 〈si〉 = {s
n
i : n ∈ Z}, 1 ≤ i ≤ k.
The probability of such a long step along 〈si〉 is given by a power law whose
exponent αi is the i-th entry of the tuple a. Namely, we set,
µS,a(g) =
1
k
k∑
i=1
c(αi)
∑
m∈Z
(1 + |m|)−αi−11sm
i
(g) (1.1)
where
c(α)−1 =
∑
Z
(1 + |m|)−α−1.
We make the somewhat arbitrary convention that if α =∞ then (1+|m|)−α−1 =
0 unlessm = 0,±1 in which case (1+|m|)−α−1 = 1. Note that µS,a is symmetric,
that is, satisfies µS,a(g
−1) = µS,a(g). We can also describe µS,a as the push-
forward of the probability measure µa on the free group Fk on k generators si,
1 ≤ i ≤ k, which gives probability
µa(s
±m
i ) = k
−1c(αi)(1 + |m|)
−αi−1 to s±mi .
Indeed, if π is the projection from Fk onto G which sends si to si,
µS,a(g) = µa(π
−1(g)).
On Z, the power laws µα(±k) = c(α)(1 + |k|)
−α−1 are very natural proba-
bility measures. For α ∈ (0, 2), µα can be viewed as a discrete version of the
symmetric stable laws which is the probability distribution on R whose Laplace
transform is e−|y|
α
.
The main result of this paper, Theorem 1.2 below, describes the behavior of
n 7→ µ
(n)
S,a(e)
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when G is any given finitely generated nilpotent group, S is any given finite
generating tuple of elements of G and the entries of the tuple a are in (0, 2).
What makes this problem interesting is the interaction between the nature of the
long jumps allowed in the directions of each generators and the non-commutative
structure of the group. As we shall see, the behaviors of the random walks driven
by the measures µS,a capture a wealth of information on the algebraic structure
of G.
Because of the results of [15] — in particular, Theorem 1.9 stated below —
the very precise form of the measure µS,a defined at (1.1) is not really essential
in determining the behavior of n 7→ µ
(n)
S,a(e). Indeed, any symmetric measure ν
on G such that cν ≤ µS,a ≤ Cν will satisfy
ν(kn)(e) ≤ Kµ
(n)
S,a(e) and µ
(kn)
S,a (e) ≤ Kν
(n)(e)
for some k,K independent of n.
1.2 The case of Zd
In the simplest non-trivial case where G = Z2 = {(x, y) : x, y ∈ Z}, S =
{(1, 0), (0, 1)} and a = (α1, α2) ∈ (0,∞]
2, it is not hard to see that µ
(n)
S,a(e),
e = (0, 0), behaves as follows. Set
α˜ = min{α, 2},
1
β
=
1
α˜1
+
1
α˜2
and γ = #{i : αi = 2}.
1. If 2 6∈ {α1, α2}, µ
(n)
S,a(e) ∼ c(α1, α2)n
−1/β ;
2. If 2 ∈ {α1, α2}, µ
(n)
S,a(e) ≃ n
−1/β(log n)−γ/2.
Here and in the rest of this paper ∼ and ≃ are used with the following
meaning. For two functions f, g defined either over the positive reals or the
natural numbers, we say that f ∼ g (usually, at 0 or infinity), if lim f/g = 1.
We say that f ≃ g if there are constants c1 such that
c1f(c2t) ≤ g(t) ≤ c3f(c4t)
(in a neighborhood of the relevant value, usually 0 or infinity). We recommend
to restrict the use of≃ to cases where one of the two functions f or g is monotone.
Next, let us review briefly what happens when G = Zd and S = (s1, . . . , sk),
k ≥ d. By hypothesis, S is generating. Given a = (α1, . . . , αk), we extract from
S a d-tuple Σ = (σ1, . . . , σd) using the following algorithm. Set Σ1 = {σ1 = si1}
where αi1 = min{αi : 1 ≤ i ≤ k}. For t ≥ 1, if
Σt = (σ1, . . . , σt), σ1 = si1 , . . . , σt = sit
have been chosen, pick σt+1 = sit+1 in {si : 1 ≤ i ≤ k} with the properties
that αit+1 = min{αj : j 6∈ {i1, . . . , it}} and the rank of the lattice generated by
Σt+1 = Σt ∪ {σt+1} is (strictly) greater than the rank of the lattice generated
by Σt. Note that the final d-tuple Σ might not generates Z
d but does generate
a lattice of finite index in Zd. Set a(Σ) = (αi1 , . . . , αid).
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Theorem 1.1. Let G = Zd. Let S = (si)
k
1 be a generating k-tuple. Let a =
(αi)
k
1 ∈ (0,∞]
k. Let Σ = (σi)
d
1 and a(Σ) be obtained from (S, a) by the algorithm
described above. Set
γ = #{j ∈ {1, . . . , d} : αij = 2} and
1
β
=
d∑
s=1
1
α˜is
where α˜ = min{α, 2}. Then we have
µ
(n)
S,a(e) ≃ µ
(n)
Σ,a(Σ)(e) ≃ n
−1/β [logn]−γ/2
With some work, this result can be extracted from [8].
1.3 The main result in its simplest form
The goal of this paper is to prove the following theorem together with more
sophisticated assorted results.
Theorem 1.2. Let G be a nilpotent group equipped with a generating k-tuple
S = (si)
k
1 and a = (αi)
k
1 ∈ (0,∞]
k. Assume that the subgroup generated by
{si : αi < 2} is of finite index in G. Then there exists a real D ≥ 0 depending
on (G,S, a) such that
µ
(n)
S,a(e) ≃ n
−D.
This statement suggests further questions including the following three:
• Can we compute D? how does it depends on S, a and G?
• What happen if the subgroup generated by {si : αi < 2} is not of finite
index in G?
• What happens on other groups? In particular, how does Theorem 1.2
generalize to finitely generated groups of polynomial volume growth?
The first question will be answer completely in this paper. Indeed, we would
not be able to prove the above theorem without a detailed understanding of
how to compute the real D. The exact value of D depends in an intricate
and interesting way on (a) the commutator structure of G, (b) the position of
the generators si in the commutator structure of G and (c) the values of the
parameters αi. See Theorem 1.8 in the next subsection.
The second question is rather subtle and will not be completely elucidated
in this paper although some partial results will be obtain in this direction.
In its full generality, the third question is too wide ranging to be discussed
here in details. Partial results for various classes of groups (e.g., some classes
of solvable groups and free groups) will be discussed elsewhere. The question
regarding groups of polynomial growth is tantalizing but appears surprisingly
difficult to attack.
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1.4 Weight systems and the value of D
The goal of this section is to give the reader a clear idea of the key ingredients
that enter the exact computation of the real D governing the behavior of µ
(n)
S,a(e)
in Theorem 1.2.
Consider S = (s1, . . . , sk) as a formal alphabet equipped with a weight
system w which assigns weight wi ∈ (0,∞) to the letter si, 1 ≤ i ≤ k. We
extend our alphabet by adjoining to each si its formal inverse s
−1
i . Using this
alphabet, we build the set C(S,m) of all formal commutators of length m by
induction on m. Commutators of length 1 are the letters in S±1. Commutators
of length m are the formal expression c of the form c = [c1, c2] where c1, c2 are
commutators of length m1,m2 ≥ 1 with m1 +m2 = m.
The commutators of length 2 are (the ±1 must be understood here as inde-
pendent of each other)
[s±1i , s
±1
j ], 1 ≤ i, j ≤ k.
The commutators of length 3 are
[[s±1i , s
±1
j ], s
±1
ℓ ], [s
±1
i , [s
±1
j , s
±1
ℓ ]], 1 ≤ i, j, ℓ ≤ k.
For 1 ≤ i1, i2, i3, i4 ≤ k, the commutators of length 4 are
[[[s±1i1 , s
±1
i2
], s±1i3 ], s
±1
i4
], [[s±1i1 , [s
±1
i2
, s±1i3 ]], s
±1
i4
], [[s±1i1 , s
±1
i2
], [s±1i3 , s
±1
i4
]]
[s±1i1 , [[s
±1
i2
, s±1i3 ], s
±1
i4
]], [s±1i1 , [s
±1
i2
, [s±1i3 , s
±1
i4
]]].
To any formal commutators we can associate its build-word and its group-
word. The build-word of a commutator c is the word over S that list the
entries of c in order after one removes brackets and ±1. So, the build-word of
c = [[s±1i1 , s
±1
i2
], [s±1i3 , s
±1
i4
]] is si1si2si3si4 . The group word is the word on S
±1
obtained by applying repeatedly the group rules
[c1, c2]
−1 = [c2, c1] and [c1, c2] = c
−1
1 c
−1
2 c1c2.
So the group-word of c = [[si, s
−1
j ], sℓ] is sjs
−1
i s
−1
j sis
−1
ℓ s
−1
i sjsis
−1
j sℓ.
Definition 1.3 (Power weight systems). Given a k-tuple (s1, . . . , sk) of formal
letters and a k-tuple (w1, . . . , wk) of positive reals, define the weight system w
on C(S) by setting (inductively)
w(c) = w(c1) + w(c2) if c = [c1, c2].
Let
w¯1 < w¯2 < · · · < w¯j < · · ·
be the increasing sequence of the weight values of the weight system w. For
j = 1, 2, . . . , let Cwj be the set of all commutators c with w(c) ≥ w¯j .
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Clearly, the weight of a formal commutator is the sum of the weights of the
letters appearing in its build-word. If S = (s1, s2) and w1 = 3, w2 = 13/2, then
the weight-value sequence is
w¯1 = 3, w¯2 = 6, w¯3 = 13/2, w¯4 = 9, w¯5 = 12, w¯6 = 25/2, w¯7 = 13, . . .
Given a group G generated by a k-tuple S = (s1, . . . , sk), any finite word ω
on the alphabet S±1 has a well defined image πG(ω) in G. Similarly, any formal
commutator c on the alphabet S±1 has an image in G given by its group-word
representation.
Definition 1.4 (Group filtration associated to w). Let G be a nilpotent group
equipped with a generating k-tuple S = (s1, . . . , sk) and a weight system w
generated by (w1, . . . , wk) ∈ (0,∞)
k. Set
Gwj = 〈C
w
j 〉.
That is, Gwj is the subgroup of G generated by the images of all formal com-
mutators of weight greater or equal to w¯j . Let j∗ = j∗(G,S,w) be the smallest
integer such that Gwj∗+1 = {e}.
Example 1.1. Let G be the discrete Heisenberg group
G =

 1 x z0 1 y
0 0 1
 : x, y, z ∈ Z
 .
Let
s1 = X =
 1 1 00 1 0
0 0 1
 , s2 = Y =
 1 1 00 1 0
0 1 1
 , s3 = Z5 =
 1 0 50 1 0
0 0 1
 ,
and
w1 = 1, w2 = 3/2, w3 = 3.
In this case, the increasing sequence w¯j is given by w¯1 = 1, w¯2 = 3/2, w¯3 =
2, w¯4 = 5/2, w¯5 = 3, w¯6 = 7/2, . . . and we have
Gw6 = {e}, G
w
5 = {s
k
3 : k ∈ Z}, G
w
4 = G
w
3 =

 1 0 z0 1 0
0 0 1
 : z ∈ Z
 ,
Gw2 =

 1 0 z0 1 y
0 0 1
 : y, z ∈ Z
 , Gw1 = G.
Proposition 1.5. Referring to the setting and notation of Definition 1.4, for
all j = 1, 2 . . . , we have Gwj ⊂ G
w
j+1 and [G,G
w
j ] ⊂ G
w
j+1. In particular,
G = Gw1 ⊇ G
w
2 ⊇ · · · ⊇ G
w
j ⊇ · · · ⊇ G
w
j∗ ⊃ G
w
j∗+1 = {e}
is a descending normal series with [Gwj , G
w
j ] ⊂ G
w
j+1.
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Proof. Recall that if X,Y are subsets of G, [X,Y ] denotes the subgroup gener-
ated by {[x, y] : x ∈ X, y ∈ Y }. Recall further that
[< X >,< Y >] = [X,Y ]<X><Y>
where the right-hand side is the group generated by all conjugates of [X,Y ] by
elements of the form g = xy, x ∈< X >, y ∈< Y >. Since [f1, fj] ∈ C
w
j+1 for all
f1 ∈ C
w
1 , fj ∈ C
w
j and
[G,Gwj ] = [C
w
1 ,C
w
j ]
G
it follows that
[G,Gwj ] ⊂ (G
w
j+1)
G
Thus a descending induction on j shows that the groups Gwj are all normal
subgroups of G and that
[G,Gwj ] ⊂ G
w
j+1.
Note that it may happen that Gwj = G
w
j+1 for some values of j, 1 < j < j∗.
For instance, it may happen that all formal commutators of a certain weight
are trivial in G. In Example 1.1, Gw3 = G
w
4 because all commutators of weight
w¯3 = 2 are obviously trivial.
Definition 1.6. Referring to the setting and notation of Definition 1.4, let
Rwj = rank(G
w
j /G
w
j+1)
be the torsion free rank of the abelian group Gwj /G
w
j+1.
By construction, the images of the formal commutators of weight w¯j form
a generating subset of Gwj /G
w
j+1, j = 1, 2, . . . , j∗. By definition, the torsion
free rank of this abelian group is the minimal number of elements needed to
generates Gwj /G
w
j+1 modulo torsion.
Definition 1.7. Referring to the setup and notation of Definition 1.4, set
D(S,w) =
j∗∑
1
w¯j rank(G
w
j /G
w
j+1).
Note that D(S,w) depends on the weights values w¯j as well as on the alge-
braic relations between elements of S in G (via the rank of the group Gwj ).
Example 1.1(continued) In Example 1.1, we have j∗ = 5,
Gw5 /G
w
6 = Z, G
w
4 /G
w
5 = Z/5Z, G
w
3 /G
w
4 = {0}, G
w
2 /G
w
3 = Z and G
w
1 /G
w
2 = Z.
Hence rank(Gw5 /G
w
6 ) = 1, rank(G
w
4 /G
w
5 ) = rank(G
w
3 /G
w
4 ) = 0, rank(G
w
2 /G
w
3 ) =
rank(Gw1 /G
w
2 ) = 1 and D(S,w) = 1 + 3/2 + 3 = 11/2 since w¯1 = 1, w¯2 =
3/2, w¯3 = 2, w¯4 = 5/2, w¯5 = 3, w¯6 = 7/2, . . . .
7
Example 1.2. Assume that the weight wi are all equal, namely, wi = v, i =
1, . . . , k. Then the weight-value sequence is given by w¯j = jv and j∗ is equal to
the nilpotency class of G. In this case, the descending normal series Gwj is the
lower central series defined inductively by G1 = G, Gj = [G,Gj−1], j ≥ 2, and
D(S,w) = vD(G) where
D(G) =
j∗∑
1
j rank(Gj/Gj+1). (1.2)
Theorem 1.8. Let G be a nilpotent group equipped with a generating k-tuple
S = (si)
k
1 and a = (αi)
k
1 ∈ (0,∞]
k. Assume that the subgroup generated by
{si : αi < 2} is of finite index in G. Consider the weight system w(a) = w
induced by setting wi = 1/α˜i where α˜ = min{2, α}. Then
µ
(n)
S,a(e) ≃ n
−D(S,w)
with D(S,w) as in Definition 1.7.
Example 1.3. Let G be the discrete Heisenberg group equipped with the gen-
erating triple S = (si)
3
1 has in Example 1.1. Let a = (αi)
3
1. In this case, the
condition that {si : αi < 2} generates a subgroup of finite index is equivalent
to α1, α2 ∈ (0, 2). Let w be as defined in Theorem 1.8. Then
D(S,w) =
1
α1
+
1
α2
+max
{
1
α1
+
1
α2
,
1
α3
}
.
1.5 Some background on random walks
Given a finite symmetric generating set A, we set |x|A = inf{k : x ∈ A
k}
(since A0 = {e}, by convention, |e| = 0). This is called the word-length of x
(w.r.t. the generating set A). With some abuse of notation, if S = (s1, . . . , sk)
is a generating k-tuple, we write | · |S for the word-length associated with the
symmetric generating set {s±1i , 1 ≤ i ≤ k}. The volume growth of G (with
respect to A) is the function VA(r) = #{g : |g|A ≤ r}. The ≃-equivalence class
of the function VA is independent of the choice of A. It is a group invariant
called the growth function of G.
We say that a probability measure φ is symmetric if φˇ = φ where φˇ(x) =
φ(x−1), x ∈ G. The Dirichlet form associated with φ is the quadratic form
Eφ(f, f) =
1
2
∑
x,y∈G
|f(xy)− f(x)|2φ(y).
This form is fundamental in the study of random walks because of the following
basic result.
Theorem 1.9. [[15]] Assume that φ, ψ are two symmetric probability measures
on a countable group G. If Eφ ≤ CEψ then
ψ(2kn)(e) ≤ 2φ(2n)(e) + 2e−2kn, k = [C] + 2.
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This theorem will be use extensively in the present paper. In [15], it is used
to prove that the long time asymptotic behavior of the probability of return
is roughly the same for all random walks driven by symmetric measures with
generating support and finite second moment.
Theorem 1.10 ([15]). Assume that φ is a symmetric probability measure on a
finitely generated group G with finite symmetric generating set A. Let uA be the
uniform probability measure on A. If φ satisfies∑
g∈G
|g|2Aφ(g) <∞ (1.3)
then there are constants k, C such that
u
(2kn)
A (e) ≤ Cφ
(2n)(e).
Further, if φ satisfies (1.3) and φ > 0 on a finite generating set then
φ(2n)(e) ≃ u
(2n)
A (e).
This theorem implies that, if A and B are two symmetric finite generating
sets of the group G, we have u
(2n)
A (e) ≃ u
(2n)
B (e). Further, for any symmetric φ
with finite second moment and generating support, φ(2n)(e) ≃ u
(n)
A (e). In this
sense, the equivalence class of the function n 7→ u
(2n)
A (e) under the equivalence
relation ≃ is a group invariant. This group invariant, which we denote by ΦG,
i.e.,
ΦG(n) ≃ u
(2n)
A (e), (1.4)
has been studied extensively ([15] shows that ΦG is invariant under quasi-
isometries). In particular,
ΦG(n) ≃

n−D/2 if G has volume growth V (r) ≃ rD,
exp(−n1/3) if G is polycyclic with exponential volume growth,
exp(−n) if G is non-amenable.
Nilpotent groups belong to the first category and have D = D(G) given ex-
plicitly by (1.2). Many other behaviors beyond the three mentioned above are
known to occurs and their are many groups for which ΦG is unknown. See, e.g.,
[19, 20] and the references therein.
To explain how Theorem 1.10 applies to the measures µS,a defined at (1.1),
we need the following definition.
Definition 1.11. Let G be a nilpotent group with descending lower central
series Gj . The commutator length ℓ(g) of an element g of G is the supremum of
the integers ℓ such that gm ∈ Gℓ for some integerm. In particular, by definition,
torsion elements have infinite commutator length.
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Corollary 1.12. On any finitely generated group G equipped with a generating
k-tuple S, we have
µ
(n)
S,a(e) ≃ ΦG(n) ≃ n
−D(G)/2
for all k-tuple a = (α1, . . . , αk) such that αiℓ(si) > 2 for all i = 1, . . . , k.
Proof. It is well known that for any fixed g ∈ G, we have |gn|S ≃ n
1/ℓ(g) (see also
Proposition 2.17 where a more general version of this fact is proved). It follows
that, as long as the k-tuple a satisfies the condition stated in the corollary, µS,a
has finite second moment. Hence, Theorem 1.10 implies µ
(n)
S,a(e) ≃ ΦG(n) as
desired.
As a consequence of the more detailed results proved in this paper, we can
state the following complementary result.
Theorem 1.13. Let G be a nilpotent group equipped with a generating k-tuple
S. Let a ∈ (0,∞]k. If there exists i ∈ {1, . . . , k} such that (αi, ℓ(si)) = (2, 1) or
αiℓ(si) < 2 then we have
lim
n→∞
[nD(G)/2µ
(n)
S,a(e)] = 0. (1.5)
Regarding (1.5), we conjecture but are not able to prove that the sufficient
condition provided by Theorem 1.13 is also necessary. See Theorems 5.11–5.12.
1.6 Radial stable laws
Let G be a finitely generated group with symmetric finite generating set A. Set
Bm = {g : |g|A ≤ m}. Define the radially symmetric “stable law” on G with
index α ∈ (0, 2) to be probability measure
µα(g) = cα
∞∑
m=0
(1 +m)−α−1
1Bm(g)
VA(m)
, c−1α =
∞∑
0
(1 +m)−α−1
Note that µα is well defined for all α > 0 and that
∀ 0 < β < α <∞,
∑
g
|g|βAµα(g) <∞.
It is observed in [17, 18, 23] that
∀n, VA(n) ≥ cn
D =⇒ ∀n, µ(n)α (e) ≤ Cn
−D/α.
In addition, by [11, 3], for a given group G and for some/any α 6= 2,
VA(n) ≃ cn
D ⇐⇒ µ(n)α (e) ≃ Cn
−D/α˜, α˜ = min{2, α}. (1.6)
In fact, if we assume that the groupG has polynomial volume growth V (n) ≃ nD
then
µα(g) ≃ (1 + |g|A)
−D−α.
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Further, it follows from [11] that, for any α ∈ (0, 2), there are constants
c1(α), c2(α) such that
c1(α)µα ≤ να ≤ c2(α)µα
where να denotes the measure that is α-subordinated to uA in the sense of ([4]),
that is,
να =
∞∑
1
Γ(n− α)
Γ(1− α)Γ(n+ 1)
u
(n)
A .
Moreover, for any α ∈ (0, 2),
∀n ∈ N, µ(n)α (e) ≃ ν
(n)
α (e) ≃ n
−D/α.
In [16], motivated by applications given below, the authors prove the following
complementary statement regarding the behavior of µ2.
Proposition 1.14 ([16]). Assume that G has polynomial volume growth VS(n) ≃
nD. Then we have
µ
(n)
2 (e) ≃ (n logn)
−D/2.
The lower bounds on µ
(n)
S,a(e) obtained in this paper are proved by estab-
lishing Dirichlet form comparisons involving appropriate generalization of the
above radially symmetric stable measures and using Theorem 1.9.
1.7 Background on nilpotent groups
The classical setting for the study of random walks is the lattice Zd. See [21].
Since this work is concerned with random walks on nilpotent groups, we briefly
discuss some of the similarities and differences between the lattice Zd and finitely
generated nilpotent groups. We also describe three basic examples.
The most fundamental similarity between a finitely generated nilpotent group
G and the lattice Zd is that, assuming that G is torsion free, there exists a real
nilpotent Lie group G such that G can be identified with a discrete subgroup
of G with compact quotient G/G. In other words, G is a (co-compact) lattice
in G in exactly the same way that Zd is a lattice in Rd (except that the quo-
tient is not a group, in general). This is a fundamental result of Malcev. See,
e.g., Philip Hall famous notes [10]. However, simply connected real nilpotent
Lie groups and their lattices are classified only in very small dimensions. See
[7]. For instance, there are essentially 5 distinct “irreducible” simply connected
real nilpotent Lie groups of dimension 5. In dimension 6, there are 34. No one
knows the list of all simply connected nilpotent real Lie groups of dimension 9,
let alone higher dimensions.
From a technical viewpoint, the study of random walks on abelian groups
is mostly based on the use of the Fourier transform (see [21]). Although the
representation theory of (real) nilpotent Lie groups is well developed, it has
proved very hard to use this theory to study random walks (except in some very
particular cases). For these reasons, the study of random walks on nilpotent
groups is often based on techniques that are rather different from the classical
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techniques used in the abelian case. This is certainly the case for the present
work.
Example 1.4. Let U(d) be the group of all upper triangular d × d matrices
over Z with diagonal entries equal to 1. This group is a lattice in the nilpotent
real Lie group U(d) of all upper triangular d × d matrices over the reals with
diagonal entries equal to 1. Let Ei,j , 1 ≤ i < j ≤ d, be the matrix in U(d)
with all non-diagonal entries equal to 0 except for the entry in the i-th row and
j-th column which equals 1. These elements are related by Ei,jEℓ,m = δj,ℓEi,m.
Further,
Ei,j = [Ei,i+1, [Ei+1,i+2, . . . , [Ej−2,j−1, Ej−1,j ] · · · ]].
In particular, the (d − 1)-tuple S = (Ei,i+1)
d−1
1 is generating. For any m =
1, . . . , d − 1, the elements {Ei,i+m : 1 ≤ i ≤ d − m} can be expressed as
commutators of length m on S±1 and form a minimal generating set for the
subgroup U(d)m = [U(d), U(d)m−1] in the lower central series of U(d). The
nilpotency class of U(d) is d−1, that is, any commutator of length greater than
d− 1 equals the identity in U(d).
Any matrix M = (mi,j) in U(d) can (obviously) be written uniquely (order
matters!)
M =
d−1∏
k=1
(
k−1∏
i=0
E
mk−i,d−i
k−i,d−i
)
where the mi,j are simply the entry of the matrix M . Much less trivially, there
is also a unique expression of the form
M =
d−1∏
k=1
(
d−1∏
i=k
E
m′i−k+1,i+1
i−k+1,i+1
)
where (m′i,j)1≤i<j≤n is obtained from (mi,j)1≤i<j≤n by a polynomial bijective
transformation with polynomial inverse.
Since A = {E±1i,i+1, 1 ≤ i ≤ d − 1} generates U(d), it is of great interest to
describe the word length |M |A of a matrixM ∈ U(d) in terms of the coordinate
systems (mi,j)1≤i<j≤d and (m
′
i,j)1≤i<j≤d. The answer is essentially the same in
both cases, namely,
|M |A ≃
∑
1≤i<j≤d
|mi,j |
1/|j−i| ≃
∑
1≤i<j≤d
|m′i,j |
1/|j−i|.
This well known (but non-trivial) result is the key to the volume growth estimate
VU(d),A(r) ≃ r
D(U(d)), D(U(d)) =
d−1∑
i=1
i(d− i)
and to the assorted random walk result (see, e.g., [24]) ΦU(d)(n) ≃ n
−D(U(d))/2.
If we set S = (si = Ei,i+1)
d−1
1 then for any a = (αi)
d−1
1 ∈ (0, 2)
d−1 our main
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result yields
µ
(n)
S,a(e) ≃ n
−D, D =
∑
1≤i<j≤d
j−1∑
m=i
1
αm
.
Example 1.5. The free nilpotent group of nilpotency class ℓ on k generators ,
N(k, ℓ), can be defined as the quotient of the free group on k generators by the
normal subgroup generated by the images of all formal commutators of length
greater than ℓ. This group has the (universal) property that it covers any k
generated nilpotent groupG of nilpotency class ℓ with a covering homomorphism
sending the canonical generating k-tuple of N(k, ℓ) to the given generating k-
tuple of G.
Marshal Hall gave a description of N(k, ℓ) in terms of the so-called “basic
commutators”. See [9, Chapter 11]. Let (s1, . . . , sk) be the canonical generators
of N(k, ℓ). Define the ordered set of all basic commutators c1 < · · · < ct using
the following inductive procedure.
(1) s1, . . . , sk are the basic commutators of length 1 and, by definition
s1 < s2 < · · · < sk; (2) for each m the basic commutators of length m are
all commutators of the form c = [c′, c′′] with c′, c′′ basic commutators of length
m′,m′′ with m′ + m′′ = m such that c′ > c′′ and, if c′ = [d′, d′′] (d, d′ basic
commutators) then c′′ ≥ d′′; (3) commutators of length m come after commuta-
tors of length m− 1 and are ordered arbitrary with respect to each other. By a
theorem of Witt (e.g., [9, Theorem 11.2.2]), the number of basic commutators of
length m on k generators is Mk(m) = m
−1
∑
d|m µ(d)k
m/d where µ denotes the
classical Mo¨bius function. Marshall Hall proved that the basic commutators of
length m form a basis of the abelian group N(k, ℓ)m/N(k, ℓ)m+1 for 1 ≤ m ≤ ℓ
and that any element g of N(k, ℓ) can be written uniquely
g =
t∏
1
cxii , xi ∈ Z.
Moreover, the length of g with respect to the generating set A = {s±1i } satisfies
|g|A ≃
∑t
1 |xi|
1/mi where mi is the commutator length of ci. This gives the
volume group estimate
VA(r) ≃ r
D(N(k,ℓ)), D(N(k, ℓ)) =
ℓ∑
m=1
mMk(m) =
ℓ∑
m=1
∑
d|m
µ(d)km/d
and the assorted random walk estimate ΦN(k,ℓ)(n) ≃ n
−D(N(k,ℓ))/2.
In this case, the main result of the present work, together with Witt’s the-
orem (e.g., [9, Theorem 11.2.2]), gives that for any k-tuple a = (αi)
k
1 ∈ (0, 2)
k,
we have
µ
(n)
S,a(e) ≃ n
−D
where
D =
ℓ∑
m=1
∑
(m1,...,mk)⊢m
1
m
(
k∑
1
mi
αi
) ∑
d|m1,...,mk
µ(d)
(
m/d
m1/d, · · · ,mk/d
)
.
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Example 1.6. Let G be the group
G = 〈u1, . . . , uℓ, t|[ui, uj ] = 1; [ui, t] = ui+1, i < ℓ; [uℓ, t] = 1〉
defined by generators and relations. This group is nilpotent of nilpotency class ℓ
and it is generated by S = (s1 = u1, s2 = t) with Gm generated by {ui : i ≥ m}.
In this case, we have ΦG(n) ≃ n
−D(G)/2 with D(G) = 1 + ℓ(ℓ+ 1)/2. If we let
a = (α1, α2) ∈ (0, 2)
2, our main result yields µ
(n)
S,a(e) ≃ n
−D with
D =
ℓ
α1
+
1 + (ℓ− 1)ℓ/2
α2
.
In any of the above examples, we can also consider other choices of generating
tuples. For instance, in the current example, we can fix j ∈ {1, . . . , ℓ − 1}
and consider the generating 3-tuple Sj = (s1 = u1, s2 = t, s3 = uj+1) with
a′ = (α′1, α
′
2, α
′
3) ∈ (0, 2)
3. In this case, our main result yields µ
(n)
Sj ,a′
(e) ≃ n−D
with
D =
{
ℓ
α′1
+ 1+(ℓ−1)ℓ/2α′2
if 1α′3
≤ 1α′1
+ jα′2
j
α′1
+ 1+j(j+1)/2α′2
+ ℓ−jα′3
+ (ℓ−j)(ℓ−j+1)/2α′2
if 1α′3
> 1α′1
+ jα′2
.
2 Quasi-norms and approximate coordinates
This section describes results of an algebraic and geometric nature that play a
key role in our study to the random walks driven by the measures µS,a defined
at (1.1). One of the basic idea in the study of simple random walks on groups
(i.e., the collection of random walks driven by the uniform probability measures
uA where A is a finite symmetric generating set) is that the notion of “volume
growth” of the group leads to basic upper bounds on u
(2n)
A (e): the faster the
volume growth, the faster the decay of the probability of return. In the case
of nilpotent group, this heuristic leads to sharp bounds. Indeed, for any given
D ≥ 0, VA(n) ≃ n
D if and only if u
(2n)
A (e) ≃ n
−D/2. See [24].
The estimates of µ
(n)
S,a(e) obtained in this work are based on a similar heuristic
which requires us to define appropriate geometries associated with the different
choices of S and a. This section defines these geometries and develop the needed
key results.
2.1 Weight systems and weight-functions systems
We refer the reader to subsection 1.4 for notation regarding words and formal
commutators over a finite alphabet S±1, S = (s1, . . . , sk).
Definition 2.1 (Multidimensional weight system). Given a k-tuple (w1, . . . , wk)
with wi ∈ (0,∞)× R
d−1, 1 ≤ i ≤ k, let w be the weight system
w : C(S) ∋ c 7→ w(c) ∈ (0,∞)× Rd−1
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on the set C(S) of all formal commutators on S±1 defined by w(s±1i ) = wi and
w(c) = w(c1) + w(c2) if c = [c1, c2]. Let
w¯1 < w¯2 < · · · < w¯j < . . .
be the ordered sequence of the values w(c) when c runs over all formal commu-
tators and (0,∞)× Rd−1 is given the usual lexicographic order.
Note that we always have w([c1, c2]) > max{w(c1), w(c2)}.
Definition 2.2. For each j = 1, . . . , let Cj(S) be the set of all formal commuta-
tors of weight at least w¯j . If G is a group generated by a k-tuple S = (s1, . . . , sk),
let Gwj = 〈Cj(S)〉 be the subgroup of G generated by the image in G of Cj(S).
Assuming that G is nilpotent, let j∗ = j∗(w) be the smallest integer such that
Gwj∗+1 = {e}.
The proof of the following proposition is the same as that of Proposition 1.5.
Proposition 2.3. Referring to the setting and notation of Definition 2.2, as-
sume that G is nilpotent. Then, for all j = 1, 2 . . . , we have Gwj ⊂ G
w
j+1 and
[G,Gw] ⊂ Gwj+1. In particular,
G = Gw1 ⊇ G
w
2 ⊇ · · · ⊇ G
w
j ⊇ · · · ⊇ G
w
j∗ ⊃ G
w
j∗+1 = {e}
is a descending normal series with [Gwj , G
w
j ] ⊂ G
w
j+1. We let R
w
j be the torsion
free rank of the abelian group Gwj /G
w
j+1.
Definition 2.4 (Weight-function system). Given increasing functions
Fi : [1,∞)→ [1,∞),
we define the weight-function system F to be the collection of functions
Fc : [1,∞)→ [1,∞), c ∈ C(S),
by setting inductively Fs±1
i
= Fi, 1 ≤ i ≤ k, and Fc = Fc1Fc2 if c = [c1, c2].
Remark 2.5. According to Definitions 2.1-2.4, if the build-sequence of the com-
mutators c of length ℓ is (u1, . . . , uℓ) ∈ S
ℓ then
w(c) =
ℓ∑
1
wi, Fc(r) =
ℓ∏
1
Fi(r).
Remark 2.6. A key collection of examples of weight systems are the (one-
dimensional) power-weight systems introduced in 1.3 where wi ∈ (0,∞). Such a
weight system is naturally associated with the weight-function system of power
functions where Fi(r) = r
wi . In the context of the study of the random walks
driven by the measures µS,a, these power weight systems and associated power
function systems are relevant to the case when a = (αi)
k
1 ∈ (0, 2)
k.
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Example 2.1. In order to study the measures µS,a with tuples a with αj = 2
for some j, it is necessary to introduce weight functions of the type r2 log r. To
allow for such functions, one can consider the two-dimensional weight systems
build on
wi = (ui, vi) with ui > 0 and vi ∈ R, 1 ≤ i ≤ k.
In this case a natural compatible weight-function system would be
Fi(r) = r
ui [log(e+ r)]vi , 1 ≤ i ≤ k.
Example 2.2. When dealing with more general measures than µS,a, it makes
sense to consider multiparameter weight functions such that
fv1,v2,v3(r) = r
v1 [log(e+ r)]v2 [log(e + log(e+ r))]v3 , v1 ∈ (0,∞), v2, v3 ∈ R,
together with the natural associated lexicographical order on the parameter
space (v1, v2, v3).
In what follows we will mostly use weight-function systems F such that
∃C ≥ 1, ∀i ∈ {1, . . . , k}, ∀ r ≥ 1, 2Fi(r) ≤ Fi(Cr), F (2r) ≤ CF (r). (2.1)
Further, we will often make the assumption that we are given a weight system
w and a weight-function system F that are compatible in the sense that
∃C ≥ 1, ∀ c, c′, w(c)  w(c′)⇐⇒ ∀r, Fc(r) ≤ CFc′(r). (2.2)
Note that under these two hypotheses, w(c) = w(c′) is equivalent to Fc ≃ Fc′ . In
this case, except for notational convenience, it is obviously somewhat redundant
to use both w and F since they contain more or less the same information.
Definition 2.7. Referring to the setting and notation introduced above, assume
that the weight-function system F and the weight system w satisfy (2.1)-(2.2).
For any j = 1, . . . , j∗, let Fj be a function such that for any commutator c with
w(c) = w¯j , we have
Fj ≃ Fc.
(The function Fj corresponding to commutators c with w(c) = w¯j should not
be confused Fi = Fsi).
In the following definition, given a finite tuple Σ of elements of a nilpotent
group G, we let Ω(Σ) be the set of all finite words with formal letters in Σ∪Σ−1.
For ω ∈ Ω(Σ), we write π(ω) to denote the corresponding element of G. For
ω ∈ Ω(Σ) and σ ∈ Σ, let degσ(ω) is the number of occurrences of σ
±1 in ω.
Definition 2.8. Let G be a nilpotent group generated by the k-tuple S =
(s1, . . . , sk). Let w,F be a weight system and associated weight function system
on a generating k-tuple S which satisfy (2.1)-(2.2). For any tuple Σ of elements
in C(S), set FΣ = Fc where w(c) = min{w(σ) : σ ∈ Σ}. For g 6= e, set
‖g‖Σ,F = min{r ≥ 1 : g = π(ω) : ω ∈ Ω(Σ), degc(ω) ≤ Fc ◦ F
−1
Σ (r), c ∈ Σ}.
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By convention, ‖e‖Σ,F = 0. Set also
Q(Σ,F, r) = {g ∈ G : F−1Σ (‖g‖Σ,F) ≤ r}.
Further, when S and w,F are fixed, set
‖g‖com = ‖g‖F,com = ‖g‖C(S),F, ‖g‖gen = ‖g‖F,gen = ‖g‖S,F
and
Qcom(r) = Q(C(S),F, r), Qgen(r) = Q(S,F, r).
Note that FS = FC(S).
Remark 2.9. If Σ generates G then ‖ · ‖Σ,F is a quasi-norm on G (see 5.1 below
for a precise definition). It is a norm on G (i.e., satisfies the triangle inequality)
if each of the functions {Fc ◦ F
−1
Σ , c ∈ Σ}, defined on [1,∞) can be extended
to a convex function on [0,∞) that vanishes at 0.
Example 2.3. The simplest example is when the weight system w is one dimen-
sional, generated by w(si) = wi ∈ [2,∞), and the associated weight function
system F is generated by Fi(r) = r
wi . In this case, it will sometimes be conve-
nient to write ‖ · ‖S,w for ‖ · ‖S,F (resp. ‖ · ‖Σ,w for ‖ · ‖Σ,F).
Example 2.4. For further illustration, consider the groups Z3 equipped with
its natural generating 3-tuple S = (si)
3
1 and the discrete Heisenberg group (see
Example 1.1) equipped with the generating 3-tuple S = (s1 = X, s2 = Y, s3 =
Z) where X is the matrix with x = 1, y = z = 0 and Y, Z are defined similarly.
Set F1(r) = r
3/2, F2(r) = r
2 log(e + r), F3(r) = r
γ , γ > 3/2, and let F be
the associated weight-function system (we let the reader define the natural 2-
dimensional weight system w that is compatible with F).
On Z3, it is clear from the definition that
‖(x, y, x)‖F,gen ≃ max
{
|x|,
|y|3/4
log(e+ |y|)3/4
, |z|3/(2γ)
}
.
On the Heisenberg group, it is not immediately obvious how to compute the
‖ · ‖F,gen-norm of the element
gx,y,z =
 1 x z0 1 y
0 0 1
 .
Theorem 2.10 below (and the fact that the matrix representation of gx,y,z is
unique) leads to the conclusion that
‖gx,y,z‖F,gen ≃ max
{
|x|,
|y|3/4
log(e+ |y|)3/4
, |z|3/(2γ)
}
if γ > 7/2
and
‖gx,y,z‖F,gen ≃ max
{
|x|,
|y|3/4
log(e+ |y|)3/4
,
|z|3/7
[log(e+ |z|)]3/7
}
if 3/2 ≤ γ ≤ 7/2.
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One can check (without much trouble) that ‖ · ‖F,gen satisfies the triangle
inequality in this case (on either Z or the Heisenberg group). We shall see that
this choice of weight-function system is relevant to the study of the probability
measure µ on G such that
µ(sni ) is proportional to
1
1 + |n|F−1i (|n|)
, n ∈ Z.
We will use this example to illustrate some of our main results in the rest of the
paper.
The following theorem contains some of the key geometric results we will
need to study the walk driven by measures of the type µS,a.
Theorem 2.10 (w-F -adapted coordinates). Let G be a nilpotent group equipped
with a generating k-tuple S = (s1, . . . , sk). Let w, F be weight and weight-
function systems on S satisfying (2.1)-(2.2).
Let Σ = (c1, . . . , ct) be a tuple of formal commutators in C(S) with non-
decreasing weights w(c1)  · · ·  w(ct). Let mj, j = 0, . . . , j∗ be defined by
{ci : w(ci) = w¯j} = {ci : mj−1 < i ≤ mj}.
Assume that (the image of) {ci : w(ci) = w¯j} generates G
w
j modulo G
w
j+1 and
that {ci : mj−1 < i ≤ mj−1 + R
w
j } is free in G
w
j /G
w
j+1. Then the following
properties hold:
• There exists a constant C = C(G,S,F) such that for any r ≥ 1, if g ∈ G
can be expressed as a word ω over C(S) with degc(ω) ≤ Fc(r) for all
c ∈ C(S) then g can be expressed in the form
g =
t∏
i=1
cxii with |xi| ≤ C ×
{
Fj(r) if mj−1 + 1 ≤ i ≤ R
w
j
1 if Rwj + 1 ≤ i ≤ mj .
• There exist an integer p = p(G,S,F), a constant C = C(G,S,F) and a
sequence (i1, . . . , ip) ∈ {1, . . . , k}
p such that if g can be expressed as a word
ω over C(S) with degc(ω) ≤ Fc(r) for some r ≥ 1 and all c ∈ C(S) then g
can be expressed in the form
g =
p∏
j=1
s
xj
ij
with |xj | ≤ CFij (r).
This important theorem will be proved in the last section of this article. See
also Theorem 6.22 for an additional improvement of the the last statement of
Theorem 2.10. Note that in the decomposition g =
∏p
j=1 s
xj
ij
, the sequence (ij)
p
1
is independent of the group element g.
The proof of the following simple corollary is omitted.
18
Corollary 2.11. Referring to Definition 2.8, the quasi-norms ‖·‖com and ‖·‖gen
defined on G satisfy
‖ · ‖gen ≃ ‖ · ‖com over G.
Further, referring to the t-tuple Σ = (c1, . . . , ct) of Theorem 2.10, we have
F−1Σ (‖ · ‖Σ,F) ≃ F
−1
S (‖ · ‖com) over G.
Remark 2.12. In the case when the generators si are given equal weight-functions,
i.e., Fi = Fj , 1 ≤ i ≤ j ≤ k, the quasi-norms ‖ · ‖S,F, ‖ · ‖Σ,F and ‖ · ‖C(S),F are
all comparable to the usual word-norm | · |S .
2.2 Norm equivalences
In this section, we briefly discuss how changing weight functions affect the quasi-
norms ‖ · ‖com and ‖ · ‖gen introduced in Definition 2.8.
Definition 2.13. Let G be a countable nilpotent group equipped with a gener-
ating k-tuple S = (s1, . . . , sk) and a (possibly multidimensional) weight system
w as above. For each g ∈ G, let
jw(g) = max{j : ∃u ∈ N, g
u ∈ Gwj }.
Let core(w, S) be the sub-sequence of S obtained by keeping only those si such
that w(si) = wjw(s).
By construction, we always have w(s) ≤ w¯jw(s). Those generators s ∈ S
with w(s) < w¯j(s) are, in some sense, inefficient. The following proposition
makes this precise and motivates this definition.
Proposition 2.14. Any formal commutator c ∈ C(S) whose image in G is free
in Gwj /G
w
j+1 must only use letters in core(w, S). In particular, referring to the
sequence of commutators c1, . . . , ct in Theorem 2.10, any formal commutator ci
with i ∈ mj−1 + 1, . . . ,mj−1 +R
w
j must only use letters in core(w, S).
Proof. Assume that the image of c is in the torsion free part of Gwj /G
w
j+1 and
involves s /∈ core(S), say c = [c′, [s, c′′]]. Then ∃u ∈ N, su ∈ Gwj(s) with
wj(s) > w(s) (where we write j(s) = jw(s)). From the linearity of brackets, we
have
cu ≡ [c′, [su, c′′]] mod Gwj+1
while [c′, [su, c′′]] ∈ Gwj+1 since s
u ∈ Gwj(s) with wj(s) > w(s). Therefore
cu ≡ 0 mod Gwj+1.
This contradicts the assumption that c is free in Gwj /G
w
j+1. The proposition
follows.
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Definition 2.15. Let G be a countable nilpotent group equipped with a gener-
ating k-tuple S = (s1, . . . , sk) and a (possibly multidimensional) weight system
w as above. Let Σ = (c1, . . . , ct) be a sequence of formal commutators as in
Theorem 2.10. Let core(w, S,Σ) be the sub-sequence of S of those letters sδ
that appear in the build-sequence of one or more of the formal commutators
ci ∈ Σ with i ∈ ∪
q+1
j=1{mj−1 + 1, . . . ,mj−1 +R
w
j }.
Remark 2.16. Proposition 2.14 shows that, for any sequence Σ of formal com-
mutators as in Theorem 2.10, we have
core(w, S,Σ) ⊂ core(w, S).
In what follows, given two tuples S = {s1, . . . , sk), Θ = (θ1, . . . , θκ) of ele-
ments of G (possibly of different length k, κ), we write S ⊂ Θ if there is a one to
one map J : {1, . . . , k} → {1, . . . , κ} such that sJ(i) = θi in G. This applies, for
instance, to the “inclusion” core(w, S,Σ) ⊂ core(w, S) in the previous remark.
Abusing notation, we will sometimes use the same letter s to denote an element
of S and the associated element in Θ.
Proposition 2.17. Referring to the setting and notation of Theorem 2.10, for
each g ∈ G either G is a torsion element and ‖gn‖com ≃ 1 for all n or
∀n, ‖gn‖com ≃ FS ◦ F
−1
j (n) where j = jw(g). (2.3)
Proof. The upper bound is very easy. Let κ be such that gκ ∈ Gwj , j = jw(g).
Since gκ is in Gwj it can be written as word ω using formal commutators of
weight at least w¯j . Hence, g
κn can be written as a word ωn, namely, ω repeated
n times. Obviously, if w(c) ≥ w¯j , degc(ωn) ≤ degc(ω)n. By definition, this
implies ‖gκn‖com ≤ CFS ◦ F
−1
j (n). The estimate ‖g
n‖com ≤ C
′FS ◦ F
−1
j (n)
easily follows.
The lower bound is more involved. Using Theorem 2.10, it suffices to show
that any writing of gκn as a product
gκn =
t∏
1
cxii with |xi| ≤ C for i ∈ ∪h{mh−1 +R
w
h + 1, . . . ,mh} (2.4)
must have maxi∈{mj−1+1,...,mj−1+Rwj }{|xi|} ≥ cn. First, we claim that there
exists a constant T (independent of g but depending on the structure of G,
S, the weight system w and the constant C appearing in the above displayed
equation) such that for any n and any writing of gκn as above we have
|xi| ≤ T for all i ≤ mh−1, h ≤ j. (2.5)
The proof is by induction on h ≤ j. There is nothing to prove for h = 1. Assume
that h + 1 ≤ j and that we have proved that |xi| ≤ T for all i ≤ mh−1. Since
gκ, gκn ∈ Gwh , the product σ =
∏mh−1
1 c
xi
i is in G
w
h . Since |xi| ≤ T , i ≤ mh−1,
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σ =
∏
i>mh−1
czii with |zi| ≤ T
′ where T ′ depends only on G,S,w, T but not on
g, n. Computing in Gwh modulo G
w
h+1, we have
gκn =
mh∏
mh−1+1
cxi+zii = e mod G
w
h+1.
The last equality holds because gκn ∈ Gwh and h+ 1 ≤ j. Since
{cmh−1+1, . . . , cmh−1+Rwh }
is free in Gwh /G
w
h+1 and supi |zi| ≤ T
′, sup{|xi| : mh−1+R
w
h +1 ≤ i ≤ mh} ≤ C,
there is a constant T ′′ depending only on G,S,w, C and T ′ such that |xi| ≤ T
′′
for i ∈ {mh−1 + 1, . . . ,mh−1 +R
w
h }. This proves (2.5).
On the one hand, since j is the largest integer such that gu ∈ Gwj for some
u, it follows that for any n we can write
gκn =
mj∏
i=mj−1+1
cyii mod G
w
j+1 with
mj−1+R
w
j∑
i=mj−1+1
|yi| ≥ cn
and
max{|yi| : mj−1 +R
w
j + 1 ≤ i ≤ mj} ≤ C
′.
On the other hand, since any writing of gκn as in (2.4) satisfies (2.5), the same
reasoning as in the induction step for (2.5) gives
gκn =
mj∏
mj−1+1
cyi−xi−zii = e mod G
w
j+1
with |zi| ≤ T . Since {ci : mj−1 + 1 ≤ i ≤ mj−1 +R
w
j } is free, the facts that
mj−1+R
w
j∑
i=mj−1+1
|yi| ≥ cn, max{|yi| : mj−1 +R
w
j + 1 ≤ i ≤ mj} ≤ C
′
and |zi| ≤ T together imply that
mj−1+R
w
j∑
i=mj−1+1
|xi| ≥ c
′n.
Hence, ‖gκn‖com ≃ FS ◦ F
−1
j (n).
Theorem 2.18. Let G be a countable nilpotent group equipped with two gener-
ating tuples S, S′ and associated multidimensional weight systems w,w′ as well
as weight function systems F,F′ satisfying (2.1)-(2.2). By definition, FS and
F ′S′ are the weight functions associated with the smallest weights in w and w
′,
respectively. Let Σ = (c1, . . . , ct) be a sequence of formal commutators as in
Theorem 2.10 applied to (S,w,F).
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1. Assume that S′ ⊃ core(w, S,Σ) and F ′s ≥ Fs for all s ∈ core (w, S,Σ).
Then
∀ g ∈ G, (F ′S′ )
−1(‖g‖S′,F′) ≤ CF
−1
S (‖g‖S,F)
2. Assume that, for all s ∈ S′, F ′s ≤ Fjw(s). Then
∀ g ∈ G, (F ′S′)
−1(‖g‖S′,F′) ≥ cF
−1
S (‖g‖S,F)
Proof. To prove the first statement, referring to the notation used in Theorem
2.10, Set
I1 = ∪j{mj−1 + 1, . . . ,mj−1 +R
w
j }, I2 = {1, . . . , t} \ I1
and recall that any any g ∈ G can be written as
g =
t∏
1
cxii , |xi| ≤ C
{
Fci(F
−1
S (‖g‖com)) if i ∈ I1
1 if i ∈ I2.
By hypothesis, F ′ci ≥ Fci for i ∈ I1. Further, each ci, i ∈ I2, is a product
of elements in S′. Hence, we obtain an expression for g as a word ω on for-
mal commutators on S′ with degc(ω) ≤ CF
′
c(F
−1
S (‖g‖com)). This proves that
(F ′S′)
−1(‖g‖S′,F′) ≤ CF
−1
S (‖g‖S,F) as desired.
To prove the second statement, apply Theorem 2.10(iii) to (S′,w′,F′) to
write any g ∈ G as a product
g =
p∏
1
(s′ij )
xj with |xj | ≤ F
′
s′ij
◦ (F ′S′)
−1(‖g‖S′,F′)
where s′i,j ∈ S
′ (note that the sequence (ij) and the integer p are fixed and
independent of g). By Proposition 2.17 and the hypothesis Fjw(s) ≥ F
′
s for all
s ∈ S′, we obtain that F−1S (‖g‖S,F) ≤ C(F
′
S′ )
−1(‖g‖S′,F′) as desired.
Corollary 2.19. Let G be a countable nilpotent group equipped with two gen-
erating tuple S, S′ and associated multidimensional weight systems w,w′ with
function systems F,F′ satisfying (2.1)-(2.2). Let Σ = (c1, . . . , ct) be a sequence
of formal commutators as in Theorem 2.10 applied to (S,w,F). Assume that
there exists C ∈ (0,∞) such that the following two conditions are satisfied:
(i) core(w, S,Σ) ⊂ S′ and, ∀ s ∈ core(w, S,Σ), CF ′s ≥ Fs.
(ii) ∀ s ∈ S′, F ′s ≤ CFjw(s).
Then
∀ g ∈ G, (F ′S′)
−1(‖g‖S′,F′) ≃ F
−1
S (‖g‖S,F).
In particular,
∀ r > 0, #Q(S′,F′, r) ≃ #Q(S,F, r).
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Example 2.5 (Continuation of Example 2.4). Consider the discrete Heisenberg
group as in Example 2.4 equipped with the generating 3-tuple S = (s1 = X, s2 =
Y, s3 = Z) and S
′ = (s′i = X, s
′
2 = Y ). Set F1(r) = F
′
1(r) = r
3/2, F2(r) =
F ′2(r) = r
2 log(e + r), F3(r) = r
γ , γ > 3/2, and let F,F′ be the associated
weight-function systems. The natural 2 dimensional weight systems w,w′ are
generated by w1 = w
′
1 = (3/2, 0), w2 = w
′
2 = (2, 1), w3 = (γ, 0). The first
observation is that core(w, S) = (s1, s2, s3) is γ > 7/2 and core(w, S) = (s1, s2)
if 3/2 < γ ≤ 7/2. It follows that, ∀ g ∈ G, ‖g‖S′,F′ ≃ ‖g‖S,F if γ ∈ (3/2, 7/2]
whereas these norms are not equivalent if γ > 7/2.
3 Volume estimates
This section gathers some of the main results we will need regrading volume
estimates for the balls Q(S,F, r) introduced in Definition 2.8. It also addresses
the question of how changes in the weight-function system affect these volume
estimates.
We start with a general and very flexible result which admits a rather simple
proof. In this theorem, the weight-function system F is not necessarily tightly
related to the weight system w. The proof of this theorem will be given in the
last section of this paper.
Theorem 3.1. Let w be a multidimensional weight system as in Section 2.1.
Assume that we are given weight functions Fi, 1 ≤ i ≤ k satisfying (2.1). Let
Σ = (c1, . . . , cs) be a s-tuple of formal commutators on {s
±1
i : 1 ≤ i ≤ k}.
Assume that, for any h, the family {ci : w(ci) = w¯h} projects to a free family
in the abelian group Gwh /G
w
h+1. Then there exist an integer M = MΣ and a
sequence (i1, . . . , iM ) ∈ {1, . . . , k}
M , depending on Σ such that for any r > 0
there exists a subset KΣ(r) ⊂ G satisfying the following two properties:
1. #KΣ(r) ≥
s∏
i=1
(2Fci(r) + 1)
2. g ∈ KΣ(r) =⇒ g =
∏M
j=1 s
xj
ij
, |xj | ≤ Fij (r).
Further, every sij , 1 ≤ j ≤ M , belongs to the build-sequence of at least one
ch ∈ Σ.
Theorem 3.1 is very useful for comparing the volume growth associated with
different “weight-function systems”. See the proof of Theorem 3.4 below.
Next we state and prove sharp volume estimates related to Theorem 2.10.
Theorem 3.2. Referring the setting and notation of Theorem 2.10, we have
#Q(C(S),F, r) ≃ #Q(Σ,F, r) ≃ #Q(S,F, r) ≃
j∗∏
j=1
Fj(r)
Rwj .
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Remark 3.3. Assume that the weight system w is unidimensional, generated by
(wi)
k
1 ∈ (0,∞)
k, and the weight-functions Fi are power functions Fi(r) = r
wi ,
i = 1, . . . , k. Then
Q(S,F, r) ≃ rD(S,w)
with D(S,w) as in Definition 1.7.
Proof. The equivalences #Q(C(S),F, r) ≃ #Q(Σ,F, r) ≃ #Q(S,F, r) and the
upper bound #Q(Σ,F, r) ≤ C
∏j∗
j=1 Fj(r)
Rwj follows immediately from Theorem
2.10 and inspection.
The lower bound #Q(Σ,F, r) ≥ c
∏j∗
j=1 Fj(r)
Rwj requires an additional ar-
gument. Note that Q(Σ,F, r) contains the image in G of
j∗∏
j=1
mj−1+Rj∏
i=mj−1+1
cxii , |xi| ≤ Fci(r).
Further, it is not hard to check that
∏
j
mj−1+Rj∏
i=mj−1+1
cxii =
∏
j
mj−1+Rj∏
i=mj−1+1
cyii
implies
xi = yi, i ∈
j∗⋃
j=1
{mj−1 + 1, . . . ,mj−1 +Rj}.
The desired lower bound follows.
Theorem 3.4. Let G be a countable nilpotent group equipped with two generat-
ing tuples S, S′ and associated multidimensional weight systems w,w′ as well as
weight function systems F,F′ satisfying (2.1)-(2.2). Let Σ = (c1, . . . , ct) be a se-
quence of formal commutators as in Theorem 2.10 applied to (S,w,F). Assume
that S′ ⊃ core(w, S,Σ) and that
F ′s ≥ Fs for all s ∈ core(w, S,Σ).
Then
#Q(S′,F′, r) ≃
j∗(w
′)∏
j=1
F′j(r)
Rw
′
j ≥ #Q(S,F, r) ≃
j∗(w)∏
j=1
Fj(r)
Rwj .
Assume further that there exists σ ∈ S′ such that F ′σ ≥ Fjw(σ). Then
#Q(S′,F′, r) ≥ c
(
F ′σ(r)
Fjw(σ)(r)
)
#Q(S,F, r).
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Proof. Since core(w, S,Σ) ⊂ S′ it follows that, for any ci ∈ Σ, F
′
ci is well
defined as the product of F ′s with s ∈ core(w, S,Σ) ⊂ S
′. Use the collection of
commutators ci, i ∈ {mj−1+1, . . . ,mj−1 +R
w
j }, j = 1, . . . , j∗ in Theorem 2.10
with the weight system w and weight-function system F′. For each r, Theorem
3.1 provides a set K(r) ∈ G such that
#K(r) ≥
j∗(w)∏
j=1
mj−1+R
w
i∏
i=mj−1+1
F ′ci(r) (3.6)
and, by Theorem 2.10 , Theorem 3.1 and the definition of core(w, S,Σ),
K(r) ⊂ {g ∈ G : ‖g‖S′,F′ ≤ F
′
S′(r)}.
By Theorem 3.2, it follows that
∀ r, #K(r) ≤ #Q(S′,F′, r).
By hypothesis, F ′s ≥ Fs if s ∈ core(w, S,Σ). Hence F
′
ci ≥ Fci (i.e., w
′(ci) ≥
w(ci)). By (3.6) and Theorem 3.2, this implies #K(r) ≥ c
∏j∗(w)
j=1 F
Rwj
j . This
proves the first statement.
Suppose now that there exists σ ∈ S′ such that w′(s) > w¯jw(σ). Set j0 =
jw(σ). In the sequence of commutators c1, . . . , ct used above, consider the the
free family
{ci : i ∈ {mj0−1 + 1, . . . ,mj0−1 +R
w
j0}} in G
w
j0/G
w
j0+1.
By hypothesis, there exists an integer u such that σu ∈ Gwj0 is free in G
w
j0
/Gwj0+1.
Since a maximal free subset of {σu} ∪ {ci : i ∈ {mj0−1 + 1, . . . ,mj0−1 + R
w
j0}}
in Gwj0/G
w
j0+1
containing σu must contain Rwj0 elements, we can replace one of
the ci, say ci∗ by σ
u so that the Rwj0 -tuple so obtained is free in G
w
j0/G
w
j0+1. Let
bi = ci if i 6= i∗, bi∗ = σ
u, F˜ i = F ′ci if i 6= i∗, F˜
i∗(r) = F ′σ(r/|u|), and apply
Theorem 6.4. The desired result follows.
4 Random walk upper bounds
This section is devoted to obtaining upper bounds on the return probability of
a large collection of random walks including those driven by the measures µS,a.
Generalizing one of the approaches developed in [24] for simple random walks,
we will make use of appropriate volume growth estimates and of the notion of
pseudo-Poincare´ inequality.
4.1 Pseudo-Poincare´ inequality
Let G be a group generated by a finite symmetric set A. Then it holds that for
any finitely supported function f on G,
‖fg − f‖
2
2 ≤ CA|g|
2
AEA(f, f) (4.1)
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where
EA(f, f) =
1
2|A|
∑
x∈G,y∈A
|f(xy)− f(x)|2.
This expression is the Dirichlet form associated with the simple random walk
based on A. Inequality (4.1) captures a fundamental universal property of
Cayley graphs. In [24], it is proved that this simple property implies interesting
upper-bounds on u
(2n)
A (e) in terms of the volume growth function VA.
The main result of this section is a pseudo-Poincare´ inequality adapted to
probability measure of the form
µ(g) = k−1
k∑
j=1
∑
n∈Z
µi(n)1sn
i
(g). (4.2)
where (s1, . . . , sk) is a generating k-tuple in G and the µi’s are probability
measures on Z with truncated second moment
Gi(n) :=
∑
|m|≤n
m2µi(n) (4.3)
satisfying
Gi(n) ≥ cn
2−α˜iLi(n), α˜i ∈ (0, 2], (4.4)
for some slowly positive varying functions Li, 1 ≤ i ≤ k. Under these circum-
stances, we let Fi denote the inverse function of n 7→ n
α˜i/Li(n). The function
Fi is a regularly varying function of positive index 1/α˜i ∈ [2,∞). In addition,
we assume that the µi’s are essentially decreasing in the sense that there is a
constant C1 such that
∀ i = 1, . . . , k, 0 ≤ m ≤ n, µi(n) ≤ C1µi(m). (4.5)
Example 4.1. The measure µS,a with a = (αi)
k
1 ∈ (0,∞)
k satisfies
Gi(n) ≃

n2−αi if αi ∈ (0, 2),
logn if αi = 2,
1 if αi > 2.
Hence, in this case, we have α˜i = min{αi, 2} and Li = 1 except if αi = 2 in
which case Li(n) = logn.
We will make use of the following general result (which is essentially well-
known). We let Cc(G) be the set of all finitely supported function on G and set
fg(x) = f(xg).
Theorem 4.1. Let G be a finitely generated group. Let µ be a symmetric
probability measure on G. Assume that for each r ≥ 1 there is a subset K(r) of
G such that
∀ g ∈ K(r), ‖fg − f‖
2
2 ≤ C0 rEµ(f, f). (4.6)
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and
∀ r ≥ 1, #K(r) ≥ v(r) (4.7)
where v is increasing and regularly varying of positive index. Let ψ be the right-
continuous inverse of v. Then there is a function Ψ ≃ ψ such that the Nash
inequality
∀ f ∈ ℓ1(G), ‖f‖22 ≤ Ψ(‖f‖
2
1/‖f‖
2
2)Eµ(f, f) (4.8)
is satisfied. Moreover
µ(2n)(e) ≤ C1η(n) (4.9)
where η is defined implicitly by
τ =
∫ 1/η(τ)
1
Θ(s)
ds
s
, τ > 0.
Proof. Assuming (4.6) and #K(r) ≥ v(r), the Nash inequality (4.8) easily fol-
lows from writing
‖f‖2 ≤ ‖f − fK(r)‖2 + ‖fK(r)‖2 ≤ C0rE(f, f) + v(r)
−1/2‖f‖1
and optimizing in r. Here fK(r)(x) is the average of f over xK(r) so that, obvi-
ously, ‖fK(r)‖2 ≤ (#K(r))
−1/2‖f‖1 and (4.11) gives ‖f−fK(r)‖2 ≤ C0rEµ(f, f)
with C0 = CMk. The return probability estimate (4.9) is a well-known conse-
quence of (4.8). See [6, 14].
Remark 4.2. In this theorem, the parametrization of the set K(r) is chosen so
that r appears on the right-hand side of (4.6) instead of r2.
Theorem 4.3. Let G be a finitely generated nilpotent group equipped with a
generating k-tuple (s1, . . . , sk). Let µ be as in (4.2) with (α˜i)
k
1 , Li and Fi be as
in (4.4). Assume that (4.5) holds. Assume that there exists an integer M and
a sequence (ij)
M
1 ∈ {1, . . . , k}
M such that for each r ≥ 1 there is a subset K(r)
of G with the property that
g ∈ K(r) =⇒ g =
M∏
1
s
xj
ij
with |xj | ≤ Fij (r). (4.10)
Then there exists a constant C = C(µ) such that
∀ g ∈ K(r), ‖fg − f‖2 ≤ CM
2 rEµ(f, f). (4.11)
Proof. Because we assume (4.10), the proof boils down to a collection of one
dimensional inequalities, one for each of the measures µi on Z that appear in the
definition (4.2) of µ. Indeed, Lemma 4.4 stated below shows that there exists
a constant C such that, for each i ∈ {1, . . . , k} and y ∈ Z with |y| ≤ Fi(r) we
have
‖fsy
i
− f‖22 ≤ C r Eµ(f, f) (4.12)
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for any finitely supported function f on G. Together, (4.10) and (4.12) imply
(4.11). Since there exists a constant C such that, for all i ∈ {1, . . . , k},
|y| ≤ Fi(r) implies Gi(|y|)
−1|y|2 ≤ Cr,
the claim (4.12) follows from Lemma 4.4.
Lemma 4.4. Let ν be a symmetric probability measure on Z satisfying
∃C1, ∀ 0 ≤ m ≤ n, ν(n) ≤ C1ν(m).
Let G be a finitely generated group equipped with a distinguished element s. Set
Es,ν(f, f) =
1
2
∑
x∈G,z∈Z
|f(xsz)− f(x)|2ν(z) and Gν(m) =
∑
|n|≤m
|n|2ν(n).
(i) For any finitely supported function f on G we have
∀ y ∈ Z, ‖fsy − f‖
2
2 ≤ Cν (Gν(|y|))
−1
|y|2Es,ν(f, f).
(ii) Further, for any two finitely supported functions f, g we have
∀x ∈ G, y ∈ Z, |f ∗ g(xsy)− f ∗ g(x)|
2
≤ Cν(Gν(|y|))
−1 |y|
2
Es,ν(f, f) ‖g‖
2
2 .
Proof of (i). For any pair of integers 0 < m ≤ n, write n = amm + bm with
0 ≤ bm < m and
‖f − fsn‖
2
2 =
∑
x∈G
(f(xsn)− f(x))2
≤ 2
∑
x∈G
(f(xsamm)− f(x))2 + 2
∑
x∈G
(f(xsbm)− f(x))2
≤ 2a2m
∑
x∈G
(f(xsm)− f(x))2 + 2
∑
x∈G
(f(xsbm)− f(x))2.
This yields
‖f − fsn‖
2
2
(
n∑
m=1
m2ν(m)
)
≤ 2
∑
x∈G
n∑
m=1
(f(xsm)− f(x))2a2mm
2ν(m)
+2
∑
x∈G
n∑
m=1
(f(xsbm)− f(x))2m2ν(m).
Next, observe that∑
x∈G
n∑
m=1
(f(xsm)− f(x))2(amm)
2ν(m)
≤ n2
∑
x∈G
n∑
m=1
(f(xsm)− f(x))2ν(m) ≤ n2Es,ν(f, f).
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Further, using the hypothesis that ν is essentially decreasing, i.e., ν(m) ≤ C1ν(b)
is 0 ≤ b ≤ m, write∑
x∈G
n∑
m=1
(f(xsbm)− f(x))2m2ν(m)
=
∑
x∈G
n/2∑
b=1
∑
m|n−b
b<m≤n
(f(xsb)− f(x))2m2ν(m)
≤ C1
∑
x∈G
n/2∑
b=1
 ∑
m|n−b
b<m≤n
m2
 (f(xsb)− f(x))2ν(b).
As ∑
m|n−b
b<m≤n
m2 ≤ (
∞∑
1
i−2)n2,
we obtain ∑
x∈G
n∑
m=1
(f(xsbm)− f(x))2m2ν(m) ≤ C2n
2Es,ν(f, f).
It follows that, for both n > 0 and n < 0,
‖f − fsn‖
2
2
 ∑
0<m≤|n|
m2ν(m)
 ≤ 2(1 + C2)n2Es,ν(f, f).
Proof of (ii). By Cauchy-Schwarz
|f ∗ g(xsy)− f ∗ g(x)| =
∣∣∣∣∣∑
z∈G
(f(z−1xsy)− f(z−1x))g(z)
∣∣∣∣∣
≤
(∑
z∈G
(f(z−1xsy)− f(z−1x))2
) 1
2
(∑
z∈G
|g(z)|2
) 1
2
= ‖f − fsy‖2 ‖g‖2 .
Applying part (i) to ‖f − fsy‖2 yields the desired inequality.
Remark 4.5. When G = Z, Lemma 4.4 provides an interesting and new pseudo-
Poincare´ inequality for probability measure ν satisfying (4.5) (i.e., which are
essentially decreasing) in terms of the truncated second moment Gν . Namely,
assuming (4.5), we have∑
x∈Z
|f(x+ y)− f(x)|2 ≤ Cν
|y|2
Gν(|y|)
Eν(f, f)
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where
Eν(f, f) =
1
2
∑
x,z∈Z
|f(x+ z)− f(x)|2ν(z).
Together with the trivial fact that #{y : |y| ≤ r} = 2r+1, this pseudo-Poincare´
inequality and Theorem 4.1 provide a sharp Nash inequality satisfied by Eν .
4.2 Assorted return probability upper bounds
This section describes direct applications of Theorem 3.1 together with Theo-
rems 4.1-4.3. We use the notation introduced in Sections 1.4 and 2.1.
Theorem 4.6. Let G be a finitely generated nilpotent group equipped with a
generating k-tuple (s1, . . . , sk) and a k-tuple of positive reals a = (α1, . . . , αk).
Let w be the weight system which assigns weight wi = 1/α˜i to si where α˜i =
min{2, αi}. Then
µ
(n)
S,a(e) ≤ CS,an
−D(S,w)
where D(S,w) =
∑
h w¯h rank(G
w
h /G
w
h+1).
Proof. By Theorem 3.1, for each r ≥ 1 we can find a subset K(r) of G such
that #K(r) ≥ rD(S,w) and g ∈ K(r) implies g =
∏M
1 s
xj
ij
with |xi| ≤ r
w(sij ).
The result then follows from Theorems 4.1-4.3
Remark 4.7. If all the αi’s are in (0, 2) or, more generally, if R
w
h > 0 implies
w¯h > 1/2, the upper bound given in Theorem 4.6 is sharp. Indeed, we will
prove a matching lower bound in the next section.
If all the αi’s are greater than 2 the measure µS,a has finite second moment
andD(S,w) = 12
∑
h rank(Gh/Gh+1). In this case the upper bound of Theorem
4.6 is also sharp. It coincides with the bound provided by Corollary 1.12.
We conjecture that this upper bound is sharp when αi 6= 2 for all i ∈
{1, . . . , k} but we have not been able to prove this conjecture when there exists
i, j such that αi < 2 and αj > 2.
The next result shows that Theorem 4.6 is not always sharp when some of
the αi’s are equal to 2.
Theorem 4.8. Let G be a finitely generated nilpotent group equipped with a
generating k-tuple (s1, . . . , sk) and a k-tuple of positive reals a = (α1, . . . , αk) ∈
(0,∞]k. Let w = w(a) be the two-dimensional weight system which assigns
weight wi = (vi,1, vi,2) to si where
vi,1 =
1
α˜i
, α˜i = min{2, αi}
and
vi,2 = 0 unless αi = 2 in which case vi,2 = 1/2.
Then
µ
(n)
S,a(e) ≤ CS,an
−D1(S,w)[log(e+ n)]−D2(S,w)
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where
Di(S,w) =
∑
h
v¯h,i rank(G
w
h /G
w
h+1), w¯h = (v¯h,1, v¯h,2).
Proof. The proof is the same as for Theorem 4.6 but uses a refined weight system
and the associated weight function system F(a) where the function Fc associated
to a commutator of weight v(c) = (v1, v2) is Fc(r) = r
v1 [log(e + r)]v2 .
Remark 4.9. Referring to Theorem 4.8, let Σ be a sequence of formal commuta-
tors as in Theorem 2.10 applied to S,w,F(a). Assume that for any i such that
si ∈ core(w, S,Σ), we have αi = 2. Then D1(S,w) = D2(S,w) = D(G)/2 and
µ
(n)
S,a(e) ≤ CS,a[n logn]
−D(G)/2.
Example 4.2. LetG be the group of 4 by 4 unipotent upper-triangular matrices
G =


1 x1,2 x1,3 x1,4
0 1 x2,3 x2,4
0 0 1 x3,4
0 0 0 1
 : xi,j ∈ Z
 .
With obvious notation, let Xi,j be the matrix in G with a 1 in position i, j and
all other non-diagonal entries equal to 0. Consider the generating 4-tuple
S = (s1 = X1,2, s2 = X2,3, s3 = X3,4, s4 = X1,4).
The non-trivial brackets are
[X1,2, X2,3] = X1,3, [X2,3, X3,4] = X2,4, [X1,2, X2,4] = [X1,3, X3,4] = X1,4.
Let a = (1, 2, 5, 1/3). The 2-dimensional weight system w is generated by
w(s1) = (1, 0), w(s2) = (
1
2 ,
1
2 ), w(s3) = (
1
2 , 0), w(s4) = (3, 0). This implies
w([X1,2, X2,3]) = (
3
2 ,
1
2 ), w([X2,3, X3,4]) = (1,
1
2 ),
w([X1,2, [X2,3, X3,4]]) = (2,
1
2 ), w([[X1,2, X2,3], X3,4]) = (2,
1
2 ).
Ignoring (as we may) the weight values that would obviously lead to trivial
quotients Gwh /G
w
h+1, we have w¯1 = (
1
2 , 0), w¯2 = (
1
2 ,
1
2 ), w¯3 = (1, 0), w¯4 = (1,
1
2 ),
w¯5 = (
3
2 ,
1
2 ), w¯6 = (2,
1
2 ) and w¯7 = (3, 0). Next we compute the groups G
w
i . We
have
Gw7 = G
w
6 =< X1,4 > ⊂ G
w
5 =< X1,4, X1,3 >
⊂ Gw4 =< X1,4, X1,3, X2,4 >
⊂ Gw3 =< X1,4, X1,3, X2,4, X1,2 >
⊂ Gw2 =< X1,4, X1,3, X2,4, X1,2, X2,3 >
⊂ Gw1 =< X1,4, X1,3, X2,4, X1,2, X2,3, X3,4 >= G.
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This gives
D1(S,w) =
1
2
+
1
2
+ 1 + 1 +
3
2
+ 3 =
15
2
and
D2(S,w) = 0 +
1
2
+ 0 +
1
2
+
1
2
+ 0 =
3
2
.
We believe that the associated upper bound µ
(n)
S,a(e) ≤ Cn
−15/2[logn]−3/2 is
sharp but, at this writing, we are not able to obtain a matching lower bound.
As a corollary of Theorem 4.8, we can prove Theorem 1.13. The bracket
length ℓ(g) of an element of G is defined just before Theorem 1.13.
Corollary 4.10. Referring to Theorem 4.8, assume that S and a are such that
there exists i ∈ {1, . . . , k} with the property that
(αi, ℓ(si)) = (2, 1) or αiℓ(si) < 2.
Then
lim
n→∞
nD(G)/2µ
(n)
S,a(e) = 0 (4.13)
where D(G) =
∑
j rank(Gj/Gj+1) where Gj is the lower central series of G.
Proof. Pick i0 among those i ∈ {1, . . . , k} such that (αi, ℓ(si)) = (2, 1) or
αiℓ(si) < 2 so that αi0 is smallest possible. Let w
′ = w(a) be the 2-dimensional
weight system introduced in Theorem 4.8 and let F′ = F(a) be the weight func-
tion system appearing in the proof of Theorem 4.8. Let w be the weight system
that assigns weight (1/2, 0) to every si ∈ S with weight function Fsi = (1+ r)
1
2 .
If αi0 < 2/ℓ(si0) then by Theorem 3.4 shows that D1(S,w
′) > D(S,w) =
D(G)/2. If αi0 = 2 then we must have ℓ(si0) = 1. This time, it follows
that D2(S,w
′) ≥ 1/2 > D2(S,w) = 0. In both case, Theorem 4.8 show that
µ
(n)
S,a(e) = o(n
−D(G)/2) as desired.
The next statement illustrates the use of a weight system w and weight-
functions system F that are not tightly connected to each other (including cases
when the weight functions Fc cannot be order in a useful way).
Theorem 4.11. Let G be a finitely generated nilpotent group equipped with a
generating k-tuple (s1, . . . , sk). Assume that µ is a probability measure on G of
the form (4.2) with
µi(n) = κi(1 + |n|)
−αi−1ℓi(|n|), 1 ≤ i ≤ k,
where each ℓi is a positive slowly varying function satisfying ℓi(t
b) ≃ ℓi(t) for
all b > 0 and αi ∈ (0, 2). Let w be the power weight system associated with
a = (α1, . . . , αk) by setting wi = 1/αi. Let (ci)
t
1 be a t-tuple of formal commu-
tators such that for each h, the family {ci : w(ci) = w¯h} projects to a linearly
independent family in Gwh /G
w
h+1. Let (s
±1
ij
)Nj=1 be the list of all the letters (with
multiplicity) used in the build-words for the commutators ci, 1 ≤ i ≤ t. Then
µ(n)(e) ≤ Cn−D(S,w)L(n)−1
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where
D(S,w) =
∑
h
w¯hrank(G
w
h /G
w
h+1) and L(n) =
N∏
1
ℓij (n)
1/αij .
Note that this theorem does not offer one but many upper bounds. For each
n, one can choose the commutator sequence (ci)
t
1 so as to maximize the size of
the resulting L(n).
Example 4.3. Consider the Heisenberg group
G =

 1 x z0 1 y
0 0 1
 : x, y, z ∈ Z
 ,
with generating 3-tuple S = (X,Y, Z) whereX is the matrix with x = 1, y = z =
0 and Y, Z a defined similarly. Let a = (α1, α2, α3) ∈ (0, 2) and let ℓ1 ≡ 1, ℓ2, ℓ3
be slowly varying functions such that ℓ2 ≤ ℓ3 if and only if n ∈ ∪k[n2k, n2k+1]
for some increasing sequence nk tending to infinity. We also assume that ℓ2, ℓ3
satisfy ℓi(t
b) ≃ ℓi(t) for all b > 0. Applying Theorem 4.11, we obtain:
• If 1α3 <
1
α1
+ 1α3 then we have
µ(n)(e) ≤ Cn
−2( 1
α1
+ 1
α2
)
ℓ2(n)
− 2
α2 .
• If 1α3 >
1
α1
+ 1α3 then we have
µ(n)(e) ≤ Cn
−
∑3
1
1
αi ℓ2(n)
− 1
α2 ℓ3(n)
− 1
α3 .
• Finally, if 1α3 =
1
α1
+ 1α3 , we have
µ(n)(e) ≤ Cn−
2
α3
{
ℓ2(n)
− 2
α2 if n ∈ ∪k[n2k−1, n2k]
ℓ2(n)
− 1
α2 ℓ3(n)
1
α3 if n ∈ ∪k[n2k, n2k+1].
Example 4.4 (continuation of Example 2.4-2.5). Consider again the Heisenberg
group with S = (s1 = X, s2 = Y, s3 = Z). Set F1(r) = r
3/2, F2(r) = r
2 log(e +
r), F3(r) = r
γ with γ > 3/2.Let µ be the probability measure which assigns to
sni , i = 1, 2, 3, n ∈ Z a probability proportional to
1
(1+|n|F−1
i
(|n|))
. Namely,
µ(g) =
1
3
3∑
i=1
∑
n∈Z
µi(n)1sn
i
(g), µi(n) =
c
1 + |n|F−1i (|n|)
.
Referring to the notation (4.3)(4.4), we have
G1(n) ≃ (1 + n)
2−(2/3), α˜1 = 2/3, L1 ≡ 1,
G2(n) ≃ (1 + n)
2−(1/2)[log(e + n)]−1/2, α˜2 = 1/2, L2(n) ≃ [log(e+ n)]
−1/2
G3(n) ≃ (1 + n)
2−1/γ , α˜3 = 1/γ, L3 ≡ 1.
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Apply Theorem 4.11 with αi = α˜i, ℓi = Li. If γ ∈ (3/2, 7/2], use the sequence
of formal commutators (c1 = s1, c2 = s2, c3 = [s1, s2]). If γ > 7/2, use the
sequence of formal commutators (c1 = s1, c2 = s2, c3 = s3) instead. This gives
µ(n)(e) ≤ C
{
(1 + n)−7[log(e+ n)]−2 if γ ∈ (3/2, 7/2]
(1 + n)−(7/2)−γ [log(e + n)]−1 if γ > 7/2.
Below, we will prove a matching lower bound.
5 Norm-radial measures and return probability
lower bounds
The aim of this section is to provide lower bounds for the return probability for
the random walk driven by the measure µS,a on a nilpotent group G, that is,
lower bounds on µ
(n)
S,a(e). These lower bounds are obtained via comparison with
appropriate norm-radial measures.
5.1 Norm-radial measures
A (proper) norm ‖ · ‖ on a countable group G is a function g 7→ ‖g‖ ∈ [0,∞)
such that ‖g‖ = 0 if and only if g = e, #{g‖ ≤ r} is finite for all r > 0,
‖g‖ = ‖g−1‖ and ‖g1g2‖ ≤ ‖g1‖‖g2‖. If the triangle inequality is replaced by
the weaker property that there exists K such that ‖g1g2‖ ≤ K‖g1‖‖g2‖, we say
that ‖ · ‖ is a quasi-norm.
The associated left-invariant distance is obtained by setting d(g1, g2) =
‖g−11 g2‖. A norm is κ-geodesic if for any element g ∈ G there is a sequence
g1, . . . , gN with N ≤ κ‖g‖ such that ‖g
−1
i gi+1‖ ≤ κ.
A simple observation is that any two κ-geodesic proper norms ‖ · ‖1, ‖ · ‖2
are comparable in the sense that there is a constant C ∈ (0,∞) such that
C−1‖g‖1 ≤ ‖g‖2 ≤ C‖g‖1.
The word-length norm associated to any finite symmetric generating set is
a proper 1-geodesic norm. Most of the quasi-norms that we will consider below
are not κ-geodesic. In general, they are not norms but only quasi-norms.
Theorem 5.1. Let G be a countable group. Let ‖ · ‖ be a norm on G such that
∀r ≥ 1, V (r) = #{g : ‖g‖ ≤ r} ≃ rD
for some d > 0. Fix γ ∈ (0, 2) and set
νγ(g) =
Cγ
(1 + ‖g‖)γV (‖g‖)
, C−1γ =
∑
g
1
(1 + ‖g‖)γV (‖g‖)
.
Then we have
∀n ∈ N, ν(n)γ (e) ≃ cn
−D/γ . (5.1)
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Remark 5.2. This is a subtle result in that, as stated, it depends very much on
the fact that ‖ · ‖ is norm versus a quasi-norm. Indeed, the lower bound in (5.1)
is false if γ ≥ 2 and the only thing that prevents us to apply the result to ‖ · ‖θ
with θ > 1 is that, in general, ‖ · ‖θ is only a quasi-norm when θ > 1. However,
by Theorem 1.9, (5.1) holds true for any measure ν such that ν ≃ νγ .
Remark 5.3. Definition 2.8 provides a great variety of examples of norms to
which Theorem 5.1 applies.
Proof. The probability of return ν
(n)
γ (e) behaves in the same way as the prob-
ability of return of the associated the continuous time jump process. For the
continuous time jump process, the result follows from [1].
5.2 Comparisons between µS,a and radial measures
Let G be a countable group. Let ‖ · ‖ be a quasi-norm on G. Set
∀r ≥ 1, V (r) = #{g : ‖g‖ ≤ r}.
Let φ : [0,∞)→ (0,∞) be continuous. Consider the following hypotheses:
∃C, ∀ r ≥ 0, V (2r) ≤ CV (r); (5.2)
∃C, ∀λ ∈ (1/2, 2), t ∈ (0,∞), φ(t) ≤ Cφ(λt); (5.3)
and ∑
g
1
φ(‖g‖)V (‖g‖)
<∞. (5.4)
Lemma 5.4. Assume (5.2)-(5.3)-(5.4). For each n ∈ Z, let gn ∈ G and Λn ⊂ G
be such that:
1. g ∈ Λn =⇒ ‖g
−1gn‖ ≤ C‖gn‖ and ‖g‖ ≤ C‖gn‖
2. V (‖gn‖) ≤ Cn#Λn
3. ∀ g ∈ G, #{n : g ∈ Λn} ≤ C and #{n : g ∈ g
−1
n Λn} ≤ C.
Then there is a constant C1 such that∑
n∈Z
∑
x∈G
|f(xgn)− f(x)|
2
(1 + n)φ(‖gn‖)
≤ C1
∑
x,g∈G
|f(xg)− f(x)|2
φ(‖g‖)V (‖g‖)
.
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Proof. Using 2,1 and 3 successively, write∑
n
∑
x
|f(xgn)− f(x)|
2
(1 + n)φ(‖gn‖)
≤ C
∑
n
∑
x
|f(xgn)− f(x)|
2#Λn
φ(‖gn‖)V (‖gn‖)
≤ 2C
∑
n
∑
g∈Λn
∑
x
(|f(xgn)− f(xg)|
2 + |f(xg)− f(x)|2)
1
φ(‖gn‖)V (‖gn‖)
≤ C′
∑
n
∑
g∈Λn
∑
x
(
|f(xg−1gn)− f(x)|
2
φ(‖g−1gn‖)V (‖g−1gn‖)
+
|f(xg)− f(x)|2
φ(‖g‖)V (‖g‖)
)
≤ C′′
∑
x,g
|f(xg)− f(x)|2
φ(‖g‖)V (‖g‖)
.
Remark 5.5. Note that under the hypotheses of Lemma 5.4, we have∑ 1
(1 + n)φ(‖gn‖)
<∞.
The next lemma will allow us to apply Lemma 5.4 in the context of Theorem
2.10. Assume that G is a nilpotent group generated by the k -tuple (s1, . . . , sk).
In addition, we are given a weight system w and weight functions Fc such that
(2.1)-(2.2) holds. Observe that for any commutators c, c′, we have
∀ r1, r2 ≥ 1, Fc′ ◦ F
−1
c (r1 + r2) ≃ Fc′ ◦ F
−1
c (r1) + Fc′ ◦ F
−1
c (r2). (5.5)
Indeed, it follows from our hypotheses that Fc′ ◦ F
−1
c is an increasing doubling
function.
Lemma 5.6. Referring to the setting of Theorem 2.10, fix h ∈ {1, . . . , q},
i ∈ {mh−1+1, . . .mh−1+Rh} and an integer u. For each n ∈ Z, let zn ∈ G
w
h+1
with ‖zn‖F,com ≤ Fc1 ◦ F
−1
ci (n). Set
gn = π(c
un
i )zn ∈ G
and
Λn =
g = π
 q∏
1
mh−1+Rh∏
mh−1+1
c
xj
j
 : |xj | ≤ Fcj ◦ F−1ci (n), xi = ⌊un2 ⌋.
 .
Then (gn) and (Λn) satisfy the hypotheses 1,2 and 3 of Lemma 5.4.
Proof. By Proposition 2.17 and Theorem 2.10, ‖gn‖F,com ≃ Fc1 ◦ F
−1
ci (n) and
g ∈ Λn implies
‖g‖F,com ≤ CFc1 ◦ F
−1
ci (n),
so, Property 1 in Lemma 5.4 is satisfied. Property 2 also follows from Theorem
2.10 and the proof of Theorem 3.2.
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Suppose that g ∈ Λn ∩ Λm. Then, computing modulo G
w
h+1 and using
the fact that [Gwh , G
w
h ] ⊂ G
w
h+1 we obtain that ⌊un/2⌋ = ⌊um/2⌋. Similarly,
g ∈ g−1n Λn ∩ g
−1
m Λm implies n+ ⌊un/2⌋ = m+ ⌊um/2⌋. In both cases we must
have |n−m| ≤ 1. This shows that Property 3 of Lemma 5.4 is satisfied.
The main result of this section is the following theorem.
Theorem 5.7. Let G be a nilpotent group with generating the k-tuple S =
(s1, . . . , sk). Let Itor = {i ∈ {1, . . . , k} : si is torsion in G}. Fix a weight
system w and a weight-function system F such that (2.1)-(2.2) are satisfied. Let
‖ · ‖ = ‖ · ‖F,com be the associated quasi-norm introduced in Definition 2.8. For
each i ∈ {1, . . . , k} \ Itor, let
hi = jw(si).
Let φ be such that (5.3)-(5.4) are satisfied.
Let µ be a probability measure on G of the form
µ(g) =
1
k
k∑
j=1
∑
n∈Z
µi(n)1sn
i
(g)
where µi is an arbitrary symmetric probability measure on Z if i ∈ Itor and
µi(n) =
Ci
(1 + n)φ(Fc1 ◦ F
−1
hi
(n))
, C−1i =
∑
n
1
(1 + n)φ(Fc1 ◦ F
−1
hi
(n))
,
for i ∈ {1, . . . , k} \ Itor. Then there exists C such that
Eµ(f, f) ≤ CEν(f, f)
where
ν(g) =
Cφ
φ(‖g‖)V (‖g‖)
, C−1φ =
∑
g
1
φ(‖g‖)V (‖g‖)
.
In particular, there are constants c > 0 and N such that
µ(2n)(e) ≥ cν(2Nn)(e).
Proof. Fix i and write s = si. By Definition 2.13, either s is a torsion element
and sκ = e for some κ or jw(s) = h <∞. In the second case we can find κ such
that
sκ = π(
mh−1+ρ∏
mh−1+1
cxii )z, xmh−1+ρ 6= 0, z ∈ G
w
h+1.
If s is torsion, it is very easy to see that Es,µi(f, f) ≤ Cν(f, f). In the course of
this proof, C denotes a generic constant that may change from line to line. If s
is not torsion and
sκ = π(
mh−1+ρ∏
mh−1+1
cxii )z, xmh−1+ρ 6= 0, z ∈ G
w
h+1,
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set F = Fcmh−1+1 (we have F ≃ Fcj , j ∈ {mh−1+ 1,mh}). Then, for any n, we
have
sκn = π(
mh−1+ρ∏
mh−1+1
cxini )zn with ‖zn‖ ≤ CFc1 ◦ F
−1(|n|), zn ∈ G
w
h+1.
Now, write n = κun + vn with |vn| < κ and∑
g
|f(gsn)− f(g)|2 ≤ 2(
∑
g
|f(gsκun)− f(g)|2 +
∑
g
|f(gsvn)− f(g)|2).
By Lemma 5.6 and Remark 5.5, the hypotheses of Theorem 5.7 imply that∑
((1 + n)φ(‖sn‖))−1 <∞. Hence, it is is easy to check that∑
g
∑
n
|f(gsvn)− f(g)|2
(1 + n)φ(‖sn‖)
≤ CEν(f, f). (5.6)
Consequently, it suffices to show that∑
g
∑
n
|f(gsκun)− f(g)|2
(1 + n)φ(‖sn‖)
≤ CEν(f, f).
We have ‖sn‖ ≃ ‖sκun‖ ≃ Fc1 ◦ F
−1(κun). Hence∑
g
∑
n
|f(gsκun)− f(g)|2
(1 + n)φ(‖sn‖)
≤ C
∑
g
∑
ℓ
|f(gsκℓ)− f(g)|2
ℓφ(Fc1 ◦ F
−1(ℓ))
. (5.7)
Next, set i1 = mh−1 + 1, i2 = mh−1 + ρ and write∑
g
∑
ℓ
|f(gsκℓ)− f(g)|2
≤ ρ
(∑
g
∑
ℓ
i2−1∑
i=i1
|f(gπ(cxiℓi ))− f(g)|
2 +
∑
g
∑
ℓ
|f(gπ(c
xi2 ℓ
i2
)zℓ)− f(g)|
2
)
.
By Lemmas 5.4-5.6, for each i = i1, . . . , i2 − 1, we have∑
g
∑
ℓ
|f(gπ(cxiℓi )) − f(g)|
2
(1 + ℓ)φ(‖π(cxiℓi )‖)
≤ CEν(f, f)
and, since zℓ ∈ G
w
h+1 and ‖zℓ‖ ≤ CFc1 ◦ F
−1(ℓ),
∑
g
∑
ℓ
|f(gπ(c
xi2ℓ
i2
)zℓ)− f(g)|
2
(1 + ℓ)φ(‖π(c
xi2 ℓ
i2 )zℓ‖)
≤ CEν(f, f).
Further, for each i = i1, . . . , i2 with xi 6= 0, we have
‖π(cxiℓi )‖ ≃ Fc1 ◦ F
−1(ℓ)
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as well as ‖π(c
xi2 ℓ
i )zℓ‖ ≃ Fc1 ◦F
−1(ℓ). Hence (5.7) and the above estimates give∑
g
∑
n
|f(gsκun)− f(g)|2
(1 + n)φ(‖sn‖)
≤ CEν(f, f).
Together with (5.6), this gives∑
g∈G
∑
n∈Z
|f(gsn)− f(g)|2
(1 + n)φ(‖sn‖)
≤ CEν(f, f).
Since this holds true for each s = si, i = 1, . . . , k, the desired result follows.
5.3 Assorted corollaries: return probability lower bounds
In this section we use the comparison with norm-radial measures to obtain
explicit lower estimates on µ
(n)
S,a(e). The simplest and most important result of
this type is as follows.
Theorem 5.8. Let G be a finitely generated nilpotent group equipped with a
generating k-tuple (s1, . . . , sk) and a k-tuple of positive reals a = (α1, . . . , αk) ∈
(0, 2)k. Let w be the weight system which assigns weight wi = 1/αi to si. Then
µ
(n)
S,a(e) ≥ cS,an
−D(S,w)
where D(S,w) =
∑
h w¯h rank(G
w
h /G
w
h+1).
Remark 5.9. This lower bound matches precisely the upper bound given by
Theorem 4.6. Thus, as stated in Theorems 1.2-1.8, for any a ∈ (0, 2)k,
µ
(n)
S,a(e) ≃ n
−D(S,w).
Note however that, in Theorems 1.2-1.8, the constraints on the αi’s is weaker.
This more general case will be treated below.
Proof. Fix a sequence Σ = (ci)
t
1 of commutators as in Theorem 2.10 and let ‖ ·‖
be the associated norm ‖ · ‖ = ‖ · ‖Σ introduced in Definition 2.8. Note that, by
Remark 2.9, ‖ · ‖ is indeed not only a quasi-norm but a norm. By hypothesis,
1/w(c1) < 2. Hence Theorem 5.1, together with Theorem 3.2, shows that the
norm-radial measure
ν(g) =
C
(1 + ‖g‖)1/w(c1)V (‖g‖)
satisfies
ν(n)(e) ≥ cn−w(c1)D(S,w)/w(c1) = cn−D(S,w). (5.8)
Theorem 5.7 produces a symmetric measure µ such that Eµ ≤ CEν . This mea-
sure µ is given by
µ(g) =
1
k
k∑
j=1
∑
n∈Z
µi(n)1sn
i
(g)
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where µi is an arbitrary symmetric probability measure on Z if i ∈ Itor and
µi(n) =
Ci
(1 + n)(1 + Fc1 ◦ F
−1
hi
(n))1/w(c1)
with
C−1i =
∑
n
1
(1 + n)(1 + Fc1 ◦ F
−1
hi
(n))1/w(c1)
for i ∈ {1, . . . , k} \ Itor. In the latter case, we have Fhi(t) = t
w¯hi with w¯hi ≥
w(si) = 1/αi and Fc1(t) = t
w(c1). Hence
µi(n) ≃
Ci
(1 + n)1+1/w¯hi
≥
C′i
(1 + n)1+αi
.
It follows that if we pick µi to be given by µi(n) = ci(1 + n)
−(1+αi) for i ∈ Itor,
and µi = ci(1 + n)
1+1/w¯hi if i ∈ I \ Itor, we obtain a measure µ such that
EµS,a ≤ CEµ ≤ C
′Eν .
By Theorem 1.9, this implies that there are c,N ∈ (0,∞) such that
µ
(2n)
S,a (e) ≥ cν
(2nN)(e).
Thus the lower bound stated in Theorem 5.8 follows from (5.8).
The following theorem extends the range of applicability of the previous
result. In particular, the statement is different but equivalent to the statement
recorded in Theorem 1.8. See also Theorem 5.13 below.
Theorem 5.10. Let G be a finitely generated nilpotent group equipped with a
generating k-tuple (s1, . . . , sk) and a k-tuple of positive reals a = (α1, . . . , αk) ∈
(0,∞]k. Set α˜i = min{αi, 2}. Let w be the weight system which assigns weight
1/α˜i to si ∈ S. Let Σ be a sequence of formal commutators as in Theorem 2.10.
Assume that w(s) > 1/2 for all s ∈ core(w, S,Σ). Then
µ
(n)
S,a(e) ≃ n
−D(S,w).
Proof. The upper bound follows from Theorem 4.6. The lower bound is more
subtle. Consider any s ∈ S such that w(s) = 1/2 (i.e., s = si with αi ≥ 2).
Observe that 1/2 is the lowest possible value for weights in w and that the
hypothesis that w > 1/2 on core(w, S,Σ) implies that Gw1 /G
w
2 is a torsion
group. In particular, this implies that w¯jw(s) > 1/2 = w(s). By Corollary 2.19,
the weight system w′ generated by
w′(s) =
{
w(s) if w(s) 6= 1/2
w¯2 if w(s) = 1/2
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is such that w(s) ≤ w′(s) ≤ w¯jw(s) for all s ∈ S and w
′(s) > 1/2 for all s ∈ S.
Now, Theorem 5.7 gives the comparison EµS,a ≤ CEν with
ν(g) ≃
1
(1 + ‖g‖Σ,w)1/wΣVΣ,w(‖g‖Σ,w)
.
However, since the minimum weight value wΣ may be equal to 1/2, we cannot
apply Theorem 5.1 directly. We proceed as follows. By the definition of w′ and
Corollary 2.19, we have
∀ g ∈ G, ‖g‖
1/wΣ
Σ,w ≃ ‖g‖
1/w′S
S,w′ .
Note that this implies that
VΣ,w(‖g‖Σ,w) = #{g
′ ∈ G : ‖g′‖Σ,w ≤ ‖g‖Σ,w} ≃ VS,w′(‖g‖S,w′).
Hence we have
Eν ≃ Eν′
where
ν′(g) ≃
1
(1 + ‖g‖S,w′)1/w
′
SVS,w′(‖g‖S,w′)
.
Now, since by construction w′S > 1/2, we can apply Theorem 5.1 which gives
(ν′)(n)(e) ≃ n−D(S,w
′) = n−D(S,w). Also, we have EµS,a ≤ CEν ≃ Eν′ . Hence
µ
(n)
S,a(e) ≥ cn
−D(S,w).
This ends the proof of Theorem 5.10.
Our next results provides a comparison between the behaviors of two mea-
sures µS,a and µS′,a′ . Compare to Corollary 1.12 and Theorem 1.13 which treats
comparison with µS′,a′ when a
′ = (α′i)
k′
1 ∈ (2,∞]
k′ , a case that is excluded in
Theorem 5.11.
Theorem 5.11. Let G be a finitely generated nilpotent group equipped with a
generating k-tuple (s1, . . . , sk) and a k-tuple of positive reals a = (α1, . . . , αk) ∈
(0,∞]k. Set α˜i = min{αi, 2}. Let w be the weight system which assigns weight
1/α˜i to si ∈ S. Fix another weight system w
′ = (w′1, . . . , w
′
k) with minimal
weight w′S > 1/2. Let Σ be a sequence of formal commutators as in Theorem
2.10 for (S,w′). Assume that w(s) ≥ w′(s) for all s ∈ core(w′, S,Σ). Then
µ
(n)
S,a(e) = o(n
−D(S,w′))
if and only if there exists s ∈ S such that w(s) > w¯′j
w
′ (s)
.
Proof. Apply Theorems 4.6 and 5.10 together with Corollary 2.19 and Theorem
3.4.
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Theorem 5.12. Let G be a finitely generated nilpotent group equipped with a
generating k-tuple (s1, . . . , sk) and a k-tuple of positive reals a = (α1, . . . , αk) ∈
(0,∞]k. Set α˜i = min{αi, 2}. Let w be the weight system which assigns weight
wi = 1/α˜i to si. Then there exists A ≥ 0 such that
µ
(n)
S,a(e) ≥ cS,an
−D(S,w)[logn]−A.
Further, let Σ be as in Theorem 2.10 applied to (S,w) and assume that
αi = 2 for all i ∈ {1, . . . , k} such that si ∈ core(S,w,Σ). Then
µ
(n)
S,a(e) ≃ [n logn]
−D(G)/2.
Proof. The proof of the general lower bound is essentially the same as for The-
orem 5.8, except that we cannot rule out the possibility that w(c1) = 1/2. If
w(c1) > 1/2 then the previous proof applies and we obtain µ
(n)
S,a(e) ≥ cn
−D(S,w)
which is better than the statement we need to prove. If w(c1) = 1/2 then we
have a comparison
EµS,a ≤ CEν (5.9)
with
ν(g) =
C
(1 + ‖g‖)2V (‖g‖)
.
To conclude, we need a lower bound on ν(n)(e). This turns out to be rather
subtle and difficult question in the present generality. In [16] we show that there
exists A ≥ 0 such that
ν(n)(e) ≥ cn−D(S,w)[log n]−A. (5.10)
This proves the desired lower bound on µ
(n)
S,a(e).
When αi = 2 for all i ∈ core(S,w,Σ), it follows that
D(S,w) = G(G)/2 and ‖g‖ ≃ |g|S
where |g|S denotes the usual word-length of g over the symmetric generating
set {s±1i : 1 ≤ i ≤ k}. Theorem 4.8 provides the upper bound
µ
(n)
S,a(e) ≤ C[n logn]
−D(G)/2.
For the lower bound, by the Dirichlet form inequality (5.9), it suffices to bound
ν(n)(e) from below. Using the fact that ‖g‖ ≃ |g|S , we prove in [16] that, in this
special case, (5.10) holds with A = D(G)/2. This provides the desired matching
lower bounds
µ
(n)
S,a(e) ≥ c[n logn]
−D(G)/2.
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Theorem 5.13. Let G be a finitely generated nilpotent group equipped with a
generating k-tuple (s1, . . . , sk) and a k-tuple of positive reals a = (α1, . . . , αk) ∈
(0,∞]k. Set α˜i = min{αi, 2} and wi = 1/α˜i. Let w be the associated weight
system. Let Σ be as in Theorem 2.10 applied to (S,w). Let
Θ = (θ1 = si1 , . . . , θκ = si,κ) = core(S,w,Σ).
Let H be the subgroup of G generated by Θ. Set b = (β1 = αi1 , · · · , βκ = αiκ),
β˜i = α˜ij , v(θi) = w(sij ). Let v be the weight system associated to v on (H,Θ),
respectively. Then
D(Θ, v) = D(S,w).
In particular, letting eH , eG be the identity elements in H and G, respectively,
we have:
• if αi ∈ (0, 2) for all i such that si ∈ core(S,w,Σ) then
µ
(n)
S,a(eG) ≃ µ
(n)
Θ,b(eH) ≃ n
−D(Θ,v).
• if αi = 2 for all i such that si ∈ core(S,w,Σ) then
µ
(n)
S,a(eG) ≃ µ
(n)
Θ,b(eH) ≃ [n logn]
−D(H)/2.
Remark 5.14. One can easily prove that H is a subgroup of finite index in G.
It is also easy to prove by the direct comparison techniques of [15] that
∀n, µ
(2Kn)
S,a (eG) ≤ Cµ
(2n)
Θ,b (eH)
for some integer K and constant C and for each a = (α1, . . . , αk). The converse
inequality seems significantly harder to prove although we conjecture it does
hold true.
Proof. First we observe that D(Θ, v) ≤ D(S,w). Indeed, this follows immedi-
ately from the obvious fact that
{g ∈ H : ‖g‖
1/vΘ
Θ,v ≤ r} ⊂ {g ∈ G : ‖g‖
1/wS
S,w ≤ r}.
To prove that D(Θ, v) ≥ D(S,w), it is convenient to introduce the generating
k-tuple S∗ = (s∗i )
k
1 of H such that s
∗
i,j = sij if sij = θj ∈ Θ, and s
∗
ij
= e
otherwise. Both S and S∗ are equipped with the weight system w. Obviously,
the non-decreasing sequence of subgroups (Hwj ) is a trivial refinement of the
sequence (Hvj ) in the sense that the two sequences differ only by insertion of
some repetitions. For instance, A,B,C may become A,A,B,B,B,B,C. It
follows that D(Θ, v) = D(S∗,w). The notational advantage is that the weight
system w with increasing weight-value sequence w¯j is now shared by S and S
∗.
We wish to prove that
rank(Hwj /H
w
j+1) ≥ rank(G
w
j /G
w
j+1).
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The (torsion free) rank of an abelian group can be computed as the car-
dinality of a maximal free subset. Set R = Rwj be the torsion free rank of
Gwj /G
w
j+1. Let (cmj−1+1, . . . , cmj−1+R) be the formal commutators given by
Theorem 2.10 which form a maximal free subset of Gwj /G
w
j+1. By definition
of core(S,w,Σ), the images of these formal commutators in G belong to H .
In fact, they clearly belong to Hwj ⊂ G
w
j . Now, we also have H
w
j+1 ⊂ G
w
j+1.
Assume that
∏mj−1+R
mj−1+1
cxii = e in H
w
j /H
w
j+1. Then, a fortiori, this product is
trivial in
Hwj G
w
j+1/G
w
j+1 ≃ H
w
j /(H
w
j ∩G
w
j+1)
since (Hwj ∩ G
w
j+1) ⊂ H
w
j+1. In particular, this product must be trivial in
Gwj /G
w
j+1. This implies that xi = 0 for all i so that H
w
j /H
w
j+1 admits a free
subset of size R. It follows that rank(Hwj /H
w
j+1) ≥ R as desired.
To state the final result of this section, we need some preparation. Consider
the class of measure µ of the form (4.2) with
µi(n) = κi(1 + |n|)
−αi−1ℓi(|n|), 1 ≤ i ≤ k, (5.11)
where each ℓi is a positive slowly varying function satisfying ℓi(t
b) ≃ ℓi(t) for
all b > 0 and αi ∈ (0, 2). Consider the weight-function system F generated by
letting Fi be the inverse function of r 7→ r
αi/ℓi(r). Note that Fi is regularly
varying of order 1/αi and that Fi(r) ≃ [rℓi(r)]
1/αi , r ≥ 1, i = 1, . . . , k. We
make the fundamental assumption that the functions Fi have the property that
for any 1 ≤ i, j ≤ k, either Fi(r) ≤ CFj(r) of Fj(r) ≤ CFi(r). For instance,
this is clearly the case if all αi are distinct. Without loss of generality, we can
assume that there exists a multidimensional weight system w, say of dimension
d, with
wi = (v
1
i , . . . , v
d
i ), v
1
i = 1/αi, 1 ≤ i ≤ k,
and such that w and F are compatible in the sense that (2.1)-(2.2) hold true.
Separately, consider also the one-dimensional weight system v generated by
vi = 1/αi, 1 ≤ i ≤ k. Note that one can check that
D(S, v) =
∑
j
v¯jR
v
j =
∑
j
v¯1iR
w
j
where, by definition, w¯j = (v¯
1
j , . . . , v¯
d
j ). Fix α0 ∈ (0, 2) such that
α0 > max{αi : 1 ≤ i ≤ k}
and α0/αi 6∈ N, i = 1, . . . , k. Observe that there are convex functions Ki ≥ 0,
i = 0, . . . , k, such that Ki(0) = 0 and
∀r ≥ 1, Fi(r
α0 ) ≃ Ki(r). (5.12)
Indeed, r 7→ Fi(r
α0 ) is regularly varying of index α0/αi with 1 < α0/αi 6∈ N.
By [5, Theorems 1.8.2-1.8.3] there are smooth positive convex functions K˜i such
that K˜i(r) ∼ Fi(r
α0 ). If K˜i(0) > 0, it is easy to construct a convex function
Ki : [0,∞)→ [0,∞) such that Ki ≃ K˜i on [1,∞) and Ki(0) = 0.
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Theorem 5.15. Let G be a finitely generated nilpotent group equipped with a
generating k-tuple (s1, . . . , sk). Assume that µ is a probability measure on G of
the form (4.2) with µi as in (5.11). Let ℓi, Fi, F,w, v be as described above. Let
(ci)
t
1 be a t-tuple of formal commutators as in Theorem 2.10 applied to G,S,w,F.
Let (s±1ij )
N
j=1 be the list of all the letters (repeated according to multiplicity) used
in the build-words for the commutators ci with i ∈
⋃
j{mj−1+1, . . . ,mj−1+R
w
j }.
Then
µ(n)(e) ≃ n−D(S,v)L(n)−1
where
L(n) =
N∏
1
ℓij (n)
1/αij .
Proof. The upper bounds follows immediately from Theorem 4.11. For the lower
bound, it is technically convenient to adjoint to S the dummy generator s0 = e
with associated weight function F0(r) = r
α0 . Let W0, F0 we the weight systems
induced by S0 = (e, s1, . . . , sk), F0, F1, . . . , Fk.
Apply Theorem 5.7 to G,S,w0,F0 to obtain that Eµ ≤ CEν where
ν(g) ≃
1
‖g‖α0
F0,com
VF0,com(‖g‖F0,com)
with VF0,com(r) = #{g ∈ G : ‖g‖F0,com ≤ r}. By construction,
ν(g) ≃
1
‖g‖V (‖g‖)
where ‖ · ‖ is the norm ‖ · ‖K,com based on the convex function Ki ≃ Fi(r
α0 )
provided by (5.12) and V denotes the associated volume function. Indeed, by
construction we have ‖·‖ ≃ ‖·‖α0
F0,com
. As ‖·‖ is a norm, an extension of Theorem
5.1 obtained in [16] and which allows volume growth of regular variation with
positive index gives
ν(n)(e) ≃
1
V (n)
≃
1
VF0,com(n
1/α0)
≃
1
#Q(S0,F0, n)
≃
1
#Q(S,F, n)
.
Using the notation introduced in Theorem 5.15, we have
#Q(S,F, r) ≃ nD(S,v)L(n)
which yields the desired result.
5.4 Near diagonal lower bounds
In this section we use Lemma 4.4(ii) to turn the sharp on diagonal lower bounds
of the previous section into near diagonal lower bounds. The key tool is the
following lemma.
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Lemma 5.16. Let G be a finitely generated nilpotent group equipped with a
generating k-tuple (s1, . . . , sk) and a k-tuple of positive reals a = (α1, . . . , αk) ∈
(0,∞]k. Let w = w(a) be the two-dimensional weight system which assigns
weight wi = (vi,1, vi,2) to si where
vi,1 =
1
α˜i
, α˜i = min{2, αi}
and
vi,2 = 0 unless αi = 2 in which case vi,2 = 1/2.
Let F be the associated weight function system generated by
Fi(r) = r
vi,1 [log(1 + r)]vi,2 , 1 ≤ i ≤ k.
Then ∣∣∣µ(2n+m)S,a (xg)− µ(2n+m)S,a (x)∣∣∣ ≤ C (F−1S (‖g‖Σ,F)/m)1/2 µ(2n)S,a (e).
Proof. By Theorem 2.10, there is an integer p = p(G,S,w) such that any g with
F−1S (‖y‖S,F) = r can be expressed as
g =
p∏
j=1
s
xj
ij
with |xj | ≤ CFij (r).
Write µ
(2n+m)
S,a = µ
(n+m)
S,a ∗ µ
(n)
S,a and, for each step s
xj
ij
, apply Lemma 4.4(ii) to
obtain∣∣∣µ(2n+m)S,a (zsxjij )− µ(2n+m)S,a (z)∣∣∣
≤ CGij (|xj |)
−1/2 |xj | EµS,a(µ
(n+m)
S,a , µ
(n+m)
S,a )
1/2
∥∥∥µ(n)S,a∥∥∥
2
≤ Cr1/2EµS,a(µ
(n+m)
S,a , µ
(n+m)
S,a )
1/2
∥∥∥µ(n)S,a∥∥∥
2
.
Here, according to Lemma 4.4, Gi(r) = r
2−α˜i if vi, 2 = 0 and Gi(r) = log(1 + r)
if vi,2 = 1/2 (i.e., if αi = 2). Hence, s
2/Gi(s) ≃ F
−1
i (s), which gives the last
inequality.
By [11, Lemma 3.2], we also have
EµS,a(µ
(n+m)
S,a , µ
(n+m)
S,a )
1/2 ≤ Cm−1/2
∥∥∥µ(n)S,a∥∥∥
2
= Cm−1/2µ
(2n)
S,a (e)
1/2.
This gives the desired inequality.
Theorem 5.17. Let G be a finitely generated nilpotent group equipped with a
generating k-tuple (s1, . . . , sk) and a k-tuple of positive reals a = (α1, . . . , αk) ∈
(0,∞]k. Set α˜i = min{αi, 2}. Let w be the weight system which assigns weight
1/α˜i to si ∈ S. Let Σ be a sequence of formal commutators as in Theorem 2.10.
Assume that w(s) > 1/2 for all s ∈ core(w, S,Σ). Then, there exists ǫ > 0 such
that, uniformly over the region {x ∈ G : ‖x‖S,w ≤ FS(ǫn)}, we have
µ
(n)
S,a(x) ≃ n
−D(S,w).
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Proof. Theorem 5.10 gives µ
(n)
S,a(e) ≃ n
−D(S,w). This, together with Lemma
5.16, yields the desired lower bound.
Theorem 5.18. Let G be a finitely generated nilpotent group equipped with a
generating k-tuple (s1, . . . , sk) and a k-tuple of positive reals a = (α1, . . . , αk) ∈
(0,∞]k. Set α˜i = min{αi, 2}. Let w˜ be the weight system which assigns weight
w˜i = 1/α˜i to si. Let Σ be as in Theorem 2.10 applied to (S, w˜) and assume
that αi = 2 for all i ∈ {1, . . . , k} such that si ∈ core(S, w˜,Σ). Then there exists
ǫ > 0 such that, uniformly over the region
{x ∈ G : |x|2S [log |x|S ]
−1 ≤ ǫn},
we have
µ
(n)
S,a(x) ≃ [n logn]
−D(G)/2.
Proof. By Theorem 5.12, we have µ
(n)
S,a(e) ≃ [n logn]
−D(G)/2. Let w,F be the
two dimensional weight system and weight function system introduced above
in Lemma 5.16. It follows from Theorems 2.10-6.22 and Corollary 2.19 that
F−1S (‖ · ‖S,F) ≃ | · |
2
S/ log | · |S . The result follows.
6 Proofs regarding approximate coordinate sys-
tems
This section contains the proofs of the key results stated in Sections 2.1-3,
namely, Theorems 2.10-3.1. Throughout this section, G is a finitely generated
nilpotent group equipped with a generating k-tuple (s1, . . . , sk). Formal com-
mutators refer to commutators on the alphabet {s±1i : 1 ≤ i ≤ k}.
6.1 Proof of Theorem 3.1 and assorted results
Theorem 3.1 is one of the keys to the random walk upper bounds of Section
4. It can be understood as providing a volume lower bound for the volume
of certain balls together with some additional “structural information” on the
balls in question.
Fix a weight system w and weight functions Fc as in Theorem 3.1. Let G
w
h
be the associated descending normal series in G. By construction, Gwh is normal
in G and, for all p, q, j such that w¯p + w¯q ≥ w¯j , we have (see Section 1.3)
[Gwp , G
w
q ] ⊂ G
w
j .
It follows that the commutators map
Gwp ×G
w
q : (u, v) 7→ [u, v] ∈ G
w
j
induces a group homomorphism
Gwp /G
w
p+1 ⊗G
w
q /G
w
q+1 → G
w
j /G
w
j+1.
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This yields the following lemma.
Lemma 6.1 (Similar to [2, Lemma 3]). Let c be a formal commutator of weight
w¯j and let gc be its image in G. There is an integer ℓ = ℓ(c) ≤ 8
j and a
sequence (i1, . . . , iℓ) ∈ {1, . . . , k}
ℓ such that, for any r ≥ 1 and n ∈ Z satisfying
|n| ≤ Fc(r), we have
gnc = s
n1
i1
sn2i2 · · · s
nℓ
iℓ
mod Gwj+1
for some nij ∈ Z with |nj | ≤ Fsij (r).
Proof. The proof is by induction on j. For j = 1, c must have length 1 and
gnc = s
n
i for some i ∈ {1, . . . , k}. Assume the result holds true for all h < j and
let c be a commutator of weight w¯j . Either c has length 1 and the result is trivial
or c = [u, v] where u, v are commutators of weights w¯p, w¯p, w¯p+ w¯q = w¯j . Since
Fc = FuFv, for all |n| ≤ Fc(r) we can write n = ab + d with |a|, |d| ≤ Fu(r),
0 ≤ d ≤ Fv(r). Then
gnc = [u, v]
ab[u, v]d = [ua, vb][ud, v] mod Gwj+1.
The desired result follows from the induction hypothesis.
Definition 6.2. Given c, ℓ = ℓ(c) and (i1, . . . , iℓ) as in Lemma 6.1, for any
x = (x1, . . . , xℓ) ∈ Z
ℓ, set
gc(x) = gc(x1, . . . , xℓ) = s
x1
i1
sx2i2 · · · s
xℓ
iℓ
∈ G.
Set
F cj = Fsij = Fij , 1 ≤ j ≤ ℓ.
By Lemma 6.1, if w(c) = w¯j and |n| ≤ Fc(r) then
gnc = gc(n(c)) mod G
w
j+1
for some n(c) = (n1(c), . . . , nℓ(c)) with |nj(c)| ≤ Fsij (r) = F
c
j (r).
Theorem 6.3. Let c1, . . . ct be a sequence of formal commutators with non-
decreasing w-weights and such that, for each h, the image in Gwh /G
w
h+1 of the
family {ci : w(ci) = w¯h} is a linearly independent family. Set
K(r) = {g ∈ G : g =
t∏
i=1
gci(xi), xi = (x
i
1, . . . , x
i
ℓ(ci)
) ∈ Zℓ(ci), |xij | ≤ F
ci
j (r)}.
Then
#K(r) ≥
t∏
1
(2Fci(r) + 1) ≥
t∏
i=1
ℓ(ci)∏
j=1
F cj (r).
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Proof. For each (yi)
t
1 ∈ Z
t with |yi| ≤ Fci(r), let yi = (y
i
j)
ℓ(ci)
1 , 1 ≤ i ≤ t, be
such that
gyici = gci(yi) mod G
w
j+1, w(ci) = w¯j , 1 ≤ i ≤ t.
Such a (yi)t1 is given by Lemma 6.1. Assume that two sequences (yi)
t
1 and (y˜i)
t
1
are such that
∏t
i=1 gci(yi) =
∏t
i=1 gci(y˜i). Then by projecting on G
w
1 /G
w
2
and using the assumed linear independence of the collection of the ci’s with
w(ci) = w¯1 in G
w
1 /G
w
2 and the fact that g
yi
ci = gci(y
i) in Gw1 /G
w
2 ,we find that
yi = y˜i for those i with w(ci) = w¯1. This implies that y1 = y˜1. Proceeding
further up in the weight filtration shows that we must have yi = y˜i for all
1 ≤ i ≤ t. This shows that there are at least
∏t
1(2Fci(r) + 1) distinct elements
in K(r) which is the desired result.
Theorem 6.4. Fix a weight system w and weight functions Fc as in Theorem
3.1. Let b1, . . . bt be a sequence of elements in G. Assume that :
1. For each i = 1, . . . , t, there exists an integer h(i) such that bi ∈ G
w
h(i)
and bi is torsion free in G
w
h(i)/G
w
h(i)+1. Further, for each h, the system
{bi : h(i) = h} is free in G
w
h(i)/G
w
h(i)+1.
2. For each i = 1, . . . , t, there exists and increasing function F˜ i, a positive
integer ℓ(i) and a sequence ji1, . . . , j
i
ℓ(i) such that, for any r > 0 and any
integer n with |n| ≤ F˜ i(r), there exists ni = (ni1, . . . , n
i
ℓ(i)) with |n
i
q| ≤
Fjiq (r) satisfying
bni =
ℓ(i)∏
q=1
s
niq
jiq
mod Gwh(i)+1.
For x = (x1, . . . , xℓ(i)) ∈ Z
ℓ(i), set bi(x) =
∏ℓ(i)
q=1 s
xq
jiq
∈ G and
K(r) = {g ∈ G : g =
t∏
i=1
bi(xi), xi = (x
i
1, . . . , x
i
ℓ(i)) ∈ Z
ℓ(i), |xiq| ≤ Fjiq (r)}.
Then
#K(r) ≥
t∏
1
(2F˜i(r) + 1).
Proof. This a straightforward generalization of Theorem 6.3. Instead of consid-
ering commutators and their natural weight function Fc, we consider arbitrary
group elements b with associated weight function F˜ with the property that b
is free in Gwh /G
w
h+1, for some u, h, and b
n, |n| ≤ F˜ (r), can be express modulo
Gwh+1 as a fixed product of powers of generators with properly controlled expo-
nents. The proof is essentially the same as that of Theorem 6.3. Namely, for
each (yi)
t
1 ∈ Z
t with |yi| ≤ F˜
i(r), let yi = (y
i
j)
ℓ(i)
1 , 1 ≤ i ≤ t, be such that
buiyii = bi(yi) mod G
w
h(i)+1, 1 ≤ i ≤ t.
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Such a (yi)t1 exists by hypothesis. Assume that two sequences (yi)
t
1 and (y˜i)
t
1
are such that
∏t
i=1 b
i(yi) =
∏t
i=1 b
i(y˜i). Then by projecting on G
w
1 /G
w
2 and
using the assumed freeness of the collection of the bi’s with h(i) = 1 in G
w
1 /G
w
2
and the fact that buiyii = b
i(yi) in Gw1 /G
w
2 ,we find that yi = y˜i for those i with
h(i) = 1. This implies y1 = y˜1. Proceeding further up in the weight filtration
shows that we must have yi = y˜i for all 1 ≤ i ≤ t. This shows that there are at
least
∏t
1(2F˜
i(r) + 1) distinct elements in K(r), as desired.
Remark 6.5. Theorem 6.4 allows for much more freedom than Theorem 6.3.
This freedom is used in the proof of Theorem 3.4.
6.2 Commutator collection on free nilpotent groups
In this section, we prove the following weak version of Theorem 2.10.
Theorem 6.6. Referring to the setting and notation of Theorem 2.10, assume
that (2.1)-(2.2) hold true. Then there exist an integer t = t(G,S,w), a constant
C = C(G,S,w) ≥ 1, and a sequence Σ of commutators (depending on G,S,w)
c1, . . . , ct with non-decreasing weights w(c1)  · · ·  w(ct)
such that
(i) For any r > 0, if g ∈ G can be expressed as a word ω over C(S)±1 with
degc(ω) ≤ Fc(r) for all c ∈ C(S) then g can be expressed in the form
g =
t∏
i=1
cxii with |xi| ≤ Fci(Cr) for all i ∈ {1, . . . , t}.
(ii) There exist an integer p = p(G,S,w) and (ij)
p
1 ∈ {1, . . . , k}
p (also de-
pending on (G,S,w) such that, if g can be expressed as a word ω over
{c±1i : 1 ≤ i ≤ t} with degci(ω) ≤ Fci(r) for some r > 0 then g can be
expressed in the form
g =
p∏
j=1
s
xj
ij
with |xj | ≤ Fij (Cr).
Remark 6.7. Note that it must be the case that, for any j, the image of {ci :
w(ci) = w¯j} in G
w
j /G
w
j+1 generates G
w
j /G
w
j+1. The key difference with Theorem
2.10 is that Theorem 6.6 does not identify a maximal subset of {ci : w(ci) = w¯j}
that is free in Gwj /G
w
j+1.
The proof of Theorem 6.6 requires a number of steps. The first observation
is that it is enough to prove Theorem 6.6 in the case of the free nilpotent
group N(k, ℓ) on k generators s1, . . . , sk and of nilpotency class ℓ. Indeed, once
Theorem 6.6 is proved on N(k, ℓ), the same statement holds on any nilpotent
G of nilpotency class ℓ equipped with a generating k-tuple S via the canonical
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projection from N(k, ℓ) to G (by definition, the canonical projection is the group
homeomorphism from N(k, ℓ) onto G which sends the canonical k generators of
N(k, ℓ) to the given k generators of G).
Notation 6.8. For the rest of this section, we assume that G = N(k, ℓ) is
the free nilpotent group N(k, ℓ) equipped with its canonical generating set
S = (s1, . . . , sk) and the multidimensional weight-system w generated by the
(w1, . . . , wk). Without loss of generality, we assume that the commutator set
C(S) is equipped with a total order ≺ such that the function
w : C(S) ∋ c 7→ w(c) ∈ (0,∞)× Rd−1
associated with the given weight system w is non-decreasing. Hence, c ≺ c′
implies w(c)  w(c′). In addition, we let F be a weight function system that is
compatible with w in the sense that (2.1)-(2.2) hold true.
Notation 6.9. Recall that degc(ω) denotes the number of occurrences of c
±1
in the word ω over C(S). Similarly, we define deg∗c(ω) to be the number of
occurrences of c minus the number of occurrences of c−1 in a word over C(S).
On C(S), consider the map J such that J(s±1i ) = s
∓1
i and J([a, b]) = [b, a].
Abusing notation, we also write J(c) = c−1. Note that J2 is the identity.
Restrict J to C∗(S) = {c : J(c) 6= c} (where J(c) = c is understood as equality
as formal commutator so that J(si) 6= si and J([a, b]) = [a, b] if and only if
a = b). Let C∗+ be the set of representative of C
∗(S)/J given by c ∈ C∗+(S) if
and only if c = si or c = [a, b] with a ≻ b.
It is convenient to enumerate all formal commutators in C∗+(S, ℓ) and write
C∗+(S, ℓ) = {c1, . . . , ct}, t = #C
∗
+(S, ℓ).
Since ℓ is fixed throughout, we write
C∗+(S) = C
∗
+(S, ℓ).
Note that, a priori, this list contains commutators that are trivial in N(k, ℓ).
This does not matter although these formal commutators can be omitted if
desired. Let us describe the basic collecting process on Nk,ℓ.
Commutator collecting algorithm
• Given a word ω = c
ǫi1
i1
c
ǫi2
i2
...c
ǫim
im
in C∗+(S) ∪ C
∗
+(S)
−1, first identify the
commutator of lowest order with respect to ≺, say it is commutator cij ,
mark all the contributions of cij to ω from left to right in order: {y1, ..., yq},
yj ∈ {c
±1
ij
}.
• Starting with y1, move y1, ..., yq to the left one by one by successive com-
mutation. Note that every time cij jumps backward over a commutator c,
the jump produces the sequence ...cij c[c, cij ].... It follows that all commu-
tators that are created in this process belong to C∗+(S) and have weight
 2w(cij ) ≻ w(cij ).
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• After y1, ..., yq have been moved to the left, we obtain a word y1...yqω
′
with the same image as ω, and where ω′ is a word in commutators ≻ cij .
• Apply the previous steps to ω′, producing ω′′ and continue until the pro-
cess terminates after at most #C∗+(S) steps.
This proves the following weak version of M. Hall basis theorem [9, Theorem
11.2.3] (in Hall’s more sophisticated version, only the so called “basic” commu-
tators are used and this results in a unique representation of any element of
N(k, ℓ)).
Proposition 6.10. Any element g ∈ N(k, ℓ) has a representation
g = cx11 c
x2
2 ...c
xt
t , xi ∈ Z.
Next we want to have some control over {xi, 1 ≤ i ≤ t}. Let’s start with a
simple binomial counting lemma adapted from [9, page 173] and [22]. We will
use the following notation. For any two commutators cj ≻ ci, let Cn−1(i, j) be
the sets of all commutators c ∈ C∗+(S) such that there exist ǫ0, . . . , ǫn ∈ {−1, 1}
such that cǫnj = [· · · [c
ǫ0 , cǫ1i ], . . . , c
ǫn−1
i ] (as formal commutators in C(S)).
Lemma 6.11. Consider a word ω in {cj : cj  ci}
±1. Let m = degci ω,
and let {y1, ..., ym}, yj ∈ { c
±1
i }, be the left to right contribution of ci to ω. For
0 ≤ q ≤ m, there is a word ωq in {cj : cj  ci}
±1 which starts with y1...yq, whose
left to right contribution of c±1i is y1, . . . , ym, and in which, for all cj ≻ ci,
degcj(ωq) ≤ degcj(ω) + q
∑
c∈C1(i,j)
degc(ω) +
(
q
2
) ∑
c∈C2(i,j)
degc(ω)
+...+
(
q
ℓ
) ∑
c∈Cℓ(i,j)
degc(ω)
Further, if c′ denotes the lowest commutator in ω with c′ ≻ ci then contributions
of commutators c with w(c) ≺ w(c′) + w(ci) remain unchanged in ωq.
Remark 6.12. Note that, after we move all contributions of ci to ω to the left,
we obtain a word ωm with same image as ω of the form
ωm = c
x
i ω
′
m
where x = deg∗ci(ω), ω
′
m is a word in [C
∗
+(S) ∩ {c ≻ ci}]
±1, and in which the
contributions of commutators c with w(c) ≺ w(c′)+w(ci) remain the same than
in ω.
Proof. The proof is by induction on q. It holds trivially for q = 0. The induction
hypothesis gives us a word ωq−1 with
degcj (ωq−1) ≤ degcj (ω) + (q − 1)
∑
c∈C1(i.j)
degc(ω) +
(
q − 1
2
) ∑
c∈C2(i,j)
degc(ω)
+...+
(
q − 1
ℓ
) ∑
c∈Cℓ(i,j)
degc(ω).
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Now, we move yq to the left as in the collecting process by successive com-
mutations. To keep track of contribution of cj , notice that a new contri-
bution of cj is produced only if yq jumps over a commutator c
±1 such that
[c±1, yq] = c
±1
j . Further, w([c
±1, yq]) = w(c) +w(ci)  w(c
′) +w(ci). Hence, cj
must satisfies w(cj)  w(c
′) + w(ci). Therefore we eventually get a word ωq in
[C∗+(S) ∩ {c  ci}]
±1 with π(ωq) = π(ω), in which the left to right contribution
of ci is the same as in ω, which starts with y1...yq, and such that
degcj (ωq) ≤ degcj (ωq−1) +
∑
c∈C1(i,j)
degc(ωq−1).
Using the induction hypothesis on ωq−1 and the fact that all brackets of length
at least ℓ+ 1 drop out,
∑
c∈C1(i,j)
degc(ωq−1) =
∑
c=cα∈C2(i,j)
ℓ∑
p=0
(
q − 1
p
) ∑
c˜∈Cp(i,α)
degc˜(ω)
≤
ℓ∑
p=1
(
q − 1
p− 1
) ∑
c˜∈Cp(i,j)
degc˜(ω).
Hence, we have
degcj (ωq) ≤ degcj (ωq−1) +
∑
c∈C2(i,j)
degc(ωq−1)
≤
ℓ∑
p=0
((
q − 1
p
)
+
(
q − 1
p− 1
)) ∑
c˜∈Cp(i,j)
degc˜(ω)
=
ℓ∑
p=0
(
q
p
) ∑
c˜∈Cp(i,j)
degc˜(ω).
Lemma 6.13. There exists a constant C > 0 such that for any word ω in
[C∗+(S) ∩ {c  ci}]
±1 with degc ω ≤ Fc(d) for all c  ci, there exists a word ω
′
in [C∗+(S) ∩ {c  ci}]
±1 in collected form:
ω′ =
t∏
j=i
c
xj
j
such that π(ω′) = π(ω), xj = deg
∗
cj ω for those j such that w(cj) ≺ 2w(ci) and
|xj | ≤ Fcj (Cd) for all i ≤ j ≤ t.
Proof. The proof is by backward induction on i. For i = t, the statement holds
trivially since commutators with c  ct commute.
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Suppose the assertion holds for i + 1. Consider a word ω on [C∗+(S) ∩ {c 
ci}]
±1 as in the lemma. Let {y1, ..., yq} be the contribution of ci to ω, q =
degci ω. The previous lemma yields ωq = y1...yqω
′
q, where ω
′
q is a word in
[C∗+(S) ∩ {c  ci+1}]
±1. From the hypothesis on the degrees of ω,
degcj (ωk) ≤
ℓ∑
p=0
(
k
p
) ∑
c∈Cp(i,j)
Fc(d)
From definition of weight functions, if c ∈ Cp(i, j) then FcF
p
ci = Fcj . Further,#Cp(i, j) ≤
t = #C∗+(S) and q = degci ω ≤ Fci(d). Therefore, we obtain
degcj (ωq) ≤ tFcj (d)
(
ℓ∑
p=0
(
q
p
)
Fci(d)
−p
)
≤ tFcj (d)
(
ℓ∑
p=0
qpFci(d)
−p
)
≤ t(1 + ℓ)Fcj (d).
By assumption (2.1), there exists a constant C1 such that
t(1 + ℓ)Fc(d) ≤ Fc(C1d)
for all c and d ≥ 1.
Lemma 6.13 with i = 1 proves Theorem 6.6(i). Next we work on improving
Theorem 6.6(i) in the special case of the free nilpotent group N(k, ℓ). This
improvement will be instrumental in proving Theorem 6.6(ii). It is based on the
following important Lemma.
Lemma 6.14. For each j, N(k, ℓ)wj /N(k, ℓ)
w
j+1 is a finitely generated free
abelian group.
Proof. The proof is by a backward induction on ℓ. If ℓ = 1, N(k, 1) is the free
abelian group on k generators and the desired result holds by inspection. Let
g ∈ N(k, ℓ)wj such that g /∈ N(k, ℓ)
w
j+1. Let Nℓ = N(k, ℓ)ℓ be the center of
N(k, ℓ) (i.e., the subgroup generated by commutators of length ℓ). Assume first
that g ∈ N(k, ℓ)wj+1Nℓ. Since
N(k, ℓ)wj+1Nℓ/N(k, ℓ)
w
j+1 ≃ Nℓ/[N(k, ℓ)
w
j+1 ∩Nℓ],
and N(k, ℓ)wj+1 ∩ Nℓ is generated by the basic commutators of weight w¯j and
length ℓ, Nℓ/[N(k, ℓ)
w
j+1∩Nℓ] is torsion free. It thus follows that g is not torsion
in N(k, ℓ)wj /N(k, ℓ)
w
j+1.
Now, consider the case when g 6∈ N(k, ℓ)wj Nℓ. Let g
′ be the projection of g
in N(K, ℓ)/Nℓ = N(k, ℓ− 1). Clearly g
′ ∈ N(k, ℓ− 1)wj and g
′ 6∈ N(k, ℓ− 1)wj+1
because the inverse image ofN(k, ℓ−1)wj+1 under this projection is N(k, ℓ)
w
j+1Nℓ.
Further,
N(k, ℓ)wj Nℓ/N(k, ℓ)
w
j+1Nℓ ≃ N(k, ℓ− 1)
w
j /N(k, ℓ− 1)
w
j+1.
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By the induction hypothesis, g′ is not torsion in N(k, ℓ− 1)wj /N(k, ℓ− 1)
w
j+1. It
follows that g is not torsion in N(k, ℓ)wj /N(k, ℓ)
w
j+1.
Next, let (bi)
τ
1 be a sequence of elements of C
∗
+(S) such that {bi : w(bi) =
w¯j} projects to a basis of N(k, ℓ)
w
j /N(k, ℓ)
w
j+1. Let R
w
j be the rank of this
torsion free abelian group and set m′j =
∑j
1R
w
i so that τ = m
′
j∗ . Set also
mj = max{i : w(ci) = w¯j}. Without loss of generality, we can assume that our
ordering on C∗+(S) is such that
(bi)
m′j
m′
j−1+1
= (cj)
mj−1+R
w
j
mj−1+1
.
Lemma 6.15. Referring o the above setup and notation, there exists a constant
C > 0 such that for any word ω in {ci : w(ci)  wh}
±1 with degcj ω ≤ Fcj (d)
for all j, there is a word ωh
ωh =
τ∏
j=m′
h−1+1
b
xj
j
such that π(ωh) = π(ω) and |xj | ≤ CFcj (Cd), m
′
h−1 + 1 ≤ j ≤ m
′
h.
Proof. The proof is by backward induction on h. When h = j∗, N(k, ℓ)
w
j∗
is
abelian and this is just linear algebra.
For a word ω as in the lemma, Lemma 6.13 gives a word
ω′ =
∏
i≥mh−1+1
cxii , |xi| ≤ Fci(Cd)
with the same image as ω. Set
I1(h) = {mh−1 + 1, . . . ,mh−1 +R
w
h }, I2(h) = {mh−1 +R
w
h + 1, . . . ,mh}
For i ∈ I2(h), ci has the same image than∏
j∈I1(h)
c
zj,i
j vi
with vi a word in {cp : w(cp)  w¯h+1}
±1. Hence
ω′′ =
∏
j∈I1(h)
c
xj
j
∏
i∈I2(h)
 ∏
j∈I1(h)
c
zi,j
j vi
xi ∏
p>mh
cxpp
has the same image than ω. Applying Lemma 6.13 to this word ω′′ gives
ω′h =
∏
j∈I1(h)
c
xj+
∑
i∈I2h
zi,jxi
j
∏
p>mh
c
x′p
p
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with the same image than ω′′ and |x′p| ≤ Fcp(Cd) for p > mh. Further, since
Fci ≃ Fcj ≃ Fh, for i ∈ I1(h), j ∈ I2(h), we have
|xj +
∑
i∈I2(h)
zi,jxi| ≤ Fcj (Cd).
Applying the induction hypothesis to rewrite
∏
p>mh
c
x′p
p finishes the proof.
Theorem 6.16. Assume that the free nilpotent group N(k, ℓ) is equipped with
its canonical generating k-tuple S = (s1, . . . , sk) and a weight system w and
weight-function system F such that (2.1)-(2.2) hold true. Let bi, 1 ≤ i ≤ τ ,
be a sequence of elements of C∗+(S) with w(bi)  w(bi+1), 1 ≤ i ≤ τ − 1 and
such that, for each j, {bi : w(bi) = w¯j} is a basis of the free abelian group
N(k, ℓ)wj /N(k, ℓ)
w
j+1. Then
(i) Any element g ∈ N(k, ℓ) can be expressed uniquely in the form
g =
τ∏
i=1
bxii , xi ∈ Z, i ∈ {1, . . . , τ}.
Further,
F−1S (‖g‖C(S),F) ≃ max
1≤i≤τ
{F−1bi (|xi|)}.
(ii) There exist an integer p and (ij)
p
1 ∈ {1, . . . , k}
p such that any g ∈ N(k, ℓ)
with ‖g‖C(S),F ≤ FS(r), r > 0, can be expressed in the form
g =
p∏
j=1
s
yj
ij
with |yj | ≤ Fij (Cr), j ∈ {1, . . . , p}.
Remark 6.17. This result is a strong version of Theorem 2.10 in the special case
when G = N(k, ℓ).
Proof of (i). The first assertion follows from Lemma 6.15. Uniqueness is clear
if one considers the projections of g onto the successive free abelian groups
N(k, ℓ)wj /N(k, ℓ)
w
j+1.
The proof of the the second assertion requires some preparation. Given
a commutator c with length m ≤ ℓ, let σ = σ1...σm be the formal word on
the alphabet S obtained from c by removing brackets and inverses. For −→a =
(a1, ..., aℓ) ∈ Z
ℓ, Θ(−→a , c) is defined as the expression we get by substituting
in c each σi by σ
ai
i , while keeping all the brackets and signs unchanged. For
example, if c = [[si1 , s
−1
i2
], s−1i3 ], and
−→a = (a1, a2, a3, 0, ..., 0), we have
Θ(−→a , c) = [[sa1i1 , s
−a2
i2
], s−a3i3 ].
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Lemma 6.18. For a commutator c with length m ≤ ℓ, let σ = σ1...σm be the
formal word associated with it. Suppose a1, ..., am ∈ Z are such that |aj | ≤
Fσj (d) for all 1 ≤ j ≤ m, d > 0. Set
−→a = (a1, ..., am, 0, ..., 0) ∈ Z
ℓ and consider
the element u ∈ N(k, ℓ) such that
uca1...ak = Θ(−→a , c).
Then u can be represented by a word ω on {cj : w(cj) ≻ w(c)}
±1 with degcj (ω) ≤
Fcj (Cd) for all cj with w(cj) ≻ w(c).
Proof. The proof is by induction on the length m of the commutator c. When
m = 1, the statement is trivial.
Suppose the statement is true for commutators of length ≤ m − 1. Let c
be a commutator with length m, say c = [f1, f2], where f1, f2 are commu-
tators of length m1, m2 < m. Write
−→a 1 = (a1, ..., am1 , 0, ..., 0) and
−→a 2 =
(am1+1, ..., am1+m2 , 0, ..., 0), then by definition
Θ(−→a , c) = [Θ(−→a 1, f1),Θ(
−→a 2, f2)].
By the induction hypothesis,
Θ(−→a 1, f1) = u1f
a1...am1
1 , Θ(
−→a 2, f2) = u2f
am1+1...am1+m2
2
where u1 can be represented by a word ω1 in commutators cp with w(cp) ≻ w(f1)
and degcp(ω) ≤ Fcp(Cd). Similarly, u2 can be represented by a word ω2 in
commutators cp with w(cp) ≻ w(f2) and degcp(ω) ≤ Fcp(Cd).
Suppose w(f1) = wh1 , w(f2) = wh2 , and w([f1, f2]) = wh. By the natural
group homomorphism
Nwh1/N
w
h1+1 ⊗N
w
h2/N
w
h2+1 → N
w
h /N
w
h+1,
we have that
[Θ(−→a 1, f1),Θ(
−→a 2, f2)] ≡ [f
a1...am1
1 , f
am1+1...am1+m2
2 ] mod N
w
h+1
≡ [f1, f2]
a1...am1+m2 mod Nwh+1
≡ ca1...am mod Nwh+1.
Therefore u = Θ(−→a , c)c−a1...am ∈ Nwh+1, and since
u = [u1f
a1...ak1
1 , u2f
ak1+1...ak1+k2
2 ]c
−a1...ak ,
it can be represented by a word ω such that degci ω ≤ 5Fci(Cd) for all i. Then
by Theorem 6.16(i), we have
u =
∏
j:w(bj)w¯h
b
xj
j .
with |xj | ≤ Fbj (C
′d).
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Lemma 6.19. For any h, there exist constants Mh > 0 and Ch > 0 such that,
for any c ∈ C∗+(S) with w(c)  w¯h, there a integer p = p(c) with 0 ≤ p ≤ Mh
and a p-tuple (i1, . . . , ip) ∈ {1, . . . , k}
p, such that for any x ∈ Z with |x| ≤ Fc(d),
d > 0, we have
cx = sx1i1 s
x2
i2
...s
xp
ip
with xj ∈ Z, |xj | ≤ Fij (Cd), j = 1, . . . , p.
Proof. The proof is by backward induction on h. When h = j∗ and c is a
commutator with w(c) = wj∗ , let σ = σ1...σm, σi ∈ {s1, . . . , sk} be the formal
word associated with c (by forgetting brackets and inverses). Write
x = a0
∏
1≤j≤m
⌊
Fσj (d)
⌋
+ a1
∏
2≤j≤m
⌊
Fσj (d)
⌋
+ ...+ am−1 ⌊Fσm(d)⌋+ am
with aj ∈ Z, |a0| ≤ C and |aj | ≤ Fσj (d). Write
−→a 0 = (a0 ⌊Fσ1(d)⌋ , ⌊Fσ2 (d)⌋ ..., ⌊Fσm(d)⌋),
−→a j = (1, ..., 1︸ ︷︷ ︸
j−1
, aj,
⌊
Fσj+1 (d)
⌋
, ..., ⌊Fσm(d)⌋),
then
cx ≡ Θ(−→a 1, c)...Θ(
−→a k, c) mod N(k, ℓ)
w
j∗+1.
Since N(k, ℓ)wj∗+1 = {e}, we actually have equality. Unraveling the brackets in
Θ(−→a j , c) we get an expression in the powers of the generators satisfying the
desired conditions.
Suppose the claim holds for h+ 1. Given a commutator c with w(c) = w¯h,
let again σ1, . . . σm (m depends on c) be the formal word on the generators
associated with c. For x ∈ Z, |x| ≤ Fc(d), decompose x as above and use
Lemma 6.18 to write
cx = u−10 Θ(
−→a 0, c)...u
−1
m Θ(
−→a m, c)
where ui ∈ N(k, ℓ)
w
h+1 can be represented by a word ωi with degcj υi ≤ Fcj (Cd)
for all j. By Lemma 6.15, ui can also be represented in the form
∏
j≥h+1 b
yi,j
j
with |yi,j | ≤ Fbj (Cd). Applying the induction hypothesis to each terms of these
products we can now write cx in the desired form cx = sx1i1 s
x2
i2
...s
xp
ip
.
Proof of Assertion (ii) in Theorem 6.16. By Theorem 6.16(i), any g ∈ N(k, ℓ)
with ‖g‖S,F ≤ F
−1
S (r), r > 0, as a unique representation of the form g =
∏τ
1 b
xj
j
with |xj | ≤ Fbj (Cr). Applying Lemma 6.19 with c = bj, x = xj for each
j = 1, . . . , τ produces a sequence ((in)
p
1 (independent of g) and a sequence
(x′n) ∈ Z
p (depending on g) with |x′n| ≤ Fsin (Cr) for all n ∈ {1, . . . , p} and
such that
g =
p∏
1
s
x′n
in
.
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6.3 End of the proof of Theorem 2.10
In order to finish the proof of Theorem 2.10 for a general finitely generated
nilpotent group G, we simply need to improve upon Theorem 6.6(i). Namely,
Theorem 6.6(i) provide a decomposition of any element g with ‖f‖C(S),F ≤ FS(r)
in the form
g =
t∏
1
cxii , |xi| ≤ Fci(Cr).
Here (ci)
t
1 is an enumeration of C
∗
+(S) so that w(ci)  w(ci+1).
Now, let (bi)
τ
1 be a collection of formal commutators with w(bi)  w(bi+1).
For j ∈ {1, . . . , j∗}, let
mj = max{i : w(bi) = w¯j}.
Clearly, w(bi) = w¯j if and only if mj−1 + 1 ≤ i ≤ mj . Recall that R
w
j is
the torsion free rank of the abelian group Gwj /G
w
j+1. We make two natural
assumptions on the sequence (bi):
(A1) For each j, {b′i : mj−1 < i ≤ mj} generates G
w
j modulo G
w
j+1.
(A2) For each j, {b′i : mj−1 < i ≤ mj−1 +R
w
j } is free in G
w
j /G
w
j+1.
Note that, since Rwj is the torsion free rank of G
w
j /G
w
j+1, (A2) implies that (the
image of) {b′i : mj−1 < i ≤ mj−1 +R
w
j } generates a subgroup of finite index in
Gwj /G
w
j+1.
Lemma 6.20. Referring to the notion introduce above, assume that (bi)
τ
1 sat-
isfies (A1). Then there exists C ∈ (0,∞) such that, for any h = 1, . . . , j∗, any
g ∈ G that can be written in the form
g =
∏
i:w(ci)w¯h
cxii , |xi| ≤ Fci(r)
can also be written in the from
g =
∏
i:w(bi)w¯h
byii , |xi| ≤ Fbi(Cr).
Proof. The proof is by backward induction on h and is similar to the proof of
Lemma 6.15. The details are omitted.
Proposition 6.21. Assume that, for each j, the image of
{bi : mj−1 + 1 ≤ i ≤ mj−1 +Rj}
in Gwj /G
w
j+1 generates a subgroup of finite index in G
w
j /G
w
j+1. Then there exists
a constant C > 0 such that for any word ω in {bi : w(bi)  w¯h}
±1 with degbi ω ≤
Fbi(r) for all i, there is a word ω
′ of the form
ω′ =
τ∏
i=mh−1+1
bxii
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with
|xi| ≤
{
Fbi(Cr) for mj−1 + 1 ≤ i ≤ mj−1 +R
w
j
C for mj−1 +R
w
j + 1 ≤ i ≤ mj
for j ∈ {h, . . . , j∗} and such that π(ω
′) = π(ω).
Proof. The proof is by backward induction on h. When h = j∗,G
w
j∗
is abelian
and the desired result holds.
In general, let ω as in the proposition. By an application of Lemmas 6.13-
6.20, we obtain a word ω1 =
∏t
j=mh−1+1
b
xj
j with |xj | ≤ Fbj (Cr) for all j ≥
mh−1 + 1 and such that π(ω) = π(ω1).
By hypothesis, the images of the commutators bj ,mh−1+1 ≤ j ≤ mh−1+R
w
h ,
generates a subgroup of finite index in Gwh /G
w
h+1. Let Nh denote the index.
Then for mh−1 +R
w
h + 1 ≤ j ≤ mh, there exists a
(j)
1 , ..., a
(j)
Rw
h
∈ Z such that
bNhj = b
a
(j)
1
mh−1+1
...b
a
(j)
Rw
h
mh−1+Rwh
mod Gwh+1,
that is
π(bNhj ) = π(b
a
(j)
1
mh−1+1
...b
a
(j)
Rw
h
mh−1+Rwh
vj),
where vj is a word in {ci : w(c)  wh+1}
±1. In
ω1 =
t∏
j=mh−1+1
b
xj
j ,
for each j ∈ {mh−1+R
w
h + 1, . . . ,mh}, write xj = zjNh + yj with 0 ≤ yj < Nh
and replace bNhj by the word
ωj = b
a
(j)
1
mh−1+1
...b
a
(j)
Rw
h
mh−1+Rwh
vj .
This produce a new word
ω′1 =
mh−1+R
w
h∏
j=mh−1+1
b
xj
j ·
mh∏
j=mh−1+1+Rwh
ω
zj
j b
yj
j ·
t∏
j=mh+1
b
xj
j
satisfying π(ω′1) = π(ω1). For mh−1 + 1 ≤ j ≤ mh−1 +R
w
h ,
degbj ω
′
1 ≤ |xj |+
∑
mh−1+R
w
h
+1≤i≤mh
|a
(i)
j−mh−1
| |xi| ,
By hypothesis, degbj ω ≤ Fbj (Cd) ≤ Fh(C1d) for all mh−1 + 1 ≤ j ≤ mh and
max{|a(i)n | : mh−1 +R
w
h + 1 ≤ i ≤ mh, 1 ≤ n ≤ R
w
h } = Ch <∞.
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Hence, for mh−1 + 1 ≤ j ≤ mh−1 +R
w
h , we obtain
degbj ω
′
1 ≤ C1(mh −mh−1)Fh(Cd) ≤ Fh(C2d).
Formh−1+R
w
h +1 ≤ j ≤ mh, degbj ω ≤ Nh. Finally, for any c ∈ {ci : 1 ≤ i ≤ t}
with w(c) ≻ w¯h, we have Fc ≻ Fh and
degc ω
′
1 ≤ degc ω1 +
∑
mh−1+Rwh +1≤k≤mh
|zk| degc vk
≤ Fc(C3d).
Applying Lemmas 6.13-6.20 to ω′1, we obtain a word ω
′ with π(ω) = π(ω′) and
ω2 =
mh−1+R
w
h∏
j=mh−1+1
b
x˜j
j
mh∏
j=mh−1+1+Rwh
b
yj
j
∏
j>mh
b
x˜j
j
where |x˜j | ≤ Fh(C1d) for mh−1 + 1 ≤ j ≤ mh−1 + R
w
h ; 0 ≤ yj < Nh for
mh−1 +R
w
h + 1 ≤ j ≤ mh, and |x˜j | ≤ Fcj (C
′
2d) for all j > mh. Now, apply the
induction hypothesis to
t∏
j=mh+1
b
x˜j
j , to obtain the desired conclusion.
We end with the following simple improvement of the last statement in
Theorem 2.10. The p[roof is a simple combination of the previous proposition
together with Lemma 6.19.
Theorem 6.22. Let G be a nilpotent group equipped with a generating k-tuple
S = (s1, . . . , sk). Let w, F be weight and weight-function systems on S satisfying
(2.1)-(2.2). Let Σ = (c1, . . . , ct) be a tuple of formal commutators in C(S) with
non-decreasing weights w(c1)  · · ·  w(ct). Let mj, j = 0, . . . , j∗ be defined by
{ci : w(ci) = w¯j} = {ci : mj−1 < i ≤ mj}.
Assume that (the image of) {ci : w(ci) = w¯j} generates G
w
j modulo G
w
j+1 and
that {ci : mj−1 < i ≤ mj−1 +R
w
j } is free in G
w
j /G
w
j+1.
There exist an integer p = p(G,S,F), a constant C = C(G,S,F) and a
sequence (i1, . . . , ip) ∈ {1, . . . , k}
p such that if g can be expressed as a word ω
over C(S) with degc(ω) ≤ Fc(r) for some r ≥ 1 and all c ∈ C(S) then g can be
expressed in the form
g =
p∏
j=1
s
xj
ij
with |xj | ≤ C
{
Fij (r) if sij ∈ core(S,w,Σ)
1 if sij 6∈ core(S,w,Σ).
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