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Abstract
A nonlinear elliptic partial differential equation (pde) is obtained as a generalization of the planar Euler equation to the surface of
the sphere. A general solution of the pde is found and specific choices corresponding to Stuart vortices are shown to be determined
by two parameters λ and N which characterizes the solution. For λ = 1 and N = 0 or N = −1, the solution is globally valid
everywhere on the sphere but corresponds to stream functions that are simply constants. The solution is however non-trivial for
all integral values of N ≥ 1 and N ≤ −2. In this case, the solution is valid everywhere on the sphere except at the north and
south poles where it exhibits point-vortex singularities with equal circulation. The condition for the solutions to satisfy the Gauss
constraint is shown to be independent of the value of the parameter N . Finally, we apply the general methods of Wahlquist and
Estabrook to this equation for the determination of (pseudo) potentials. A realization of this algebra would allow the determination
of Ba¨cklund transformations to evolve more general vortex solutions than those presented in this paper.
c⃝ 2014 The Authors. Production and Hosting by Elsevier B.V. on behalf of Nigerian Mathematical Society. This is an open access
article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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1. Introduction
To take account of curvature effects in planetary motions, a number of authors have begun to study the motion of
vortices on spherical surfaces. The study of point vortices on spherical objects however dates back to the 19th century
with Helmholtz initiating the point vortex model [1]. Perhaps the most significant of these studies is Crowdy’s gen-
eralization of the planer Stuart vortex to the surface of a sphere using a conformal mapping of the spherical surface
into the complex plane [2]. Other approaches of note involves using a stream function formalism for the governing
equations in spherical coordinates [3]. There exists a relationship between the stream function ψ and the vorticity ω
ω = −∆2Σψ = −Cedψ − g (1.1)
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where C , d and g are real constants. ∆2Σ is the Laplace–Beltrami operator on a unit-radius sphere defined by
∆2Σ ≡
1
sin θ
∂
∂θ

sin θ
∂
∂θ

+ 1
sin2 θ
∂2
∂φ2
(1.2)
θ and φ are the angular variables in spherical polar coordinates. Eq. (1.1) forms the starting point of Crowdy’s
generalization. Choosing g = 2d allows (1.1) to be reduced to a standard elliptic Liouville partial differential equation
in two dimensions. The Liouville equation is known to describe the motion of a single vortex in a plane bounded by
impenetrable walls as well as the exact solutions of the steady Euler equation known as Stuart vortices. To understand
fully vortical effects in spherical configurations, explicit solutions to (1.1) have to be found. Unfortunately, no exact
(smooth) solution to (1.1) is known except for the special case g = 2d . It is therefore an open mathematical problem
to determine if other choices of g can lead to solutions that satisfies (1.1). Such solutions, once found are expected to
satisfy the Gauss constraint everywhere on the surface of the sphere. This problem was first posed by Crowdy [2]. It
is the primary purpose of this paper to carry out such an investigation. In the next section, we give a brief derivation
of Crowdy’s equations that govern the motion of vortices on spherical surfaces.
2. Derivation of Crowdy’s equation
Let
q¯ = (0, v, u) (2.1)
be the velocity vector whose zonal component u and meridional component v are given in spherical polar coordinates
(r, θ, φ) defined on a unit sphere with latitude angle θ measured from the axis through the north pole. If the flow is
incompressible, we can introduce stream functions ψ(θ, φ) defined by
u = −∂ψ
∂θ
, v = 1
sin θ
∂ψ
∂φ
. (2.2)
For steady state vortex flow on a spherical surface, the scalar vorticity field ω(θ, ψ) satisfies
u
sin θ
∂
∂φ
+ v ∂
∂θ

ω = 0. (2.3)
Substituting (2.2) in (2.3) we have
1
sin θ

−∂ψ
∂θ
∂ω
∂φ
+ ∂ψ
∂φ
∂ω
∂θ

= 0. (2.4)
We write
ω = h(ψ) (2.5)
for some differentiable function h. The choice of h determines the vorticity stream function relation. This formulation
is well known in the literature (see for example [3]), however only few analytic solutions have been found. A particular
form for h we shall assume here is h = −Cedψ − g which gives (1.1). For spherical surfaces, only vortex fields
that simultaneously satisfy (2.5) and the Gauss constraint are allowed. To find solutions to (2.5) a combination of
transformations of both independent and dependent variables is employed. The angular variables (θ, φ) are replaced
by the complex variables

ζ, ζ¯

in a stereographically projected plane.
2.1. Vortex solutions on a stereographically projected plane
Define
ζ = r˜ eiφ (2.6)
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where
r˜ = cot

θ
2

. (2.7)
The origin ζ = 0 corresponds to the south pole of the sphere. Using the relations
cos θ = ζ ζ¯ − 1
ζ ζ¯ + 1 , sin θ =
2

ζ ζ¯
ζ ζ¯ + 1 (2.8)
∂
∂θ

φ
= − ζ
sin θ
∂
∂ζ

ζ¯
− ζ¯
sin θ
∂
∂ζ¯

ζ
, (2.9)
as well as
∂
∂φ

θ
= iζ ∂
∂ζ

ζ¯
− i ζ¯ ∂
∂ζ¯

ζ
, (2.10)
we are led to the equation
φζ ζ¯ +
2
d
1
1+ ζ ζ¯ 2 = Cedφ + g1+ ζ ζ¯ 2 (2.11)
where
φ(ζ, ζ¯ ) ≡ ψ(ζ, ζ¯ )− 2
d
log(1+ ζ ζ¯ ) (2.12)
(2.11) can be written in the form
φζ ζ¯ = Cedφ +
A
1+ ζ ζ¯ 2 (2.13)
where
A = g − 2
d
. (2.14)
WhenA = 0, (2.13) gives a standard Liouville equation.
φζ ζ¯ = Cedφ . (2.15)
Assume
8 = φ −A log 1+ ζ ζ¯  . (2.16)
Thus
8ζ ζ¯ = φζ ζ¯ −
A
1+ ζ ζ¯ 2 . (2.17)
Therefore (2.13) implies
8ζ ζ¯ = Cedφ . (2.18)
Using the relation (2.16) we have
8ζ ζ¯ = C

1+ ζ ζ¯ γ ed8 (2.19)
which is a modified Liouville equation where γ = dA. Changing notations for convenience
U = d8, x = ζ, y = ζ¯ , c = dC (2.20)
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then
Uxy = c (1+ xy)γ eU (2.21)
(2.21) would be referred to as Crowdy’s equation. A vortex solution to (2.21) is
U = − log

− c
γ + 2 (1+ xy)
γ+2

. (2.22)
Stuart (1967) and Liouville (1853) as cited in [2], gave
U = − log

2 f ′(x) f ′(y)
−c 1+ f (x) f (y)2

(2.23)
as a general solution to the elliptic Liouville equation where f (x) is an analytic function. Making the coordinate
choice
f (x)→ x, f (y)→ y. (2.24)
Stuart’s solution (2.23) becomes
U = − log 2− log

−c (1+ xy)2

(2.25)
or
U = − log

− c
2
(1+ xy)2

(2.26)
which corresponds to (2.22) for γ = 0. To obtain particular forms for f that yields the desired generalizations of the
planar Stuart solution to the spherical surface, f must take the form
f (x)→ ax N + b (2.27)
where a ∈ R and b ∈ C so that (2.24) corresponds to a particular form of (2.27) where f is a first order polynomial
in x , a = 1 and b = 0.
3. More general Stuart vortex solutions
The total vorticity on the spherical surface consists of a sum of the circulations of two vortices involving a uniform
vorticity plus the contribution from a smooth Stuart-type vorticity on the spherical surface. The corresponding stream
function is then
ψ(x, y) = 1
d
((2+ γ ) log(1+ xy)+U (x, y)) . (3.1)
This establishes a connection between the general solutions (2.22) and the vortex structures. Substituting (2.22) into
(3.1) we see that the stream function ψ would be given explicitly as
ψ(x, y) = 1
d
log

c
γ + 2

(3.2)
which is trivial. The explicit appearance of x and y in (2.21) makes it difficult to obtain more general solutions to
(2.21) other than (2.22) using mappings such as (2.27) even when γ = 1. However, to obtain more general Stuart
Vortex solutions, we may assume
U (x, y) = −W (x, y)− γ log(1+ xy). (3.3)
Then (2.21) becomes
Wxy + γ (1+ xy)−2 = −ce−W. (3.4)
220 E.O. Ifidon, E.O. Oghre / Journal of the Nigerian Mathematical Society 34 (2015) 216–226
Let
W = 2 log p (3.5)
where p is an arbitrary function of x and y. Then (3.4) becomes
p2

log p2

xy
+ γ (1+ xy)−2 p2 = −c. (3.6)
We seek solutions to (3.6) of the form
p =

1+ k
2
F F¯

(Fx F¯y)
−1/2 (3.7)
where F = F(x) is an arbitrary complex function of x , holomorphic in x . Substitution in (3.6) implies
γ (1+ xy)−2

1+ k
2
F F¯
2
(Fx F¯y)
−1 = −c − k. (3.8)
This implies 
d Fd F¯
(1+ k2 F F¯)2
= γ
a
 
dxdy
(1+ xy)2 (3.9)
which gives
F F¯ = 2
k

(xy)N (1+ xy)
λ − 1 (3.10)
where λ = kγ2a and a = −c − k. Thus the stream function can be written explicitly as
ψ(x, y) = − 1
d
log
 k2λ2 (xy)
2N−1

(xy)N (1+ xy)λ − 1
N (xy)N−1 + (N + 1) (xy)N 2
 . (3.11)
In particular if k = − 2c
γ+2 , λ = 1. In this case the solution (3.11) reduces to the solution (3.2) when N = 0 and
N = −1. Thus for λ = 1 and N = 0 or N = −1, the solution (3.11) is valid everywhere on the sphere. It however
corresponds to physically uninteresting stream functions which are simply constants. Furthermore, if we choose k
such that λ > 1 and N ≥ 0, the solution (3.11) would no longer be globally valid on the sphere since (3.11) becomes
singular at x = 0 (corresponding to the south pole in the stereographically projected plane) and x = ∞ (corresponding
to the north pole). It is easy to show however that at both of these points the stream function (3.11) can be locally
associated with a point-vortex singularity and are therefore physically admissible [2]. The stream function has the
dominant behaviour
ψ ≈ − 1
d
(2N − 1) log(xy) (3.12)
at the south pole. Therefore the circulation Γs of the point vortex at the south pole is
ΓS = −4π (2N − 1)d . (3.13)
Clearly (3.11) is invariant under rotation through the transformation
x = x exp(2π i/N ). (3.14)
Thus the circulation of the two antipodal point vortices are equal.
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3.1. Gauss constraint on the vorticity
Since a sphere is a closed compact surface, it follows from Gauss theorem that the integral of the scalar vorticity
field over the spherical surface must be zero. That is
s
ωdσ = 0 (3.15)
where dσ denotes the area element on a spherical surface. This forms a global constraint on the vorticity distribution.
It is not immediately obvious whether or not the circulations sum to zero so that, we need to analytically verify
(3.15) for the stream function (3.11). To analytically compute the integral over the sphere of the vorticity distribution
associated with (3.11), the integral of the vorticity due to the stream function (3.11) over the surface of the sphere are
from (1.1) given as 
s
ωdσ = c
 
s
edψdσ + g
 
s
dσ. (3.16)
Now consider the integral 
s
edψdσ =
 
s
(1+ xy)2
p2
dσ = γ
a
 
s
dσ (3.17)
where we have assumed used (3.8). Therefore, the integral over the sphere of the smooth vorticity distribution
associated with the stream function (3.11) sums up to zero provided
λ = 1. (3.18)
4. Surface-contour plot of the stream functions
The streamlines of the flow on the projected x–y-plane are the contours ψ = constant. The streamlines for some
vortex solutions are given below. Figs. 1–3 show surface-contour plot corresponding to the values N = 1, 4,−3
respectively.
Fig. 1. Solutions for N = 1 showing the appearance of point vortices of equal circulation at both poles.
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Fig. 2. Solutions for N = 4 showing point vortices. There are antipodal vortices of equal circulation.
Fig. 3. Contour plot for the stream functions corresponding to the case N = −3. Observe the appearance of point vortices at the equator.
5. Prolongation structures of (2.21) and infinite-dimensional algebras
As pointed out in the previous section, all exact distributed vortex equilibria on a sphere are determined by the
general solution of (2.21). We have in deed obtained only one non trivial solution namely (3.11) so far, which most
likely is just one of a number of possible exact vortex solutions that may exist. This has caused us to apply the general
methods of Wahlquist and Estabrook to this equation for the determination of (pseudo) potentials in the hope of
generating new solutions. Following [4] and [5], we introduce an embedding parameter µ ∈ [0, 1] in (2.21) so that
Uxy = c (1+ µxy)γ eU. (5.1)
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We take M = R2 (with coordinates x , y), N = R1 (with coordinates U), N ′ = R1 (with coordinates V), the volume
element ω = dx ∧ dy. We restrict attention to the case for which γ is a real positive (non zero) integer. The exterior
differential system of 2-forms associated with (5.1) can then be written as
σ = dUx ∧ dx − dUy ∧ dy + 2 f ω
η1 = dU ∧ dy − Ux dx ∧ dy
η2 = dU ∧ dx + Ux dx ∧ dy
(5.2)
where
f = c(1+ µxy)γ eU. (5.3)
The Wahlquist–Estabrook procedure requires that
d F ∧ dx + dG ∧ dy = lη1 +mη2 + nσ + ξ ∧ ζ (5.4)
where l,m and n are arbitrary functions on J 1(M,N ) × J 0(M,N ′), ζ = dv − Fdx − Gdy and ξ is a 1-form on
J 1(M,N ) × J 0(M). Comparison of the terms in dU ∧ dx , dUx ∧ dx , dUx ∧ dy, dU ∧ dy, dUy ∧ dy, dUy ∧ dx
gives
FU = l, Fp = m, G p = 0 = Fq , GU = n, Gq = −Fp (5.5)
[F,G] = −pGU + q FU + Fy − Gx + 2c(1+ µxy)γ eU

Fp − Gq

(5.6)
where p = Ux , q = Uy . We set
F = pZ + B G = −q Z + C ZU = 0 (5.7)
where B = B(x,U) and C = C(y,U). We take advantage of the existence of the explicit gauge equivalence
F = pZ + e+µA Be−µA, G = −q Z + e+µDCe−µD (5.8)
induced by an equivalence of pseudo-potentials Za ∼ Z ′a = λ ◦ Za . Conjugation is performed by ‘means’ of the
adjoint action of G = g so that
F = pZ + B + µ
1! [A, B]+
µ2
2! [A, [A, B]]+ · · · = pZ + e
adµA B (5.9)
G = −q Z + C + µ
1! [D,C]+
µ2
2! [D, [D,C]]+ · · · = −q Z + e
adµD C. (5.10)
Inserting these forms into (5.6) yields a polynomial in p and q, so that the vanishing of all of the separate coefficients
gives the following equations (where all x and y derivatives are ignored)
Z , eadµA B

= +eadµA BU (5.11)
Z , eadµD C

= −eadµD CU (5.12)
eadµA B, eadµD C

= 2c(1+ µxy)γ eU Z . (5.13)
Eqs. (5.11) and (5.12) are simply flow equations for a vector field which can be integrated to give
eadµA B(x,U) = e+U(adZ )

eadµA R(x)

(5.14)
and
eadµD C(y,U) = e−U(adZ )

eadµD S(y)

(5.15)
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where we have indicated explicitly the assumed x and y dependence. Inserted into (5.13) gives
e+U(adZ )

eadµA R(x)

, e−U(adZ )

eadµD S(y)

= 2c (1+ µxy)γ eU Z . (5.16)
Comparing coefficients of U gives a countable list of commutation relations to be satisfied, namely
k
m=0

1
2
k  k
m

ϵ

admZ adµA R(x), ad
k−m
Z adµD S(y)

= 2c (1+ µxy)γ Z (5.17)
where ϵ = (−1)m . Expansion of both sides of (5.17) in a power series in µ yields the following set of equations
n=0,1,2,...,γ
l=0
k
m=0

1
2
k  k
m

n
l

ϵ

adk−mZ ad
n−l
A R(x), ad
m
Z ad
l
D S(y)

= 2c

γ
n

(xy)n Z (5.18)
and
n>γ
l=0
k
m=0

1
2
k  k
m

n
l

ϵ

adk−mZ ad
n−l
A R(x), ad
m
Z ad
l
D S(y)

= 0. (5.19)
Defining new quantities
Rp,q ≡ (−1)padpZ adqA R and Sp,q ≡ adpZ adqD S. (5.20)
An induction hypothesis then shows that the value of [Rk−m,0, Sm,0] is independent of m when 0 ≤ m ≤ k. Therefore
we have
Rk−m,0, Sm,0
 = 2cZ ∀m = 0, 1, . . . , k. (5.21)
Following previous arguments, it can be shown that the value of the commutators in (5.18), are independent of the
values of m so that the series simplifies to
n
l=0

n
l
 
Rk−m,n−l , Sm,l
 = 2cγ
n

(xy)n Z (5.22)
n = 1, 2, . . . , γ, m = 0, 1, . . . , k. The remaining commutators of the vector fields can be obtained from the last of
the constraint equations (5.19) using the induction hypothesis in a manner similar to the arguments given previously.
Therefore (5.19) reduces to
n>γ
l=0

n
l
 
Rk−m,n−l , Sm,l
 = 0 ∀m = 0, 1, . . . , k. (5.23)
The explicit existence of x and y in (5.17) implies that our prolongation vector fields must depend on these
variables. It is reasonable to assume that all of Rk−m,0 and Sm,0 are polynomials of order γ in x and y respectively.
However, considering the fact that the result of the commutators in (5.21), (5.22) and (5.23) are independent of
the values of the indices m and k, they may be regarded algebraically as representing the same elements so that the
contributions from these elements can be dropped and only the contributions resulting from ‘n’ are considered instead.
If however, we desire to maintain distinct the realizations of all the {Rn,0, Sn,0} satisfying (5.21), we would be led to
an infinitely generated set of solutions depending on x and y given by
Rn,0 = −
γ
j=0
x j f nγ− j+1, Sm,0 =
γ
i=0
yi emγ−i+1. (5.24)
Also in view (5.20) we may write
Rn,m = −
γ
j=0
x j admA f
n
γ− j+1, Sm,n =
γ
i=0
yi adnDe
m
γ−i+1. (5.25)
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Substituting (5.25) in (5.21) and (5.22), we see that the only non vanishing commutators involving the Rp,q ’s and the
Sp,q ’s are
n
l=0

n
l

adn−lA f
k−m
γ−n+1, ad
l
De
m
γ−n+1

= −2c

γ
n

Z (5.26)
which holds ∀m = 0, 1, 2, . . . , k and n = 0, 1, 2, . . . , γ . In terms of (5.25) the series in (5.23) becomes
n>γ
l=0

n
l

adn−lA f
k−m
γ−n+1, ad
l
De
m
γ−n+1

= 0. (5.27)
5.1. The algebra A1 ⊕ A1
Consider the algebra A1 ⊕ A1 with Cartan–Weyl basis given by
H (m)i , E
(n)
±β

= ±δi1δβ1 E (m+n)±1 ± δi2δβ2 E (m+n)±2
E (m)+α , E
(n)
−β

= δα1δβ1 H (m+n)1 + δα2δβ2 H (m+n)2
(5.28)
where (m, n = 0,±1,±2,±3, . . . ; i = 1, 2; α, β = 1, 2) and corresponding Cartan matrix
A =

1 0
0 1

(5.29)
which is the Cartan matrix for the Kac–Moody algebra A1 ⊕ A1 (except that Kac [6] normalizes his vectors so that
the diagonal elements of A have the value 2 instead of 1).
Definition 1. Consider the vector space C t, t−1. The extended algebra of A1 ⊕ A1 with C t, t−1 is called the loop
algebra over A1 ⊕ A1 and is denoted by A1 ⊕ A1loop.
A1 ⊕ A1loop = C

t, t−1
⊗C A1 ⊕ A1. (5.30)
Proposition 1. There exists a non-trivial extension A1 ⊕ A1 of A1 ⊕ A1loop given by A1 ⊕ A1 = A1 ⊕ A1loop ⊕
Cc whose bracket is given by

E (m)α , E
(n)
β

= t (α+β) ⊗

E (m)α , E
(m)
β

+ κ

tα ⊗ E (m)α , tβ ⊗ E (n)β

δα−βc where
κ

tα⊗E
(m)
α , tβ ⊗ E (n)β

is a particular scaling of the Killing form obtained by using the trace of the smallest matrix
representation.
A simple computation shows that A1 ⊕ A1 is infinite-dimensional. We may construct (unique) non zero elements
in A1 ⊕ A1 by defining
E (n)0 = t ⊗ E (n)−1 , F (n)0 = t−1 ⊗ E (n)1 (5.31)
so that
H (m+n)0 =

E (m)0 , F
(n)
0

= 1⊗

E (m)−1 , E
(n)
1

+ κ

t ⊗ E (m)−1 , t−1 ⊗ E (n)1

c
= −H (m+n)1 +

E (m)−1 , E
(n)
1

c = −H (m+n)1 + c. (5.32)
Also we may write
Eˆ (n)0 = t ⊗ E (n)−2 , Fˆ (n)0 = t−1 ⊗ E (n)2 (5.33)
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so that
Hˆ (m+n)0 =

Eˆ (m)0 , Fˆ
(n)
0

= 1⊗

E (m)−2 , E
(n)
2

+ κ

t ⊗ E (m)−2 , t−1 ⊗ E (n)2

cˆ
= −H (m+n)2 +

E (m)−2 , E
(n)
2

cˆ = −H (m+n)2 + cˆ. (5.34)
Proposition 2. The requirement H (m+n)0 = Hˆ (m+n)0 implies c = −H (m+n)2 and cˆ = −H (m+n)1 .
Thus we have
H (n)0 = −H (n)1 − H (n)2 . (5.35)
Also
E (p)0 ,

Eˆ (n)0 , Fˆ
(m)
0

=

E (p)0 , H
(n+m)
0

= E (p+n+m)0 . (5.36)
Theorem 5.1. A1 ⊕ A1⊕CD is an infinite-dimensional affine Lie algebra whereD is a Virasoro algebra which obeys
the commutation relation
D (m), E (n)α

= nE (m+n)α
D (m), H (n)α

= nH (m+n)α
D (m),D (n)

= (n − m)D (m+n).
(5.37)
Theorem 5.2. The prolongation structure of (2.21) is given by the algebra of Theorem 5.1 when γ = 1
Proof. Set
A = F (−1)0 , f 12 = Fˆ (0)0 , en2 = Eˆ (0)0 , D = 0, Z = H (0)0 (5.38)
then the conditions (5.26) and (5.27) are satisfied. 
6. Summary
A general solution to Crowdy’s equation has been found. This equation presents a generalization of the planar
Euler equation to the surface of the sphere. The solutions corresponding to Stuart vortices are shown to be determined
by specific choices of two parameters λ and N . It was shown that for λ = 1 and N = 0 and N = −1 the solution is
globally valid everywhere on the sphere but corresponds to a physically stream function which is constant everywhere
on the surface of the sphere. However other choices of N with λ = 1, gives solutions that are generally non-trivial
and are valid everywhere on the sphere except at the north and south poles where the solutions exhibits point-vortex
singularities with equal circulations. The condition for the solutions to satisfy the Gauss constraint is shown to be
independent of the parameter N . Finally, we apply the general methods of Wahlquist and Estabrook to Crowdy’s
equation with the hope of obtaining more general solutions than those presented in this paper.
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