Some normality test statistics are proposed by testing non-nested hypotheses of the normal distribution and the Laplace distribution. If the null hypothesis is normal, the proposed non-nested tests are asymptotically equivalent to Geary's (1935) normality test. The proposed test statistics are compared by the method of approximate slopes and Monte Carlo experiments.
Introduction
In statistical analysis, many models and methods rely upon the assumption of normality, which should be examined by some adequate tests. However, in several data (e.g. economic and financial data), the existence of outliers is much frequent, and the observations or disturbances may have some leptokurtic distributions, where the kurtosis is larger than three. In order to detect such leptokurtic non-normal distributions, we apply the method of non-nested testing which has high sensitivity (power) for an explicit alternative hypothesis.
Based on Cox (1961 Cox ( , 1962 and Atkinson (1970) , it this article non-nested test statistics between the normal distribution and the Laplace (or double-exponential) distribution, which is a typical leptokurtic distribution are proposed. All Geary's (1935) normality test statistic.
In the context of regression models, the maximum likelihood estimator with the Laplace distribution error is the least absolute deviation (LAD) estimator. Therefore, these test statistics are also useful to decide whether the LAD regression or the conventional OLS regression should be applied.
By applying Pesaran's (1987) strict definition of non-nested hypotheses, we find that the normal distribution and the Laplace distribution are globally non-nested, and that the power analysis using Pitman-type local alternatives is not available. Therefore, these non-nested test statistics are compared by the method of approximate slope (or Bahadur efficiency) developed by Bahadur (1960 Bahadur ( , 1967 
Cox (1961, 1962) showed that f T is asymptotically normal with zero mean and variance 
can be used as test statistics which follow the standard normal limiting distribution. In setup (1) and (2), obtain
Therefore, when the null hypothesis is normal and the alternative hypothesis is Laplace, the Cox test statistic is
with the asymptotic variance
On the other hand, when the null hypothesis is Laplace and the alternative hypothesis is normal, the Cox test statistic is
Next, derive Atkinson's (1970) 
Comparing (3) and (12) 
as test statistics which follow the standard normal limiting distribution. When the null hypothesis is normal and the alternative hypothesis is Laplace, the Atkinson test statistic is:
and when the null hypothesis is Laplace and the alternative hypothesis is normal, the Atkinson test statistic is 
From (10) and (14), the relationships among G , f T , and (14) and (15) Pesaran (1987) classified the relationship between two hypotheses into three categories, i.e., nested, globally non-nested, and partially non-nested. In the case of (1) and (2) and the power analysis using a local alternative is not available (see Pesaran (1987) ). Because the Pitman-type power analysis cannot be applied, compare the Cox test and the Atkinson test by the method of approximate slopes developed by Bahadur (1960 Bahadur ( , 1967 . The method of approximate slopes compares the convergence rates of the significance levels of tests (to zero) under some fixed alternative hypothesis with some fixed power. (10), (11), (14), and (15), 
In both cases (i.e., the null is normal, and the null is Laplace), the 
