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Abstract
We obtain the rigorous uniform asymptotics of a particular integral where a stationary
point is close to an endpoint. There exists a general method introduced by Bleistein for
obtaining uniform asymptotics in this situation. However, this method does not provide rigor-
ous estimates for the error. Indeed, the method of Bleistein starts with a change of variables,
which implies that the parameter governing how close the stationary point is to the endpoint
appears in several parts of the integrand, and this means that one cannot obtain general error
bounds. By adapting the above method to our particular integral, we obtain rigorous uniform
leading-order asymptotics. We also give a rigorous derivation of the asymptotics to all orders
of the same integral; the novelty of this second approach is that it does not involve a global
change of variables.
1 Introduction
Stokes and Kelvin established in the nineteenth century that the main contributions to the large-t
asymptotics of the integral ∫ β
α
g(x) exp
(
ith(x)
)
dx,
where the functions g(x) and h(x) are sufficiently smooth, come from the neighbourhood of the
endpoints α and β, and from the neighbourhood of stationary points of h(x), i.e. points where
h′(x) = 0.
The case when the stationary point is close to an endpoint was considered by Bleistein in [2],
where he introduced a general algorithm for obtaining uniform asymptotics using a global change of
variables and integration by parts; this work followed on from analogous treatments of two nearby
stationary points by Chester, Friedman, and Ursell [3], [6], [9]. A good description of this general
methodology can be found in [10, Chapter VII]. We note, however, that these general algorithms do
not give rigorous uniform error estimates, and such estimates must be obtained on a case-by-case
basis; we illustrate this statement below in our discussion of the particular integral JB , defined by
Definition 1.1.
The aim of this paper is to obtain the leading-order asymptotics of the integral JB with a
rigorous uniform error estimate. This estimate is needed for the proof of a variant of the Lindelo¨f
hypothesis [5].
Definition 1.1 (The integral JB) Let 0 < δ < 1 and 1/2 ≤ σ < 1 be fixed constants, and let λ
satisfy
tδ−1
1− tδ−1 ≤ λ ≤ t
1−δ − 1. (1.1)
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Let
JB(t;λ, δ, σ) :=
∫ ∞eiφ
1−tδ−1
(1− z)−1/2zσ−1/2 exp (itF (z;λ)) dz, (1.2)
where
F (z;λ) := (1− z) ln(1− z) + z ln z + z lnλ, (1.3)
with the branch cuts of F (as a function of z) from −∞ to 0 and from 1 to ∞.
The angle φ in the endpoint of integration in (1.1) satisfies
0 < φ < π/2 when lnλ ≥ 0, (1.4)
and
0 < φ < arctan
(
π∣∣ lnλ∣∣
)
when lnλ < 0. (1.5)
It is straightforward to check that the requirements (1.4) and (1.5) are equivalent to demanding
that ℑF (z;λ) > 0 for large |z|, i.e. that the integrand in (1.2) has exponential decay for large |z|.
Problem 1.1 Find the leading-order asymptotics of JB as t → ∞ for λ in the range (1.1), with
the error term independent of λ.
Since we are not interested in the dependence of the error term on the parameters σ and δ, we
will suppress the dependence of JB (and all other functions) on these two variables; i.e. we write
JB = JB(t;λ) only.
Why is Problem 1.1 difficult? Since
∂F
∂z
(z, λ) = ln
(
zλ
1− z
)
, (1.6)
there is a stationary point at
z =
1
1 + λ
. (1.7)
When
tδ−1
1− tδ−1 < λ ≤ t
1−δ − 1,
the stationary point is in the interval (0, 1−tδ−1), and thus is away from the contour of integration.
However, when λ equals λc, defined by
λc :=
tδ−1
1− tδ−1 =
1
t1−δ − 1 , (1.8)
the stationary point is at z = 1− tδ−1, i.e. at the endpoint of integration.
The method of Bleistein deals with the situation of a stationary point close to an endpoint
by introducing a global change of variables. Before following this method, it is convenient to
introduce new variables ζ = ζ(z) and Λ = Λ(λ) so that ζ = 0 corresponds to z = 1 − tδ−1 and
Λ = 0 corresponds to λ = λc; i.e. we let
λ = λc(1 + Λ) and z =
(1 + λcζ)
1 + λc
. (1.9)
In these new variables, the stationary point is at
ζ =
−Λ
1 + λc(1 + Λ)
, (1.10)
therefore on the positive real axis, and at the endpoint of integration ζ = 0 if Λ = 0.
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We then have that
JB(t;λ) =
(
λc
1 + λc
)1/2 (
1
1 + λc
)σ−1/2
exp
(
itf0(Λ, λc)
(1 + λc)
)
J˜B(t;λ), (1.11)
where f0 is defined by
f0(Λ, λc) := ln
(
λc(1 + Λ)
1 + λc
)
− λc ln
(
1 + λc
λc
)
, (1.12)
and J˜B is defined by
J˜B(t; Λ) :=
∫ ∞eiφ
0
g(ζ; t) exp (ith(ζ; t,Λ)) dζ, (1.13)
where φ satisfies (1.4) and (1.5) as before,
g(ζ; t) := (1− ζ)−1/2(1 + λcζ)σ−1/2, and h(ζ; t,Λ) := f1(ζ; t,Λ)
1 + λc
, (1.14)
with
f1(ζ; t,Λ) := λcζ
[
ln(1 + Λ) + ln(1 + λcζ)− ln(1− ζ)
]
+ ln(1 + λcζ) + λc ln(1− ζ). (1.15)
The branch cut for ln(1+λcζ) is taken from −1/λc to ∞ on the negative real axis and the branch
cut for ln(1− ζ) from 1 to ∞ is taken on the positive real axis. Note that the range for λ in (1.1)
means that the parameter Λ satisfies
0 ≤ Λ < t
1−δ − 1
λc
− 1. (1.16)
The method of Bleistein introduces a global change of variables u = u(ζ) so that
h(ζ; t,Λ)− h(0; t,Λ) = 1
2
u2 + au, (1.17)
where a is chosen so that when ζ is given by (1.10), u = −a. Performing this change of variables
in (1.13), and observing that h(0; t,Λ) = 0, we obtain
J˜B(t; Λ) =
∫ ∞eipi/4
0
g (ζ(u); t)
dζ
du
(u) exp
(
it
(
1
2
u2 + au
))
du.
The Bleistein method then proceeds by integrating by parts, and gives formal asymptotics of J˜B.
Arguments due to Erdelyi for the case a = 0 [4, §2.9] can be adapted to give a rigorous uniform
bound for the error in the general case, i.e., for general g and h, under the assumption that the
function
g (ζ(u); t)
dζ
du
(u)
is independent of t and Λ. Even when g(ζ; t) = g(ζ), which is not the case for J˜B defined by
(1.13), this assumption will not hold in general since the change of variables ζ(u) (and hence also
(dζ/du)(u)) depend on Λ, via the dependence of a on Λ.
In this paper, we provide the necessary modifications to these arguments to obtain the rigorous
uniform asymptotics of J˜B as t→∞. The solution of Problem 1.1 is then as follows.
Theorem 1.1 (Solution of Problem 1.1, i.e. uniform leading-order asymptotics of JB)
Let
ω(t,Λ) :=
√
λct
2
ln(1 + Λ)
1 + λc
. (1.18)
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Observe that ω ≥ 0 since Λ ≥ 0. The leading-order asymptotics of JB are given by (1.11), with the
leading-order asymptotics of J˜B given by
J˜B(t;λ) = e
−iω2
√
2
λct
(∫ ∞eipi/4
ω
eiξ
2
dξ
)(
1 + o(1)
)
, (1.19)
where the o(1) is independent of Λ.
If Λ is such that ω = O(1) as t → ∞ (e.g. Λ = 0), then the integral on the right-hand side of
(1.19) is an O(1) quantity independent of Λ. Furthermore, if Λ is such that ω → ∞ as t → ∞,
then
J˜B(t;λ) =
√
2
λct
(−1
2iω
+O
(
1
ω3
))(
1 + o(1)
)
, (1.20)
as t→∞, where both the o(1) and the omitted constant in the O(1/ω3) are independent of Λ.
The integral on the right-hand side of (1.19) is a Fresnel-type integral, and can be expressed
in terms of the special function F (z) defined in [8, Equation 7.2.6].
Remark 1.2 (Transition between “stationary-point” and “integration-by-parts” con-
tributions) In the asymptotics (1.19), λct plays the role of the large parameter (recall from (1.8)
that λc ∼ tδ−1 as t→∞, so λct ∼ tδ →∞ as t→∞).
When Λ is such that ω = O(1) as t → ∞, the right-hand side of (1.19) is O((λct)−1/2),
i.e., the asymptotics expected from a stationary point. When Λ is such that ω → ∞ as t → ∞,
(1.20) implies that the right-hand side of (1.19) is O((λct)−1), i.e., the asymptotics expected from
integration by parts away from a stationary point.
Obtaining the solution to Problem 1.1 without a global change of variables. When one
obtains the formal asymptotics of standard stationary-phase-type integrals (i.e. those without the
stationary point approaching an endpoint), one splits the integral, uses local expansions near the
stationary point, and then uses integration by parts away from the stationary point (see, e.g., [1,
§6.5]). Similarly, for the formal asymptotics of Laplace-type integrals, one uses local expansions
near the points at which the exponent is maximised, and integration by parts away from these
points (see, e.g., [1, §6.4]).
For the rigorous justification of these asymptotics, however, the standard approach is to first
make a global change of variables (in the same spirit as (1.17) above); see, e.g., [4, §2.4, §2.9], [10,
Chapter 2 §1 §3], and [7, §3.3, §5.3].
It is rare to see examples in the literature where rigorous asymptotics are obtained without
first making a global change of variables, but via directly splitting the integral and using local
expansions and integration by parts; one notable exception is [1, §6.4, Examples 7 and 8].
It is therefore a challenging question whether the rigorous uniform leading-order asymptotics
of JB can be obtained without first making a global change of variables. In this paper we show
that this is indeed possible; in fact, we go even further by obtaining the asymptotics to all orders
of JB, in the most important case when σ = 1/2.
Theorem 1.3 (Asymptotics of JB to all orders when σ = 1/2) In the case σ = 1/2, the
asymptotics of JB to all orders are given by
JB(t;λ) =
m−3∑
j=1
Tj(t;λ) +O
(
(4m− 5)!!t− 12− (4m−5)δ2 (ln t)(4m−3)/2a−4m+4
)
+ exp
(
itF (1− tδ−1;λ)− iω2
)
t−1/2
√
2
1 + λc
(∫ ω+a√λct/2
ω
eiξ
2
dξ
)
+O
(
t−
1
2+
3δ
2 a4
)
,
(1.21)
for any natural number m ≥ 4, where a≫ t−δ/2 is such that
tǫ−
δ
2+
δ
4m+2 ≪ a≪ t− δ2+ δ4m−2 (1.22)
for some ǫ > 0, and the summands Tj are defined exactly by (4.14) below and can be estimated by
(4.29).
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The result of Theorem 1.3 is a uniform expansion in the sense that the O(·) terms are inde-
pendent of λ, but it is not quite a uniform asymptotic expansion in the sense of, e.g., [10, Chapter
VII, §1] since the ordering of the Tj terms and the term involving the integral is not immediately
specified.
Outline of the paper. In §2 we recap Bleistein’s “global change of variable + integration by
parts” method, supplemented with ideas from Erdelyi [4, §2.9] to bound the error term. In §3 we
prove Theorem 1.1 by adapting the method in §2. In §4 we prove Theorem 1.3, and also show how
the result of Theorem 1.1 follows from that of Theorem 1.3.
2 Recap of Bleistein’s “global change of variable + integra-
tion by parts” method
In this section we give an overview of the “global change of variable + integration by parts” method
for obtaining uniform asymptotics for a stationary point near an endpoint. As discussed in §1, this
method was introduced by Bleistein [2, Section 5] and appears in, e.g., [10, Chapter VII].
We follow the approach of Bleistein, but perform the integration by parts slightly differently,
following Erdelyi’s treatment of the method of stationary phase in [4, §2.9]. The latter treatment
makes it easier to rigorously estimate the error in the leading-order asymptotics for J˜B. These
different approaches are discussed further in §2.3 and §2.6.
2.1 Notation and assumptions
Let
J(t; Λ) :=
∫ ∞eiφ
0
g(ζ) exp (ith(ζ; Λ)) dζ, (2.1)
with Λ ∈ [0,Λ∗].
We assume that g and h are analytic functions of ζ, apart from possible branch points and
branch cuts lying away from the contour of integration. We assume that h has one stationary
point in C, whose location depends on Λ. We let the location of this stationary point be at
ζ = s(Λ). Without loss of generality we assume that s(0) = 0, i.e., when Λ = 0 the stationary
point is at the end point of integration. We assume that ℜs(Λ) ≤ 0 (so that the stationary point
is not on the contour of integration for Λ > 0). The case when s(0) = 0 but ℜs(Λ) > 0 for Λ > 0
(i.e. the stationary point is on the contour of integration for Λ > 0, at least after a suitable contour
deformation) can be treated similarly – see [10, Chapter VII, §3].
We assume that φ is chosen so that the integral converges. In particular we assume that, when
ζ = |ζ| exp(iφ), ℑh(ζ; Λ)→∞ as |ζ| → ∞. We also assume that g(ζ) grows at most polynomially
in ζ as |ζ| → ∞.
The goal is to find the asymptotics of J(t; Λ) as t→∞, valid for Λ ∈ [0,Λ∗].
Remark 2.1 (The form of the exponent) The method we outline in this section would also
apply to the integral
J˜(t; Λ) :=
∫ ∞eiφ
0
g(ζ) exp (−t h(ζ; Λ)) dζ,
with ℜh(ζ; Λ) → ∞ as |ζ| → ∞ (and is presented for this case in [2, Section 6] and [10, Chap-
ter VII, §3]); i.e. our choice in (2.1) of J(t;λ) being a “stationary-phase-type” integral is not
restrictive.
2.2 Definition of the global change of variables
The simplest example of a function satisfying the assumptions on h above is
h(ζ; a) =
1
2
ζ2 + aζ.
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We therefore seek a change of variables ζ = ζ(u) such that
h(ζ; Λ)− h(0; Λ) = 1
2
u2 + au; (2.2)
observe that the endpoint ζ = 0 is mapped to u = 0. We then fix the value of a by demanding
that ζ = s(Λ) (i.e., ζ is at the stationary point) when u = −a. We choose this sign-convention for
a motivated by the case when (i) s(Λ) is real and (ii) h(ζ; Λ) is real for real ζ, since then a ≥ 0
(and so the stationary point at u = −a is on the negative real axis).
Thus, we let
a :=
√
2
√
h(0; Λ)− h(s(Λ); Λ), (2.3)
and then
u = −
√
2
√
h(0; Λ)− h(s(Λ); Λ) +
√
2
√
h(ζ; Λ)− h(s(Λ); Λ), (2.4)
with the branch cut chosen on the negative real axis. The change of variables (2.4) is well-defined
since, from (2.2),
du
dζ
=
dh
dζ
(ζ; Λ)
1
√
2
√
h(ζ; Λ)− h(s(Λ); Λ)
,
and both numerator and denominator have a simple zero at ζ = s(Λ).
Under this change of variables, J defined by (2.1) becomes
J(t; Λ) = exp (ith(0; Λ))
∫ ∞eipi/4
0
g (ζ(u))
dζ
du
(u) exp
(
it
(
1
2
u2 + au
))
du, (2.5)
where we have fixed the endpoint of integration to give the fastest decay of the exponent as
|u| → ∞. We now assume, without loss of generality, that h(0; Λ) = 0, so that the factor in front
of the integral on the right-hand side of (2.5) is one.
2.3 Integration by parts (via Erdelyi)
There are now two options:
1. Integrate (2.5) directly by parts (following Erdelyi’s treatment in [4, §2.9] of (2.5) with a = 0).
2. Let
F (u) := g (ζ(u))
dζ
du
(u), (2.6)
define a0, b0, and G(u) so that
F (u) = a0 + b0u+ u(u+ a)G(u), (2.7)
and then integrate by parts (following Bleistein [2, Section 5]).
In the case of J˜B, we are only interested in obtaining the leading-order term with a rigorous error
estimate, and it turns out that this goal is more easily achieved via Option 1 rather than Option
2. If one wants to obtain a uniform asymptotic expansion to all orders, it turns out that Option 2
is the better option.
We therefore concentrate on Option 1, but then outline Option 2 in §2.6. The key point about
Option 2 is that the introduction of u+a = ddu (
1
2u
2+au) in the integrand means that the sequence
of (special) functions, with respect to which the asymptotics are found, can easily be seen to be
uniform with respect to a, and hence with respect to Λ (see (2.22) and the associated discussion
below).
Lemma 2.1 (Integration by parts using Cauchy’s formula for repeated integration) Let
F˜ (r) := F (reiπ/4) and f˜(r) := f(reiπ/4). If F˜ , f˜ ∈ C∞[0,∞) ∩ L1(0,∞) then, for n ∈ Z,∫ ∞eipi/4
0
F (u)f(u) du =
n∑
k=0
F (k)(0)φ
[k+1]
f (0) +
∫ ∞eipi/4
0
F (n+1)(u)φ
[n+1]
f (u) du, (2.8)
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where
φ
[k+1]
f (u) :=
1
k!
∫ ∞eipi/4
u
(v − u)kf(v) dv.
Outline of the proof. This formula follows from integration by parts, using the fact that∫ ∞eipi/4
u
φ
[k]
f (v) dv = φ
[k+1]
f (u),
and thus φ
[k+1]
f (u) is the (k + 1)th repeated integral of f – this is Cauchy’s formula for repeated
integration.
We apply Lemma 2.1 to our integral (2.5) with F (u) defined by (2.6) and
f(u) := exp
(
it
(
1
2
u2 + au
))
. (2.9)
It is convenient to use the notation Φ[k+1] for φ
[k+1]
f with f defined by (2.9), and explicitly indicate
that Φ[k+1] depends on t and Λ as well as u, i.e., we define Φ[k+1](u; t,Λ) by
Φ[k+1] (u; t,Λ) :=
1
k!
∫ ∞eipi/4
u
(v − u)k exp
(
it
(
1
2
v2 + av
))
dv. (2.10)
Then (2.8) becomes
J(t; Λ) =
n∑
k=0
F (k)(0)Φ[k+1] (0; t,Λ) +
∫ ∞eipi/4
0
F (n+1)(u)Φ[n+1] (u; t,Λ)du. (2.11)
Remark 2.2 (In general F depends on Λ) In the rest of this section we assume that F (u) in
(2.6) is independent of Λ and t (as is done in [2] and [10]). As in §1 we emphasise, however, that
this is not in general true. Indeed, the change of variables (2.4) depends on Λ and thus so does
F (u) (defined in (2.6)).
2.4 The leading order behaviour: transition between “stationary-point”
and “integration-by-parts” contributions
Before proving that (2.11) is indeed an asymptotic expansion of J as t → ∞, we look at the
leading-order term F (0)Φ[1](0; t,Λ). Furthermore, since we are assuming that F (0) is independent
of t and Λ, we focus on Φ[1](0; t,Λ). We hope to be able to see the transition between the t−1/2
“stationary-point” contribution and the t−1 “integration-by-parts” contribution.
Using the change of variables ξ = (v + a)
√
t/2 in (2.10) we have
Φ[1] (u; t,Λ) =
√
2
t
exp
(
− ia
2
2
t
)∫ ∞eipi/4
(u+a)
√
t/2
exp(iξ2) dξ.
The above integral can be expressed in terms of the Fresnel integral F (z) [8, Equation 7.2.6], but
we will not need this connection for what follows.
The leading-order behaviour of J is therefore dictated by
Φ[1] (0; t,Λ) =
√
2
t
exp
(
− ia
2
2
t
)∫ ∞eipi/4
a
√
t/2
exp(iξ2) dξ. (2.12)
We now determine the t →∞ asymptotics of (2.12) for different values of a, where a depends on
Λ via (2.3). Our aim is to have asymptotics explicit in Λ, thus we make everything explicit in a.
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If |a|√t = O(1) as t→∞, then the integral in (2.12) is O(1) and Φ[1](0; t,Λ) = O(t−1/2); i.e.,
the asymptotics expected from a stationary point. If |a|√t → ∞ as t → ∞ then, by integration
by parts (or by recalling the asymptotics of Fresnel integrals [8, §7.12]), we find that∫ ∞eipi/4
z
eiξ
2
dξ = eiz
2
(
− 1
2iz
+O
(
1
z3
))
, (2.13)
and so
Φ[1] (0; t,Λ) =
√
2
t
(
− 1
ia
√
2t
+O
(
1
(a
√
t)3
))
. (2.14)
If |a| = O(1), then Φ[1](0; t,Λ) = O(t−1); i.e., the asymptotics expected from integration by parts
away from a stationary point.
2.5 Rigorously estimating the error term (via Erdelyi)
We now outline how it can be shown that (2.11) is indeed an asymptotic expansion of J ; i.e.,∫ ∞eipi/4
0
F (n+1)(u)Φ[n+1] (u; t,Λ) du = o
(
Fn(0)Φ[n+1] (0; t,Λ)
)
as t→∞. (2.15)
Since we are only interested in the leading-order asymptotics of our particular example J˜B, we
will present the method for proving (2.15) for n = 0; the case of general n is very similar (see [4,
§2.9]).
Furthermore, since we have assumed that F (0) is independent of Λ and t (see Remark 2.2), we
only need to prove that∫ ∞eipi/4
0
F ′(u)Φ[1] (u; t,Λ)du = o
(
Φ[1] (0; t,Λ)
)
as t→∞; (2.16)
that is, given ε > 0, there exists a C > 0 (independent of Λ and t) such that∣∣∣∣∣
∫ ∞eipi/4
0
F ′(u)Φ[1] (u; t,Λ)du
∣∣∣∣∣ ≤ Cε ∣∣∣Φ[1] (0; t,Λ)∣∣∣ , (2.17)
for t sufficiently large. In what follows, we will drop the superscript [1] on Φ; i.e., we define
Φ(u; t,Λ) := Φ[1](u; t,Λ).
The main idea for proving (2.17) is that, when u = |u|eiπ/4 with |u| ≥ δ (with δ independent
of t), Φ(u; t,Λ) decays faster than Φ(0; t,Λ) as t → ∞. Indeed, for such a u, integration by parts
via (2.13) shows that the leading-order behaviour of Φ(u; t,Λ) contains the term
exp
(
it
2
(
u2 + 2ua
))
;
since arg u = π/4 this leads to exponential decay in t, as opposed to the algebraic decay in Φ(0; t,Λ)
seen in (2.12) and (2.14). For n ≥ 1, this argument is slightly different – see [4, §2.9, Equations 14
and 16] – but the faster decay of Φ(u; t,Λ) in comparison to Φ(0; t,Λ) still holds.
Based on this observation, the method consists of the following steps.
1. Control Φ(u; t,Λ) in terms of Φ(0; t,Λ) for u = |u|eiπ/4 (for t sufficiently large) by proving,
for example, that ∣∣Φ(|u|eiπ/4; t,Λ)∣∣ ≤ C1∣∣Φ(0; t,Λ)∣∣, (2.18)
for |u| > 0 and with C1 independent of t and Λ.
2. Given ε > 0, choose δ1(ε) be such that∫ δ1(ε)eipi/4
0
∣∣F ′(u)∣∣ du ≤ ε. (2.19)
Note that, under our assumption that F is independent of Λ and t, δ1(ε) is independent of
Λ and t.
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3. Use the exponential decay of Φ(u; t,Λ) for u = |u|eiπ/4 with |u| ≥ δ1(ε) to show that∣∣∣∣∣
∫ ∞eipi/4
δ1(ε)
F ′(u)Φ (u; t,Λ) du
∣∣∣∣∣ ≤ C2 ε ∣∣Φ (0; t,Λ) ∣∣, (2.20)
with C2 independent of t and Λ, and for t sufficiently large.
4. Combine the results (2.18), (2.19), and (2.20), via∣∣∣∣∣
∫ ∞eipi/4
0
F ′(u)Φ (u; t,Λ)du
∣∣∣∣∣ ≤
∣∣∣∣∣
∫ δ1(ε)eipi/4
0
F ′(u)Φ (u; t,Λ)du
∣∣∣∣∣+
∣∣∣∣∣
∫ ∞eipi/4
δ1(ε)
F ′(u)Φ (u; t,Λ)du
∣∣∣∣∣ ,
≤ ε (C1 + C2)
∣∣Φ (0; t,Λ) ∣∣,
which proves the required result (2.17).
2.6 Integration by parts (via Bleistein)
We now outline the method of Bleistein. As stated at the beginning of §2.3, this method starts by
rewriting the integrand before performing the integration by parts. Indeed, we define a0, b0, and
G(u) by
a0 := F (0), b0 :=
1
a
(F (0)− F (−a)) , and G(u) := F (u)− a0 − b0u
u(u+ a)
,
so that (2.7) holds. Substituting (2.7) into the expression (2.5) for J (and recalling that we have
assumed that h(0,Λ) = 0), we find
J(t; Λ) =
a0√
t
U(a
√
t)− ib0
t
U ′(a
√
t) +
∫ ∞eipi/4
u
u(u+ a)G(u) exp
(
it
(
1
2
u2 + au
))
du,
where
U(x) :=
∫ ∞eipi/4
0
exp
(
i
(
1
2
v2 + xv
))
dv;
(note that U(x) can be expressed in terms of the parabolic cylinder function; see [10, Chapter VII,
Equation 3.26]). Then, integrating by parts using the fact that
d
du
[
1
it
exp
(
it
(
1
2
u2 + au
))]
= (u + a) exp
(
it
(
1
2
u2 + au
))
,
we find
J(t; Λ) =
a0√
t
U(a
√
t)− ib0
t
U ′(a
√
t)− 1
it
∫ ∞eipi/4
u
d
du
[
uG(u)
]
exp
(
it
(
1
2
u2 + au
))
du. (2.21)
The key point now is that the integral on the right-hand side of (2.21) is of the same form as
J . Repeating this process, one obtains an expansion in terms of U(a
√
t) and U ′(a
√
t) or, more
precisely, with respect to the asymptotic sequence
1
tn+1/2
U(a
√
t) +
1
tn+1
U ′(a
√
t), (2.22)
which is uniform with respect to the parameter a, and hence with respect to Λ. This is in contrast
to Erdelyi’s approach above, where the asymptotic sequence is Φ[k+1](u; t,Λ) defined by (2.10).
Since the integrand of each Φ[k+1](u; t,Λ) is different for each k, more work is needed to obtain a
sequence that can be proven to be uniform with respect to Λ.
From our point of view of estimating the error in the leading-order term, it is easier to estimate
the left-hand side of (2.16) involving F than to estimate the integral in (2.21) involving G, hence
we focus on Erdelyi’s method as opposed to Bleistein’s.
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3 Proof of Theorem 1.1 via the method outlined in §2
As outlined in §2 there are 4 steps:
Step 1: Make a global change of variables (§2.2).
Step 2: Integrate by parts (§2.3).
Step 3: Find the asymptotics of Φ(u; t,Λ) (§2.4).
Step 4: Rigorously estimate the error term by splitting the integral (§2.5).
3.1 Step 1: Global change of variables
We make a global change of variables such that
f1(ζ; t,Λ)− f1(0; t,Λ) = αu2 + βu.
In §2.2 we chose α = 1/2 and then chose β to fix the location of the stationary point. In the case
of J˜B, it turns out to be slightly more convenient to chose α and β so that ζ = u+ o(1) as u→ 0.
Lemma 3.1 (The integral under the global change of variables) Define the variable u im-
plicitly by
f1(ζ; t,Λ) =
λc
2
(1 + λc)u
2 + λc ln(1 + Λ)u. (3.1)
Then
dζ
du
=
ln(1 + Λ) + (1 + λc)u
ln(1 + Λ) + ln(1 + λcζ)− ln(1− ζ) , (3.2)
and
J˜B =
∫ ∞eipi/4
0
g (ζ(u); t)
dζ
du
(u) exp
(
iλct
2
(
u2 +
2 ln(1 + Λ)
1 + λc
u
))
du. (3.3)
Proof of Lemma 3.1. Differentiating the definition of f1 (1.15), we have
df1
dζ
(ζ) = λc ln
(
(1 + Λ)(1 + λcζ)
1− ζ
)
, (3.4)
and differentiating (3.1) we find
df1
dζ
= λc(1 + λc)u
du
dζ
+ λc ln(1 + Λ)
du
dζ
; (3.5)
combining these two equations, we obtain (3.2).
From (3.4) and (1.10), we see that, when Λ > 0, df1/dζ 6= 0 for all ζ on the contour of J˜B
(1.13). By (3.5), dζ/du 6= 0 for all u on the image of the contour of J˜B, and thus the change of
variables (3.1) is well-defined for all ζ on the contour of J˜B.
When Λ = 0, (df1/dζ)(0) = 0, but l’Hoˆpital’s rule applied to (3.2) implies that (dζ/du)(0) = 1,
and the change of variables (3.1) is again well-defined for all ζ on the contour of J˜B.
Making the change of variables (3.1) in the integral (1.13) we obtain (3.3). Recall that in (1.13)
the endpoint of integration was fixed by the requirement that ℑf1(ζ; t,Λ) > 0 for large |ζ|. From
(3.1) we see that this requirement becomes ℑu2 > 0 for large |u|.
Remark 3.1 (Taylor series expansion of f1(ζ; t,Λ) about ζ = 0) By Taylor’s theorem,
f1(ζ; t,Λ) = λc ln(1 + Λ)ζ +
λc
2
(1 + λc)ζ
2 +O(λcζ3) as ζ → 0,
and so the change of variables (3.1) means that u = ζ + O(ζ2) as ζ → 0; one can check that the
omitted constant in the O(ζ2) can be taken to be independent of Λ.
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3.2 Step 2: Integration by parts
Lemma 3.2 Let
F (u; t,Λ) := g (ζ(u); t)
dζ
du
(u), (3.6)
(where g(ζ; t) is defined by (1.14)) and
Φ(u; t,Λ) :=
∫ ∞eipi/4
u
exp
(
iλct
2
(
v2 +
2 ln(1 + Λ)
1 + λc
v
))
dv. (3.7)
Then
J˜B(t; Λ) = Φ(0; t,Λ) +
∫ ∞eipi/4
0
F ′(u; t,Λ)Φ(u; t,Λ) du, (3.8)
where ′ denotes differentiation with respect to u.
Proof of Lemma 3.2. This follows from (3.3) and (2.8) with F defined by (3.6), and f defined by
f(u; t,Λ) := exp
(
iλct
2
(
u2 +
2 ln(1 + Λ)
1 + λc
u
))
.
Now, when u = 0, ζ = 0 and thus g(ζ(0); t) = g(0; t) = 1. The expression (3.2) implies that
(dζ/du)(0) = 1 when Λ > 0, and in the Proof of Lemma 3.1 it was shown that (dζ/du)(0) = 1
when Λ = 0; therefore F (0) = 1.
3.3 Step 3: Asymptotics of Φ(u; t,Λ)
We now need to compute the asymptotics of Φ(u; t,Λ) as t → ∞, uniformly for Λ in the range
(1.16) in the cases u = 0 and u = |u|eiπ/4 with |u| > 0.
Lemma 3.3 (Asymptotics of Φ(u; t,Λ))
(i) u = 0: with ω defined by (1.18), we have
Φ (0; t,Λ) = exp
(
− iλct
2
(
ln(1 + Λ)
1 + λc
)2)√
2
λct
(∫ ∞eipi/4
ω
eiξ
2
dξ
)
. (3.9)
If Λ is such that ω = O(1) as t → ∞ (e.g. Λ = 0), then the integral on the right-hand side of
(1.19) is an O(1) quantity as t → ∞ (with the omitted constant independent of Λ). Furthermore,
if Λ is such that ω →∞ as t→∞, then
Φ(0; t,Λ) =
√
2
λct
(−1
2iω
+O
(
1
ω3
))
as t→∞, (3.10)
where the omitted constant in O(1/ω3) is independent of Λ.
(ii) u = |u|eiπ/4 with |u| > 0:
Φ(u; t,Λ) =
√
2
λct
exp
(
iλct
2
(
u2 +
2 ln(1 + Λ)
1 + λc
)
u
)
×
−(2i(√λct
2
u+ ω
))−1
+O
(√λct
2
u+ ω
)−3 as √λct|u| → ∞,
(3.11)
independently of whether ω = O(1) or ω →∞, where the omitted constant in the O(·) is indepen-
dent of Λ.
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Proof of Lemma 3.3. Making the change of variable
ξ =
√
λct
2
(
v +
ln(1 + Λ)
1 + λc
)
in (3.7), we have
Φ(u; t,Λ) = exp
(
− iλct
2
(
ln(1 + Λ)
1 + λc
)2)√
2
λct
∫ ∞eipi/4
√
λct
2 u+ω
eiξ
2
dξ, (3.12)
where ω is defined by (1.18). The expression (3.9) follows immediately, and the asymptotics (3.10)
and (3.11) then follow from (2.13).
When estimating the integral in (3.8) in Step 4, we also need the following lemma (see (2.18)).
Lemma 3.4 There exists a C1 > 0, independent of t and Λ, such that∣∣∣Φ(|u|eiπ/4; t,Λ) ∣∣∣ ≤ C1∣∣Φ(0; t,Λ)∣∣,
for all |u| > 0, for all t > 0, and for all Λ in the range (1.16).
Proof of Lemma 3.4. From (3.12),
Φ
(
|u|eiπ/4; t,Λ
)
= exp
(
− iλct
2
(
ln(1 + Λ)
1 + λc
)2)√
2
λct
Ψ
(√
λct
2
|u|;ω
)
,
where
Ψ(a;ω) :=
∫ ∞eipi/4
aeipi/4+ω
eiξ
2
dξ.
It is therefore sufficient to prove that there exists a constant C2 > 0 such that
|Ψ(a;ω)−Ψ(0, ω)| ≤ C2|Ψ(0;ω)| for all a > 0 and for all ω > 0.
Furthermore, by using the asymptotics (2.13) in the definition of Ψ(a;ω), we see that it is sufficient
to prove that, given ω0 there exists a C3(ω0) > 0 such that
|Ψ(a;ω)−Ψ(0, ω)| ≤ C3(ω0) for all ω ≤ ω0, (3.13)
and
|Ψ(a;ω)−Ψ(0, ω)| = O(1/ω) when ω →∞. (3.14)
Now, from the definition of Ψ(a;ω), and using the successive substitutions ξ = eiπ/4s+ ω and
p = s+ ω/
√
2, we obtain the following estimates:
∣∣Ψ(a;ω)−Ψ(0;ω)∣∣ = ∣∣∣∣∣
∫ aeipi/4+ω
ω
eiξ
2
dξ
∣∣∣∣∣ =
∣∣∣∣∫ a
0
eiω
2
e−s
2+2ieipi/4sωeiπ/4ds
∣∣∣∣ ≤ ∫ a
0
e−s
2−√2sωds
= eω
2/2
∫ a+ω/√2
ω/
√
2
e−p
2
dp ≤ eω2/2
∫ ∞
ω/
√
2
e−p
2
dp =
{
O(1) if ω = O(1),
O(1/ω) if ω →∞,
where in the last step we have used asymptotics analogous to (2.13), which can be obtained by
integration by parts. Therefore, we have proved (3.13) and (3.14), and hence the proof is complete.
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3.4 Step 4: Estimating the error term
Lemma 3.5 (Asymptotics of the error term) With F (u; t,Λ) defined by (3.6) and Φ(u; t,Λ)
defined by (3.7), we have the estimate∫ ∞eipi/4
0
F ′(u; t,Λ)Φ(u; t,Λ) du = o
(
Φ(0; t,Λ)
)
as t→∞, (3.15)
where the o(·) is independent of Λ.
We will prove Lemma 3.5 via the splitting argument in §2.5, but we first show how establishing
this result proves Theorem 1.1.
Proof of Theorem 1.1 assuming Lemma 3.5. Combining (3.8) and (3.15) we have
J˜B = Φ(0; t,Λ) + o
(
Φ(0; t.Λ)
)
,
and then the results (1.19) and (1.20) follow from using (3.9) and (3.10) respectively.
Therefore, we only need to prove Lemma 3.5. The following lemma gives us the required properties
of each part of the split integral.
Lemma 3.6 (Properties of each part of the split integral)
1) Given ε > 0, there exists t0 > 0 and δ1(ε) > 0 such that∫ δ1(ε)eipi/4
0
∣∣F ′(u; t,Λ)∣∣∣∣du∣∣ ≤ ε (3.16)
for all t ≥ t0 and for all Λ in the range (1.16).
2) There exists t1 > 0, m > 0, independent of t and Λ and C2(δ1(ε)) > 0, such that∫ ∞eipi/4
δ1(ε)eipi/4
exp
(
−λct
4
|u|2
) ∣∣F ′(u; t,Λ)∣∣∣∣du∣∣ ≤ C2(δ1(ε)) tm, (3.17)
for all t ≥ t1 and for all Λ in the range (1.16).
Proof of Lemma 3.6. From the definition of F (u; t,Λ) in (3.6), we have
F ′ (u; t,Λ) =
d2ζ
du2
(u) (1− ζ(u))−1/2 (1 + λcζ(u))σ−1/2 + 1
2
(
dζ
du
(u)
)2
(1− ζ(u))−3/2 (1 + λcζ(u))σ−1/2
+
(
dζ
du
(u)
)2
(1− ζ(u))−1/2
(
σ − 1
2
)
(1 + λcζ(u))
σ−3/2
λc. (3.18)
1) For the proof of (3.16), observe that it is sufficient to prove that there exists u0 > 0, t0 > 0,
and C0 > 0, such that ∣∣F ′ (u; t,Λ) ∣∣ ≤ C0, (3.19)
for all u such that u = |u|eiπ/4 with 0 ≤ |u| ≤ u0, for all t ≥ t0, and for all Λ in the range (1.16).
Indeed, if (3.19) holds, then, for δ1 < u0,∫ δ1eipi/4
0
∣∣F ′ (u; t,Λ) ∣∣∣∣du∣∣ ≤ δ1C0,
and then we let δ1(ε) := min(ε/C0, u0).
Now, from (3.2),
dζ
du
(u) = 1 +
(1 + λc)u− ln(1 + λcζ) + ln(1− ζ)
ln(1 + Λ) + ln(1 + λcζ)− ln(1 − ζ) .
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For |ζ| sufficiently small with ℜζ ≥ 0, we have ℜ (ln(1 + λcζ)− ln(1− ζ)) ≥ 0, and so∣∣ ln(1 + Λ) + ln(1 + λcζ)− ln(1− ζ)∣∣ ≥ ∣∣ ln(1 + λcζ)− ln(1− ζ)∣∣.
Therefore, for |u| sufficiently small,∣∣∣∣dζdu(u)
∣∣∣∣ ≤ 1 + |(1 + λc)u− ln(1 + λcζ) + ln(1− ζ)||ln(1 + λcζ)− ln(1− ζ)| .
By using
ln(1 + ξ) = ξ − 1
2
ξ2 +O(ξ3) as ξ → 0, (3.20)
together with the fact that ζ = u+O(u2) as u→ 0, with the O(·) independent of Λ, from Remark
3.1, we have∣∣∣∣dζdu(u)
∣∣∣∣ = 1 +
∣∣(1 + λc)u− (1 + λc)ζ +O(λ2cζ2) +O(ζ2)∣∣
|(1 + λc)ζ +O(λ2cζ2) +O(ζ2)|
= 1 +
∣∣(1 + λc)O(u2)∣∣
|(1 + λc)u +O(u2)| ,
where both the O(u2)s are uniform in Λ and λc (and hence t) since λc → 0 as t → ∞. In other
words, we have ∣∣∣∣dζdu (u)
∣∣∣∣ = 1 +O(u) as u→ 0,
and a similar calculation shows that∣∣∣∣d2ζdu2 (u)
∣∣∣∣ = O(1) as u→ 0,
where in both cases the O(·) is independent of Λ and t. Using these asymptotics in (3.18), along
with ζ = u + O(u2) as u → 0 and the fact that λc → 0 as t → ∞, we can prove (3.19) and thus
(3.16).
2) For the proof of (3.17), the result will follow if we can show that there exists t1 > 0, m1 > 0,
and m2 > 0 (all independent of t,Λ, and u) and C3(δ1(ε)) > 0, such that∣∣F ′ (u; t,Λ) ∣∣ ≤ C3 (δ1(ε)) tm1 (1 + |u|)m2 , (3.21)
for all u such that u = |u|eiπ/4 and |u| ≥ δ1(ε) and for all t ≥ t1. Indeed, denoting the integral on
the left-hand side of (3.17) by I(t,Λ) and using (3.21), we have
I(t,Λ) ≤ C3 (δ1(ε)) tm1
∫ ∞eipi/4
δ1(ε)eipi/4
e−
λct
4 |u|2 (1 + |u|)m2 |du|.
Since λct ∼ tδ as t → ∞ (from the definition (1.8)), we let p = utδ/2 and then there exists a
C4 > 0, independent of t and Λ, such that, for all t ≥ t1,
I(t; Λ) ≤ C3 (δ1(ε)) tm1
∫ ∞eipi/4
δ1(ε)eipi/4tδ/2
e−C4|p|
2
(
1 +
|p|
tδ/2
)m2 |dp|
tδ/2
,
≤ C3 (δ1(ε)) tm˜
∫ ∞
0
e−C4|p|
2
(1 + |p|)m2 |dp|,
for some m˜ > 0 (dependent on δ, m1, and m2) and the result (3.17) follows. Therefore, it is
sufficient to prove (3.21).
We now claim that to prove (3.21) it is sufficient to prove that there exist real C1, C2, α1, α2, n1, n2,
all independent of t and Λ but with C1, C2 > 0 and possibly dependent on δ1(ε), such that
C1tα1 |u|n1 ≤ |ζ| ≤ C2tα2 |u|n2 , (3.22)
for all u = |u|eiπ/4 with |u| ≥ δ1(ε), for all t ≥ t1, and for all Λ in the range (1.16). Indeed, (3.21)
follows from (3.22) and (i) the form of dζ/du (3.2) and subsequent form of d2ζ/du2, (ii) the fact
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that 0 ≤ ln(1+Λ) ≤ C(δ) ln t from (1.16), (iii) the form of F ′(u; t,Λ) (3.18), and (iv) the fact that
1/2 ≤ σ ≤ 1 from (1.14). Therefore, it is sufficient to prove (3.22).
To prove (3.22), we first note that the implicit definition of u (3.1) implies that, given δ1(ε),
there exist C3, C4 > 0, independent of t and Λ, but dependent on δ1(ε), such that
C3λc|u|2 ≤
∣∣f1 (ζ; t,Λ) ∣∣ ≤ C4λc(|u|2 + ln t|u|), (3.23)
for all u = |u|eiπ/4 with |u| ≥ δ1(ε) and for all t ≥ 1.
From the definition of f1(ζ; t,Λ) (1.15), we have that given ζ0 > 0 and t3 > 0, there exist
C5, C6 > 0, independent of t and Λ, but dependent on ζ0, such that
C5λc|ζ|
[
ln(1 + Λ) + 1
]
≤ ∣∣f1 (ζ; t,Λ) ∣∣ ≤ C6λc|ζ|[ ln(1 + Λ) + 1 + (1 + λc)|ζ|], (3.24)
for all ζ = |ζ|eiφ with |ζ| ≥ ζ0 and φ satisfying (1.4) and (1.5), for all t ≥ t3 and for all Λ in the
range (1.16).
Therefore, choosing ζ0 to depend on δ1(ε) in such a way that |ζ| ≥ ζ0 when u = |u|eiπ/4 with
|u| ≥ δ1(ε), and then combining (3.23) and (3.24), we have the required result (3.22).
With Lemma 3.6 in hand, we can now prove Lemma 3.5:
Proof of Lemma 3.5. Let
I1(t,Λ) :=
∫ δ1(ε)eipi/4
0
F ′ (u; t,Λ)Φ (u; t,Λ)du and I2(t,Λ) :=
∫ ∞eipi/4
δ1(ε)eipi/4
F ′ (u; t,Λ)Φ (u; t,Λ)du,
so that ∫ ∞eipi/4
0
F ′ (u; t,Λ) Φ (u; t,Λ)du = I1(t,Λ) + I2(t,Λ).
By Part 1 of Lemma 3.6 and Lemma 3.4, given t0 > 0 and ε > 0, we have
|I1(t,Λ)| ≤ εC1
∣∣Φ(0; t,Λ)∣∣ (3.25)
for all t ≥ t0 and for all Λ in the range (1.16).
Now, the asymptotics (3.11) imply that there exists t1 > 0 and a C(δ(ε)) such that∣∣Φ(u; t,Λ)∣∣ ≤ C(δ(ε)) exp(−λct
2
|u|2
)
,
for all t ≥ t1, for all u = |u|eiπ/4 with |u| ≥ δ1(ε), and for all Λ in the range (1.16). Using this
bound in the definition of I2, we have
|I2| ≤ C(δ(ε))
∫ ∞eipi/4
δ1(ε)eipi/4
∣∣F ′(u)∣∣ exp(−λct
2
|u|2
) ∣∣du∣∣,
≤ C(δ(ε)) exp
(
−λct
4
|δ1(ε)|2
)∫ ∞eipi/4
δ1(ε)eipi/4
∣∣F ′(u)∣∣ exp(−λct
4
|u|2
) ∣∣du∣∣,
≤ C(δ(ε)) exp
(
−λct
4
|δ1(ε)|2
)
C2 (δ, δ1(ε)) t
m by Part 2 of Lemma 3.6. (3.26)
The asymptotics of Φ(0; t,Λ), (3.9) and (3.10), and the range of Λ (1.16) imply that there exist
C3, C4 > 0 such that
C3
1
λct
1
ln t
≤ ∣∣Φ(0; t,Λ)∣∣ ≤ C4√ 1
λct
, (3.27)
for all t ≥ t1 and for all Λ in the range (1.16).
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Now, from (3.26),
|I2(t,Λ)| ≤ ε
∣∣Φ(0; t,Λ)∣∣(1
ε
1∣∣Φ(0; t,Λ)∣∣C (δ(ε)) exp
(
−λct
4
|δ1(ε)|2
)
C2 (δ, δ1(ε)) t
m
)
,
and then using (3.27) we see that
|I2| ≤ ε
∣∣Φ(0; t,Λ)∣∣ (1
ε
1
C3
C2 (δ, δ1(ε))C (δ(ε)) (λct)(ln t)t
m exp
(
−λct
4
|δ1(ε)|2
))
,
for all t ≥ t1. Recalling that λct ∼ tδ as t→∞, we see that there exists a t2 > 0 such that
|I2(t; Λ)| ≤ ε
∣∣Φ (0; t,Λ) ∣∣ for all t ≥ t2. (3.28)
Combining (3.25) and (3.28) we obtain the result (3.15).
4 Proof of Theorem 1.3
4.1 Summary of the method
The main idea is to split the integral JB into two parts: JB1, an integral along a finite contour that
is both real and (when t is large) vanishingly small, and JB2, an integral along an infinite contour
that is controllably “far” from the endpoint (and hence from the stationary point). The large-t
asymptotics of JB2 can be computed to all orders, while those of JB1 can be computed at least to
first order. This will be sufficient to find the asymptotics of JB to all orders, since the error term
in the asymptotic expression for JB1 can be made arbitrarily small compared to the asymptotics
of JB2 by making an appropriate choice of the splitting point for the integrals.
The method can be summarised as follows:
• Step 1: split the contour of integration into two parts, one small and one infinitely long.
• Step 2: estimate the infinite-contour integral JB2 using an integration by parts argument.
• Step 3: estimate the small-contour integral JB1 by using a truncated Taylor series (i.e. a
local expansion).
• Step 4: choose the splitting point for the contour so as to appropriately bound the remainder
terms from both the previous steps.
4.2 Step 1: Splitting the integral
We define JB1 and JB2 as follows:
JB1(t;λ) :=
∫ 1−k
1−tδ−1
(1− z)−1/2eitF (z;λ) dz and JB2(t;λ) :=
∫ ∞eiφ
1−k
(1− z)−1/2eitF (z;λ) dz,
(4.1)
where k = k(t, δ) is chosen so that
0 < k < tδ−1. (4.2)
We will fix k as a specific function of t and δ in Step 4. By Cauchy’s theorem, we have
JB(t;λ) = JB1(t;λ) + JB2(t;λ). (4.3)
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Figure 1: The geometry of the integration contour (4.4), for small R
4.3 Step 2: The asymptotics of JB2
We now prove two lemmas about the behaviour of the phase function F (z;λ).
Lemma 4.1 When z is on the contour
{z : z = 1− k +Reiφ, 0 ≤ R <∞}, (4.4)
we have ∣∣∣∣∂F∂z
∣∣∣∣ > min(π2 − φ, ln
(
tδ−1
k
))
, (4.5)
and for sufficiently large R,
∣∣∂F/∂z∣∣ > π/2− φ.
Proof. We split ∂F/∂z into its real and imaginary parts, as follows:
∂F
∂z
= ln
(
z
1− z
)
+ lnλ = ln
∣∣∣ z
1− z
∣∣∣+ lnλ+ i arg( z
1− z
)
. (4.6)
As z moves along the contour (4.4) with R increasing, arg(z) is strictly increasing from 0 towards
φ, and arg(1 − z) is strictly decreasing from 0 towards φ − π, so the imaginary part arg
(
z
1−z
)
increases monotonically from 0 towards π.
For very small R > 0, we can see that |z| is increasing and |1− z| is decreasing (see Figure 1),
so
∣∣ z
1−z
∣∣ is increasing from its initial value of 1−kk ∼ k−1 ≫ 1 (t is large and δ > 0 is small, and
thus k < tδ−1 is small). But for very large R, it is clear that
∣∣ z
1−z
∣∣ ∼ 1. So at some point the
function
∣∣ z
1−z
∣∣ must stop increasing and start decreasing, i.e. its derivative must change sign. We
now find out where this point is by considering the simpler function
∣∣ z
1−z
∣∣2.
Using the parametrisation in (4.4), we write all the relevant functions in terms of R and not z:
1− z = k −R cosφ− iR sinφ;
|z|2 = (1− k)2 + 2(1− k)R cosφ+R2; |1− z|2 = k2 − 2kR cosφ+R2. (4.7)
Now we can compute the value of R at which the derivative is zero:
∂
∂R
(∣∣∣ z
1− z
∣∣∣2) = 0⇔ ∣∣1− z∣∣2 ∂
∂R
(|z|2)− |z|2 ∂
∂R
(∣∣1− z∣∣2) = 0
⇔ (k2 − 2kR cosφ+R2) (2(1− k) cosφ+ 2R)
− ((1− k)2 + 2(1− k)R cosφ+R2) (−2k cosφ+ 2R) = 0
⇔ [− cosφ]R2 + [2k − 1]R+ [k(1− k) cosφ] = 0
⇔ R = 1− 2k ±
√
1− 4k sin2 φ+ 4k2 sin2 φ
−2 cosφ .
Since k is small, we find the following first-order approximation for the critical value of R:
R =
1− 2k ± (1− 4k sin2 φ+ 4k2 sin2 φ)1/2
−2 cosφ ≈
1− 2k ± (1 − 2k sin2 φ)
−2 cosφ .
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k
k sin φk cos φ
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Figure 2: The geometry of the integration contour in (4.4) in the case when R = k cosφ
Taking the positive sign gives a negative value of R, so we take the negative sign and obtain
R ≈ 1− 2k − 1 + 2k sin
2 φ
−2 cosφ = k cosφ.
Thus, we have proved that the function
∣∣ z
1−z
∣∣ has a single stationary point for R ≥ 0, namely a
maximum at a value of R somewhere close to k cosφ. We now find the maximal value of
∣∣ z
1−z
∣∣ by
evaluating this function at R = k cosφ. With this value of R, using the above formulae, we have:
|z|2 = (1− k)2 + 2(1− k)k cos2 φ+ k2 cos2 φ = 1− 2k sin2 φ+ k2 sin2 φ,∣∣1− z∣∣2 = k2 − 2k2 cos2 φ+ k2 cos2 φ = k2 sin2 φ,∣∣∣ z
1− z
∣∣∣2 = 1
k2 sin2 φ
− 2
k
+ 1 ∼ 1
k2 sin2 φ
,
and thus ∣∣∣ z
1− z
∣∣∣ ∼ 1
k sinφ
> k−1.
We are now in a position to estimate ∂F/∂z, by bounding either its real part or its imaginary
part according to the value of R. We split into two cases as follows.
Case 1: R ≥ k cosφ. Here we consider the imaginary part, namely arg
(
z
1−z
)
, which we know
is monotonically increasing and therefore bounded below by its value at R = k cosφ. We can see
from Figure 2 that R = k cosφ gives arg(1 − z) = −(π2 − φ) and therefore arg
(
z
1−z
)
> π/2 − φ.
Thus, in this case we have: ∣∣∣∣∂F∂z
∣∣∣∣ > π2 − φ. (4.8)
Case 2: R ≤ k cosφ. Here we consider the real part, namely ln
∣∣ z
1−z
∣∣ + lnλ. We know this
quantity is monotonically increasing up to approximately R = k cosφ, and that it is greater than
its initial value at R = k cosφ, so it must be bounded below by its initial value, i.e. by ln
(
(1−k)λ
k
)
.
Using the lower bound on λ in (1.1), as well as the assumption k < tδ−1 from (4.2), we then have∣∣∣∣∂F∂z
∣∣∣∣ ≥ ∣∣∣ ln(1− kk
)
+ lnλ
∣∣∣ > ∣∣∣ ln(1
k
− 1
)
− ln (t1−δ − 1) ∣∣∣
= ln
(
tδ−1
k
)
+ ln(1 − k) + ln (1− tδ−1) > ln( tδ−1
k
)
. (4.9)
Putting together the estimates (4.8) and (4.9), we have the desired result (4.5).
Motivated by the results of Lemma 4.1, we introduce the following notation, which will make
some of the later calculations simpler.
Definition 4.1 Let
D = D(λ) :=
∂F
∂z
(1− k;λ) = ln
(
(1− k)λ
k
)
, (4.10)
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and let
D− := ln
(
tδ−1
k
)
.
Remark 4.1 We saw in (4.9) that D always has D− as a lower bound, but it can only be close to
this value if λ is close to its critical value λc. In general D might be as large as O(ln t).
As a corollary of Lemma 4.1, we can identify a particular situation where D− is a lower bound
for |∂F/∂z| on the whole of the contour (4.4) (i.e. not just at the endpoint z = 1− k).
Corollary 4.2 Suppose that k is close enough to tδ−1 that D− ≪ 1, and define φ as follows:
φ =
π
4
when lnλ ≥ 0, and φ = 1
2
arctan
(
π
| lnλ|
)
when lnλ < 0; (4.11)
note that these choices satisfy the required conditions (1.4) and (1.5) on φ.
Then ∣∣∣∣∂F∂z (z;λ)
∣∣∣∣ ≥ D−
for all z on the contour (4.4).
Proof. The definition (4.11) implies that φ ≤ π/4 regardless of λ, so π/2− φ ≥ π/4. We also have
D− ≪ 1, so the result of Lemma 4.1 becomes∣∣∣∣∂F∂z (z, λ)
∣∣∣∣ > min(π2 − φ,D−) = D−,
as required.
Lemma 4.2 When z is on the contour (4.4), the function F (z;λ) always has non-negative imag-
inary part.
Proof. Clearly Im(F ) = 0 when R = 0, since then z and λ are both real.
When R > 0 is very small, we can estimate F as follows:
F (z;λ) = (k −Reiφ) ln(k −Reiφ) + (1 − k +Reiφ) ln(1− k +Reiφ) + (1− k +Reiφ) lnλ,
= (k −Reiφ)
(
ln k + ln
(
1− Re
iφ
k
))
+ (1− k +Reiφ)
(
ln(1− k) + ln
(
1 +
Reiφ
1− k
))
+ (1 − k +Reiφ) ln λ,
∼ (k −Reiφ)
(
ln k − Re
iφ
k
)
+ (1− k +Reiφ)
(
ln(1 − k) + Re
iφ
1− k
)
+ (1 − k +Reiφ) ln λ,
∼ [k ln k + (1− k) ln(1 − k) + (1− k) lnλ] +Reiφ[− ln k − 1 + ln(1− k) + 1 + lnλ].
Therefore,
Im(F ) ∼ R sinφ
[
− ln k + ln(1 − k) + lnλ
]
= R sinφ ln
(
λ
(
1
k
− 1
))
.
Thus, since k < tδ−1 and λ ≥ tδ−1
1−tδ−1 , we have Im(F ) > 0 for R > 0 small.
Clearly, F (z;λ) is an analytic function of z for Im(z) > 0, so
∂
∂R
(
ImF
(
1− k +Reiφ, λ) ) = ∂
∂z
(
ImF (z;λ)
)∣∣∣∣
z=1−k+Reiφ
= Im
(
∂F
∂z
)∣∣∣∣
z=1−k+Reiφ
=
(
arg(z)− arg(1− z)
)∣∣∣∣
z=1−k+Reiφ
> 0.
Thus, Im(F ) is strictly increasing along the contour, which means it must be positive for all R > 0,
as required.
We now prove the following lemma which allows us to simplify the terms arising from repeated
integration by parts.
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Lemma 4.3 For any N ∈ N,(
∂
∂z
· −1
it∂F∂z
)N (
(1 − z)−1/2
)
=
(1− z)−(2N+1)/2
(−it)N (∂F/∂z)N
N∑
m,n=0
Amnz
−m
(
∂F
∂z
)−n
, (4.12)
where F is defined by (1.3) and the Amn are dyadic rationals satisfying |Amn| < (3N)! for all m,n
and AmN = 0 for all m < N , ANN = (−1)N(2N − 1)!! := (2N − 1)(2N − 3) . . . (5)(3)(1).
Proof. Firstly, the expression for ∂F/∂z, (4.6), implies that
∂2F
∂z2
=
1
z
+
1
1− z =
1
z(1− z) .
So for N = 1 we have
∂
∂z
(
(1− z)−1/2
−it∂F∂z
)
=
(1− z)−3/2
(
1
2 · ∂F∂z + (z − 1)∂
2F
∂z2
)
−it (∂F/∂z)2 =
(1− z)−3/2
−it (∂F/∂z)
[
1
2
− z−1
(
∂F
∂z
)−1 ]
,
which is in the required form. For N = 2, similar calculations give that
∂
∂z
(
(1− z)−3/2 ( 12 · ∂F∂z − 1z )
−t2 (∂F/∂z)3
)
=
(1 − z)−5/2
−t2 (∂F/∂z)2
[
3
4
−
(
7
2
z−1 − z−2
)(
∂F
∂z
)−1
+ 3z−2
(
∂F
∂z
)−2 ]
,
which is again in the required form.
For the general case, we proceed by induction. Assuming the equation (4.12) is valid with N
replaced by N − 1, and differentiating as before, we find that the LHS of (4.12) is:(
∂
∂z
· −1
it∂F∂z
)N (
(1− z)−1/2
)
=
∂
∂z
[
(1− z)−(2N−1)/2
(−it)N (∂F/∂z)N
N−1∑
m,n=0
Amnz
−m
(
∂F
∂z
)−n ]
,
=
N−1∑
m,n=0
Amn(1− z)−(2N+1)/2
(−it)N (∂F/∂z)N
[(
N +m− 1
2
)
z−m
(
∂F
∂z
)−n
−mz−m−1
(
∂F
∂z
)−n
− (N + n)z−m−1
(
∂F
∂z
)−n−1 ]
,
which can be rearranged to an expression in the required form. Note that the only term with
n = N is the one with m = n = N , by the inductive hypothesis.
Given the three lemmas above, we are now in a position to compute the large-t asymptotics of
JB2.
Lemma 4.4 (Large-t asymptotic expansion of JB2) We have
JB2(t;λ) =
N−1∑
j=1
Tj(t;λ) + RN (t;λ), (4.13)
where the terms Tj are defined by
Tj(t;λ) = −
( −1
it∂F∂z
· ∂
∂z
)j(
(1− z)−1/2
it∂F∂z
)
eitF (z;λ)
∣∣∣∣∣
z=1−k
(4.14)
and the remainder term RN is defined by
RN (t;λ) =
∫ ∞eiφ
1−k
(
∂
∂z
· −1
it∂F∂z
)N (
(1− z)−1/2
)
eitF (z;λ) dz.
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If φ is defined by (4.11) and k satisfies
(kt)ǫ−
m
2m+1 ≪ D− ≪ 1 (4.15)
for some m ∈ N and ǫ > 0, then:
Tj(t;λ) = O
(
(2j − 1)!!t−j−1k−(2j+1)/2D−2j−1−
)
; (4.16)
RN (t;λ) = O
(
(2N − 1)!!t−N(ln t)(2N+1)/2k−(2N−1)/2D−2N−
)
; (4.17)
and thus (4.13) provides a valid large-t asymptotic expansion.
Proof. We apply integration by parts N times to the definition (4.1) of JB2 to obtain
JB2(t;λ) =
N−1∑
j=0
[( −1
it∂F∂z
· ∂
∂z
)j(
(1− z)−1/2
it∂F∂z
)
eitF (z;λ)
]∞eiφ
1−k
+
∫ ∞eiφ
1−k
(
∂
∂z
· −1
it∂F∂z
)N (
(1− z)−1/2
)
eitF (z;λ) dz, (4.18)
for any N ∈ N. By Lemmas 4.1 and 4.2 applied to the series expression given by Lemma 4.3, the
∞eiφ parts of the boundary terms contribute nothing, and thus (4.18) becomes (4.13).
We now concentrate on proving the bounds (4.16) and (4.17). By Lemma 4.2, eitF is bounded
above by 1. Using this fact, along with Corollary 4.2 and Lemma 4.3, we find:
Tj(t;λ) =
[
−(1− z)−(2j+1)/2
(−it)j+1 (∂F/∂z)j+1
j∑
m,n=0
[
Amnz
−m
(
∂F
∂z
)−n ]
eitF (z;λ)
]
z=1−k
,
=
−k−(2j+1)/2
(−it)j+1Dj+1
j∑
m,n=0
[
Amn(1− k)−mD−n
]
eitF (1−k;λ),
= O
(
(2j − 1)!!t−j−1k−(2j+1)/2
j∑
n=0
D−j−n−1−
)
,
which gives the required expression (4.16), since by (4.15) we are assuming that D− ≪ 1.
Using Lemma 4.3 again, we have
RN (t;λ) =
∫ ∞eiφ
1−k
[
(1− z)−(2N+1)/2
(−it)N (∂F/∂z)N
N∑
m,n=0
Amnz
−m
(
∂F
∂z
)−n ]
eitF (z;λ) dz.
From the definition (4.4) of the contour of integration, we have |z| ≥ 1−k, and then, since k = o(1)
as t → ∞ (from (4.2)), we have |z| ≥ 1/2, say, for t sufficiently large. Using this fact, along with
Corollary 4.2, Lemma 4.2, and the estimates from Lemma 4.3, we have:
RN (t;λ) = O
(∫ ∞eiφ
1−k
(1− z)−(2N+1)/2
tN
N∑
m,n=0
∣∣Amn∣∣∣∣∣∣∂F∂z
∣∣∣∣−N−n dz
)
,
= O
(
(2N − 1)!!
tN
D−2N−
∫ ∞eiφ
1−k
∣∣∣(1− z)−(2N+1)/2∣∣∣ dz).
Here again we have implicitly used the assumption that D− ≪ 1 from (4.15). Now, from (4.7),
|1− z|2 = (k −R)2 cosφ+ (k2 +R2)(1− cosφ) ≥ (k +R)
2
2
(1 − cosφ),
where we have used the inequality (k +R)2 ≤ 2(k2 +R2). Therefore,
1
|1− z|(2N+1)/2 ≤
(
2
1− cosφ
)(2N+1)/4
1
(k +R)(2N+1)/2
.
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For lnλ ≥ 0, the first equation in (4.11) implies that (1 − cosφ)−1 = O(1). For lnλ < 0, the
second equation in (4.11) implies that
tan 2φ =
π
| lnλ| , cos 2φ =
(
1 + tan2 2φ
)−1/2
=
(
1 +
π2
| lnλ|2
)−1/2
,
and
(1− cosφ)−1 =
1−
√√√√1
2
(
1 +
(
1 +
π2
| lnλ|2
)−1/2) −1 . (4.19)
Therefore, as | lnλ| increases, tan 2φ decreases, cos 2φ increases, and (1− cosφ)−1 increases. Thus,
the maximal value of (1− cosφ)−1 is achieved when λ is minimal, i.e. when λ = (t1−δ − 1)−1.
Substituting this into (4.19) we find that
(1− cosφ)−1 ∼ 8| lnλ|
2
π2
= O((ln t)2).
Therefore, in general we have
|1− z|−(2N+1)/2 = O
(
(ln t)(2N+1)/2(k +R)−(2N+1)/2
)
,
and then
RN (t;λ) = O
(
(2N − 1)!!
tN
D−2N−
∫ ∞
0
(ln t)(2N+1)/2(k +R)−(2N+1)/2 dR
)
,
= O
(
(2N − 1)!!t−N (ln t)(2N+1)/2D−2N−
[
(k +R)−(2N−1)/2
]∞
R=0
)
,
= O
(
(2N − 1)!!t−N (ln t)(2N+1)/2D−2N− k−(2N−1)/2
)
,
as required.
Finally, it remains to check that (4.13) with the estimates (4.16) and (4.17) actually gives a valid
asymptotic formula, i.e. that each term in the series is smaller than the next term for sufficiently
large t. From (4.16) we see that the estimate for Tj+1 is smaller than the one for Tj if and only if
t−1k−1D−2− ≪ 1,
i.e. if and only if D− ≫ (kt)−1/2, which is true by the first half of (4.15). Furthermore, from (4.16)
and (4.17) we see that the estimate for RN is smaller than the one for some Tj (not necessarily
TN−1) if and only if
t−N+j+1(ln t)(2N+1)/2k−N+j+1D−2N+2j+1− ≪ 1,
which is equivalent to the first half of (4.15) with m = N − j − 1, since we know k behaves like a
power of t by the second half of (4.15). (Note that if D− ≫ (kt)ǫ− m2m+1 holds for some m, then it
also holds for any larger value of m, since kt≫ 1 by (4.15), so there is no need to assume m < N
in the statement of the theorem.)
4.4 Step 3: The asymptotics of JB1
Lemma 4.5 (Large-t asymptotic expansion of JB1) Let a := 1− k t1−δ, so that
k = tδ−1(1− a), (4.20)
and assume that this new variable a satisfies
t−δ/2 ≪ a≪ t−δ/3. (4.21)
22
Then, the large-t asymptotic expansion of JB1 is given to first order by
JB1(t;λ) = exp
(
itF (1 − tδ−1;λ)− iω2
)
t−1/2
√
2
1 + λc
(∫ ω+a√λct/2
ω
eiξ
2
dξ
)
+O
(
t−
1
2+
3δ
2 a4
)
,
(4.22)
where ω is defined by (1.18).
Proof. We start by making two changes of variable in the expression (4.1) for JB1, in order to
improve the notation. Firstly, substituting x = 1− z yields the simpler expression
JB1(t;λ) =
∫ tδ−1
k
x−1/2 exp
(
itF (1 − x, λ)) dx.
Then, in order to have the critical value at 0, we substitute x = tδ−1(1 − ζ) (note that this ζ
variable is not connected to the ζ variable in (1.13) and §2-3). Thus dx/dζ = −tδ−1, and the value
x = tδ−1 corresponds to ζ = 0 as desired, while the value x = k corresponds to ζ = 1− kt1−δ < 1.
We get:
JB1(t;λ) = t
(δ−1)/2
∫ 1−kt1−δ
0
(1 − ζ)−1/2 exp
(
itF
(
1− tδ−1(1− ζ);λ) )dζ. (4.23)
We now expand the exponent in powers of ζ and then show that the higher powers can be
discarded without affecting the leading-order asymptotics of JB1. Indeed, expanding the exponent,
and using the definition (1.8) of λc, we have
F (1− tδ−1(1− ζ), λ) = (1− tδ−1(1− ζ)) ln (1− tδ−1(1− ζ)) + tδ−1(1− ζ) ln (tδ−1(1 − ζ))
+
(
1− tδ−1(1− ζ)) lnλ,
=
(
1− tδ−1 + tδ−1ζ) ln (1− tδ−1 + tδ−1ζ)+ tδ−1(1− ζ) ln (tδ−1(1− ζ))
+
(
1− tδ−1 + tδ−1ζ) lnλ,
=
(
1− tδ−1 + tδ−1ζ) [ ln (1− tδ−1)+ ln(1 + λcζ)]
+ tδ−1(1− ζ)
[
ln
(
tδ−1
)
+ ln(1 − ζ)
]
+
(
1− tδ−1 + tδ−1ζ) lnλ,
=
(
1− tδ−1 + tδ−1ζ) [ ln (1− tδ−1)+ λcζ − λ2cζ2
2
+
λ3cζ
3
3
+ . . .
]
+ tδ−1(1− ζ)
[
ln
(
tδ−1
)− ζ − ζ2
2
− ζ
3
3
− . . . )
]
+
(
1− tδ−1 + tδ−1ζ) lnλ,
= c0 + c1ζ + c2ζ
2 + c3ζ
3 + . . . , (4.24)
where the coefficients cj are evaluated as follows:
c0 =
(
1− tδ−1) ln (1− tδ−1)+ tδ−1 ln tδ−1 + (1− tδ−1) lnλ = F (1− tδ−1;λ) ;
c1 =
(
1− tδ−1)λc + tδ−1 ln (1− tδ−1)− tδ−1 − tδ−1 ln tδ−1 + tδ−1 lnλ = tδ−1 ln( λ
λc
)
;
cn =
(
1− tδ−1) [ (−1)n+1λnc
n
]
+ tδ−1
[ (−1)nλn−1c
n− 1
]
+ tδ−1
(−1
n
)
− tδ−1
( −1
n− 1
)
,
= (−1)n
[−tδ−1λn−1c
n
+
tδ−1λn−1c
n− 1
]
+
tδ−1
n(n− 1) ,
=
tδ−1
n(n− 1)
(
1− (−λc)n−1
) ∼ tδ−1
n(n− 1) for all n ≥ 2.
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Using (4.24) in (4.23), we find:
JB1(t;λ) = t
(δ−1)/2
∫ 1−kt1−δ
0
(1 − ζ)−1/2 eit(c0+c1ζ+c2ζ2) eit(c3ζ3+c4ζ4+... ) dζ,
= eitc0t(δ−1)/2
∫ 1−kt1−δ
0
(1 − ζ)−1/2 eit(c1ζ+c2ζ2) dζ + IR(t;λ), (4.25)
where the remainder term IR is given by
IR(t;λ) = t
(δ−1)/2
∫ 1−kt1−δ
0
(1− ζ)−1/2eit(c0+c1ζ+c2ζ2)
(
eit(c3ζ
3+c4ζ
4+... ) − 1
)
dζ,
= t(δ−1)/2
∫ a
0
(1− ζ)−1/2O
(
eit(c3ζ
3+c4ζ
4+... ) − 1
)
dζ.
The motivation for the substitution (4.20) now becomes clear: it simplifies the upper bound of the
integral from 1− kt1−δ to simply a. To obtain the required result (4.22), we will first prove that,
under the assumption (4.21), we have IR = O
(
t−
1
2+
3δ
2 a4
)
.
Firstly, the exponent appearing in the integrand of IR is:
it
∞∑
n=3
cnζ
n = itδ
∞∑
n=3
ζn
n(n− 1)
(
1− (−λc)n−1
)
= itδ
(
ζ3
6
+O
( ∞∑
n=4
ζn
12
(
1 + λ3c
)))
,
= itδ
(
ζ3
6
+O
(
ζ4
6
(1− ζ)−1
))
=
itδζ3
6
+O (tδζ4) .
So IR itself can be estimated as follows:
IR(t;λ) = t
(δ−1)/2
∫ a
0
(1 − ζ)−1/2O
( ∞∑
n=1
1
n!
(
itδζ3
6
+O (tδζ4))n)dζ,
= O
(
t(δ−1)/2
∫ a
0
(
itδζ3
6
+O (tδζ4, t2δζ6)) dζ) as t→∞,
where we have used the second half of (4.21), or equivalently tδa3 ≪ 1, to ensure that the powers
of tδζ3 in the exponential expansion do not increase to infinity. The second half of (4.21) also
implies that a ≪ 1, and so all higher-order terms, whether of the form tδζ3+K or (tδζ3)K or a
combination of both, are negligible compared to the leading term tδζ3. Thus IR satisfies
IR(t;λ) = O
(
t(δ−1)/2
∫ a
0
(
itδζ3
6
)
dζ
)
= O
(
t−
1
2+
3δ
2 a4
)
.
Hence, equation (4.25) becomes:
JB1(t;λ) = e
itc0t(δ−1)/2
∫ a
0
(1− ζ)−1/2eit(c1ζ+c2ζ2) dζ +O
(
t−
1
2+
3δ
2 a4
)
,
= eitc0t(δ−1)/2
∫ a
0
(1 +O(ζ)) eit(c1ζ+c2ζ
2) dζ +O
(
t−
1
2+
3δ
2 a4
)
,
= eitc0t(δ−1)/2
∫ a
0
eit(c1ζ+c2ζ
2) dζ +O
(
t(δ−1)/2
∫ a
0
ζdζ
)
+O
(
t−
1
2+
3δ
2 a4
)
,
= eitc0t(δ−1)/2
∫ a
0
eit(c1ζ+c2ζ
2) dζ +O
(
t−
1
2+
δ
2 a2
)
+O
(
t−
1
2+
3δ
2 a4
)
.
Since the first half of (4.21) gives t−
1
2+
δ
2 a2 ≪ t− 12+ 3δ2 a4, we obtain
JB1(t;λ) = e
itF (1−tδ−1;λ)t(δ−1)/2
∫ a
0
exp
[
itδ
(
(ln λλc )ζ +
1
2 (1 + λc)ζ
2
)]
dζ +O
(
t−
1
2+
3δ
2 a4
)
.
(4.26)
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We now manipulate the integral on the right-hand side of (4.26) to obtain the desired result
(4.22). Using the fact that
tλc = t
δ(1 + λc) (4.27)
(which follows from the definition (1.8) of λc), we find that the exponent of the integrand is
itδ
(
ln
(
λ
λc
)
ζ +
1
2
(1 + λc)ζ
2
)
=
itδ(1 + λc)
2
(
ζ2 + 2
ln(1 + Λ)
1 + λc
ζ
)
,
=
itλc
2
(
ζ2 + 2
√
2
λct
ωζ
)
,
=
itλc
2
(
ζ +
√
2
λct
ω
)2
− iω2.
So using the change of variables ξ = ω + ζ
√
tλc/2, the integral term in (4.26) can be written as
exp
(
itF (1− tδ−1;λ)− iω2
)
t(δ−1)/2
∫ a
0
exp
(
itλc
2
(
ζ +
√
2
λct
ω
)2)
dζ
= exp
(
itF (1− tδ−1;λ)− iω2
)
t(δ−1)/2
√
2
λct
∫ ω+a√λct/2
ω
eiξ
2
dξ,
which becomes the main term in (4.22) after using (4.27).
4.5 Step 4: Combining and unifying the asymptotics
We now prove Theorem 1.3 by combining the results of Lemmas 4.4 and 4.5. This is the point
where we need to be very precise about our choice of the splitting point k, or equivalently of the
variable a defined by (4.20), in order for these two results to be compatible. Note that as the
order m of the asymptotics increases, a decreases by (1.22), and the error term from JB1 becomes
smaller and smaller in comparison to the series from JB2. This makes sense, because when a is
very small, k is very close to tδ−1, i.e. the integral in JB2 is closer to the stationary point while
the one in JB1 is shorter, and so JB1 contributes less to the final answer.
Proof of Theorem 1.3. When deriving the asymptotics for JB2 in Lemma 4.4, we were still using
a fairly general parameter k, required only to satisfy the condition (4.15). But in Lemma 4.5 we
used a much more specific form of k, namely that given by (4.20) with a satisfying (4.21). In
order to combine the asymptotics of JB1 and JB2, we first rewrite the results of Lemma 4.4 with
k replaced by tδ−1(1− a).
Firstly, we have
D− = ln
(
tδ−1
tδ−1(1− a)
)
= − ln(1− a) ∼ a,
and so the assumption (4.15) can be rewritten as
tǫδ−
mδ
2m+1 ≪ a≪ 1. (4.28)
Note that taking m = 1 would make (4.21) and (4.28) contradict each other, and so we must have
tǫδ−
mδ
2m+1 ≪ a≪ t−δ/3
for some m ≥ 2 and ǫ > 0. By Lemma 4.4, we then find that the estimate (4.13) holds with
Tj(t;λ) = O
(
(2j − 1)!!t− 12− (2j+1)δ2 a−2j−1
)
(4.29)
for each j, and
RN (t;λ) = O
(
(2N − 1)!!t− 12− (2N−1)δ2 (ln t)(2N+1)/2a−2N
)
.
25
In fact, we can improve (4.13) further. We assume that m is minimal for (4.28) to be valid, i.e.
that
tǫδ−
mδ
2m+1 ≪ a≪ tǫδ− (m−1)δ2m−1 ,
which is implied by (1.22). As was discussed towards the end of the proof of Lemma 4.4, this
means our estimate for RN is smaller than the one for TN−m−1 but larger than the one for TN−m.
Thus the estimate (4.13) becomes:
JB2(t;λ) =
N−m−1∑
j=1
Tj(t;λ) +
N−1∑
j=N−m
O
(
(2j − 1)!!t− 12− (2j+1)δ2 a−2j−1
)
+O
(
(2N − 1)!!t− 12− (2N−1)δ2 (ln t)(2N+1)/2a−2N
)
,
=
N−m−1∑
j=1
Tj(t;λ) +O
(
(2N − 1)!!t− 12− (2N−1)δ2 (ln t)(2N+1)/2a−2N
)
, (4.30)
where the error term is sufficiently small compared to the rest that it doesn’t swallow up any of
the remaining series.
Since we need to combine this result with the asymptotic formula (4.22) for JB1, we would
like to ensure that the error term of JB1, namely O
(
t−
1
2+
3δ
2 a4
)
, is also sufficiently small so that
it doesn’t swallow up any of the terms in the above series. In other words, we require that our
estimate for Tj should be ≫ t− 12+ 3δ2 a4 for all j ≤ N −m− 1. Checking this condition, we obtain
t−
1
2− (2j+1)δ2 a−2j−1 ≫ t− 12+ 3δ2 a4, which holds iff a≪ t−(j+2)δ/(2j+5),
which, by the assumption (1.22), is true provided that j+2 ≤ m−1. So we set N−m−1 = m−3,
i.e. N = 2m − 2. Now combining the two asymptotic expansions (4.22) and (4.30) gives the
required result (1.21).
Remark 4.3 (Comparison of error terms) Comparing the error terms in (4.30) and (4.22),
we find that, with our choice of N = 2m− 2,
t−
1
2− (2N−1)δ2 (ln t)(2N+1)/2a−2N ≪ t− 12+ 3δ2 a4 iff a≫ t− δ2+ δ4m (ln t) 12− 38m . (4.31)
If we assume a takes the form a = t−bδ for some constant b, then we can ignore the log terms.
This is because the condition (1.22) can be rewritten as
1
2
− 1
4m− 2 < b <
1
2
− 1
4m+ 2
,
and the cutoff point (4.31) for which error term is dominant is
b =
1
2
− 1
4m
, (4.32)
which is, in some sense, directly in the middle of the interval of possible values for b.
Corollary 4.4 The leading-order asymptotics of JB are given by
JB(t;λ) = i exp
(
itF (1 − k;λ)) t− 12− δ2 [ln(1
k
− 1
)
+ lnλ
]−1
+ exp
(
itF (1 − tδ−1;λ)− iω2
)
t−1/2
√
2
1 + λc
(∫ ω+a√λct/2
ω
eiξ
2
dξ
)
+O
(
tǫ−
1
2− δ4
)
,
(4.33)
for any ǫ > 0, where k = tδ−1(1− a), a = t−7δ/16, and ω is defined by (1.18).
Moreover, (4.33) agrees with the asymptotics of JB found in Theorem 1.1 in the case σ = 1/2.
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Proof. We take m = 4, the lowest possible value of m, and let a = t−bδ as in Remark 4.3. By
(4.32), the value of a required to make both error terms in (1.21) of comparable size is given by
a = t−
δ
2+
δ
4m = t−7δ/16.
With this choice of a, the two error terms in (1.21) are
O
(
t−
1
2− δ4 (ln t)(13/2)
)
and O
(
t−
1
2− δ4
)
,
which are both O(tǫ− 12− δ4 ) as required.
Also, from the definition (4.14) of Tj , we have
T1(t;λ) =
[(
(1− z)−1/2
it∂F∂z
)
eitF (z;λ)
]∞eiφ
z=1−k
=
−k−1/2eitF (1−k;λ)
it∂F∂z
∣∣∣
z=1−k
= ieitF (1−k;λ)t−1k−1/2D−1.
Then, using the definition (4.20) of a and the definition (4.10) of D, we find
T1(t;λ) = ie
itF (1−k;λ)t−
1
2− δ2 (1− a)−1/2D−1 = ieitF (1−k;λ)t− 12− δ2D−1 +O
(
t−
1
2− δ2 aD−1−
)
,
= ieitF (1−k;λ)t−
1
2− δ2
[
ln
(
1
k
− 1
)
+ lnλ
]−1
+O
(
t−
1
2− δ2
)
,
and this O(t− 12− δ2 ) error term is absorbed by the O(t− 12− δ4 ) error term in (1.21).
It remains to show that (4.33) agrees with the asymptotics in Theorem 1.1 in the case σ = 1/2.
From (1.11) and (1.19) we have
JB(t;λ) =
√
2
(1 + λc)t
exp
(
itf0(Λ, λc)
1 + λc
− iω2
)(∫ ∞eipi/4
ω
eiξ
2
dξ
) (
1 + o(1)
)
. (4.34)
Using the definitions of f0 (1.12) and λc (1.8), and some algebraic manipulation we find that
itf0(Λ, λc)
1 + λc
− iω2 = itF (1 − tδ−1;λ),
so (4.34) becomes
JB(t;λ) = exp
(
itF (1− tδ−1;λ)− iω2
)
t−1/2
√
2
1 + λc
(∫ ∞eipi/4
ω
eiξ
2
dξ
)(
1 + o(1)
)
. (4.35)
From (4.33) we have
JB(t;λ) = exp
(
itF (1− tδ−1;λ)− iω2
)
t−1/2
√
2
1 + λc
(∫ ∞eipi/4
ω
eiξ
2
dξ
)
+ r(t;λ), (4.36)
where the remainder r(t;λ) is defined by
r(t;λ) := i exp
(
itF (1− k;λ)) t− 12− δ2 [ln(1
k
− 1
)
+ lnλ
]−1
− exp
(
itF (1− tδ−1;λ) − iω2
)
t−1/2
√
2
1 + λc
(∫ ∞eipi/4
ω+a
√
λct/2
eiξ
2
dξ
)
. (4.37)
If we can show that r(t;λ) is little-o of the first term in (4.36) as t → ∞ (independently of λ),
then the asymptotics (4.36) obtained from Theorem 1.3 are the same as (4.35), i.e., those obtained
from Theorem 1.1, and the proof is complete. The asymptotics of the first term in (4.36) (which
we can obtain from (1.20) in Theorem 1.1) imply that it is sufficient to show that
r(t;λ) =
{
o(t−1/2) when ω = O(1),
o
(
t−1/2t−δ/2(log t)−1
)
when ω →∞. (4.38)
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Now, from the definitions of k (4.20), Λ (1.9), and λc (1.8), and the Taylor series (3.20),
ln
(
1
k
− 1
)
+ lnλ = ln
((
t1−δ
1− a − 1
)
λc(1 + Λ)
)
,
= ln(1 + Λ) + ln
(
1
1− a
)
+ ln
(
1 +
a
t1−δ − 1
)
,
= ln(1 + Λ) + a+O(a2) + a
t1−δ
(
1 +O
(
1
t1−δ
))
as t→∞.
Using these asymptotics in the first term of (4.37), and using the integration by parts (2.13) in
the second term, we find that
r(t;λ) =
i exp
(
itF (1− k;λ))
t1/2tδ/2
[
ln(1 + Λ) + a+O(a2)
]
−
i exp
(
itF (1 − tδ−1;λ)− iω2
)
ei(ω+a
√
λct/2)
2
t1/2(1 + λc)1/2
√
2
(
ω + a
√
λct
2
)
1 +O
(ω + a√λct
2
)−2 ,
=
i exp
(
itF (1− tδ−1;λ))
t1/2tδ/2
(
exp
(
it
(
F (1 − k;λ)− F (1− tδ−1;λ)))
ln(1 + Λ) + a+O(a2)
−exp
(
2iωa
√
λct/2 + ia
2λct/2
)
ln(1 + Λ) + a(1 + λc)
(
1 +O(t−δ/8))) ,
(4.39)
where we have used both the definition of ω (1.18) and the equation (4.27).
We now use (1.18) and (4.27) to manipulate the final exponent in (4.39):
2ωa
√
λct
2
+
1
2
a2λct = t
δa ln
(
λ
λc
)
+
1
2
a2tδ(1 + λc).
Therefore, the required asymptotics of r(t;λ) (4.38) will follow from (4.39) if we can show that
t
(
F (1− k;λ)− F (1− tδ−1;λ)
)
= tδa ln
(
λ
λc
)
+
1
2
a2tδ(1 + λc) +O(t−ε) (4.40)
for some ε > 0. The definition of F (z;λ) (1.3) implies that
F (z;λ)− F (w;λ) = (z − w)
[
ln
(
w
1− w
)
+ lnλ
]
+ (1− z) ln
(
1− z
1− w
)
+ z ln
( z
w
)
.
Using this, along with some algebraic manipulation, the equation (4.27), and the Taylor series
(3.20), we find that the left-hand side of (4.40) equals
tδa ln
(
λ
λc
)
+ tδ(1− a) ln(1− a) + (t− tδ(1− a)) ln(1 + aλc),
= tδa ln
(
λ
λc
)
+
1
2
a2tδ(1 + λc) +O(a3tδ),
which is the right-hand side of (4.40), since a3tδ = t−5δ/16; the proof is therefore complete.
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