Stemming from previous work that addressed the optimal path planning of an unmanned aerial vehicle (UAV) in obstacle-rich environments, this paper demonstrates the approach's scalability to that of a multi-UAV application. The proposed concept, based on optimal control techniques and pseudospectral methods, offers the improved system flexibility and autonomy demanded by UAV tactical missions in urban areas. As demonstrated, employing optimal control methods for path planning problems provides a simplistic yet powerful capability of flight trajectory optimization that includes simultaneous collision avoidance between vehicles and terrain obstacles. Departing from traditional techniques that harbor non-optimal architectures, the employed method facilitates real-time, onboard computations that may potentially improve overall system performance. Recent developments in the field of optimal control theory point at an emerging paradigm shift that may involve less dependency on the typical inner-loop control. Extending these developments, this paper provides not only a fresh perspective, but also illustrates a viable technique for efficiently generating maneuvering flight trajectories for single vehicles or multiple vehicle sorties.
B. Path Planning Background
Path planning problems have been extensively explored for several decades. In general, path planning problems are underdetermined and often nonlinear in their truest form. For these reasons, planning methods fall into four generic categories including: completeness, optimality, computational complexity, and scalability. [3] [4] [5] Completeness refers to a method's ability to guarantee a successful solution if one does exist, and likewise report if no solution is possible. Optimality specifies the ability of a method to select a path that best fits a predetermined criterion. Computational complexity provides a relative value for the amount of time a method requires to determine a solution, and this tends to delineate the method's ability to be used in an online or offline manner. Scalability is a method's portability to different or more dimensionally complex systems. Permissible problem complexity is a characteristic implicit to completeness and optimality. In a simple example where a method is incapable of handling a nonlinear system of equations, completeness and optimality designations for that method carry less weight due to the system's inaccuracy in problem representation.
In the past, real-life applications of path planning methods led to one last defining characteristic, the ability to function with local information or the restriction to global information. These terms have often experienced usage in parallel to the "offline" versus "online" classification, due to a relatively longer computation time. The distinctiveness of global and local methods has blurred with the progression of modern computing. If an offline, global information planner can run at a sufficient speed, it can be implemented in a feedback loop to provide an updated solution as new sensor information becomes available. This concept, exemplified in Ref. [6] with an autonomous ground vehicle implementation, is the centerpiece of this research. Of course the ability to utilize this technique is reliant equally upon the idiosyncrasies of the system controlled, the speed of the planner, and the speed of the computer.
Historically, the use of optimal control techniques in path planning problems was limited due to the aforementioned reasons of impracticality and uncertainty. The computational complexity, convergence issues, and burden of an adequate guess made the application of these techniques intractable despite the desirability of the solutions. Further, the model, sensor, and navigational uncertainty marginalized the benefits in favor of less complex architectures. The work presented here does not develop a new control technique; rather, it simply makes use of advances in computing and optimal control algorithms to make this particular application possible.
Recent research [7] [8] [9] [10] [11] has demonstrated optimal control's application to online control functions for complex systems including spacecraft attitude control and atmospheric reentry of a reusable launch vehicle. These papers have shown the capability to utilize optimal control in a feedback form thereby accounting for disturbances in the vehicle's environment and removing the need for a trajectory tracker in the overall control scheme. The obvious conclusion that can be drawn from these most recent studies is that the method limitations lie not in optimality, scalability, or completeness, rather it lies in computational complexity and even this argument is proving to be weak.
In general, the use of optimal control methods is the focus of this research not only for the advantages mentioned above but also the lack of previous exploration in the application of these methods to unmanned vehicle control in general. Therefore, it is the intent of this paper to advance the understanding of the capability of optimal control methods and by using a powerful optimization tool, demonstrate the means to employ these methods in real-world UAV missions.
II. The Optimal Path Planning Approach
Given the progress made in applying optimal control methods to online aerospace applications 12 and being aware of the ability to eliminate the associated computational burden 13, 14 , this paper focuses on applying these techniques to the endemic tactical UAV problem, sharing attributes with both aerospace and robotics applications. As such, the research presented herein investigates the concept of trajectory planning for tactical UAVs using optimal control methods.
A. The Optimal Control Problem
The autonomous UAV path planning example, to follow, is first formulated into a standard optimal control problem (OCP) definition detailed in Refs [15] and [16] , but repeated here, Eq. (1), for completeness. 
Subject to: ( ) ( ), ( ),
The general idea of optimal control is to generate an optimum control trajectory ( ) Once in numerical form, the problem must be scaled and balanced to ensure that the optimization tool will not suffer from numerical instability. While this particular activity is crucial to a successful solution, details are not provided within this paper; however, scaling examples can be found in Refs. [15] [16] [17] and references therein.
For multi-UAV applications, individual UAVs can be considered components of one unified system that work together to accomplish the mission objectives. Note that this cooperative behavior does not restrict them to performing the same tasks as they may "divide and conquer", yet have an overall synergistic effect. For example, consider a mission requiring a team of UAVs to rapidly acquire and track a suspect time-sensitive target. In order to effectively accomplish the objective of rapid acquisition, the vehicles would need to get to the known target region in minimum time without colliding into each other or any obstacles in their path. This scenario is illustrated in Fig.  1 . Kaminer et al. demonstrates a similar time-critical mission scenario with multiple UAVs, except that non-optimal "virtual arc" trajectories are generated that are not necessarily capable of avoiding terrain obstacles. Although they are separate vehicles, each vehicle will require knowledge of the operating environment such as terrain features, obstacles, and each other (e.g. location or relative position). The successive re-computations of all vehicles' optimal trajectories allows for obstacle-avoidance dictated by changes in the trajectory and reconstruction of new solutions that complete the mission. By considering all system components as one system-of-systems during successive control trajectory updates, the system will have the capability of autonomously changing other vehicle's trajectories and completing the mission in case of vehicle or actuator failures -similar to control allocation but in a broader sense, vehicle/sortie allocation.
B. The Problem Solver
To solve the nonlinear UAV problem, the optimization tool of choice was DIDO 16 , a software package based on pseudospectral (PS) methods 19, 20 and sequential quadratic programming that runs within the MATLAB environment. The fundamental premise of the employed PS method is to discretize the problem and approximate the states, costates and control variables using Lagrange interpolating polynomials where the unknown coefficient values are obtained at the Legendre-Gauss-Lobatto (LGL) 20 node points. The embedded nonlinear programming (NLP) solver SNOPT 21 , based on sequential quadratic programming, then solves a sequence of finite-dimensional optimization problems.
DIDO has been successfully used for solving a large number of optimal control problems to include recent demonstrations of a PS-feedback approach that consists of computing real-time solutions for generating closed-loop performance 22, 23 . In fact, a technique called Pseudospectral Real-Time Optimal Control (PS-RTOC) has been developed as a prototype for an onboard, real-time algorithm for autonomous guidance and control applications requiring computational efficiency and guaranteed convergence. [23] [24] [25] Being a preliminary feasibility study, robustness is not proven in this paper; however, a low level of uncertainty is considered in that this work assumes a perfect UAV model but imperfect sensor measurements manifested as inherent numerical errors. Again, the primary thrust of this work is to provide a simple demonstration of employing PS-methods for the optimization of kinematic trajectories for multiple UAVs within an obstacle-rich environment representative of an urban city. The following section defines the UAV kinematic path-planning problem within the framework of an OCP.
III. Problem Formulation

A. Kinematic UAV Model
The UAV problem formulation used here includes simple flight kinematics. This, in part, reflects the fact that future tactical UAVs may not necessarily resemble contemporary airplane designs and therefore have complex, unconventional dynamics. In addition, although vehicle dynamics and other practical limitations have yet to be incorporated in this study, based on previous related work [26] [27] [28] [29] , there is no reason to believe that this approach will not scale to the larger problem and future work intends to prove this.
As shown in Fig. 2 , the coordinate system for the UAV kinematics is represented by the standard flight path angles in the local horizontal, local vertical (LHLV) reference frame. There are three state variables and three control variables. The state variables represent the three spatial degrees of freedom. The three control variables are the vehicle velocity,ν , the flight path angle, γ , and the heading angle, ξ . The flight path angle is measured from the local horizontal to the velocity vector, and the heading angle is measured from a reference heading (e.g. due North) to the velocity vector. By developing optimal kinematic trajectories, a conventional inner-loop tracking controller could follow the generated trajectories. However, recent work has indicated that inner-loop tracking control may not be preferable and that the best choice may employ a single, integrated G&C loop as discussed in Ref. [26] . Note that details of this integrated G&C concept are not modeled in this work, but it will be the focus of future studies along with the incorporation of dynamical equations and eventually a higher fidelity environmental model. After presenting the kinematic and path constraints, the OCP can be stated mathematically as in Eq. (1).
Conceptually, the problem is defined as the generation of a time-optimal trajectory that enables the UAV (or UAVs as discussed later) to travel from some initial condition to some final condition while satisfying the kinematic constraints and path constraints. Before proceeding, it is important to remember that the OCP is solved with a numerical optimization tool and for that reason good scaling is necessary. [15] [16] [17] Mathematically, the problem variables and general OCP formulation are presented in an unscaled form as shown in Equation Sets (2) and (3), respectively. 
The OCP given by Eq. (3), specifies, in order of presentation, the cost function, the kinematic constraints, the starting position, the ending position, and the path constraints. As this study is designed to be a proof of concept, the kinematic constraints are simplistic and the cost function considers only the final time; several of the studies mentioned previously have shown success with considerably more complex problems. The starting and ending conditions are specified later, and the derivation of path constraints is detailed in the next section. Finally, as mentioned previously, the only activity not shown here is the scaling and balancing of the OCP.
B. The Multi-UAV System
Extending the previous formulation of the simple kinematic UAV model, additional vehicles can be added via a state-space system-of-systems representation. ;
Likewise, the controls can be represented as
For a multiple UAV system with similar mission goals, the only additional requirement is that the vehicles do not collide. The system-of-systems modeling approach described by Eqs. (4) and (5) conveniently enables collisionfree paths via the addition of a simple path constraint -that the UAVs cannot occupy the same position at the same time for any given time such that 1 2
Mathematically, this is interpreted as the UAVs not having the same Cartesian position vector, R , at any given time. Or more appropriately, this can be modeled as an inequality constraint on the position of each UAV by a vector difference such that
In addition to the constraint on UAV position for collision avoidance, the UAVs should maintain some nominal spacing as dictated by missions requiring cooperative efforts. For example, Fig. 3 illustrates how the relative position of two UAVs could be bounded while still enabling minimum time-to-target. For the spacing constraint depicted in Fig. 4 , the distance between the two UAVs is bounded by some predetermined minimum proximity min r (perhaps based on a collision safety buffer, maneuver agility, worst-case turbulence, etc) and a maximum separation distance max 
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where ( ) r t is the Euclidean distance between the two UAVs at each time instance and given as
Allowing the separation range to vary within the prescribed bounds allows some flexibility for UAV maneuvering which may still be required for obstacle avoidance. Additionally, this spacing constraint, Eq. (8), simultaneously serves the purpose of Eq. (6) or (7) -restricting the UAVs from occupying the same position at the same time. The only foreseeable disadvantage this may cause is related to conflicting constraints. In the case where a single vehicle cannot maneuver around an obstacle without violating the spacing constraint, then the path planning algorithm will have to compensate by cooperatively maneuvering both vehicles to avoid the obstacle. This will ultimately reduce the time-to-target unless the vehicles were not limited to a specific separation distance.
C. Note on Architecture
The system-of-systems modeling approach, represented by Eqs. (4) and (5) in Sec. B, lends itself well for an architecture involving an offboard computational engine such as an in-theater, high-altitude platform responsible for supervising (monitoring and high-level decision making and commanding) the tactical UAV operations. As such, this so called "commander" can perform the aforementioned path-planning computations and send waypoints via a communications link to its "subordinates." This may facilitate the use of less sophisticated waypoint guidance and tracking control algorithms; hence, relaxing requirements on the individual UAV's processor capabilities.
Although not a focus of this paper, a notional architecture is depicted in Fig. 5 . As shown, a separate platform (i.e. commander) with an onboard computational engine (CE) maintains near-real time continuous communications with the fleet of UAVs (i.e. subordinates) via their general purpose computers (GPC). 
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x represents the feedback of UAV-1's measured position and velocity data, or any other pertinent mission data as needed by the commander. Note that in this architecture the commander may have global knowledge while the subordinates have only local knowledge. Therefore, depending on the system requirements, it may be that the UAVs do not need to know information about each other. Furthermore, if communication directly between UAVs is not needed, this could potentially relax the maximum spacing constraint, max r , given in Eq. (8) and allow more maneuvering flexibility. However, other communications issues must still be addressed with this type of architecture to include, at the very least, required signal strength/range, throughput, and latency.
D. Obstacles as Path Constraints
Path constraints for the UAV problem can entail several aspects of the control problem including: vehicle kinematic (or dynamic) limitations, flight profile requirements, and physical obstacles. This section discusses the techniques used to model the physical obstacles the UAV must avoid while moving towards a target in a simulated "downtown" city environment.
While several approaches exist for algebraically modeling physical obstacles, the technique used here was implemented due to its simplicity. By means of a p-norm, Eq. (10), simple shapes such as squares, diamonds, circles, rectangles and ellipses can be modeled efficiently. For example, in Eq. (10) 
Equation (10) maps the current location of the UAV to a scalar value whose sign describes whether the UAV is inside or outside the obstacle. Unfortunately, problems arise during closed-loop, path constraint modeling of physical obstacles due to the numerical uncertainty in position. This numerical uncertainty is due to round-off errors, propagation errors, interpolation errors, etc., and it can result in the vehicle's position within an obstacle -an infeasible location which is a product of numerical simulation. Examples of this adverse behavior are clearly illustrated in Ref. [27] . To prevent this, a distance-dependant buffer is added to the exterior of the obstacle during simulation. While the buffer is an artificial fabrication, its similarity to actual control scenarios is realistic as the uncertainty on actual obstacle size, location, and shape is greater as distance from the obstacle increases. Figure 6 gives a conceptual diagram of how a buffer would work in two dimensions. Like the effects of numerical uncertainty, more details on this buffer technique are given in Ref. [27] . For this work, an exponent-based buffer, Eq. (11), was used to ensure that the buffer did not greatly affect optimal control solutions at great distances; however, a non-smooth function could have been adopted to treat the near and far situations separately.
( )
In Eq. (11), d buffer is the buffer size from the edge of the obstacle; d i is the distance of the vehicle from the obstacle; and a 1 through a 4 are all constants affecting the buffer characteristics. Ideally, this same buffer logic could be implemented as a spacing constraint for the case of multiple vehicles, but as mentioned, a Euclidean distance serves multiple purposes.
IV. Solving the Optimal Control Problem
Proving that the results of an OCP are indeed globally optimal is intractable, but several criteria can be demonstrated as evidence for the extremal nature of the solution. The criteria used here include satisfaction of the necessary optimality conditions and verification of solution feasibility. Feasibility is verified by propagating the system kinematics from the initial condition using the calculated optimal control trajectory and MATLAB's RungeKutta algorithm (i.e. "ode45"). The necessary conditions for optimality, presented below, were verified, where possible, against the solution received from DIDO.
By creating the control Hamiltonian, the OCP is rewritten as Equation Set (12 
Again, additional details of the derivations can be found in Ref. [27] . The Karush-Kuhn-Tucker (KKT) conditions for the Hamiltonian minimization condition are given in Equation Set (14) ( ) ( ) 
The UAV will most often fly at a non-maximal flight path angle; therefore, γ µ is expected to equal zero throughout most trajectories. On the contrary, the maximum velocity is expected throughout the trajectory for the time-optimal problem formulation, and this should force v µ to be greater than zero. Equation (15) shows the derivation of the adjoint equations, and this in conjunction with the KKT conditions implies that the costates remain constant unless the trajectory touches an obstacle.
The terminal transversality condition,
combine to generate the Hamiltonian constraint presented as ( )
Representative of the time-optimal problem, Eq. (19) indicates that the Hamiltonian must be a constant negative one throughout the trajectory. This is a useful check for the numerical results as DIDO provides costate and Hamiltonian information. Although not presented here in the interest of brevity, the same process can be applied to the multi-UAV problem formulation.
V. Numerical Results
The following results demonstrate the simplicity and flexibility of the proposed approach by spanning a range of applications: open and closed-loop path planning, dynamic replanning, obstacle avoidance, and collision-free multi-UAV path planning. Only the starting and final configurations, local workspace obstacles at each instant, and vehicle constraints were known to the optimal trajectory generation engine. The path constraints, as previously explained, were modeled such that an obstacle of any shape or size can be accommodated. All of the results presented below were generated using DIDO v2003e on a 1.60 GHz Intel Pentium M computer running Windows XP and MATLAB R14.
A. Single-UAV Path Planning
As this paper is an extension of previous work 30 , some results are repeated here for completeness and to reiterate the multi-purpose flexibility of the approach. Here it is assumed that the objective of the UAV problem is to plan a time-optimal trajectory from the specified initial starting position to the designated time-sensitive target without colliding with any obstacles. Furthermore, it is assumed that the complexity of this mission is only driven by the obstacle-rich environment that the vehicle must circumnavigate in minimum time.
Consistent with Ref. [30] , the initial and final conditions for the problem were Figure 7 shows the DIDO-generated, time-optimal UAV trajectory for both open-loop and closed-loop runs. Closed-loop performance is generated by solving the open-loop problem in succession according to the supporting PS-feedback theory presented in Ref. [23] . In general, closed-loop performance is improved over typical open-loop performance due to the use of a previous near-optimal solution as the solution guess for the subsequent problem iteration in accordance with Bellman's principle of optimality. This is a manifestation of the fact that the new
Caratheodory-π trajectory is more accurate as a result of higher nodes.
23
As expected, the cost (i.e. time to target) improves for the closed-loop solution (i.e. PS-feedback) -decreasing from 14.94 seconds to 14.82 seconds. In accordance with theory, this is a benefit when realized by the PS-feedback approach. As detailed in Ref. [30] , approximately 76% of the computation time is a result of handling the path constraints; therefore, it is evident that the obstacle models cause the largest burden on the optimization scheme. In order to remove this burden from complicating the feasibility study, the successive clock speed was artificially fixed to 0.5 seconds. The real mean computational feedback time was 2.35 seconds. Note that the closed-loop maneuver is slightly different than the open-loop maneuver since state information is not known perfectly, but only within sensor error tolerances. It is also important to note that the closed-loop maneuver is not tracking a trajectory, but rather a regenerated series of open-loop solutions. This facilitates the ability to replan a flight path "on-the-fly" while accounting for any changes in the environment (e.g. moving target, new obstacle, etc) or the vehicle (e.g. external disturbance, control failure, etc).
In addition, without explicit constraints on control rates, it is possible to get rapid oscillations and sometimes instantaneous controls. This can be remedied by the standard practice of including control rate constraints as well as to employ smoothing filters to aid practical implementation. Again, for more details on these results, to include a demonstration of feasibility and the verification of necessary conditions, refer to Ref. [30] .
B. Automatic Route Re-Planning
This example illustrates the potential of using PS-feedback for dynamic replanning. The capability to autonomously and rapidly replan and adapt to new objectives is particularly important in tactical operations due to the often rapidly changing environment. The PS-feedback method has the inherent capability to recompute a new flight trajectory "on-the-fly" in order to achieve a new mission objective (e.g. original target changes location or a new target is specified while enroute) or perhaps even to help mitigate vulnerability to an enemy attack. As such, the presented scenario is a simplified example of a new high-priority "pop-up" target that the UAV must plan to intercept while approximately midcourse to a previously assigned target destination. As shown in Fig. 8 , the UAV successfully replans a time-optimal trajectory to the new target indicated by the blue circles. Note that if the area of operations is expanded, additional known obstacle information must be provided as this work assumes a priori knowledge of all obstacle geometries and locations. Also, in general, the computational time for a new path plan is comparable to the original path generation for the particular Bellman segment where the conditions change. However, it is possible that there may be noticeable differences in computational time depending on how drastically the new objective changes as the previous solution may be a poor guess to the new path generation. It is also obvious that this simplistic "proof-of-concept" problem, lacking a mass rate model, will never result in an infeasible trajectory due to restrictions on endurance and range (e.g. inadequate fuel availability). So, it is possible that a feasible solution does not exist for the replanning conditions.
C. Collision-Free Multi-UAV Path Planning
For a multiple UAV system with similar mission objectives, the only additional requirement is that the vehicles do not collide. Figure 9 shows the collision-free trajectories of two UAVs and their corresponding controls. Their initial and final conditions are not collocated; however, they are within a prescribed region. These subtle differences in conditions are the only factors contributing to the different time-optimal trajectories. Note that the controls are plotted with scaled time and velocity. If it is required that the vehicles maintain a certain distance from one another, perhaps for communication purposes, than this is easily accommodated by imposing the distance relationship constraint as presented in Eq. (8) . Notice that there is a tighter grouping at the peak of the trajectory (+ Z axis), over the first green obstacle. Figure 11 plots the spacing distance between the two UAVs with and without the addition of spacing constraints. As shown, the UAV LOS distances do not violate the spacing constraints except in case #5. The minimum, maximum, and mean values for the five different spacing-constraint cases are given in Table 1 . In accordance with Fig. 11 , the only case that violates the spacing constraint is case #5. Note that since the distance between the UAVs at the initial and final time is fixed at 0.8660 (in normalized distance units) as a consequence of the desired endpoint conditions, the maximum separation distance is also limited to this X Y distance. Thus, it is assumed that the UAVs cannont exceed this distance based on some pre-defined mission restrictions. Naturally, as the spacing constraint tightens, the separation distance between the UAVs shrinks; however, based on obstacle location, there may be limitations on squeezing between obstacles based on the minimum separation constraint between UAVs. Although the solution for case #5 is not reliable for analysis since it was the result of infeasibility, it appears that it was attempting to use more maneuver space about 7 seconds into the flight path trajectory. Therefore, this path planning approach proves valuable in exploring candidate missions that require time-optimal solutions but with specific restrictions on UAV coordinated maneuvers such as tight constraints on spacing.
Another example, plotted in Fig. 12 , restricts the maximum altitude such that the UAVs cannot simply fly over the buildings. This illustrates the ability to generate candidate flight paths in a more confined region without a collision. The same approach can be applied to a system of more than two UAVs. For example, Fig. 13 shows the same problem, but with three UAVs all of which start and end their trajectories within a prescribed distance from each other. Note that the initial and final conditions can be arbitrarily selected for each of the UAVs, but it is assumed that in a real flight operation, for the same mission, they would be launched within a relatively close proximity and be required to fly to the same target area within some prescribed region.
VI. Conclusion
Based on preliminary results, this paper demonstrated how PS-based optimal control provides the capability of generating optimal UAV flight-path trajectories suitable for tactical applications including collision-free autonomous flights of multiple vehicles through cluttered urban environments. The trajectory re-planning problem exemplifies the viability of this path-planning approach for onboard, autonomous UAV applications that demand flexibility and a rapid response capability. Although additional work is required in the overall command and control architecture, the same capability seems feasible for multiple UAV sorties which ultimately provide another level of mission flexibility.
