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Abstract 
Telecommunication networks of known 
reliability are frequently upgraded as traffic 
patterns change. In this paper we will present 
theorems and an algorithm which could be used 
to solve the problem of adding a single link of 
known failure probability to a network such that 
the marginal increase in 2-terminal reliability is 
maximized. The theorems presented will 
subsequently be used to derive upper bounds on 
the 2-terminal reliability of networks with 
varying numbers of links. A closed form solution 
for the maximum possible increase in 2-terminal 
reliability is presented, both for the case of 
adding a single edge and in the more general n-
edge problem. 
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1.  Introduction 
Network reliability is particularly important in 
telecommunications networks where a loss of 
connectivity between any two locations 
represents significant loss of revenue and 
credibility of a telephone company. Being of 
considerable importance, significant effort is put 
into the design of highly reliable networks. 
Survivability, rather than reliability is a term used 
during the design process. 
The survivable network design problem is an 
important one for modern telecommunications 
companies. The major criterion for copper-based 
telecommunications networks is cost 
effectiveness in meeting customer demands. A 
number of formulations and solution techniques 
have been proposed to achieve this goal [7, 5, 6]. 
The advent of fiber optic transmission technology 
has brought a significant shift in network design 
objectives. As a result of the high capacity of a 
fibre network to carry extremely large amounts of 
information -- the OC12c standard being 620 
Mbit/sec -- the survivability of the network 
against system failures and cable cuts has become 
extremely important. In order that customers 
receive reliable service, it is now desirable to 
enhance network survivability at the expense of 
extra cost. Stated another way, a survivability 
constraint has been added to the network design 
constraint set and the objective function has been 
modified to include terms that are functions of 
the survivability of the network. 
Recently, several researchers have studied new 
network design models with survivability 
constraints and have proposed exact and heuristic 
solution procedures [1, 3, 4]. In this work 
network connectivity -- or reliability -- has been 
taken as a proxy measure for survivability with 
respect to node or link failures and diverse 
protective routing techniques have been used to 
achieve the desired level of protection. Davis et al 
[2] describe a different survivability measure for 
modern fiber optic telecommunications networks. 
This measure is concerned with link failures only, 
and is based upon two simplifying assumptions. 
Firstly, it is unlikely that two network links will 
fail simultaneously and secondly that the network 
is capable of dynamic routing. In this paper, we 
are not concerned with the former assumption, 
our results assume that failures occur randomly 
and individual link failures are uncorrelated. The 
second assumption is, however, of interest and 
presumes the existence of Digital Cross Connect 
(DCS) systems installed at each switching centre. 
This survivability measure now maps nicely to 
the classical network reliability problem where 
nodes are generally assumed to be failure-free. 
While the previous paragraphs have indicated 
the desirable nature of highly reliable networks 
and that the design process has now begun to 
include reliability considerations, it has not 
highlighted the evolutionary nature of networks. 
Once designed and implemented, networks are not totally redesigned as traffic patterns change; 
rather the network topology is incrementally 
altered based upon a well-defined planning cycle. 
Being incremental, we become interested in 
making topological changes which increase the 
reliability of the existing network by the largest 
amount understanding that a network redesign 
might yield even greater reliability 
improvements. 
This incremental problem -- the “add an edge” 
problem -- presents an interesting problem in 
Network Reliability and one for which this author 
could not find an existing body of supporting 
literature. Restricting our considerations to the 2-
terminal network reliability problem for the 
moment on undirected graphs, the problem could 
be stated as follows: “Given a network with 
known 2-terminal network reliability and the 
option to add an edge of known failure 
probability, where in the network should the edge 
be added in order to maximize the increase in 2-
terminal reliability”. 
The above definition will hereafter be referred 
to as the “add an edge” problem in this paper. 
The remainder of this paper is a discussion of the 
“add an edge” problem and is organized in the 
following way. Section 2 presents a number of 
definitions used throughout the rest of the paper. 
Section 3 presents a series of theorems relating to 
the “add an edge” problem. Section 4 describes 
the algorithm used to find the optimal edge to 
add. Section 5 discusses the implementation of 
the algorithm within a Smalltalk environment and 
finally section 6 summarizes the key ideas and 
messages of the paper. Section 6 also proposes 
further research. 
2.  Formalism 
This section contains definitions and a 
description of key symbols used in the rest of the 
paper. 
G = (V,E) 
V = vertices 
E = edges 
G
+ = (V, E+e) 
G
- = (V, E-e) 
R(G) = 2-terminal reliability of G. 
n = number of nodes in G 
m = number of edges in G 
pi = i
th edge failure probability in G 
2.1 Definition 
A graph G is said to be related to another graph 
G’ if they differ only in the existence of one edge. 
Thus G’ belongs to the set {G
+, G
-}. 
2.2 Definition 
A graph G is said to be n-related  to another 
graph G’ if they differ only in the existence of n 
edges. Thus 1-related and n-related graphs belong 
to the same set. An example of two 1-related 
graphs is shown in the figure below: 
 
Figure 1 An Example of two 1-related graphs 
3.  Theorems 
In this section a number of theorems are 
presented which are required for the “add an 
edge” problem. Both bounds and closed form 
solutions are presented. 
Theorem 0: 
Given a network of 2-terminal reliability R(G), 
and an edge of failure probability p to be added to 
the network, the 2-terminal reliability of R(G
+) 
>= R(G). 
Proof  0: 
In adding the edge, existing connectivity is 
unchanged i.e. all paths between source and 
destination still exist. Hence the reliability of the 
graph must be at least as great as that of the 
related graph. However, new paths between 
source and destination may have been created. 
This will have a zero or greater chance of being 
operational, depending upon the probability p of 
edge failure. More formally, stating the two 
problems in terms of their operational states, 
graph G
+
 has a proper superset of the operational 
states of graph G. As the reliability calculations 
consists of the sum of terms that are all greater 
than or equal to zero, it implies that R(G
+)>= 
R(G). 
  
As the graph G
+
  subsumes the graph G, the 
operational states of G
+
  subsume those of G. 
Hence for all states s of graph, r
+(s) ≥ r(s) Thus 
as, P(s) > 0, for all states s, R(G
+)>= R(G). 
Corollary: 
Given a network of 2-terminal reliability R(G), 
and an edge of known failure probability may be 
deleted from the network, the network reliability 
of R(G
-) <= R(G). 
Proof: 
The proof is by inverse application of the above 
theorem. 
Theorem 1: 
Consider a graph whose edge failure 
probabilities are all equal. If adding an edge 
between a node of distance d from S to T is 
maximal across all edges at distance d and this 
produces a network of 2-terminal reliability 
Rd(G
+), then if adding an edge between a node of 
distance D from S to T is maximal across all 
edges at distance D and produces a network of 2-
terminal reliability RD(G
+), then RdC >= RD(G
+) 
if D > d. 
Proof 1: 
As before, we know that the probability with 
which a specific operational path exists between 
S and T is given by: ∏
∈
=
P i
i path p p  
As all edges have equal probability, the above 
can be replaced by distance measures. If the path 
length is l, then, ppath = p
l which decreases with 
increasing  l. Consider now two graphs both 1-
related to G and having edges added at distances 
d and D from S, where D > d. Further, consider 
the new operational states of the two graphs. New 
operational states are only introduced in the new 
graph when all links from the node at which the 
new link has been added -- call it R -- to S have 
not failed and the probability of this situation 
occurring is monotonic decreasing in the number 
of edges in the path. Therefore, the probability 
with which a path from S to T using R and the 
link R-T will be operational decreases 
monotonically with the distance of R from S. As 
the 2-terminal reliability is computed from the 
minimal path sets of the graph, and that these 
minimal path set operational probabilities 
decrease monotonically with increasing distance 
from S, the reliability contributions of individual 
path sets decreases monotonically with increasing 
distance from S. Hence, the reliability of two 1-
related graphs having edges added at distances d 
and D from S, where D > d will be such that: 
Rd(G
+) >= RD(G
+). 
Corollary: 
Theorem 1 does not generalize to graphs where 
edge probabilities differ from one another. 
Proof: 
 
Figure 2 Counter example 
By counter example, shown in the figure above. 
Despite adding an edge at a distance one away 
from S, adding an edge two away from S 
produces a better 1-related graph. However, it is 
this author’s conjecture that using a shortest path 
argument -- where shortest path is measured in 
terms of -log pi -- a similar argument might be 
forthcoming. 
Corollary: 
Adding an edge from S to T will provide the 
maximum possible increase in reliability to a 
graph G in all cases. 
Proof: 
The operational probability of the path from S 
to T using the direct connection depends only on 
the edge failure probability p. However, an edge 
added from R to T at some distance d depends 
upon the product of a number of edge failure 
probabilities, where the product has d terms. This 
product -- being a product of probabilities -- must 
be less than or equal to one. Hence the maximal 
increase in 2-terminal reliability must arise as a 
direct result of adding an edge between S and T. Theorem 2: 
The maximal increase in 2-terminal reliability 
by adding an edge of failure probability p to a 
graph of known 2-terminal reliability is given by: 
R(G
+) >= R(G) + p(1 – R(G)) 
Proof 2: 
 
Figure 3 Using a parallel transform 
The original network can be replaced by a 
single S-T link, of failure probability R(G). 
Adding an edge between S and T can now be 
reduced by use of a parallel reduction. So, by 
invoking Theorem 1, we know that adding a link 
which is distance zero from the source node – if 
allowed -- will provide a greater increase in 2-
terminal network reliability than all other 
potentially added links. Hence the above equation 
gives the maximal increase in 2-terminal network 
reliability. The above equation for R(G
+) can also 
be written: R(G
+) ≤ p + qR(G) where q = 1- p. 
Corollary: 
If we have a network of known 2-terminal 
reliability, R(G) we can answer the question, “By 
adding a edge of failure probability p, can we 
produce a graph whose 2-terminal reliability is a 
least l?” If l ≤ R(G) + p(1-R(G)), the answer is 
yes conditional on the ability to add multiple 
links between S and T; otherwise no. 
Corollary: 
The upper and lower bounds on a 1-related 
graph are: R(G)  ≤ R(G
+)  ≤ p+qR(G). This 
relation arises directly from Theorems 2 and 0. 
Theorem 3: 
The maximal increase in 2-terminal reliability 
by adding r edges of failure probability p to a 
graph of known 2-terminal reliability is given by: 
∑
−
=
+ + + ≤
1
1
) ( ) (
r
i
r i G R q pq p G R  
Proof 3: 
Proceeds by induction. Assume that the relation 
holds for n, then from theorem 2 we know: 
) ( ) (
) 1 ( n n G qR p G R + ≤
+ +  
Substituting for R(G
n), 
∑
=
+ + + + + + ≤
n
i
n i n G R q pq q pq p G R
1
1 ) 1 ( ) ( ) (  
this simplifies to: 
∑
=
+ + + + + ≤
n
i
n i n G R q pq p G R
1
1 ) 1 ( ) ( ) (  
Hence, the result is true for n+1. Using r=1, the 
above equation reduces to that given in Theorem 
2. Thus Theorem 3 is proven. We thus have an 
upper bound on the 2-terminal network reliability 
of an n-related graph. 
Theorem 4: 
Given a network of known 2-terminal 
reliability, the reliability of a related graph with 
1-less edge is bounded by: 
p
p G R
G R
−
−
≥
−
1
) 0 , ) ( max(
) (  
Proof 4: 
 
Figure 4 Using an inverse transform 
Using an inverse parallel transformation, as 
indicated in Figure 4: 
)) ( 1 )( 1 ( 1 ) (
− − − − = G r p G R
p
p G R
G R
−
−
≥
−
1
) 0 , ) ( max(
) (  
Hence the result. 
Corollary: 
If we have a network of known 2-terminal 
network reliability, R(G), we can answer the 
question, “By deleting an edge, can we produce a 
graph whose 2-terminal reliability lower bound is 
l? If l ≤ R(G
-), the answer is yes, otherwise we 
cannot guarantee it. 
Corollary: 
The upper and lower bounds on a 1-related 
graph are:  ) ( ) (
1
) 0 , ) ( max(
G R G R
p
p G R
≤ ≤
−
− − . 
This relation arises directly from Theorems 4 and 
0. 
Theorem 5: 
The maximal decrease in 2-terminal reliability 
by deleting r edges of failure probability p from a 
graph of known 2-terminal reliability is given by: r
r
i
i
r
r r
r
i
i
q
pq p G R
G R
or
G R q pq p G R
∑
∑
−
= −
−
−
=
− −
≥
+ + ≤
1
1
1
1
) (
) (
) ( ) (
 
Proof 5: 
Apply Theorem 3, where after r edge additions, 
we have the original graph G. By replacing 
) ( ) (
− →
r G R G R and  ) ( ) ( G R G R
r →
+ we get 
the required result. 
4.  Algorithm 
This section presents a search algorithm for 
finding the optimal edge to add in a graph of 
known 2-terminal network reliability. 
 
computeEdgeToAdd(G, R(G), p, 
multipleEdgesAllowed) 
If multipleEdgesAllowed then 
   bestEdge := edge from S to T 
   R(G+) := R(G) + p(1-R(G)) 
else if edge from S to T does not exist then 
   bestEdge := edge from S to T. 
   R(G+) := R(G) + p(1-R(G)) 
else 
   Starting with S, do a breadth first search in 
order to compute distances from S. 
   R(G+) := R(G) 
   for 1 to distMax do 
      nodes := nodes at distance being considered. 
      for each node in nodes do 
      if edge from node to T does not exist then 
         R(newG) := Compute 2-terminal 
reliability with new edge. 
         if R(newG) > R(G+) then 
            bestEdge := edge from node to T. 
            R(G+) := R(newG) 
    if R(G+) > R(G) then break 
R’(G+) := R(G+) 
Starting with T, do a breadth first search in 
order to compute distances from T. 
for 1 to distMax do 
   nodes := nodes at: distance being considered. 
   for each node in nodes do 
      if edge from node to S does not exist then 
      R(newG) := Compute 2-terminal reliability 
with new edge. 
      if R(newG) > R’(G+) then 
         bestEdge := edge from node to S. 
         R’(G+) := R(newG) 
      if R’(G+) > R(G+) break 
   R’(G+) := R(G+) 
   if bestEdge = nil then 
      print ‘Error: graph is a mesh graph’ 
endFor 
 
As Theorem 2 has indicated that the maximum 
increase in network reliability by adding an edge 
at some distance d from S (or T)  will always 
exceed the a corresponding increase in network 
reliability by addition of an edge at some greater 
distance from D from S, a breadth first search to 
find the maximum provides a viable optimization 
strategy. This justifies the use of the above 
algorithm. 
The running time of this algorithm, in the worst 
case, is no better than complete enumeration of 
all possible added edges, of which there are 
potentially: n(n-1)/2 – m. 
Hence the running time of the algorithm could 
be o(n
22
n), assuming domination of n over m. 
5.  Implementation 
The time complexity of the above algorithm is 
daunting to say the least. However, it should be 
observed that the networks whose 2-terminal 
reliabilities are being computed are related and, 
as such, share a large number of computations in 
common. Given that the technique to compute 2-
terminal network reliability used the Factoring 
Theorem with reductions, many of the subgraph 
reliabilities were computed multiple times as 
decomposition generated identical subgraph 
topologies. 
Hence, in order to improve the speed with 
which reliabilities were computed, all reliability 
computations  were cached. Stated in Smalltalk 
terms, a BlockClosure was returned containing 
the entire computation for the reliability 
calculation and stored in a dictionary; with the 
key being the sorted collection of link names 
concatenated. The reliability of a graph with an 
identical topology could then be computed by 
dictionary lookup, modification of the underlying 
objects representing the links (which are stored as 
part of the computation) and sending the value 
message to the retrieved computation. In experiments performed where the caching 
mechanism was enabled, up to 30% cache hits 
were observed with corresponding decreases in 
run time for the algorithm. 
6.  Summary 
In this paper, a seemingly new class of Network 
Reliability problem has been proposed; that of the 
relationships between 2-terminal reliabilities of n-
related graphs. A number of theorems have been 
proven for this new class of problem. An 
algorithm based upon breadth first search has 
been proposed in order to solve the problem of 
finding the optimal edge to add in the “add and 
edge” problem. Caching reliability calculations 
are a way of improving the run time performance 
of the algorithm have been proposed and 
described briefly. 
As is all research, a number of outstanding 
issues remain unresolved. Firstly, can the 
exploitation of other transformation techniques -- 
such as Delta-Star -- provide other better bounds 
on the 2-terminal reliability of related graphs? 
Secondly, what can be said about the all-terminal 
problem? 
Finally, this author believes strongly that 
Theorem 1 can be generalized to graphs where 
edge probabilities differ by use of a shortest path 
argument. This remains an open question and the 
subject of ongoing research. 
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