Abstract. We introduce a new invariant for local rings of prime characteristic, called Frobenius complexity, that measures the abundance of Frobenius actions on the injective hull of the residue field of a local ring. We present an important case where the Frobenius complexity is finite, and prove that complete, normal rings of dimension two or less have Frobenius complexity less than or equal to zero. Moreover, we compute the Frobenius complexity for the determinantal ring obtained by modding out the 2 × 2 minors of a 2 × 3 matrix of indeterminates, showing that this number can be positive, irrational and depends upon the characteristic. We also settle a conjecture of Katzman, Schwede, Singh and Zhang on the infinite generation of the ring of Frobenius operators of a local normal complete Q-Gorenstein ring.
Introduction
Throughout this paper R is a commutative Noetherian ring, often local, of positive characteristic p, where p is prime. Let q = p e , where e ∈ N = {0, 1, . . .}. Consider the eth Frobenius homomorphism F e : R → R defined F (r) = r q , for all r ∈ R. For an R-module M, an eth Frobenius action (or Frobenius operator) on M is an additive map φ : M → M such that φ(rm) = r p e φ(m), for all r ∈ R, m ∈ M. In recent years, there has been an interest in the study of the Frobenius actions on the local cohomology modules H i m (R), i ∈ N, and the injective hull of the residue field of a local ring (R, m, k), denoted here by E = E R (k). Many applications to problems either coming from tight closure theory in commutative algebra or from positive characteristic algebraic geometry have been found this way. Lyubeznik and Smith have been naturally led to the study of rings of Frobenius operators in relation to the localization problem in tight closure theory, and asked whether the Frobenius ring of operators on E is finitely generated over R in [LS] . Katzman has shown that, in general, this is not true in [Ka] . Later,Àlvarez Montaner, Boix and Zarzuela showed that infinite generation is common even among nice classes of rings in [ABZ] . Other important aspects of the generation of F (E), including introducing the twisted construction, were studied by Katzman, Schwede, Singh and Zhang recently in [KSSZ] .
The goal of our paper is to formulate a new invariant for rings of prime characteristic that describes the abundance of Frobenius operators naturally associated to the ring. This concept allows us to measure systematically the generation of the ring of Frobenius operators, finite or infinite. We will be mainly concerned with Frobenius operators on the injective hull 2010 Mathematics Subject Classification. Primary 13A35. The first author was partially supported by the NSA grant H98230-12-1-0206. 1 of the residue field of the ring. An interesting byproduct of our work is that the phenomenon investigated here, the Frobenius complexity, appears to only be loosely connected to tight closure theory, although Frobenius operators were first studied in relation to it. This seems to suggest that the Frobenius complexity of a ring is a new feature of prime characteristic rings in addition to those coming from tight closure theory. We prove that the ring of Frobenius operators of a zero-dimensional ring is finitely generated. We show that, under some conditions on its anticanonical cover, the Frobenius complexity of a local complete normal ring is finite. Also, the complexity of the ring it is less than or equal to zero for rings of dimension at most two. We answer positively a conjecture on Q-Gorenstein rings posed by Katzman, Schwede, Singh and Zhang in [KSSZ] . Finally, we show that even nice rings, such as determinantal rings, which are Cohen-Macaulay and strongly F-regular, can have strictly positive complexity.
Let us review some of the main notation that will be used in this paper. For any e 0, we let R (e) be the R-algebra defined as follows: as a ring R (e) equals R while the R-algebra structure is defined by r · s = r q s, for all r ∈ R, s ∈ R (e) . Note that when R is reduced we have that R (e) is isomorphic to R 1/q as R-algebras. Also, R (e) as an R (e) -algebra is simply R as an R-algebra. Similarly, for an R-module M, we can define a new R-module structure on M by letting r * m = r p e m, for all r ∈ R, m ∈ M. We denote this R-module by M (e) . For example, given an ideal I of R, we have R/I ⊗ R R (e) is (naturally isomorphic to) R/I [q] , in which I
[q] is the ideal of R generated by {x q : x ∈ I}. Consider now an eth Frobenius action on M, φ : M → M. This map can naturally be identified with an R-module homomorphism φ : M → M (e) . It can be seen that such an action naturally defines an R-module homomorphism f φ : R (e) ⊗ R M → M, where f φ (r ⊗ m) = rφ(m), for all r ∈ R, m ∈ M. Here, R (e) has the usual structure as an R-module given by R (e) = R on the left, while on the right we have the twisted Frobenius action. Let F e (M) be the collection of all eth Frobenius operators on M. We have a natural R-module isomorphism:
defined by T (φ) = f φ . The R-module structure on F e (M) is given by viewing M (e) as an R-module with the usual structure, that is M (e) = M. Note that T is additive and
Definition 1.1. We define the algebra of Frobenius operators on M by
The ring operation on F (M) is given by composition of functions,
Note that in general φψ = ψφ. Note that F 0 (M) = End R (M) and that End R (M) is general not in the center of F (M), so F (M) is not an R-algebra using the well established notion of an algebra.
The ring operation on F (M) defines a module structure F e (M) over F 0 (M). Since R maps canonically to F 0 (M), this makes F e (M) an R-module by restriction of scalars. Note
The Complexity of a Noncommutative Graded Ring
Definition 2.1. Let A = ⊕ e 0 A e be a N-graded ring, not necessarily commutative.
(1) Let G e (A) = G e be the subring of A generated by the elements of degree less or equal to e. (So k 0 = 0.) We agree that G −1 = A 0 . (2) We use k e = k e (A) to denote the minimal number of homogeneous generators of G e as a subring of A over A 0 . We say that A is degree-wise finitely generated if k e < ∞ for all e. We agree that k −1 = 0. (3) For a degree-wise finitely generated ring A, we say that a set X of homogeneous elements of A minimally generates A if for all e, X e = {a ∈ X : deg(a) e} is a minimal set of generators for G e with k e = |X e | for every e 0. Also, let X e = {a ∈ X : deg(a) = e}.
Remark 2.2. Let A = ⊕ e 0 A e be a N-graded ring, not necessarily commutative.
(1) Note that G e is N-graded and G e ⊆ G e+1 , for all e 0. Also, (G e ) i = A i for all 0 i e and (G e ) e+1 ⊆ A e+1 . Moreover, both A i and (G e ) i are naturally A 0 -bimodules, for all i, e.
(2) Assume that X minimally generates A. Then |X e | = k e − k e−1 for all e 1. (3) Every degree-wise finitely generated N-graded ring admits a minimal generating set; see Proposition 2.3 next. Proof. Both statements follow from consideration of degree. Here is a proof with details.
(1) Assume that X generates A as a ring over A 0 . For any e 0 and any a ∈ A e , by considering degree, we see that a can be written as an expression involving elements in A 0 ∪ X e . Consequently a ∈ A 0 X e A 0 + (G e−1 ) e , in which A 0 X e A 0 stands for the A 0 -bimodule generated by X e . Thus A e = A 0 X e A 0 +(G e−1 ) e , which verifies that the image of X e generates Ae (G e−1 )e as an A 0 -bimodule, for all e 0. Conversely, assume that the image of X e generates Ae (G e−1 )e as an A 0 -bimodule for all e 0. It follows that, for any e 0 and any a ∈ A e , we have a ∈ A 0 X e A 0 + (G e−1 ) e , which implies that a is generated by X e over A 0 . Therefore A, as a ring, is generated by X over A 0 .
(2) Suppose that there exists e 0 such that |X e | > k e . We may further assume that this e is minimal with the property. If e = 0, then |X 0 | > k 0 = 0 and hence |X 0 | is greater than the minimal number of generators (out of all homogeneous generating sets) of
Choose a set Y of homogeneous elements such that Y (minimally) generates G e with |Y | = k e . It follows that Y e−1 generates G e−1 , so that |Y e−1 | k e−1 . (In fact |Y e−1 | = k e−1 .) Thus
Applying (1) Proof. Both (1) and (2) follow from Proposition 2.3. Definition 2.5. Let A be a degree-wise finitely generated ring. The sequence {k e } e is called the growth sequence for A. The complexity sequence is given by {c e (A) = k e − k e−1 } e 0 . The complexity of A is inf{n ∈ R >0 : c e (A) = k e − k e−1 = O(n e )} and it is denoted by cx(A). If there is no n > 0 such that c e (A) = O(n e ), then we say that cx(A) = ∞.
Remark 2.6. Let A be as above.
(1) The reader should note that the complexity sequence is not equal to the difference sequence of the growth sequence, but instead it is the difference sequence shifted by 1. We made this choice for reasons that will become clear in the next section. Proof. Choose a set X of homogeneous elements of A such that X minimally generates A as a ring over A 0 . Since h : A → B is nearly onto, we see
This implies that h(X) is a set of homogeneous elements of B and moreover h(X) generates B as a ring over B 0 . By Corollary 2.4, we see
for all e.
Definition 2.9. Let A be a N-graded ring such that there exists a ring homomorphism R → A 0 , where R is a commutative ring. We say that A is a (left) R-skew algebra if aR ⊆ Ra for all homogeneous elements a ∈ A. A right R-skew algebra can be defined analogously. In this paper, our R-skew algebras will be left R-skew algebras and therefore we will drop the adjective "left" when referring it to them. Corollary 2.10. Let A be a degree-wise finitely generated R-skew algebra such that R = A 0 . Then c e (A) equals the minimal number of generators of
as a left R-module for all e.
Proof. This follows from Corollary 2.4 and the fact that A 0 XA 0 = RXR = RX for any set X of homogeneous elements of A.
An important example for us is the ring of Frobenius operators on an
Main example is the case of a complete local ring (R, m, k) and M = E = E R (k), the injective hull of the residue field of R as an R-module. In this case F (E) is an R-skew algebra and R = F 0 (E). Next, we prove that F (E) is finitely generated over R when dim(R) = 0. In fact, we will prove a more general result concerning F (M).
Theorem 2.11. If M is an R-module with finite length, then F (M) is finitely generated over F 0 (M) = Hom R (M, M) (and also over R via the natural ring homomorphism R → Hom R (M, M)).
Proof. By replacing R with R/Ann(M), we may assume that R is Noetherian with dim(R) = 0. Then, as every such ring is a direct product of finitely many 0-dimensional local rings, we may further assume that R = (R, m, k) is a Artinian local ring without loss of generality.
Fix a set of minimal generators {b 1 , . . . , b r } for M as an R-module, so that the images of b i form a basis for M/mM.
There exists e 0 ∈ N such that m
given that M is actually faithful after the consideration in the last paragraph.) Thus the maximal ideal m annihilates M (e) for e e 0 . Let e be an arbitrary integer such that e e 0 . By the last paragraph, every map in . Now we are ready to prove that F (M) is finitely generated over F 0 (M) = Hom R (M, M). Indeed, we claim that F (M), as a ring, is generated by
is a finitely generated left R-module via the natural ring homomorphism R → Hom R (M, M). This would also prove that F (M) is finitely generated over R.) Let φ ∈ F e (M) with e 2e 0 , so that φ = A (e) for some A ∈ M r×r (R). Since e − e 0 e 0 , we see
(Here A (e 0 ) ∈ F e 0 (M) and I (e−e 0 ) ∈ F e−e 0 (M) are regarded as Frobenius actions on M, as we set up above.) It suffices to verify that I (e−e 0 ) can be generated by
. If e − e 0 2e 0 − 1, this is clear. If e − e 0 2e 0 , we write e − e 0 = e 0 k + c with 1 k ∈ Z and e 0 c 2e 0 − 1, which implies
This completes the proof.
Corollary 2.12. If R is a 0-dimensional local ring, then F (E) is finitely generated over
Definition 2.13. Let (R, m, k) be a local ring. We define the Frobenius complexity of the ring R by cx F (R) = log p (cx(F (E))).
Also, denote k e (R) := k e (F (E)), for all e, and call these numbers the Frobenius growth sequence of R. Then c e = c e (R) := k e (R)−k e−1 (R) defines the Frobenius complexity sequence of R. If the Frobenius growth sequence of the ring R is eventually constant, then the Frobenius complexity of R is said to be −∞. If cx(F (E)) = ∞, the Frobenius complexity if R is said to be ∞.
The reader should note that we will not regard (R, m, k) as a degree-wise finitely generated ring, so the definition of k e , c e for R will not conflict with Definition 2.5.
Remark 2.14.
(1) If the Frobenius complexity sequence is bounded but not eventually zero then the Frobenius complexity of the ring is 0. Therefore, when the Frobenius operator algebra F (E) is finitely generated over R, the Frobenius complexity of the ring R equals −∞.
(2) The completion R of a Stanley-Reisner rings has zero complexity, when F (E) is not finitely generated, by results ofÀlvarez Montaner, Boix and Zarzuela, namely Proposition 3.4 and 3.1.2 in [ABZ] .
, and Remark 2.6 (iii) shows that cx F (R) = −∞. (4) If (R, m, k) is normal, Q-Gorenstein and the order of the canonical module is relatively prime to p, F (E) is finitely generated over F 0 (E), by Proposition 4.1 in [KSSZ] . Hence cx F (R) = −∞ in this case.
T-construction
Katzman, Schwede, Singh and Zhang have introduced an important N-graded ring in their paper [KSSZ] , which is an example of an R-skew algebra. We will study the complexity of this skew-algebra in this section, and apply these results to the complexity of the ring R in subsequent sections.
First let us review the definition of this ring. Let R be a N-graded commutative ring of prime characteristic p with R 0 = R. Definition 3.1. Let T e = R p e −1 and T (R) = ⊕ e T e = ⊕ e 0 R p e −1 . Define a ring structure on T (R) by
This operation together with the natural addition inherited from R defines a noncommutative N-graded ring. Note that T 0 = R and if a ∈ T e , r ∈ R, then a * r = ar p e = r p e a = r p e * a, for all e 0, and hence T (R) is a skew R-algebra.
We are now interested in computing the complexity of T (R), when R = R[x 1 , . . . , x d ] a polynomial ring in d variables over R. Note that T e = R p e −1 is an R-free module with basis given by monomials of total degree p e − 1.
We will use the notations introduced in the previous section. We see that G e−1 = G e−1 (T (R)) is an R-free module with basis consisting of monomials that can be expressed as products of monomials of degree p i − 1 where i e − 1. So the R-basis of (G e−1 ) e consists of these monomials of total degree p e − 1. In conclusion the R-module
is R-free with a basis given by monomials of degree p e − 1 which cannot be written as products of monomials of degree p i − 1, with i e − 1. We will refer to this basis as the monomial basis of
We introduce the following notation c d,e := rank R ( Te (G e−1 )e ). By Corollary 2.10, we see that c d,e = c e (T (R)).
Let
d be a monomial in T e , that is, a monomial of degree p e − 1. This monomial m belongs to (G e−1 ) e if and only if it can be decomposed as m = m ′ * m ′′ , where m ′ ∈ T e 1 , m ′′ ∈ T e 2 with 1 e i < e and e 1 + e 2 = e. In other words, m ∈ (G e−1 ) e if and only if there is a decomposition
for some 1 e 1 < e, 1 e 2 < e, e 1 + e 2 = e, a
. At this stage it is helpful to introduce several notations: For an integer a ∈ N, if a = c n p n + · · · + c 1 p + c 0 with 0 c i p − 1 for all 0 i n, then we use a = c n · · · c 0 to denote the base p expression of a. Also, we write a | e to denote the remainder of a when dividing to p e . Thus, if a = c n · · · c 0 then a | e = c e−1 · · · c 0 and we refer to this number as the eth truncation of a.
Therefore, there is a decomposition
for some 1 e 1 < e, 1 e 2 < e, e 1 + e 2 = e, a ′ i = p e 1 − 1, a ′′ i = p e 2 − 1 if and only if there exists an integer 1 e 1 e − 1 such that
It can readily be seen that this is further equivalent to 
Recall that for a = c n · · · c 0 , its e 1 th truncation is
This leads to the following reformulation of the result obtained above: 
Proof. We are going to use Proposition 3.3 to find the number of x i y j z k ∈ T e = (T (R[x, y, z])) e that form the monomial basis of 
After some routine calculations, we get c 3,e = (1/2) e p e (p − 1) 2 (p + 1) e−2 .
Corollary 3.5. Let p 2 be prime and
Proof. Note that the definition of cx(T (R)) is equivalent to inf{n > 0 : c 3,e = O(n e )} A quick check verifies the claim. 
(To see this, study the contrapositive.)
Finally, observe that there are precisely
Combining the above, we conclude that there are at least 
For each i ∈ {1, . . . , d}, write a i = a i,e−1 · · · a i,0 in base p expression. Then, for each 0 n e − 1, denote a n := (a 1,n , . . . , a d,n ), which can be referred to as the vector of digits corresponding to p n . Also, for each 0 n e − 1, let d n (a) denote the (accumulated) carry-over to the digit corresponding to p n+1 when computing d i=1 a i in base p. In other words, d n (a) is the carry-over to the digit corresponding to p n+1 when computing 
For every e 0, denote
With these notations, it is straightforward to see that, for all 1 i d − 2,
In other words, X e+1 can be computed recursively:
Therefore, X e = U e · X 0 for all e 0.
With d and p given, both X 0 and U = (u ij ) (d−2)×(d−2) can be determined explicitly. Accordingly, we can compute X e = U e · X 0 explicitly for all e 0. Finally, for all e 2, we can determine c d,e = c e (T (R)) explicitly, as follows:
Consequently, cx(T (R)) can be computed.
To illustrate above method, we provide the following example, with p = 2 and d = 4. From 0 2d n − d n−1 + 1 4, 0 n < e − 1, we see 2d n 3 + d n−1 , which subsequently shows that 1 d n 2 for all 0 n < e − 1.
For every e 0, let us denote
With these notations, we see that A e and B e can be computed recursively:
Let X e = A e B e for all e 0. So we have
By computing the eigenvalues and eigenvectors of U, we see that
Therefore,
in which
But X 0 = 4 0 . Accordingly, we get
In conclusion, we see that, for all e 2, c 4,e = c e (T (R)) =
This shows that cx(T (R)) = 5 + √ 5, concluding the example.
Anticanonical cover
Throughout this section, we let (R, m, k) be a local normal complete ring. For a divisorial ideal I, i.e., an ideal of pure height one, we denote I (n) its nth symbolic power. Let ω be a canonical ideal of R.
The anticanonical cover of the ring R is defined as
The following theorem was recently proved by Katzman, Schwede, Singh and Zhang in [KSSZ] and makes the transition from the T -construction to ring of Frobenius operators on injective hull of the residue field of R.
Theorem 4.1 (Katzman, Schwede, Singh, Zhang) . Let (R, m, k) as above, E the R-injective hull of k and ω its canonical ideal. Then there exists a graded isomorphism:
An easy consequence of the above theorem is the following result, stated here for the convenience of the reader. In [KSSZ] , it is shown that if R is Q-Gorenstein with p ∤ ord(ω), then F (E) is finitely generated over R. It is conjectured in [KSSZ] that if p | ord(ω) then F (E) is not finitely generated over F 0 (E). We give a confirmative proof to the conjecture of [KSSZ] . We start with a lemma and a corollary. Proof. This follows from Lemma 4.3, since (ω (r) ) s ⊆ ω (rs) ∼ = R and ω (r) ≇ R.
Theorem 4.5. Let (R, m, k) be an excellent local normal domain with prime characteristic p. If R is Q-Gorenstein with ord(ω) = m such that p | m, then F (E) is not finitely generated over (F (E)) 0 = F 0 (E).
Proof. We may assume R is complete. Since F (E) ∼ = T (R(ω)) by [KSSZ] , it suffices to prove that T (R(ω)) is not finitely generated over (T (R(ω) 
with the (twisted) multiplication denoted by * . For shorter notation, denote T := T (R(ω)) and T e := (T (R(ω))) e = ω (1−p e ) .
Now it suffices to prove that T e 0 does not generate T for any e 0 ∈ N. To this end, fix an arbitrary e 0 ∈ N; and let G := G e 0 (T ) denote the subring of T generated by T e 0 . For every e > e 0 satisfying p e−e 0 > m = ord(ω), we have the following:
Therefore T e 0 does not generate T , which completes the proof.
As a corollary, we have the following result:
Theorem 4.6. Let (R, m, k) be an F-finite complete local normal Q-Gorenstein domain of prime characteristic p with p | ord(ω). Then the Cartier algebra is not finitely generated over R.
Proof. This is because the Cartier algebra is isomorphic to the opposite of the Frobenius algebra as graded rings; see [ABZ] , for example.
We also state the following results on the complexity of a complete local normal ring.
Theorem 4.7. Let (R, m, k) be a local normal complete ring and further assume that R = R(ω) is a finitely generated R-algebra. Then cx F (R) < ∞.
Proof. Since R is finitely generated over R, we can find a surjective graded homomorphism:
where we let deg(
This induces a graded surjective homomorphism of skew algebras: T (S ) → T (R), and by Theorem 2.8 we get c e (S ) c e (R) = c e (R). So we only need to show cx(T (S )) < ∞.
But by construction T (S ) = ⊕ e S p e −1 . According to our definitions
This gives that
Remark 4.8. The proof above indicates that, for any N-graded commutative ring R of prime characteristic p, if R is finitely generated algebra over R 0 then cx(T (R)) < ∞.
For rings of dimension at most two, we can be more precise due to a result of Sally. Proof. When dim(R) 1, we know that R is regular and hence cx F (R) = −∞ (see Remark 2.6 (iii)). Nevertheless, the following argument works for dim(R) 2.
According to Theorem 4.1, we have that F (E) ∼ = T (R(ω)), where R(ω) is the anticanonical cover of R. The graded parts of the anticanonical cover are ideals of pure dimension 1. By Theorem 4.9, the number of generators of these ideals are bounded by above. But Corollary 2.10 tells us now that k e (R) and hence c e (R) are bounded, and hence cx F (R) 0.
We close this section with the following relevant question.
Question 4.11. Let (R, m, k) be a local complete normal ring. Is cx F (R) < ∞?
Examples of determinantal rings
Recall that, for N-graded commutative rings A = ⊕ i∈N A i and B = ⊕ i∈N B i such that A 0 = R = B 0 , their Segre product is
which is a ring under the natural operations. 
] with respect to the ideal generated by all homogeneous elements of positive degree, in which K is a field and d 3. It is easy to see that
Let R d be the anticanonical cover of S d . It follows from Theorem 5.1 that
in which the grading is governed by i.
Lemma 5.3. Let A and B be degree-wise finitely generated N-graded commutative rings and h : A → B be a graded ring homomorphism.
(1) The homomorphism h is nearly onto if and only if B i is generated by h(A i ) as a B 0 -module for all i ∈ N (that is, B is generated by h(A) as a B 0 -module). Proof.
(1) It is clear that if B is generated by h(A) as a B 0 -bimodule then h is nearly onto, which does not rely on A or B being commutative. Now assume h is nearly onto. Since B is commutative, it is routine to see that B i is generated by h(A i ) as a B 0 -module for every i ∈ N.
(2) If h is nearly onto, then B i is generated by h(A i ) as a B 0 -module for every i ∈ N. In particular, B p e −1 is generated by h(A p e −1 ) as a B 0 -module for every e ∈ N. Viewing this inside T (B), we see that T (B) e is generated by T (h)(T (A) e ) as a left T (B) 0 -module for every e ∈ N. Therefore T (h) is nearly onto (say part (1) above). It is routine to verify that both φ and ψ are graded ring homomorphisms. As φ • ψ is the identity map, we see that φ is onto and hence nearly onto. Finally, note that for every i ∈ N, (R d ) i is generated by ψ( (K[x 1 , . . . , Proof. Statements (1) and (2) follow from Corollary 5.4 and Proposition 5.5. Statement (3) follows from Proposition 3.6 or [KSSZ] . Finally, (4) follows from Corollary 3.5 while (5) follows from Example 3.9.
Remark 5.7. This computation shows that even rings that are nice from the point of view of tight closure theory, such as completions of determinantal rings, can have positive Frobenius complexity. This means that, as e → ∞, there are more and more eth Frobenius actions on E R (k) that are fundamentally new (i.e. do not come from Frobenius actions from lower degree). Moreover, the Frobenius complexity of a ring can be irrational and depends upon the characteristic p.
