We consider the estimation of the number of labelled simple graphs with degree sequence
of inclusion-exclusion to a model of random locally restricted graphs. This approach yields a result which is only valid when each d i grows at most very slowly with n. An alternative family of methods based on switching edges was used to study random locally restricted graphs by
McKay [8] and by McKay and Wormald [15] . A similar method was used by McKay [13] to obtain the following asymptotic formula valid when max j {d j } = o(E 1/4 ) and E → ∞:
a result which has recently been extended by similar methods to cover the case max j {d j } = o(E 1/3 ) (see [16] ). Most recently Jerrum and Sinclair [7] have devised an effective procedure which could be used to estimate G(d) for any of a wide family of degree sequences which includes all regular sequences.
Our approach for larger degrees is quite different. We approximate Cauchy's formula for the coefficient of x
n in 1≤j<k≤n (1 + x j x k ) using the saddle-point method. The resulting formula is valid when |d i − d| < n 1/2+ for all i, where d = d(n) satisfies min{d, n − d − 1} ≥ cn/ log n for sufficiently small > 0 and some c > . In Section 2 we isolate some of the important steps in the calculations, and in Section 3 we deal with regular graphs. Then, in Section 4, the modificatons required to accommodate varying degrees are given. Some of the implications of our results, and some conjectures arising from them, are discussed in Section 5. The use of our results to prove properties of random graphs is postponed to forthcoming publications.
Although we are concerned here only with labelled graphs, an appropriate property of random graphs will, when proved, extend our results to unlabelled graphs. This was done for graphs of low degree in [15] ; see also [4] and [25] for the simpler regular case.
Definitions and some calculations.
Recall that G(d) is the number of labelled graphs with degree sequence d. We write RG(n, d) for the number G(d, d, . . . , d) of regular graphs of degree d and order n.
Assume n ≥ 2. We use the following notation.
, I n = the n × n identify matrix, J n = the n × n matrix of all ones, T = I n − βJ n /n and the associated linear transformation,
A n (t) = 2π n/2 r n−1 Γ(n/2) = the surface area of the n-dimensional sphere of radius r.
From Taylor's Theorem with remainder, we have
We approach the integral by considering integration first over W n (ρ) and then over ρ, although this is not the way we obtain the final estimate. Note first that W n (ρ) = ∅ if ρ > n .
Define ν k = n j=1 |y k j |. For y ∈ W n (ρ) and ρ ≤ n we have
In each case except ν 1 ν 3 , the bound is achieved either when all the |y j | are equal or when as many as possible have value n −1/2+ .
We now divide the region of integration into three parts. Define
, and
. Also, the area of
Apart from the O( ) term, the integrand is unimodal, with its maximum at ρ 2 = (n−1)/(2An), so we can bound the integral by the length of its range times its maximum value, where the latter is achieved near ρ = (2A)
The same bound can be derived for the absolute value of the integral over K 3 . The integral over K 1 ∪ K 3 will turn out to be negligible compared to that over K 2 , which we now consider.
The function f (y) shows a lot of variation on W n (ρ), ρ ≈ (2A) −1/2 , making direct estimation of the integral difficult. Instead, we take advantage of the the fact that an integral over a region symmetrical about the origin is invariant under averaging of its integrand over sign changes of the arguments. Further define η = 3 2 − 6 . Then we have
and, for y ∈ U n (n −1/2+ ),ψ
uniformly over m, since
Because of possible cancellation, we cannot integrate (2.2) accurately for arbitrary complex functions so we turn first to integration of ψ n+1 (y). In K 2 we have µ 2 = (2A)
where
The integral of ψ n+1 over U n (n −1/2+ ) differs from that over K 2 by at most
as in the estimation of the integral of f over
By the same argument,
We conclude that
In the following, any expression Q * denotes the expression Q with all occurrences of B, C, . . . , J replaced by their real parts. Also, all integrals will be over U n (n −1/2+ ) unless otherwise specified.
Since |ψ 1 | = ψ * 1 , (2.1) and (2.2) imply that
since all the integrands involved are real. We also have for 2 ≤ m ≤ n + 1
which implies that
From (2.2) we now have, for m = 1, 2, . . . , n,
Similarly, by (2.3),
Thus, by (2.1),
where Z = | ψ * n+1 / ψ n+1 |. Inserting the value of Z implied by (2.4), the lemma follows from (2.4), (2.6), and the fact that K 1 ∪ K 3 is negligible.
Regular graphs.
In this section we apply Lemma 3 to the enumeration of regular graphs.
be an integer-valued function such that, for sufficiently large n, dn is even and min{d, n − d − 1} > cn/ log n for some c > . Then the number of regular graphs of order n and degree d is uniformly
for any ζ < min
where each integral is around a simple closed contour enclosing the origin. We will use circles of radius r = λ/(1 − λ) centred at the origin, which gives
In order to estimate the values of the integral, we will first show that most of its value arises when all the θ j are clustered near 0, or are all clustered near ±π.
Fix 0 < t ≤ π/4 and > 0. As necessary, we will assume that is sufficiently small. Let J 1 be the contribution to (3.1) from all those θ for which either n 0 n 2 ≥ n 1+ ,
≥ n 1+ , where n 0 , n 1 , n 2 and n 3 are the numbers of θ j in the regions
, respectively. By Lemma 1 we have, for some c 1 > 0,
Over the region of integration not covered by J 1 we have
and either n 0 = O(n ) or n 2 = O(n ). The latter two are essentially equivalent, since (3.1)
is invariant under the transformation θ j → θ j + π (j = 1, 2, . . . , n). Thus we can assume n 2 = O(n ) without loss of generality, and double the result.
Define s 0 = |S 0 |, s 1 = |S 1 | and s 2 = |S 2 |. To avoid parts of the integral counted in J 1 , we can assume that s 1 + s 2 = O(n 1/2+ ). Let J 2 (s 2 ) be the contribution to (3.1) of all θ with
). The modulus of the integrand can be bounded using
otherwise.
The first two bounds come from Lemma 1, the second being the largest value which can occur in the stated range. Let α denote − log 1 − 2λ(1 − λ)(1 − cos t) . Then the modulus of the integrand in (3.1) is bounded above by
for all x 1 , x 2 , . . . , x l . If 0 < δ < 
and m is sufficiently large. Allowing a factor of n s 1 +s 2 = exp O(n 1/2+ log n) for the number of choices of S 0 , S 1 and S 2 , we get, with δ = 1 6 and some c 2 > 0,
and so
Now define J 3 (h) to be the contribution to (3.1) of those θ such that |θ j | ≤ n −1/2+ for n − h values of j and n −1/2+ < |θ j | ≤ 2t for h values of j. Following the last computation in the case s 2 = 0, but using δ = /4, we find for some c 3 > 0 that
Finally, consider J 3 (0). The numerator of the integrand can be expanded using 1+λ(e x −1) = exp λx+
to obtain
Now apply the transformation θ = T y described in Section 2. By Lemma 2(c), the region of integration is essentially unchanged. Since β = (1 − 1/ √ 2)(1 + O(n −1 )), we can take sufficently small to obtain
by Lemma 3, where ζ is defined as in the theorem statement. From (3.2), (3.4), (3.5) and (3.7) we find that
as required.
Corollary 1. The total number of regular graphs of order n is 
Non-regular graphs.
In this section, we generalize Theorem 1 to allow non-regular graphs. The proof is similar in spirit to that of Theorem 1, so we concentrate on presenting the parts that are particularly different. In Section 5 we will recast this theorem in another form and give an intuitive partial justification.
) uniformly over j for sufficiently small fixed > 0, d j = d+δ j is an integer for j = 1, 2, . . . , n, and dn is an even integer. Then the number of labelled graphs of order n with degree sequence
Proof. Throughout this section, ω will denote any expression of the form a with the constant a possibly different at each appearance.
We will begin with a technical lemma. Define r = λ/(1 − λ), and, for 1 ≤ j, k ≤ n,
Lemma 4. Under the conditions of the theorem,
, where
and g is a quadratic form all of whose coefficients are O(n −3/2+ω ).
Proof. In (b) we note that j λ j = 0. In (c) we note that
The rest is straightforward checking.
We return to the proof of Theorem 2. Noting that λ = r 2 /(1 + r 2 ), and using z j = r j e iθ j we have, in place of (3.1),
To show that the parts of the integral with max j {|θ j |} large can be ignored, we amend the argument in Section 3. We denote the in that section by 1 , and will later need to ensure that and 1 are chosen to make both 1 and / 1 sufficiently small. Defining J 1 as before (but concerning the integral in (4.2)), we find now that
for some c 1 > 0 in place of (3.2). As before, we assume n 2 = O(n 1 ) and double the resulting value of the integral. 
Arguing along a line similar to that leading to (3.4),
A little more precision is required in dealing with J 3 (h). This time, we bound the logarithm of the modulus of the integral in (4.2) by
The quadratic form Q causes some difficulty here since the λ jk may vary by O(n −1/2+ω ). To avoid this, we take a step towards diagonalising Q(θ) by making use of the transformation (4.1). (It is rather curious that the further transformation π = T y does not seem to give a useful result because y j is not so closely related to π j .) From Lemma 4(c), we have
by (3.3) . Also, from (4.1) we have
We also have 1 24
by (3.3) . The argument in Section 3 now gives, in place of (3.5),
From this point we assume that / 1 is sufficiently small that the exponent ω + 1 in (4.6) is less than 3 1 /2.
We turn now to the evaluation of J 3 (0), in which θ j = O(n −1/2+ 1 ) uniformly over j. In view of (3.6), the linear terms in the Taylor series expansion of the logarithm of the integrand in (4.2) are given by Lemma 4(b), and the quadratic terms by Lemma 4(c). Let V denote the matrix of the linear transformation defined in (4.1), so that π = V θ. Then Gaussian elimination gives
Noting that π j = θ j 1 + O(n −1/2+ω ) , we find that the summation in Lemma 4(b) is 8) and the parts of the the logarithm of the integrand of (4.2) not included in Lemma 4 are
and ∆ contains miscellaneous terms like µ 2 λ j π j .
We now transform by π = T y as in Section 2, and then apply a result similar to Lemma 3.
Note that C 1 (j) is independent of π, and hence the terms C 1 (j)y j are subsumed into the error terms during the averaging process in the proof of Lemma 3. Similarly, ∆ is negligible. The result, from (4.7), (4.8), (4.9) and Lemma 4 is a value of J 3 (0) which dominates (4.3), (4.4) and (4.6) . Assuming that 1 is sufficiently small, we now have
Theorem 2 has an interesting probabilistic interpretation. Define d(n), λ and γ 2 as in Theorem 2. Generate a random graph of order n by choosing each of the n 2 possible edges independently with probability λ. This will generate each labelled graph with E = nd/2 edges with the same probability λ E (1−λ) ( n 2 )−E . (Of course, other graphs may be generated as well.) Each of the events "vertex j has degree d j " occurs with probability
If we (falsely) suppose that those events are independent, we arrive at the naive estimate
The interesting thing about this estimate is that the relative error G(n, d)/Ǧ(n, d) can be cast in the following form, which depends only on γ 2 for the ranges covered by both (1.1) and Theorem 2. (ii) max{|δ j |} = O(n 1/2+ ) and min{d, n − d − 1} > cn/ log n for sufficiently small and some c > Proof. Case (i) is a strengthening of Equation (1.1) which will be proved in [16] using methods similar to those of [13] . Case (ii) follows from Theorem 2.
Cases (i) and (ii) cover three parts of the spectrum of average degrees: (i) for the low and high extremes, (ii) for the middle part near n/2. We cannot resist the temptation to conjecture that similar claims hold for the other parts of the spectrum as well.
Conjecture 1. For some absolute constant > 0, the conclusion of Theorem 3 holds for 0 < d < n − 1 provided that max j {|δ j |} = o n min{d, n − d − 1} 1/2 and n min{d, n − d − 1} → ∞.
The condition on δ j in Conjecture 1 holds easily for regular graphs of any degree and in this case we can investigate the truth of the conjecture experimentally. McKay [11] has computed the actual values of RG(n, d) for 1 ≤ d ≤ 4, n ≤ 50 and for 1 ≤ d ≤ n − 2, n ≤ 21. Careful numerical extrapolation of these numbers not only supports Conjecture 1, but suggests the following stronger conjecture. A conjecture which is consistent for bounded d was made in [11] .
uniformly as n → ∞, where λ = d/(n − 1) and c = λ(1 − λ)(n − 1).
Theorem 3 leads to a simple probabilistic model for the degree sequences of random graphs. For the details, and some applications, see [17] .
