Type of lung disease is very much manifold, but type of lung disease caused by smoking there are only 4, namely Bronchitis, Pneumonia, Emphysema and Lung Cancer. Doctors usually diagnose lung disease from CT scans using the naked eye, then interpret data one by one.This procedure is not effective. The aim of this research is improvement accuracy of lung diseases detection caused by smoking using support vector machine on computed tomography scan (CT scan) images. This study includes 4 (four) main points. First is the development of software for segmentation of lung organ automatically using Active Shape Model (ASM) method. Second is the segmentation of candidates who are considered illness by using Morphology Mathematics. The third process of lung disease detection using Support Vector Machine (SVM). Fourth is visualization of disease or lung disorder using Volume Rendering.
. CT scan image of lung normal and lung diseases caused by smoking (a) lung normal (b) bronchitis, (c) pneumonia, (d) emphysema and (e) lung cancer
Research Method
This research consists of 4 stages namely: lung organ segmentation automatically using Active Shape Model (ASM) method, segmentation of candidates who are considered illness by using Morphology Mathematics, lung disease detection using Support Vector Machine (SVM) and visualization of lung diseases using Volume Rendering. Stages of developed method, shown in Figure 2 .
Active Shape Model (ASM)
Active Shape Model (ASM) is an object modeling technique that is very powerful and one of the best methods on computer vision and computer graphics, especially in image segmentation. This method includes a segmentation method that uses training data (supervised). The stages in ASM include: forming a model using the position of a landmark from the training data, training a model to find gray value information from each landmark using images on trainingset, image search, at this stage, an initial estimate of the form is applied manually to an invisible image. The initial form must be placed on the edge of the object from an invisible image and responded at the same time. Furthermore ASM uses edge profiles and covariance matrices from the normal mean derivatives to find the best movements [13] . Morphological operations are operations that are commonly applied to binary images (black and white) to change the structure of objects contained in images. The core of morphological operations involves two arrays of pixels. The first array is an image that will be subjected to morphological operations, while the second array is called the kernel or structuring element. Some morphological types include: dilatation (dilation) and Erosion. Dilation and erosion operations do add and subtract píksel on binary imagery. The dilatation function is to add pixels to the edges of each binary object, namely the area that has a value of 1. The erosion function is to remove 8 pixels from a binary object that is related to the edges of the object. Erosion is the removal of the object point (1) being part of the background (0) [14] [15] [16] .
Support Vector Machine (SVM)
Support Vector Machine (SVM) developed by Boser, Guyon, and Vapnik, was first presented in 1992 at the Annual Workshop on Computational Learning Theory. The basic concept of SVM is actually a harmonious combination of computational theories that have existed decades before, such as hyperplane margins (Duda and Hart in 1973 , Cover in 1965 , Vapnik 1964 , the kernel was introduced by Aronszajn in 1950, as well as other supporting concepts. The difference with a neural network is that a neural network tries to find a dividing hyperplane between classes, SVM tries to find the best hyperplane in input space. The basic principle of SVM is a linear classifier, and then developed so that it can work on non-linear problems by incorporating the kernel trick concept in high-dimensional workspaces. Figure 3 shows hyperplane that separates two classes (-1 and +1). The pattern incorporated in the class 1 is symbolized as red (box), while the pattern in class +1 is symbolized as yellow (circle). The classification problem can be translated by finding a line (hyperplane) that separates the two groups. Various alternative discrimination lines are shown in Figure 3 (a). The best hyperplane separator between two classes can be found by measuring the margin of hyperplane, and looking for the maximum point. Margin is distance between hyperplane and the closest pattern of each class. This closest pattern is called support vector. Figure 3 (b) shows the best hyperplane (solid line), which is line that is located right in the middle of two classes, while the red and yellow points in black circle are support vector. Finding a hyperplane location is core of learning process in SVM. SVM was originally designed as a binary classification, which is only to separate two classes. Therefore, SVM classification method by building and combining several more binary classifications was chosen to do the problem of multiclass. Some of the most popular SVM methods are One Against One (OAO), One Against All (OAA) and Half Against Half (HAH) [17, 18] . 
Volume Rendering
Volume rendering is one technique that is highly capable in image visualization and manipulation. In this technique there is no need for discretion from the surface, so that the integrity of the volume image data is well preserved. That is why this technique can produce high quality displays, although of course the implication is that computing time is quite long [19, 20] . 
Results and Analysis
Data used in this study is CT images of 30 patients in axial slices. Image size of 505x427 pixels, and a thickness of 0.5-10 mm. CT scan image were taken from Ir. Soekarno Sukoharjo Regional General Hospital, Central Java Indonesia.
Lung Segmentation with Active Shape Model (ASM)
Lung segmentation is done to separate lung field with the surrounding tissue. Method used is Active Shape Model. In this paper we do not discuss about the segmentation of lung using ASM. This is caused by ASM has been discussed in another paper [5] . Lung segmentation algorithm using ASM can be explained as follows: a. Start b. Input CT scan data c. Read CT scan data d. Make training data by marking the edge of the lung e. Form a model using a landmark position from the image on the training data. f. Shape Alignment g. Application of the Principle Component Analyzer (PCA) that transmits the dataset to the new coordinate system as the first largest variant in one-dimensional data. h. Training Model to find gray value information from each landmark using the image on trainingset. i. Image Search uses edge profiles and covariance matrices from the normal mean derivatives to find the best moves. j. Calculate Landmark Movements k. Input testing data l. Putting a model from ASM on a lung CT scan image that will be segmented. m. Summing the contours of the segmentation results with the CT scan image being tested n. See the results of segmentation o. Save the results of segmentation p. Finish
Results of lung segmentation can be seen in Figure 4 . Segmentation of the lung fields using ASM may segment the lung fields that have unclear lung borders, which is difficult to do by conventional segmentation methods. So the lungs that have a large (nodular) abnormality, and lies in the lung boundary that causes the lung edge is not clear, can be well segmented. Results of our study show that segmentation approach with an Active Shape Model has accuracy 96.8%, sensitivity 88.2% and specificity 99.1%. Figure 7 . Segmentation of lung disease candidates using morphological math can segment the shape of abnormality with a very small size and attached to the artery, which is difficult for some researchers to do. This is because the image suspected as a lung abnormality is not clearly visible. This segmentation will affect the accuracy of lung disease detection processThe results of segmentation of disease candidate showed that the segmentation approach with morphology mathematics had 94.1% accuracy, 93.5% sensitivity, and 94.2% specificity. 
Detection of Lung Diseases using SVM
The method used to detect lung diseases caused by smoking is the Support Vector Machine (SVM) with Principle Component Analysis (PCA). In this paper we do not discuss about Principle Componen Analysis (PCA). This is because PCA has been discussed in another paper [6] . Algorithms for detecting lung disease caused by smoking can be explained as follows: Stages in detection of lung disease caused by smoking using Support Vector Machine (SVM) [21] can be described in Figure 8 . The first step in diseases detection process is feature extraction. Features used is analysis of texture. Texture analysis method used in this study is first order and second-order statistical feature extraction also called Gray Level Co-occurrence Matrix (GLCM) [22] . Grey-Level Co-occurrence Matrix texture measurements have been the workhorse of image texture since they were proposed by Haralick in the 1970s. The GLCM is a tabulation of how often different combinations of pixel brightness values (gray levels) occur in an image. First order texture measures are statistics calculated from original image values, like variance, and do not consider pixel neighbor relationships. Second order measures consider the relationship between groups of two (usually neighboring) pixels in the original image. Features of the first order include: mean, standard deviation, smoothness, third moment, uniformity, entropy. To calculate features are used the following formulas. Mean is a measure of mean intensity:
standard deviation is a measure of contrast average:
smoothness measure relative smoothness of intensity in the region:
third moment to measure skewness of histogram:
uniformity:
entropy:
Second-order statistics done by creating cooccurence matrix, ie a matrix that represents the adjacency relationship between pixels in the image at various orientation and spatial distance. One technique to obtain the statistical characteristics of second order is to calculate probability of adjacency relationship between two pixels at a certain distance and angular orientation [23] [24] [25] . This approach works by forming a cooccurence matrix of image data, followed by determining the characteristics as a function of the matrix between them. Occurrences means joint events, ie number of occurrences of level of neighboring pixel values with one another level pixel values within (d) and orientation angle (θ) specific. Occurrences matrix formation of an image with 45 0 in the angular orientation shown in Figure 9 .
While GLCM features used in this study are 20 features that include first-order features are rotated on the axis 0 0 , 45 0 , 90 0 and 135 0 . The second step is the process of classification using Support Vector Machine (SVM) [17, 18] . In the process of classification using SVM, performed two steps, the first step is the training, while the second phase is the testing step. The amount of training data is 20 per class, while the testing is done by using the image data that has not done the training is number 15 CT scan.
The training phase is used to obtain the coordinates of support vector, weight, and distance suppot vector, whereas the testing phase is to use data other than the training data to get the results of the classification, so as to know the level of accuracy. Some second-order statistical texture features (GLCM) has been selected as the input system classifier that is considered able to present the nature of the texture of the object. Results of lung diseases caused by smoking detection shown in Figure 10 . Figure 10 .
Testing process is done after CT scan image of lung disease caused by smoking is a segmentation process to separate lung disease image with surrounding tissue, and also to determine Region of Interest (ROI) of lesion object. Furthermore image is normalized to 60x60 pixels with gray degree 255. Testing process is done by dividing sample data into two. The first group is training data, second group as testing data. The amount of sample data used is 150. Which consists of 75 training data and 75 data testing. The number of classes there are 5, artery class, cancer class, pneumonia class, bronchitis class, and emphysema class. Each class has 30 training data. If feature extraction uses 75 training data, then training data used is data 1 to 75, while data 76 to 150 is used as test data. Accuracy of testing data by using 75 data test can be seen in Figure 11 . Figure 11 . Accuracy of testing data
3-D Visualization of Lung Disease Caused by Smoking
To assist user in detecting of lung disease caused by smoking, the developed software comes with modules for the visualization of the lung and lung disease caused by smoking. This is because the medical image is generally a collection of 2D image slices are difficult to interpret, to make it more resembles its original form, subsequent 2D medical images is transformed into a 3-D image. Visualization is done by using volume rendering. Algorithm 
Conclusion
Segmentation with ASM can successfully segment the lung fields that have a large abnormality, resulting in an unclear edge of the lung, this is due to the low contrast value. Segmentation of lung disease candidate with Morphology Mathematics successfully segmented the abnormality well, even abnormalities attached to the artery, which is difficult for some researchers to do. After testing with 75 testing data, by using Support Vector Machine Methode using 75 training data, showed average accuracy of 90%. Based on the tests, it can be concluded that software detection of lung diseases by using Support Vector Machine (SVM) proved capable of being used as a model for the detection of lung disease caused by smoking.
