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Abstract 
New SDIRK methods specially adapted to the numerical solution of stiff systems of ODES which are assumed to 
possess oscillating solutions are obtained. Our interest is centered on the dispersion (phase errors) and the dissipation 
(numerical damping), of the dominant components in the numerical oscillations when these methods are applied to 
a homogeneous linear test model. Two A-stable methods with algebraic order 3 and higher order of dissipation are 
obtained among the members of a family of methods proposed by Van der Houwen and Sommeijer (1989). Some 
numerical results are presented to show the efficiency of the new methods when they are compared with other methods 
presented in Van der Houwen and Sommeijer (1989). 
Keywords: SDIRK methods; Oscillatory stiff problems; A-stability; Phase error and numerical damping 
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1. Introduction 
In this paper we derive SDIRK methods for the numerical integration of stiff initial-value 
problems 
i 
y’(t) =f(4 Y(O), tE [to, T], 
Y(h) = Yo, 
(1.1) 
having oscillatory solutions. Such problems often arise in applied sciences and engineering, for 
example, when a hyperbolic partial differential equation is semidiscretized in space, in some 
problems of fluid dynamics, structural dynamics, seismology, and so on. The methods are derived 
in such a way that for linear systems with eigenvalues on the imaginary axis, the phase errors 
(dispersion errors) and the numerical damping (dissipation) of the free oscillations in the numerical 
solution are small. As Van der Houwen and Sommeijer [l&12] have pointed out, methods 
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possessing small dispersion errors are suitable for long-time integration of initial-value problems 
describing free oscillations because the stepsizes can be chosen larger than in conventional methods 
and moreover the global errors show a more favourable propagation along the integration interval. 
However, the numerical results obtained in Section 4 indicate that not only the dispersion errors 
must be borne in mind, since the contribution of the numerical damping (dissipation) may be very 
significant. This is due to the fact that if the main purpose of the integration consists of keeping the 
numerical solution in phase with the exact solution (without bothering on the correct amplitude), 
then to minimize the dispersion error is the best thing to choose. If, on the other hand, the 
correct amplitude is the main issue or the total error is the most relevant quantity to be measured, 
then to minimize the dissipation error or to optimize both errors simultaneously may be more 
suitable. 
In recent years, several papers proposing Runge-Kutta (RK) methods and hybrid multistep 
methods with high-order of dispersion for the numerical solution of nonstiff ODES with oscillatory 
solutions have been published [2-S], but oscillatory stiff problems of type (1.1) have not received so 
much attention. A pioneer paper in this subject is due to Brusa and Nigro [l], in which the 
phase-lag property was introduced as a tool to analyze the behaviour of a method for integrating 
oscillatory stiff ODES. Moreover, these authors construct a third-order implicit RK method 
to be used in the context of structural dynamics. Next, Van der Houwen and Sommeijer 
[lo-121 have introduced the theoretical framework to analyze the behaviour of RK methods 
for oscillatory problems. These authors, by using a linear test model, extend the phase-lag 
analysis to explicit and diagonally implicit RK methods, obtaining the so-called dispersion 
relations in terms of the parameters of the stability function. Also, in [ll] they construct SDIRK 
methods of 3 and 4 stages with algebraic order 3, using the free parameters in order to minimize the 
dispersion error. 
Since our purpose is to solve oscillatory problems of stiff type, we investigate the construction of 
A-stable SDIRK methods with algebraic order 3 and higher dissipation and dispersion orders. The 
paper is organized as follows: In Section 2 we summarize the dispersion and dissipation order 
conditions for SDIRK methods. In Section 3 we study the construction of third-order A-stable 
SDIRK methods among the members of a family of methods proposed by Van der Houwen and 
Sommeijer [ll], where the free parameters are chosen in order to achieve the highest dispersion 
and dissipation orders. Finally, in Section 4, some numerical results are presented to show the 
efficiency of the methods obtained in Section 3 when they are compared with the dispersive 
methods obtained in [ll]. In particular, the numerical experiments carried out with several 
oscillatory stiff problems show that high-order dissipative methods are more efficient than high- 
order dispersive methods. 
2. Dispersion and dissipation properties for SDIRK methods 
In this section we carry out the analysis of the phase properties for SDIRK methods when the 
solution of the initial-value problem (1.1) is of oscillating type. In order to do this we consider the 
linear test model used in [ 1 l] 
y’ = Ly + 6e’“p ‘, 3LEC, 6, W,ElL!, (2.1) 
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whose exact solution is given by 
y(t) = Ceat + 6B(l, cop)eiwnf, WA wp) = &, 
P 
where C is a constant determined by the initial conditions of the problem. 
When an RK method is applied to Eq. (2.1), the numerical solution is given 
equation 
yn+ 1 = R(z)y, + hGQ(z, vp)eiwptn, z = h,I, vp = hoop, 
where 
R(z) = 1 + .zbT(I - zA)- le, Q(z, vp) = bT(I - zA)-le,, 
e = (l,l, . . . ) l)T, ep = (eiclv,, eiczv,, , . . , @v,)T, 
(2.2) 
by the difference 
(2.3) 
and the s-dimensional vectors b = (bJ, c = (ci) and the s x s matrix A = (aij) are the coefficients 
defining the RK method. 
Here, R(z) is the stability function of the RK method and Q( z, vp) represents the contribution of 
the nonhomogeneous term of (2.1). Solving the difference equation (2.3) the numerical solution at 
t, = nh is given by 
y, = CARP + hJB*(z, vp)eioufn, (2.4) 
where the constant C* depends on the initial conditions and 
B*(z, VP) = ,;‘” ;;z). 
Comparing the numerical solution (2.4) with the exact one (2.2), we may conclude that in general 
the numerical solution does not reproduce the amplitude and the phase of the forced oscillations. 
But this numerical deficiency is not very significant because the amplification error 
lI?(I, mp)/hB*(z, v,)I, and the phase error arg[B(& w,)/hB*( z, v,)], are constant in time and they are 
not accumulated as IZ increases (they have generally the same order as the algebraic order of the 
method). On the other hand, supposing that the eigenvalue in Eq. (2.1) is on the imaginary axis 
(1 = ia), the homogeneous amplification and the phase errors are time-dependent and must 
accumulate as n increases. For this reason, our study will be restricted to homogeneous phase and 
amplification errors, that is to say, to homogeneous linear models. 
For the homogeneous linear models with imaginary eigenvalues the numerical solution is 
given by 
yn+ I = Wv)y,, 
where v = hco. A comparison of the numerical and exact solutions leads to the following: 
Definition 2.1. For an RK method the phase error (dispersion error), the amplification error 
(dissipation error) and the error ofe-consistency, are given respectively by 
d(v) = v - arg(R(iv)), d(v) = 1 - IR(iv)l, e(z) = eZ - R(z). 
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Then the method is said to be dispersive of order q, dissipative of order r and e-consistent of order 
p, respectively, if 
4(v) = o(vq+ l), d(v) = O(v’+l), e(z) = O(zp+ ‘). 
Moreover, if we consider the stability function as a Taylor power series around the origin, 
R(z) = p0 + pi2 + p2z2 + ... + /LZ” + . ..) 
and we collect the real and imaginary parts (R(iv) = A(v’) + ivB(v2)), then the dispersion and 
dissipation errors are written in the form 
, d(v) = 1 - &12(v2) + v2B2(v2). 
In general, q 2 p, and the order of dispersion can be increased with regard to the order of 
e-consistency. The conditions for dispersion of order q expressed in terms of the coefficients fij in 
the expansion of R(z) are established in the following result (see [2, Property 2.31 or an equivalent 
form in [ 10, Theorem 2.11). 
Property 2.2. An RK method is dispersive of order q if the coefficients /?j in the Taylor expansion of 
R(z) satisfy the following conditions: 
PO Pl P2 
j?-(j-1)!- 
*” + (-l)j/?j = 0, j = 1~3, ... ,q - 1, (2.5) 
and in addition q is even. 
We notice that the dispersion conditions (2.5) indicate that only coefficients pj, 0 <j < q - 1 are 
involved in the construction of a method with dispersion order q. Then, there are infinitely many 
stability functions R(z) which yield a method that is dispersive of order q, i.e., 
R(z) = ,&, + plz + p2z2 + ... + j&z”-” + O(z”), 
with pj. 0 < j d q - 1 satisfying (2.5). 
(2.6) 
In the particular case of an s-stage SDIRK method, the stability function is given by 
Ps(z) 
R(z) = (1 + yz)s’ (2.7) 
where PJz) = a0 + alz + a2z2 + ... + aSz2. Assuming that the stability function (2.7) can be 
expressed as (2.6) and using the equation Ps(z) = (1 + yz)“R( z ) , we obtain the following result about 
the dispersion for an SDIRK method. 
Theorem 2.3. An SDIRK method is dispersive of order q ifthe parameters fij, aj, and y associated to 
its stability function R(z), satisfy the following relations: 
aj=@j+fij-1 (s)Y+bj-2(l)Y2+ ..’ +po(y)Y’, Odj<S. 
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0 = flj + flj-1 (y)Y+Bj-2(i)Y'+ **. +Pj-s(3Ys9 s+l<jdq-1, 
PO PI P2 
O=i!-- (j-l)! +(i- ..* + (-l)jbj, j = 1,3, . . . ,4 - 1. 
(2.8) 
We notice that conditions (2.8) given in Theorem 2.3 are equivalent to those obtained in [ll, 
Theorem 4.11. 0 
Next, we concentrate our attention on the dissipation order. Assuming, without loss of general- 
ity, that R(z) is a rational function of the form R(z) = P(z)/Q(z) such that P(z) and Q(z) have no 
common factors and defining the polynomial E(v):= IQ(iv)12 - IP(i = Q(iv)Q(-iv) - 
P(iv)P( -iv), we obtain the following result: 
Theorem 2.4. (i) The stability function R(z) is dissipative of order r if and only if E(v) = O(v’+l). 
(ii) An SDIRK method is dissipative of order r if and only if 
ej(y):= 3 y2j 
0 
- ai - 2 C (- l)iaj_iUj+i = 0, j = 0, 1, . . . , (r - 1)/2, (2.9) 
i>l 
where aj := 0 if j > s or j < 0. 
Proof. (i) The sufficiency part of this assertion is proved as follows. From E(v) = O(v’+l) we have 
IQ(iv)l - lf’(Wl = lQ(iv)~~jp(iv)l = o(v’+l). 
Therefore, 




d(v) = 1 - z = O(,,r+l), 
1v 
we have that 
lQ(iv)l - IP( = O(v’+l), 
and then E(v) = O(v’+ ‘). 
(ii) This assertion follows bearing in mind that for an SDIRK method the polynomial E(v) is 
defined by 
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Y 2j - a; - 2 1 (-l)iaj_iaj+i, j = 0, 1, - . . . ,$(r 1). 
I>1 
Remark. As it may be observed, E(v) is an even polynomial, and then the order of dissipation r is 
odd. On the other hand, if a method is e-consistent of order p then E(v) = O(vp+l), and conse- 
quently r 2 p. 
3. Construction of SDIRK methods 
In this section we obtain SDIRK methods specially adapted to the numerical integration of stiff 
IVPs with oscillating solutions. The methods are derived by using the dispersion and dissipation 
order conditions given in Theorems 2.3 and 2.4, respectively, and the A-stability property. In the 
sequel, we will denote by SDIRK (p, 4, r), an SDIRK method with algebraic order p, dispersive of 
order 4 and dissipative of order r. 
The methods considered here agree with the family of s-stage SDIRK methods considered in 




Cl = -YY, bj = 0, j = O,l, ... 2 s-2 
L&i = - y, aii-1 = Ci + y, i=2 > *** , s 
aij = 0, i-j>2,i<j. 
This family presents a Butcher matrix with sparse structure and then only needs a few storage 
arrays for its implementation on a computer. In addition, if we impose algebraic order 3, then the 
coefficients satisfy the following relations: 
2 - 3c,-1 3(1 - 2c,J 
c~=3-66c,_lY b, = = - 4(1 - 3c,_1 + 3&)’ b,pl 1 b,, 
3.1. The case s = 3 
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Only the parameter y is free after imposing Eqs. (3.1) and (3.2). It can be used in order to increase 
the dispersion or dissipation order whenever the resulting method is A-stable. Van der Houwen 
and Sommeijer [ 1 l] use this free parameter in order to increase the dispersion order, obtaining an 
A-stable solution with y = - 0.9756745887. The resulting SDIRK method is dispersive of order 
4 = 6 and dissipative of order r = 3. We will denote this method by VHS(3,6,3) and it will be used 
in the numerical experiments of Section 4. 
Here, we use the free parameter y in order to increase the dissipation order. Having in mind the 
algebraic conditions of order 3 (pj = l/j!, 0 < j < 3) and imposing conditions (2.8) and (2.9) with 
q = 4 and Y = 5, we obtain 
a0 = 1, al = 1 + 3y, a2 = 3 + 3y + 3y2, a3 = & + $y + 3y2 + y3, (3.4) 
& + +y + $y” + y3 = 0. (3.5) 
The only solution of (3.5) which gives a set of parameters in (3.4) with an A-acceptable stability 
function R(z) is y = - 1.068579021301629. Then, we obtain an A-stable SDIRK(3,4,5) method of 
the family (3.3) for the parameter values 
y = - 1.068579021301629, b3 = 0.6696236404609742, 
c2 = 0.08902038200616, c3 = 0.7027675575254050. 
3.2. The case s = 4 
Now, the four-stage SDIRK(3, q, r) method is determined by the parameter matrix 
; 1 i+y f+? j!bI h, 
(3.6) 
After imposing relations (3.1) and (3.2) to reach order 3, we have c2 and y as free parameters 
which can be used in order to increase the dispersion or dissipation order or both. Van der Houwen 
and Sommeijer [ 11) use these parameters in order to increase the dispersion order and they obtain 
an A-stable SDIRK method by choosing c2 = 0.5016090786, y = - 1.1297265662. This method is 
dispersive of order q = 8, dissipative of order r = 3 and will be denoted by VHS(3,8,3). 
Here, we use these free parameters in order to increase both dissipation and dispersion orders or 
only the dissipation order. 
Using conditions (2.8) and (2.9) with q = 6 and r = 5, we obtain the following relations: 
(3.7) 
a0 = 1, al = 1 + 4y, a2 = 3 + 4y + 6y2, 
a3=&+2y+6y2+4y3, a4 = &i + *y + 3y2 + 4y3 + y4, 
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Unfortunately, no solution of Eq. (3.10) makes the parameters in (3.8) and (3.9) give an 
A-acceptable stability function R(z). Consequently, we can affirm that there is no A-stable 
SDIRK(3,6,5) method in the family (3.6). 
Now, using conditions (2.8) and (2.9) with 4 = 4 and r = 7 we obtain the same expressions as (3.8) 
and (3.9) with the additional condition 
1 + 24~ + 204~~ + 768~~ + 1224~~ + 576~~ = 0. (3.11) 
The only solution of Eq (3.11) such that the parameters given in (3.8) and (3.9) determine an 
A-acceptable stability function R(z) is given by y = - 1.2805797612753055. The unknown c2 is 
computed by identifying the stability function associated to scheme (3.6) with the corresponding 
expression in (2.7) whose coefficients aj, 0 <j d 4, are given in (3.8) and (3.9). So, we obtain an 
A-stable SDIRK(3,4,7) method in the family (3.6) with parameter values: 
y = - 1.2805797612753055, b4 = 0.4453994092277531, 
c2 = 0.3489302860638736, c3 = 0.7586985719573739, 
c4 = 0.1778747841442887. 
In Table 1 we show the main features of the SDIRK methods derived in this section. 
On the other hand, we have compared the dispersion (4(v)) and the dissipation (d(v)) error 
functions of our two methods with the VHS methods on a finite range of values of v. To illustrate the 
behaviour of these functions we show in Figs. 1 and 2 the graphs of the logarithm of the absolute 
value of these functions in terms of v. As it can be observed in these figures, for small values of v, the 
Table 1 
Method s P 4 r IN4 Stability 
VHS(3,6,3) 3 3 6 3 0.679 
SDIRK(3,4,5) 3 3 4 5 0.630 
VHS(3,8,3) 4 3 8 3 0.655 
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Fig. 1 (a). Dispersion error. 
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Fig. 1 (b). Dissipation error. 
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Fig. 2(a). Dispersion error. 
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Fig. 2(b). Dissipation error. 
dissipation and dispersion errors in the three-stage and four-stage methods are in agreement with 
their respective orders. 
4. Numerical results 
In this section we show the performance of the high-order dispersive and dissipative methods 
mentioned in the above section (see Table l), when they are applied to the numerical integration of 
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stiff problems whose solution is of oscillating type. The new SDIRK methods have been compared 
with the VHS methods and the conclusions derived from this comparison can be useful for people 
interested in practical computation. 
When undertaking a comparison between numerical methods, the criteria to be used in this 
comparison are very important. Thus, in some numerical tests carried out by Van der Houwen and 
Sommeijer [ll], a comparison between several methods has been based on their ability to locate 
a certain zero of a given component of the solution or on computing the error only at the endpoint 
of the integration. In our opinion, such tests reveal only particular features of the numerical 
solution. Therefore, we have decided to employ the usual test based on computing the maximum 
global error over the whole integration interval. 
As test problems we have considered several linear and nonlinear oscillating stiff IVPs, but for 
brevity we present only some numerical results obtained with three examples: 
Problem 1. The homogeneous linear system 
IO 0 I O\ /O\ 
with I = lo3 and whose exact solution is y(t) = (sin(t), 0, cos(t), O)T. The purpose of this example is 
to show the efficiency of the high-order dispersive and dissipative methods (Table 1) for a problem 
that belongs to the class of model problems to which the theory of Section 2 applies. The numerical 
results have been computed over the whole integration interval with different steps. 
Problem 2. The nonlinear system 
vi = Y3 
Y’z = Y4, t E co, 103, 
y; = - Yl + k(YI + y2” + Y32 + y: - l), 
yk = - A2y, + k(yf + y; + y; + y: - 1). 
with II = 103, k = 0.1 and whose exact solution is y(t) = (cos(t), 0, -sin(t), O)T. The purpose of this 
example is similar to the previous examples but using a nonlinear model problem. 
In Figs. 3 and 4 we have depicted the efficiency curves for the four SDIRK methods stated in 
Table 1 (a := three-stage methods, b := four-stage methods) and Problems 1 and 2, respectively. 
These figures show the logarithm of the maximum global error versus the computational cost 
measured by the CPU time required by each method. As it can be observed in these graphs, the 
high-order dissipative SDIRK methods perform more efficiently than high-order dispersive VHS 
methods. This fact is also supported by other numerical experiments not presented here. 
Problem 3. The idealization of a suspension bridge is modelled by a beam with hinged ends and 
restoring force proportional to the displacement. The boundary value problem describing the 
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Fig. 3(b). Problem 1. 
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Fig. 4(b). Problem 2. 
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vibrations of the beam is given by 
d2U ir’+a$+bu=O, 0 <x-cl, t>o, 
u(0, t) = u,,(O, t) = 0, 
u(l, t) = z&,(1, t) = 0, 
u(x, 0) = A sin(rcx/l), UJX, 0) = 0, 
and it has exact solution u(x, t) = A sin(rcx/l)cosot, where the frequency is given by 
w = Jm. In order to solve this problem we carry out a semidiscretization on the spatial 
variable. In this way, we define an equidistant grid Xi = i(Ax), i = 0, 1, . . . , N + 1, and we approx- 
imate the derivatives by using second-order symmetric differences, obtaining an ODE system of 
dimension 2N. In our test we choose the parameter values 1 = 15, A = 0.1, a = 100, b = 1, and as 
the parameter in the discretization Ax = 15/101, obtaining a stiff system of 200 ODES. 
The purpose of this example is to show the efficiency of the methods for a relatively large 
problem. In Figs. 5(a) and 5(b) we have plotted the numerical results obtained on the 
interval [O, lo]. The information stated in these graphs reveals the same tendency as in Figs. 3 
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Fig. 5(b). Problem 3. 
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In view of the numerical results obtained, we may conclude that the influence of the dissipation 
error can be very significant for this kind of problems. This fact has not been considered by other 
authors [ 10, 1 l] who have restricted their study to phase-lag or dispersion error. So, in practice, it 
is more suitable to optimize the dissipation error instead of the dispersion error or to optimize both 
errors simultaneously, provided that the resulting methods are A-stable, in order to solve stiff 
problems. 
All computations have been carried out in double-precision arithmetic (15 digits) in an ALPHA 
AXP system of the University of Zaragoza. 
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