Let Fm be the free group on m generators and let G be a finite nilpotent group of non square-free order; we show that for each m ≥ 2 the integral group ring Z[G × Fm] has infinitely many stably free modules of rank 1.
Introduction
We study stably free modules over the integral group ring Z[G × F m ], where G is a finite group and F m is the free group on m generators. A finitely generated module P over a ring Λ is said to be stably free when there exists a natural number n such that P ⊕ Λ n ∼ = Λ m for some m. Provided that Λ satisfies the invariant basis number property (see [3] ), we may uniquely define the rank of P to be m − n. Every integral group ring has the invariant basis number property. We shall prove: Theorem 1.1. Let G be a finite nilpotent group of non square-free order. Then there are infinitely many non-isomorphic stably free modules of rank 1 over
In contrast Johnson [7] has shown that both Z[C p × F m ] and Z[D 2p × F m ] admit no non-free stably free modules when p is prime, C p is the cyclic group of order p and D 2p is the dihedral group of order 2p. Johnson [6] has also shown that k[G × F m ] admits no non-free stably free modules when k is any field and G is any finite group.
In order to produce examples of non-free stably free modules we will use techniques of Milnor [10] for constructing projective modules over fibre product rings. Denote by SF 1 (Λ) the set of isomorphism classes of stably free modules of rank 1 over a ring Λ. Our main theorem will be deduced from the following two special cases:
is infinite for every prime p and m ≥ 2; (II):
is infinite for every prime p and m ≥ 2.
In [10] , Milnor introduced techniques for analysing the structure of projective modules over a fibre product ring in terms of its factors. These techniques were further developed by Swan in [12] to investigate the structure of stably free modules over various group rings. Consider a commutative square of ring homomorphisms
such that: (i) A is the fibre product of A − and A + over A 0 : A = A − × A0 A + ; (ii) ψ + is surjective. Such a square will be called a Milnor square.
Any right module M over A determines a triple (M + , M − ; α(M )) where
M is said to be locally free if both M + and M − are free; since A + ⊗ A 0 ∼ = A − ⊗ A 0 ∼ = A 0 the rank of M + and M − are necessarily the same, and we say that the rank of M is this common rank. A locally free module over A is automatically projective (see [10] ); the question of when it is stably free is rather more delicate. Denote the set of isomorphism classes of finitely generated locally free modules of rank n over A by LF n (A). The triple (M + , M − ; α(M )) associated to M does not completely determine M ; however by ( [12] , Lemma A4) there exists a bijection
Abbreviate the space of double cosets on the right to GL n (A). For each pair of integers n, k ≥ 1 define a stabilization map
Then since the free module A n determines the triple (A n + , A n − ; I n ), we have that M is stably free if and only if α = α(M ) satisfies s n,k (α) = [I n+k ] for some k.
The following proposition allows us to construct the original examples of non-trivial stably free modules claimed in (I) and (II) of the introduction. Proof. Let {a i } i∈I be an infinite set of coset representatives in
Each a i determines an automorphism (a i ) ∈ GL 1 (A 0 ) and so for each i ∈ I we may form the locally free A-module P i = A + , A − ; (a i ) . Then clearly by (2) P i ∼ = P j if and only if i = j. To see that each P i is stably free, con-
and so by Whitehead's lemma
Stably free cancellation and generalized Euclidean rings
A ring Λ is said to have stably free cancellation (SFC) when every stably free module over Λ is actually free. All principal ideal domains have SFC, as do all local rings. Much of the following discussion is due to Johnson [7] . For any ring Λ denote by E n (Λ) the subgroup of GL n (Λ) generated by the elementary matrices E(i, j; λ) = I n + λǫ(i, j) (λ ∈ Λ). Denote by D n (Λ) the subgroup of GL n (Λ) consisting of all diagonal matrices. Λ is said to be generalized Euclidean when, for all n ≥ 2 the following statement holds: for all A ∈ GL n (Λ) there exists E ∈ E n (Λ) and D ∈ D n (Λ) such that A = DE; in other words every invertible matrix over Λ is reducible to a diagonal matrix by means of elementary row and column operations. The notion of a generalized Euclidean ring is often useful when dealing with modules over fibre product rings.
A ring homomorphism φ : Λ 1 → Λ 2 induces a mapping φ :
The following is proven in [7] : Proposition 3.3. Let A be a Milnor square. If A 0 has SFC and is generalized Euclidean, then the induced map π + × π − :
A well known theorem of Cohn [2] states that k[F m ] is generalized Euclidean whenever k is a division ring. If Λ is generalized Euclidean, then so is the matrix ring M n (Λ). Since generalized Euclidean rings are closed under products, we have that Λ[F m ] is generalized Euclidean whenever Λ is semi-simple. Proposition 3.4. If Λ is a ring such that Λ/I is generalized Euclidean for some nilpotent ideal I, then Λ is also generalized Euclidean.
Proof. Let A ∈ GL n (Λ) and consider the matrix ψ * (A) ∈ GL n (Λ/I), where ψ * : GL n (Λ) → GL n (Λ/I) is induced by the mapping ψ : Λ → Λ/I. Then by hypothesis we may write ψ * (A) = DE for some D ∈ D n (Λ/I) and some E ∈ E n (Λ/I). ChooseD ∈ D n (Λ) andÊ ∈ E n (Λ) such that ψ * (D) = D −1 and ψ * (Ê) = E −1 ; if X = AÊD then clearly ψ * (X) = I n . Since ψ(X nn ) = 1, we have that X nn is a unit as I is nilpotent. Therefore by means of elementary row and column operations we may reduce X so that X rn = X nr = 0 for r = n. Repeating this operation for each diagonal element of X we can reduce X, and hence A, to a diagonal matrix as required.
As noted above, rad(Λ) is nilpotent whenever Λ is left artinian. 
Proof of I and II
It is easy to show that, if I and J are ideals of a ring R, then
is a fibre square. For any positive integer d let c d (x) denote the d th cyclotomic polynomial. From the factorization (x
where I is the sum of the ideals (x p − 1) and (c p 2 (x)). However, since c
and hence I = (p, x p − 1). Therefore we may rewrite the above square as
/(x n − 1) and applying the functor − ⊗ Z[F m ] we obtain another Milnor square:
where ζ p 2 is a primitive p 2 -th root of unity. Since
has only trivial units (see [11] , p.591 and p.598); that is
Proof. Consider the following fibre square, which arises from the factorization
* which has only trivial units; thus
. Each a g is divisible by (x − 1) since a g ∈ ker(π + ). Now consider
We cannot have a(ζ p ) = 0, or else (1 + x + . . . + x p−1 )|a =⇒ p|a(1) which is a contradiction. Therefore, since Z[ζ p ][F m ] has only trivial units we must have a g (ζ p ) = 0 for all g ∈ F m − {w}. Therefore both (1 + x + . . . + x p−1 ) and (x − 1) divide each a g and so each a g = 0. 
is infinite.
Proof. Let x be a generator of C p and define y = (1 − x) ∈ F p [C p ]; then y p = 0. Let s and t be two generators of F m and define
We claim that {δ n | n ∈ N} is a set of distinct coset representatives in X. The first equation shows that w = 1(= v) and the second shows that m = n; therefore the δ i form a set of distinct coset representatives.
Putting (4.2) and (2.1) together proves (I) of the introduction: 
