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Abstract: The classical completeness problem raised by Beurling and in-
dependently by Wintner asks for which ψ ∈ L2(0, 1), the dilation system
{ψ(kx) : k = 1, 2, · · · } is complete in L2(0, 1), where ψ is identified with
its extension to an odd 2-periodic function on R. This difficult problem
is nowadays commonly called as the Periodic Dilation Completeness Prob-
lem (PDCP). By Beurling’s idea and an application of the Bohr transform,
the PDCP is translated as an equivalent problem of characterizing cyclic
vectors in the Hardy space H2∞ over the infinite-dimensional polydisk for
coordinate multiplication operators. In this paper, we obtain lots of new
results on cyclic vectors in the Hardy space H2∞. In almost all interesting
cases, we obtain sufficient and necessary criterions for characterizing cyclic
vectors, and hence in these cases we completely solve the PDCP. Our results
cover almost all previous known results on this subject.
Keywords: PDCP; cyclic vector; Hardy space; infinitely many variables;
Riemann hypothesis.
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1 Introduction
In his 1945 seminar, Beurling raised a question on the completeness of dila-
tion systems in the Lebesgue space L2(0, 1) (see [Beu] for the note from this
seminar). To be precise, extend a function ψ ∈ L2(0, 1) to an odd periodic
function of period 2 defined on the line R. Beurling considered the integer
dilation system {ψ(kx) : k = 1, 2, · · · } and sought for conditions to make
span{ψ(kx) : k = 1, 2, · · · } dense in L2(0, 1). In this case the system is said
to be complete. To study this period dilation completeness problem (PDCP
for short), Beurling associated the Fourier expansion of ψ with a Dirichlet
series and further a power series in infinitely many variables. The editors of
Beurling’s collected works [Beu] remarked, at the end of the note, that this
problem is actually an infinite-dimensional version of the invariant subspace
problem.
Independently, Wintner considered the PDCP in 1944 [Win]. He pointed
out that the completeness of dilation systems in L2(0, 1) has an arithmetical
significance due to its connections with various problems in analytic number
theory. An important example is the complete sequence
1,
{x
2
}
,
{
2
x
2
}
,
{
3
x
2
}
, · · · ,
{
k
x
2
}
, · · ·
in L2(0, 1), where {x} denotes the fraction part of x, the fundamental func-
tion of Diophantine approximation theory. This sequence can be interpreted
as an analytic version of the sieve of Eratosthenes. Also, a series of deep re-
sults on the PDCP can be found in [BM, Bou1, Bou2, Har, HW, Koz1, Koz2]
around the 1940s, some of which involve Dirichlet series methods.
It is worth mentioning that Nyman showed the equivalence between the
Riemann hypothesis and the completeness of the dilation system {ϕ(tx) : t >
2
1} in L2(0, 1) in his thesis [Ny], where ϕ(x) = { 1x}. In 2003, Ba´ez-Duarte
further proved that the Riemann hypothesis holds if and only if the constant
1 belongs to the closed linear span of the integer dilation system {ϕ(kx) :
k = 1, 2, · · · } in L2(0, 1) (see [BD] and [Ni3]). That is to say, the study of the
Riemann hypothesis can be reduced to that of approximation property of
this system. Recently, Noor gave the Hardy spaceH2(D) version of the Ba´ez-
Duarte criterion [No]. He constructed an important semigroup {Wn}n∈N of
weighted composition operators on H2(D), which has a connection with
power dilation operators Tn by the equality (I − S)Wn = Tn(I − S), and
showed the equivalence of the Riemann hypothesis and the existence of cyclic
vectors for {Wn}n∈N in the closure of the subspaceN constructed in [No]. As
shown in [No], cyclic vectors for {Wn}n∈N have a natural link with PDCP
functions. Then all these mentioned above motivate us to focus on the
PDCP.
By applying Beurling’s idea and the Bohr transform, the PDCP is trans-
lated as an equivalent problem of characterizing cyclic vectors in the Hardy
space H2∞ over the infinite-dimensional polydisk for coordinate multiplica-
tion operators (see Subsection 2.1 for the details). Also as suggested by
Helson, considering power series in infinitely many variables may be more
natural, corresponding to Dirichlet series [Hel]. To be precise, we give a
brief statement for some basic notations of the Hardy space H2∞.
Let Z
(∞)
+ be the set of all finitely supported sequences of non-negative
integers, that is, Z
(∞)
+ =
⋃∞
n=1 Z
n
+. Then for each α = (α1, α2, · · · ) ∈ Z(∞)+ ,
there is a positive integer N such that αn = 0 whenever n > N . For such α,
write ζα for the monimial ζα11 · · · ζαNN . The Hardy space H2∞ is defined to
be the Hilbert space consisting of formal power series F (ζ) =
∑
α∈Z(∞)+
cαζ
α
satisfying
‖F‖2 =
∑
α∈Z(∞)+
|cα|2 <∞.
Set
D∞2 = {ζ = (ζ1, ζ2, · · · ) ∈ l2 : |ζn| < 1 for all n ≥ 1}.
Then D∞2 is a domain (a connected open set) in the Hilbert space l2, the
space of all square-summable sequences. By the Cauchy-Schwarz inequality,
every series in H2∞ converges absolutely in D∞2 and hence is a holomorphic
function on D∞2 (we refer the readers to [Di] for the definition of holomorphic
functions on a domain in some Banach space). A function F ∈ H2∞ is said
to be cyclic if [F ] = H2∞, where [F ] denotes the joint invariant subspace
generated by F for the coordinate multiplication operators Mζ1 , Mζ2 , · · · .
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As indicated in [HLS], describing cyclic vectors in H2∞ is extremely diffi-
cult. In fact, cyclic vectors in the Hardy space H2(Dn) over the polydisk Dn
are completely characterized only when n = 1. Note that the space H2(Dn)
can be identified with the closed subspace of H2∞ consisting of functions
which only depend on the variables ζ1, · · · , ζn. Every cyclic vector in the
space H2∞ has necessarily no zeros in D∞2 [Ni1] (indeed this fact also be
mentioned in [Beu] without passing to the space H2∞). So the PDCP is to
find conditions under which functions in H2∞ without zeros are cyclic. It
was shown in [NGN] that the above necessary condition is also sufficient
for polynomials. Nikolski generalized this result to the class of functions
depending on finitely many variables ζ1, · · · , ζn (n ∈ N) and holomorphic
in some neighborhood of Dn for which the proof heavily involved a growth
estimate and a stratification theorem for real analytic manifolds, and was
much more complicated than the polynomials case [Ni1].
There are some other characterizations in terms of the Fourier coefficients
of functions in H2∞. It is well-known that each positive integer n has a
unique prime factorization n = pα11 p
α2
2 · · · pαmm , where pj is the j-th prime
number. Thus, one can define a semigroup isomorphism α from (N,×) of all
positive integers onto (Z
(∞)
+ ,+) by putting α(n) = (α1, α2, · · · , αm, 0, · · · ).
So functions inH2∞ can be uniquely expressed as
∑∞
n=1 anζ
α(n) with {an}n∈N
square-summable. Hedenmalm, Lindqvist and Seip proved that if a nonzero
square-summable sequence {an}n∈N is totally multiplicative, that is, anm =
anam for any n,m ∈ N, then F =
∑∞
n=1 anζ
α(n) is cyclic in H2∞ [HLS]. Also
in the same paper it was shown that F = 1 +
∑∞
n=1 anζn ∈ H2∞ is cyclic if
and only if
∑∞
n=1 |an| ≤ 1.
From all previous known results, it seems impossible to give a universal
criterion for cyclicity in the Hardy space H2∞ as in the Hardy space H2(D).
Hence one is led to classes of some interesting functions to obtain criterions
for cyclcity. In this paper, we will give lots of new results on cyclic vectors
in the Hardy space H2∞. In almost all interesting cases, we obtain sufficient
and necessary criterions for characterizing cyclic vectors, and hence in these
cases we completely solve the PDCP.
Section 2 is dedicated to an introduction to the equivalence between the
PDCP and the problem for characterizing cyclic vectors in H2∞, and some
basic function theory for Hardy spaces Hp∞ (p > 0).
The infinite polydisk algebra AR,∞ (R > 1) is introduced in Section
3. For functions in this polydisk algebra, we completely solve the prob-
lem of characterizing cyclic vectors. This generalizes the Nikolski’s result
in finitely many variables [Ni1]. An immediate corollary is that if the co-
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efficients of F =
∑∞
n=1 anζ
α(n) satisfies one of the following conditions: 1)∑∞
n=1 |an|nε <∞ (ε > 0), or 2) an = fˆ(n) (n ∈ N), the Fourier coefficients
of a holomorphic function f on some neighborhood of the closed unit disk,
then F is cyclic if and only if F has no zeros in D∞2 .
A complete characterization for the cyclicity of an infinite product of
functions in H2∞ with mutually independent variables is realized in Section
4. This result enables us to obtain a criterion for the cyclicity of those
functions whose coefficients have some sort of multiplicative property. This
generalizes the main result in [Har] to a more general situation. In particular,
if F (ζ) =
∑∞
n=1(−1)nanζα(n) satisfies anm = anam for all n,m ∈ N, then
F (ζ) is cyclic if and only if |a2| ≤ 1/2.
In Section 5, we study the cyclicity in terms of composition operators on
H2∞. We show that if {ηn}n∈N is a sequence of nonconstant inner functions
on D∞2 with mutually independent variables and
∑∞
n=1 |ηn(0)| < ∞, then
the composition operator F 7→ F (η1, η2, · · · ) onH2∞ preserve the cyclicity in
the sense that F (η1, η2, · · · ) is cyclic if and only if F is cyclic. For instance,
suppose that {ηn}n∈N is as above, we have that 1 +
∑∞
n=1 anηn is cyclic if
and only if 1 +
∑∞
n=1 anζn is cyclic, if and only if
∑∞
n=1 |an| ≤ 1.
In Section 6, we proved that if F ∈ Hp∞ (p > 2) and there exists G ∈
Hq∞ (q > 0), such that FG is a cyclic vector in H2∞, then F is also cyclic.
This generalizes [HLS, Theorem 5.7] and [Ni1, Theorem 3.3 (3)]. As a
direct application, it is shown that for each fixed m ≥ 2, the linear span
of the power dilation system {ϕm(z), ϕm(z2), · · · } is dense in H2(D), where
ϕm(z) = log(1− zm) − log(1− z) − logm. This is a stronger version of a
central result in [No, Theorem 9], and hence implies that a weak version of
the Riemann hypothesis is true.
In section 7, we use a Riemann surface approach to reveal the relationship
between cyclicity of a function F ∈ H2∞ and the geometry of its image. It
is shown that if there exists a simple curve γ starting from the origin and
tending to the infinity, so that γ does not intersect with the image of F , then
F is cyclic. In particular, if the image of a function F does not intersect
with a half-straight line starting from the origin, then F is cyclic.
In the last section, we partially prove Kozlov’s claims (see [Koz2, Ni2,
Ni3]).
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2 Preliminaries
2.1 From the PDCP to the cyclicity
The PDCP appears in different forms on different spaces, which are linked
together by various unitary maps. These spaces and maps offer strategic
flexibility in research and multiple ways to view this problem. Let us explain
in detail.
Hedenmalm, Lindqvist and Seip introduced the Hilbert space of Dirichlet
series [HLS]
H2 = {f =
∞∑
n=1
ann
−s : ‖f‖2 =
∞∑
n=1
|an|2 <∞},
and studied the PDCP via a unitary operator
U : L2(0, 1) → H2,
∞∑
n=1
anψn 7→
∞∑
n=1
ann
−s,
here ψn(x) =
√
2 sinnπx, and {ψn}n∈N is a canonical orthonormal basis for
L2(0, 1). They proved that {ψ(kx)}k∈N is complete in L2(0, 1) if and only if
Sψ is the cyclic vectors in H2 for the multiplier algebra of H2.
The connection between H2 and the Hardy space H2∞ was also investi-
gated in their paper. The unitary transform
B : H2 → H2∞,
∞∑
n=1
ann
−s 7→
∞∑
n=1
anζ
α(n)
is derived from Bohr’s brilliant observation [Bo]: a Dirichlet series can be
transformed into a power series in infinitely many variables via the“variable”
substitution
ζ1 = p
−s
1 , ζ2 = p
−s
2 , · · · ,
where pj is the j-th prime number. A simple verifying shows that B gives a
bijective correspondence between multiplier invariant subspaces of H2 and
invariant subspaces of H2∞. In particular, a Dirichlet series f ∈ H2 is a
cyclic vector in H2 for the multiplier algebra if and only if Bf is cyclic.
This builds a connection between the PDCP and cyclicity in H2∞, and thus
gives a reasonable explanation to the remark for Beurling’s note [Beu].
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Nikolski exhibited several sufficient conditions for the PDCP in [Ni1].
The statements are given in the language of the classic Hardy space H2(D)
over the unit disk D. Using a unitary operator V : H20 → L2(0, 1) defined
as V zn =
√
2 sinnπx (n ∈ N), he showed that the PDCP is equivalent to
characterizing the completeness of power dilation systems in H20 , here
H20 = {f ∈ H2(D) : fˆ(0) = f(0) = 0}.
The Bohr transform B from H20 onto H2∞ is defined by putting
Bf(ζ) =
∞∑
n=1
fˆ(n)ζα(n), f ∈ H20 , ζ ∈ D∞2 .
Then B is a unitary operator from H20 onto H2∞, and intertwines each power
dilation operator Tk : f 7→ f(zk) with the multiplication operator Mζα(k) on
H2∞ in the sense that for f ∈ H20 ,
BTkf =Mζα(k)Bf, k = 1, 2, · · · .
This gives the correspondence between the completeness of power dilation
systems of a function f in H20 and cyclicity of Bf inH2∞; that is, {f(zk)}k∈N
is complete in H20 if and only if Bf is cyclic in H2∞.
We summarize the above statements as a proposition.
Proposition 2.1 ([HLS, Ni1]). The following conclusions hold.
(1) If ψ ∈ L2(0, 1), then {ψ(kt)}k∈N is complete in L2(0, 1) if and only if
(BU)ψ is cyclic in H2∞.
(2) If f ∈ H20 , then {f(zk)}k∈N is complete in H20 if and only if Bf is
cyclic in H2∞ .
2.2 Some basic Hp∞-function theory
In this subsection, we exhibit some basic properties and results on functions
in Hardy spaces over D∞2 , which will be used later.
Put
F(n)(ζ) = F (ζ1, · · · , ζn, 0, 0, · · · )
for F holomorphic on D∞2 and n ∈ N. One can naturally identify F(n) with
a holomorphic function on Dn. The following lemma states the relation
between F ∈ H2∞ and its restrictions F(n) on Dn for n ∈ N.
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Lemma 2.2. [Ni1] If F is holomorphic on D∞2 , then F ∈ H2∞ if and only
if F(n) ∈ H2(Dn) for each n ∈ N and sup
n∈N
‖F(n)‖H2(Dn) < ∞. In this case,
F(n) converges to F (n→∞) in the norm of H2∞, and
‖F‖H2
∞
= sup
n∈N
‖F(n)‖H2(Dn).
Let D
∞
denote the product of countably infinitely many closed unit disk:
D
∞
= D× D× · · · .
It is known that D
∞
is a compact Hausdorff space with the product topology.
As usual, write C(D
∞
) for the algebra of all continuous functions on D
∞
with the uniform norm. Let A∞ denote the closed subalgebra of C(D
∞
)
generated by the coordinate functions ζ1, ζ2, · · · . It is routine to check that
the Sˇhilov boundary of A∞ is the infinite tours T∞ = T × T × · · · . Since
T∞ is a compact Hausdorff group, it possesses a uniquely normalized Haar
measure ρ. For 0 < p <∞, define the Hardy space Hp(ρ) to be the closure
of A∞ in the space Lp(ρ), and H∞(ρ) to be the weak-star closure of A∞ in
L∞(ρ). Then for 1 ≤ p ≤ ∞, Hp(ρ) is a Banach space; for 0 < p < 1, Hp(ρ)
is a topological vector space with the complete translation-invariant metric
dp(F,G) =
∫
T∞ |F −G|pdρ.
Cole and Gamelin [CG, Theorem 8.1] proved that for any finite p > 0,
the evaluation at each ζ ∈ D∞2 is continuous on Hp(ρ) in the sense that
|F (ζ)|p ≤
( ∞∏
n=1
1
1− |ζn|2
)∫
T∞
|F |pdρ, F ∈ A∞. (2.1)
Therefore, each function in Hp(ρ) can be uniquely extended to a holomor-
phic function on the domain D∞2 by evaluations such that the above in-
equality holds. The Hardy space Hp∞ over D∞2 is defined to be the space
consisting of all such holomorphic functions, with the inherited topology
from Hp(ρ). Then Hp∞ is naturally isomorphic to Hp(ρ), and for p ≥ 1,
the isomorphism Hp(ρ) = Hp∞ can be realized by taking Poisson integrals
[CG]. Since H∞(ρ) ⊆ H2(ρ), each function in H∞(ρ) can be uniquely
extended to a holomorphic function on the domain D∞2 via the Poisson inte-
gral. Write H∞ for the space of such holomorphic functions with the same
norm ‖ ‖∞ as H∞(ρ). In fact, as done in [CG], each function in H∞ can be
further analytically extended to the open unit ball of the sequence space c0.
Also, for convenience, we identity a function in Hp∞ with its corresponding
“boundary-value” function in Hp(ρ).
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Nikolski exhibited a definition of Hardy spaces over D∞2 in [Ni1], which
relates directly to the following result.
Proposition 2.3. Let F be a holomorphic function on D∞2 . Then F ∈ Hp∞
for some 0 < p ≤ ∞ if and only if F(n) ∈ Hp(Dn) for each n ∈ N and
supn∈N
∫
Tn |F(n)|pdmn <∞. In this case,∫
T∞
|F |pdρ = sup
n∈N
∫
Tn
|F(n)|pdmn.
Proof. The proof borrows ideals from [Ru] and [AOS], we sketch it as follows.
For any finite p > 0, let H˜p∞ denote the space of holomorphic functions on
D∞2 satisfying the latter condition. By [Ru, Theorem 3.4.3], we see that
Hp(Dn) ⊆ Hp∞ for each n ∈ N. Then with the aid of (2.1), one can check
that H˜p∞ is complete with respect to the metric
d˜p(F,G) =
{
supn∈N
∫
Tn |(F −G)(n)|pdmn, 0 < p < 1
supn∈N ‖(F −G)(n)‖Hp(Dn), 1 ≤ p <∞.
Since the identity map i on the set of polynomials actually defines an isom-
etry from dense polynomial subspace of Hp∞ into H˜p∞, the map i can be
uniquely extended to an isometrical imbedding from Hp∞ into H˜p∞. So it
remains to prove that the set of polynomials is also dense in H˜p∞. For this,
take any F ∈ H˜p∞, and put
fζ(z) = F (zζ1, z
2ζ2, · · · ), z ∈ D, ζ ∈ T∞.
Then each fζ is holomorphic on D. Note that the product topology of D
∞
and the topology of l2 coincide on the set
rD× r2D× · · · , 0 < r < 1,
which gives F (rζ1, r
2ζ2, · · · ) ∈ A∞. Since the Haar measure ρ is translate
invariant, applying Fubini’s theorem we have∫
T∞
(∫
T
|fζ(rz)|pdm1(z)
)
dρ(ζ) =
∫
T∞
|F (rζ1, r2ζ2, · · · )|pdρ(ζ), 0 < r < 1,
(2.2)
where the right side of (2.2) is a bounded function of r ∈ (0, 1). For sim-
plicity, write
I(ζ, r) =
∫
T
|fζ(rz)|pdm1(z), ζ ∈ T∞, 0 < r < 1.
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The subharmonicity of |fζ |p gives that I(ζ, r) is increasing in r. Then by
the monotone convergence theorem and (2.2),∫
T∞
I(ζ)dρ(ζ) = lim
r→1−
∫
T∞
I(ζ, r)dρ(ζ) <∞,
where I(ζ) = limr→1− I(ζ, r). Therefore, for almost all ζ ∈ T∞ (with respect
to ρ), I(ζ, r) is bounded in r, and thus fζ ∈ Hp(D). In particular, such fζ
have radial limits a.e. on T. As done in the proof of [Ru, Theorem 3.3.3],
by Fubini’s theorem, the limit limr→1− F (rζ1, r2ζ2, · · · ), denoted by F (ζ),
exists a.e. on T∞. It is clear that fζ(z) = F (zζ1, z2ζ2, · · · ) for almost all
z ∈ T and ζ ∈ T∞, and then∫
T∞
|F |pdρ =
∫
T∞
(∫
T
|fζ |pdm1
)
dρ(ζ)
=
∫
T∞
I(ζ)dρ(ζ)
= sup
0<r<1
∫
T∞
|F (rζ1, r2ζ2, · · · )|pdρ(ζ),
here the first equality follows from Fubini’s theorem. Applying a similar
argument as in the proof of [Ru, Theorem 3.4.3], we obtain that∫
T∞
|F (rζ1, r2ζ2, · · · )− F (ζ1, ζ2, · · · )|pdρ(ζ)→ 0, r → 1−.
This proves the case 0 < p <∞.
The case p =∞ is implied by Lemma 2.4 below.
Recall that for F ∈ H2∞, [F ] denotes the joint invariant subspace of H2∞
generated by F for the coordinate multiplication operators.
Lemma 2.4 ([Ni1]). Let φ be a bounded holomorphic function on D∞2 . Then
there exists a sequence of polynomials converging pointwise boundedly to φ.
In particular, if F ∈ H2∞, then φF ∈ [F ].
From Proposition 2.3, we deduce that if F ∈ Hp∞ has no zeros in D∞2 ,
then for 0 < t < 1, F t ∈Hp/t∞ and ‖F t‖p/t = ‖F‖tp (see [Ni2] for a definition
of real powers of holomorphic functions without zeros in D∞2 ).
The space H∞ consists of all bounded holomorphic functions on D∞2 .
Nikolski showed that H∞ coincides with the multiplier algebra of H2∞ [Ni1].
That is to say, φ is a function on D∞2 so that F ∈ H2∞ would imply φF ∈ H2∞
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exactly when φ ∈ H∞. As usual, let Mφ denote the multiplication operator
on H2∞ defined by φ ∈ H∞, that is, MφF = φF, F ∈H2∞.
The space H2∞ is a reproducing kernel Hilbert space on D∞2 with the
kernels Kλ(ζ) =
∑
α∈Z(∞)+
λαζα (λ ∈ D∞2 ). We mention that, the reproduc-
ing kernels Kλ of H
2∞, distinct from the finite polydisk case, are not always
bounded on D∞2 . Indeed,
Lemma 2.5 ([Ni1]). Kλ ∈H∞ if and only if
∑∞
n=1 |λn| <∞.
Now we define, in a natural way, inner functions on D∞2 to be bounded
holomorphic functions on D∞2 with boundary-value function of modulus 1
almost everywhere on T∞. It is clear that η is an inner function if and only
if the multiplication operator Mη is an isometry on H
2∞. Inner functions
play an important role in the Hp∞-theory. Here we mention three papers
by Bourgin [Bou1, Bou2], Bourgin and Mendel [BM]. In these papers they
treated the characterization of functions in L2(−π, π) which are odd, of
period 2π, and such that {f(nx)} is orthonormal, and some completeness
problems associated with such f . By simplifying to the space L2(0, 1), the
problem is to consider those f with ‖f‖ = 1 such that
〈f(mx), f(nx)〉 = δmn, m, n = 1, 2, · · · .
It is easy to verify that the above orthogonality is equivalent to that BU(f)
is an inner function on D∞2 . Applying the Bohr transform and H
2∞-theory,
some proofs of results in [Bou1, Bou2, BM] can be greatly simplified. For
example, combined with [DGH, Theorem 3.2], one easily deduces [BM, The-
orems 2.4, 2.5, 2.6, 7.1, 7.2] and some related theorems.
We note that there exists a natural connection between inner func-
tions and isometric dilation theory for doubly commuting sequences of C.0-
contractions [DG]. It is also worth mentioning that the preimage of an inner
function on D∞2 under the Bohr transform B is exactly a H2-inner function,
which was introduced in [O].
3 Cyclic vectors in the infinite polydisk algebra
Recall that D
∞
denotes the product of countably infinitely many closed unit
disks. It is known that RD
∞
with the product topology is a compact metric
space for any R > 0, where the metric d(ζ, ξ) is given by
d(ζ, ξ) =
∞∑
n=1
1
2n
|ζn − ξn|
1 + |ζn − ξn| , ζ, ξ ∈ RD
∞
.
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Put zζ = (zζ1, zζ2, · · · ) for ζ ∈ C∞ and z ∈ C. It is easy to verify that
d(zζ, zξ) ≤ (R+ 1)d(ζ, ξ) (3.1)
for each ζ, ξ ∈ D∞ and z ∈ RD. Define AR,∞ to be the closed subalgebra
of C(RD
∞
) generated by the coordinate functions ζ1, ζ2, · · · .
In this section, we completely determine when functions inAR,∞ (R > 1)
are cyclic.
Theorem 3.1. If R > 1 and F ∈ AR,∞, then F is cyclic if and only if F
has no zero in D∞2 .
As an immediate application of Theorem 3.1, we obtain a result in [Ni1].
Corollary 3.2. If F is holomorphic on some neighborhood of D
n
(n ∈
N), then F is cyclic in H2(Dn) for the coordinate multiplication operators
Mζ1 , · · · ,Mζn if and only if F has no zero in Dn.
To prove Theorem 3.1, we need some preparations. Write hr(z) = h(rz)
for h ∈ H2(D) and 0 < r < 1.
Lemma 3.3. Let f be a nonzero holomorphic function on RD for some
R > 1, and 1 < R1 < R2 < R. If f has no zero in the closed annulus
{z ∈ C : R1 ≤ |z| ≤ R2}, then for any h ∈ H2(D) and 0 < r < 1,
‖fhr‖H2(D) ≤
2d(R1 +R2)
dM
(R2 −R1)dm ‖fh‖H2(D),
where M = max
|z|=R2
|f(z)|, m = min
|z|=R2
|f(z)|, and d denotes the number of
zeros of f in R1D, counting multiplicity.
Proof. Let z1, · · · , zd be the zeros of f on R1D, and put
p(z) = (z − z1) · · · (z − zd).
Then
(R2 −R1)d ≤ |p| ≤ (R1 +R2)d
on the circle {|z| = R2}. There exists a holomorphic function g on RD,
such that f = pg and g has no zero in the closed disk R2D. For each z ∈ T,
by the maximum modulus principle,
|g(z)| ≤ max
|z|=R2
|g(z)| ≤ M
(R2 −R1)d ,
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and
|g(z)| ≥ min
|z|=R2
|g(z)| ≥ m
(R1 +R2)d
,
Let p˜ be the outer factor of p in H2(D). Note that
|z − a| ≤ |z − rz|+ |rz − a| ≤ 1− r + |rz − a| ≤ 2|rz − a|
for any z ∈ T, |a| ≥ 1 and 0 < r < 1 (this classical inequality comes from
[NGN], also see [Ge]). Then |p˜| ≤ 2d|p˜r| on T for 0 < r < 1, and we have∫
T
|p(z)h(rz)|2dm1(z) =
∫
T
|p˜(z)h(rz)|2dm1(z)
≤ 4d
∫
T
|p˜(rz)h(rz)|2dm1(z)
≤ 4d
∫
T
|p˜(z)h(z)|2dm1(z)
= 4d
∫
T
|p(z)h(z)|2dm1(z), (3.2)
here the second inequality follows from the subharmonicity of |p˜h|. There-
fore, by (3.2)
‖fhr‖2H2(D) =
∫
T
|p(z)g(z)h(rz)|2dm1(z)
≤
(
M
(R2 −R1)d
)2 ∫
T
|p(z)h(rz)|2dm1(z)
≤
(
2dM
(R2 −R1)d
)2 ∫
T
|p(z)h(z)|2dm1(z)
≤
(
2d(R1 +R2)
dM
(R2 −R1)dm
)2 ∫
T
|p(z)g(z)h(z)|2dm1(z)
=
(
2d(R1 +R2)
dM
(R2 −R1)dm
)2
‖fh‖2H2(D),
which completes the proof.
By Lemma 3.3, for any nonzero holomorphic function f on a neighbor-
hood of D, we have
µ(f) = sup
h∈H2(D)\{0}
0<r<1
‖fhr‖H2(D)
‖fh‖H2(D)
<∞.
Furthermore, we show that
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Corollary 3.4. For each R > 1, µ is locally bounded on H∞(RD) \ {0}.
Proof. Take an arbitrary nonzero function f in H∞(RD), we want to show
that there exists a positive number ε and a constant C > 0, such that
for any h ∈ H2(D) and 0 < r < 1, ‖ghr‖H2(D) ≤ C‖gh‖H2(D) whenever
g ∈ H∞(RD) and ‖g − f‖H∞(RD) < ε.
Choose 1 < R1 < R2 < R such that f has no zero in the closed annulus
{z ∈ C : R1 ≤ |z| ≤ R2}. Put
m = min
R1≤|z|≤R2
|f(z)|,
and let d denote the number of zeros of f in R1D, counting multiplicity. By
Rouche´’s theorem, if g ∈ H∞(RD) and ‖g − f‖H∞(RD) < m2 , then g has no
zero in {z ∈ C : R1 ≤ |z| ≤ R2} and g has d zeros in R1D. Set
C =
2d+1(R1 +R2)
d(‖f‖H∞(RD) + m2 )
(R2 −R1)dm .
By Lemma 3.3, for such g and any h ∈ H2(D), 0 < r < 1,
‖ghr‖H2(D) ≤ C‖gh‖H2(D).
The proof is complete.
Put Fr(ζ) = F (rζ) for F holomorphic on D
∞
2 and 0 < r < 1.
Lemma 3.5. Let F be a function in AR,∞ for some R > 1 and F (0) 6= 0.
If G is a holomorphic function on D∞2 such that FG ∈ H2∞, then for each
0 < r < 1, FGr ∈ H2∞, and FGr w→ FG (r → 1−) in H2∞.
Proof. Put
fζ(z) = F (zζ), z ∈ RD, ζ ∈ D∞,
and
gζ(z) = G(zζ), z ∈ D, ζ ∈ D∞2 .
It is clear that each fζ is a nonzero bounded holomorphic function on
RD. Recall that RD
∞
is a compact metric space with the metric d(ζ, ξ)
defined previously. By (3.1) and the uniformly continuity of F on RD
∞
,
the map
ℓ : D
∞ → H∞(RD) \ {0},
ζ 7→ fζ
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is continuous. Therefore ℓ(D
∞
) is a compact subset of H∞(RD) \ {0}. It
follows from Corollary 3.4 that µ is bounded on ℓ(D
∞
). That is to say, there
is a constant C > 0 such that for any ζ ∈ D∞, h ∈ H2(D) and 0 < r < 1,
‖fζhr‖H2(D) ≤ C‖fζh‖H2(D). (3.3)
For each n ∈ N one can identify Dn with the closed subset Dn × {0} of
D
∞
. If ζ ∈ Tn and 0 < r < 1, grζ is holomorphic on some neighborhood of
D. Then for any n ∈ N and 0 < r < s < 1,
‖F(n)sG(n)r‖2H2(Dn) =
∫
Tn
|F (sζ)G(rζ)|2dmn(ζ)
=
∫
T
(∫
Tn
|F (szζ)G(rzζ)|2dmn(ζ)
)
dm1(z)
=
∫
Tn
(∫
T
|fsζ(z)(gsζ) r
s
(z)|2dm1(z)
)
dmn(ζ)
≤ C2
∫
Tn
(∫
T
|fsζ(z)gsζ(z)|2dm1(z)
)
dmn(ζ)
= C2
∫
T
(∫
Tn
|F (szζ)G(szζ)|2dmn(ζ)
)
dm1(z)
= C2
∫
Tn
|F (sζ)G(sζ)|2dmn(ζ)
≤ C2‖FG‖2H2
∞
.
Here the first inequality follows from (3.3), the second inequality follows
from [Ni1, pp. 1610]. Therefore F(n)sG(n)r converges weakly to F(n)G(n)r as
s approaches 1 from below, and for any fixed r, we have
‖(FGr)(n)‖H2(Dn) = ‖F(n)G(n)r‖H2(Dn) ≤ C‖FG‖H2
∞
.
By Lemma 2.2, FGr ∈ H2∞ and ‖FGr‖H2∞ ≤ C‖FG‖H2∞ . The rest of the
proof is trivial.
Now we proceed to present the proof of Theorem 3.1.
Proof of Theorem 3.1. Suppose that F has no zero in D∞2 and set
G = 1/F on D∞2 . Then G is a holomorphic function on D∞2 and FG = 1.
By Lemma 3.5, for each 0 < r < 1, F/Fr = FGr ∈ H2∞, and F/Fr w→
1 (r → 1−) in H2∞. Now we claim that for any 0 < r < 1, F/Fr belongs to
the invariant subspace [F ] generated by F . It suffices to prove that for each
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0 < r < 1, F has no zero in the compact subset rD
∞
of D
∞
, and hence
1/Fr is bounded on D
∞. To see this, for any ζ ∈ rD∞ \ {0}, put
f(z) = F (z
ζ
‖ζ‖l∞ )
and
fn(z) = F(n)(z
ζ
‖ζ‖l∞ )
for n ∈ N. Then {fn}n∈N is uniformly bounded and each fn has no zero in
D. Since F is continuous on D
∞
, {fn}n∈N converges pointwise to f on D.
This implies that {fn}n∈N converges uniformly to f on compact subsets of
D. Note that f(0) = F (0) 6= 0. It follows from Hurwitz’s theorem that f
also has no zero in D. In particular,
F (ζ) = f(‖ζ‖l∞) 6= 0.
We have proved the claim, and thus complete the proof of the theorem. 
Remark 3.6. Theorem 3.1 fails for R = 1. In fact, put
F (ζ) = (1− ζ1) exp
(
ζ1 + 1
ζ1 − 1
)
.
Then F is a function in A∞ without zeros in D∞2 . On the other hand, since
the function
(1− z) exp
(
z + 1
z − 1
)
has a nontrivial inner factor, F cannot be cyclic in H2∞ (see Lemma 4.3).
Let us see the following application of Theorem 3.1.
Corollary 3.7. Suppose F =
∑∞
n=1 anζ
α(n) ∈ H2∞. If there exists ε > 0
such that the coefficients of F satisfies the growth condition:
∞∑
n=1
|an|nε <∞,
then F ∈ AR,∞ where R = 2ε, and therefore F is cyclic in H2∞ if and only
if F has no zero in D∞2 . In particular, if an = fˆ(n) (n ∈ N), the Fourier
coefficients of a holomorphic function f on some neighborhood of the closed
unit disk, then F is cyclic in H2∞ if and only if F has no zero in D∞2 .
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Proof. Put R = 2ε > 1, and for any n ∈ N, let n = pα11 pα22 · · · pαmm be its
prime factorization. Thus for each ζ ∈ RD∞,
|ζα(n)| ≤ Rα1+···+αm ≤ pεα11 pεα22 · · · pεαmm = nε.
By the Cauchy-Schwarz inequality,
|F (ζ)| =
∣∣∣∣∣
∞∑
n=1
anζ
α(n)
∣∣∣∣∣ ≤
∞∑
n=1
∣∣∣anζα(n)∣∣∣ ≤ ∞∑
n=1
|an|nε <∞
for any ζ ∈ RD∞. This gives F ∈ AR,∞. The rest of the proof is easy.
4 The cyclicity of product functions
In this section, we give a complete characterization for the cyclicity of infinite
product of functions with mutually independent variables. Furthermore, it
turns out that our results has applications to the cyclicity of functions with
some sort of multiplicative coefficients.
4.1 The cyclicity of product functions
Following [Ni1], for a nonempty subset S ⊆ N, let H2(DS) denote the closed
linear span of the set
{ζα : α = (α1, α2, · · · ) ∈ Z(∞)+ , αn = 0 for any n 6= S}
of monomials. That is to say, functions in H2(DS) depend only on the
variables {ζn}n∈S . By a sequence of functions {Fn}n∈N inH2∞ with mutually
independent variables we mean that there is a sequence of nonempty subsets
{Sn}n∈N of N which are pairwise disjoint, such that Fn ∈ H2(DSn) for n ∈ N.
We establish the following convergence criterion for infinite product of
functions with mutually independent variables, which will be proved later.
Proposition 4.1. Let {Fn}n∈N be a sequence of functions in H2∞ with mu-
tually independent variables. Then the following are equivalent:
(1) the infinite product
∏∞
n=1 Fn converges to a nonzero function F in the
norm of H2∞;
(2) the infinite product
∏∞
n=1 Fn converges pointwise to a nonzero function
F ∈ H2∞;
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(3)
∏∞
n=1 ‖Fn‖ converges and limn→∞
∏∞
m=n+1 Fm(0) = 1.
Our main result in this subsection completely characterizes the cyclicity
of infinite product of functions with mutually independent variables.
Theorem 4.2. Suppose that {Fn}n∈N is a sequence of functions in H2∞
with mutually independent variables and
∏∞
n=1 Fn converging pointwise to a
nonzero function F ∈ H2∞. Then F is cyclic if and only if Fn is cyclic for
each n ∈ N.
We need some preparations for the proof of Theorem 4.2.
Lemma 4.3. Let S be a nonempty subset of N and F be a function in
H2(DS). Then F is cyclic in H2(DS) for {Mζn}n∈S if and only if F is
cyclic in H2∞ .
We will use the following fact. Suppose that F1, F2 ∈H2∞ have mutually
independent variables, that is, there exist disjoint nonempty subsets S1, S2 ⊆
N so that F1 ∈ H2(DS12 ) and F2 ∈ H2(DS22 ). Then F1F2 ∈ H2(DS1∪S22 ) and
‖F1F2‖ = ‖F1‖‖F2‖.
Now we first give the proof of Proposition 4.1.
Proof of Proposition 4.1. (1)⇒ (2) is obvious. (2)⇒ (3) Assume first
that
∏∞
n=1 Fn converges pointwise to a nonzero function F ∈ H2∞. Since
F1, F2, · · · have mutually independent variables, there is a sequence {Sn}n∈N
of pairwise disjoint subsets of N, such that Fn ∈ H2(DSn) and
⋃∞
n=1 Sn = N.
By Lemma 2.2, one can take l ∈ N sufficiently large so that F(l) 6= 0, and
then F (λ1, · · · , λl, 0, 0, · · · ) 6= 0 for some λ1, · · · , λl ∈ D. Since S1, S2, · · ·
are pairwise disjoint, there exists N ∈ N such that for each n > N , Sn does
not contain any numbers in {1, · · · , l}. Therefore,
∞∏
n=N+1
Fn(0) =
∞∏
n=N+1
Fn(λ1, · · · , λl, 0, 0, · · · )
converges, which gives limn→∞
∏∞
m=n+1 Fm(0) = 1. For the convergence of∏∞
n=1 ‖Fn‖, let Pn (n ∈ N) denote the orthogonal projection from H2∞ onto
H2(DRn), whereRn = S1∪· · ·∪Sn. Since
⋃∞
n=1 Sn = N, we see that Pnp→ p
in the norm of H2∞ (as n → ∞) for any polynomial p, and then {Pn}n∈N
converges to the identity operator I in the strong operator topology. For
each n > N , it is routine to check that PnF = F1 · · ·Fn ·
∏∞
m=n+1 Fm(0),
and then
‖F‖ = lim
n→∞ ‖PnF‖ = limn→∞ ‖F1‖ . . . ‖Fn‖ ·
∞∏
m=n+1
|Fm(0)| =
∞∏
n=1
‖Fn‖.
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(3)⇒ (1). Now suppose that the infinite product ∏∞n=1 ‖Fn‖ converges
and limn→∞
∏∞
m=n+1 Fm(0) = 1. Without loss of generality, we may assume
that Fn(0) = 1 for each n ∈ N. Put Gn = F1 · · ·Fn (n ∈ N). Then
‖Gn‖ = ‖F1‖ · · · ‖Fn‖ is uniformly bounded for all n ∈ N. We also see that
if m > n, then
〈Gm, Gn〉 = 〈Gn
m∏
l=n+1
Fl, Gn〉 = ‖Gn‖2,
and therefore ‖Gm − Gn‖2 = ‖Gm‖2 − ‖Gn‖2. This gives that {Gn}n∈N
is a Cauchy sequence in H2∞ and limn→∞ ‖Gn‖ =
∏∞
n=1 ‖Fn‖. Therefore,
{Gn}n∈N converges to a nonzero function in H2∞ in the norm of H2∞. 
We are ready to prove Theorem 4.2.
Proof of Theorem 4.2. Take a sequence {Sn}n∈N of pairwise disjoint
subsets of N, such that Fn ∈ H2(DSn).
Assume that F is cyclic. One can take a sequence {pk}k∈N of polynomials
in variables {ζn : n /∈ S1} that converges to
∏∞
n=2 Fn in the norm of H
2∞.
Therefore, we have
‖F1pk − F‖ = ‖F1(pk −
∞∏
n=2
Fn)‖ = ‖F1‖‖pk −
∞∏
n=2
Fn‖ → 0, k →∞.
This gives F ∈ [F1], forcing F1 to be cyclic. Similarly, we see that Fn is
cyclic for any n ≥ 2.
For the converse, assume that Fn is cyclic for each n ∈ N. Put Gn =∏∞
m=n Fm. Then by Proposition 4.1, ‖Gn‖ =
∏∞
m=n ‖Fm‖ is uniformly
bounded for all n ∈ N, and {Gn}n∈N converges pointwise to the constant
function 1 on D∞2 \ Z(F ), where Z(F ) = {ζ ∈ D∞2 : F (ζ) = 0}, the zero set
of F . Since F 6= 0, D∞2 \ Z(F ) is dense in D∞2 (in the topology inherited
from l2). A standard argument shows that
Gn
w→ 1 (n→∞)
in H2∞. To complete the proof, it suffices to prove that each Gn is in the
invariant subspace [F ] generated by F . We will show this by induction.
Clearly G1 = F is in [F ]. Suppose that we have shown for some n ∈ N that
Gn ∈ [F ]. Since Fn is cyclic, Fn is cyclic in H2(DSn2 ) by Lemma 4.3. We
can pick a sequence of polynomials {qk}k∈N in variables {ζm : m ∈ Sn} such
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that qkFn → 1 (k →∞) in the norm of H2∞. Therefore, we have
‖qkGn −Gn+1‖ = ‖qkFnGn+1 −Gn+1‖
= ‖(qkFn − 1)Gn+1‖
= ‖qkFn − 1‖‖Gn+1‖ → 0
as k → ∞. This gives that Gn+1 ∈ [Gn] ⊆ [F ]. By induction, the proof is
complete. 
4.2 The cyclicity of functions with some sort of multiplica-
tive coefficients
Let {an}n∈N be a sequence of complex numbers. The sequence {an}n∈N is
said to be
(1) totally multiplicative if amn = aman for any m,n ∈ N;
(2) multiplicative if amn = aman for any coprime positive integers m,n.
It was shown in [HLS] that if the coefficients of a nonzero H2∞-function
F =
∑∞
n=1 anζ
α(n) are totally multiplicative, then F is cyclic. Below we
give a simple proof by virtue of Theorem 4.2. By the fact that a nonzero
square-summable sequence {an}n∈N is totally multiplicative if and only if
there exists a point λ ∈ D∞2 , such that an = λα(n) for each n ∈ N, it follows
that those nonzero functions in H2∞ with totally multiplicative coefficients
are exactly reproducing kernels Kλ(ζ) =
∑∞
n=1 λ
α(n)ζα(n) of H2∞. It is also
easy to see that each Kλ is a infinite product,
Kλ(ζ) =
∞∑
n=1
λα(n)ζα(n) =
∞∑
n=1
(λ¯ζ)α(n) =
∞∏
n=1
( ∞∑
m=1
(λnζn)
m
)
=
∞∏
n=1
1
1− λnζn
.
Since every component in this infinite product is an outer function in H2(D),
Theorem 4.2 together with Lemma 4.3 immediately gives that every repro-
ducing kernel of H2∞ is cyclic.
Using the language of Dirichlet series, Hartman considered the case in
which the coefficients are multiplicative [Har]. By the Bohr transform, his
conclusion can be translated as: let F =
∑∞
n=1 anζ
α(n) be a function in H2∞
with multiplicative coefficients, and put fp =
∑∞
k=0 apkz
k for each prime
number p, then F is cyclic if and only if each fp is an outer function in
H2(D).
Below we apply Theorem 4.2 to generalize Hartman’s result to more
general situation. Let gcd(m,n) denote the greatest common divisor of a
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pair m,n of positive integers, and P denote the set of all prime numbers.
For a subset S of P, and a positive integer n if gcd(n, p) = 1 for each p ∈ S,
then we say that n is coprime to S. This is equivalent to P(n)∩S = ∅, where
P(n) denotes the set of all prime factors of n. Now let  = {P1,P2, · · · } be
a partition of P, that is, Pi ∩Pj = ∅ for i 6= j and
⋃
k Pk = P. Say that two
positive integers m,n are -coprime if for each k, either m or n is coprime to
Pk. A sequence {an}n∈N of complex numbers is said to be -multiplicative
if amn = aman for any -coprime positive integers m,n.
It is clear that any positive integer n has a “prime factorization” with
respect to some partition  = {P1,P2, · · · } of P. To be more precise, let
Nk (k ∈ N) denote the subsemigroup of N generated by Pk ∪ {1} under
multiplication. Every positive integer n can be decomposed uniquely as a
product n =
∏∞
k=1 nk, where nk ∈ Nk and there exists N ∈ N such that
nk = 1 for any k > N . Furthermore, we see that n1, · · · , nN are pairwise
-coprime.
A partition ′ is called a refinement of  if each set in ′ is contained
in some set in . It is easy to verify that if {an}n∈N is ′-multiplicative,
then it is -multiplicative. The single-point partition ∂ = {{p1}, {p2}, · · · }
of P is the finest partition, then two positive integers m,n are ∂-coprime
exactly when they are coprime in the usual sense. In this case, the notion of
∂-multiplicative sequences coincides with that of multiplicative sequences.
We have the following generalization of Hartman’s result.
Theorem 4.4. Let  = {P1,P2, · · · } be a partition of P, and F =
∑∞
n=1 anζ
α(n)
be a function in H2∞ with -multiplicative coefficients. For each k ∈ N, put
Fk =
∑
m∈Nk amζ
α(m). Then F is cyclic if and only if each Fk is cyclic.
To prove Theorem 4.4, we need the following lemma.
Lemma 4.5. Let  = {P1,P2, · · · } be a partition of P. If an absolute
summable sequence {an}n∈N is -multiplicative, then
∞∑
n=1
an =
∞∏
k=1
∑
m∈Nk
am.
Proof. We only prove the case that the carnality of  is infinite. When the
carnality is finite, the proof is more easier. For k ∈ N, put
N1 · · · Nk = {n1 · · ·nk : ni ∈ Ni, i = 1, · · · , k}.
Since N =
⋃∞
k=1N1 · · · Nk, we have
∞∑
n=1
an = lim
k→∞
∑
n∈N1···Nk
an.
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It suffices to prove that for any given k ∈ N,
∑
n∈N1···Nk
an =
k∏
i=1
∑
m∈Ni
am. (4.1)
If n ∈ N1 · · · Nk decomposes as n = n1 · · ·nk, where ni ∈ Nk for i = 1, · · · k,
then n1 and n2 · · ·nk are -coprime. Since {an}n∈N is -multiplicative, we
have an = an1an2···nk , and thus by induction an = an1 · · · ank . This immedi-
ately gives (4.1).
Proof of Theorem 4.4. We assume F 6= 0 without a loss of general-
ity. It follows from the Cauchy-Schwarz inequality that for any ζ ∈ D∞2 ,
{anζα(n)}n∈N is an absolute summable -multiplicative sequence. Then by
Lemma 4.5, we have
F (ζ) =
∞∑
n=1
anζ
α(n) =
∞∏
k=1
∑
m∈Nk
amζ
α(m) =
∞∏
k=1
Fk(ζ).
This implies that
∏∞
k=1 Fk converges pointwise to F . Also, the functions
F1, F2, · · · have mutually independent variables. In fact, for the partition
 = {P1,P2, · · · }, put Sk = {n ∈ N : pn ∈ Pk} (k ∈ N). Then S1, S2, · · · are
pairwise disjoint, and Fk ∈ H2(DSk) for each k ∈ N. Applying Theorem 4.2
gives the desired conclusion. 
In what follows that we will turn to another generalization of Hartman’s
result. Let S be a subset of P. A pair of positive integers m,n is called
S-coprime if for each p ∈ S, either gcd(m, p) = 1 or gcd(n, p) = 1. This is
equivalent to P(n)∩P(m)∩S = ∅. A sequence {an}n∈N of complex numbers
is said to be S-multiplicative if amn = aman for any pair of S-coprime
positive integers m,n. It is easy to see that a S-multiplicative sequence is
necessarily multiplicative sequence; S = ∅ and S = P correspond to totally
multiplicative and multiplicative, respectively.
Theorem 4.6. Let F (ζ) =
∑∞
n=1 anζ
α(n) be a function in H2∞ with S-
multiplicative coefficients, and for each p ∈ P, set Fp(ζ) =
∑∞
k=0 apkζ
k
p ,
then F has the form
F (ζ) =
∏
p∈S
Fp(ζ)
∏
q∈P\S
1
1− aqζq .
In particular, F is cyclic if and only if for each p ∈ S, Fp(z) =
∑∞
k=0 apkz
k
is outer in H2(D).
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Proof. Since a S-multiplicative sequence is necessarily multiplicative se-
quence, Theorem 4.4 implies that
F (ζ) =
∏
p∈P
Fp(ζ).
When q /∈ S, S-multiplicativeness implies that aqk = akq for k = 0, 1, 2, · · · .
From
∑
k |aqk |2 =
∑
k |aq|2k <∞, |aq| < 1 for every q /∈ S, and hence
Fq(ζ) =
∞∑
k=0
aqkζ
k
q =
∞∑
k=0
akqζ
k
q =
1
1− aqζq .
We obtain the desired conclusion.
Corollary 4.7. Suppose that 2 /∈ S ⊆ P, and F (ζ) =∑∞n=1 anζα(n) ∈ H2∞
has S-multiplicative coefficients. Set G(ζ) =
∑∞
n=1(−1)nanζα(n). Then G(ζ)
is cyclic if and only if F (ζ) is cyclic and |a2| ≤ 1/2. In particular, if F (ζ) =∑∞
n=1 anζ
α(n) has totally multiplicative coefficients, then G(ζ) is cyclic if
and only if |a2| ≤ 1/2.
Proof. By the assumption and S-multiplicativeness, we see that a2n = a2an,
n = 1, 2, · · · , and it follows that F +G = 2∑∞n=1 a2nζα(2n) = 2a2ζ1F. This
gives that
G(ζ) = (2a2ζ1 − 1)F (ζ).
This equality implies the desired conclusion (also see Theorem 6.1).
Example 4.8. As done in Introduction, extend a given function ψ ∈ L2(0, 1)
to an odd 2-periodic function on R. If ψ(x) = x, then −
√
2
2 πBUψ =∑∞
n=1(−1)n 1nζα(n) is cyclic by Corollary 4.7, and therefore {ψ(kx)}k∈N is
complete in L2(0, 1). If ψ(x) =
∑∞
n=1(−1)n 1ns sinnπx (Re s > 12), then we
similarly have that {ψ(kx)}k∈N is complete in L2(0, 1) if and only if Re s ≥ 1.
5 The cyclicity of composite functions
Let ψa (a ∈ D) denote the Mo¨bius transformation of the unit disk D
ψa(z) =
a− z
1− a¯z , z ∈ D.
For λ = (λ1, λ2, · · · ) ∈ D∞, set Ψλ(ζ) = (ψλ1(ζ1), ψλ2(ζ2), · · · ). It is clear
that Ψλ maps D
∞
2 onto D
∞
2 if and only if λ ∈ D∞2 . An interesting observation
is the following. If for some λ ∈ D∞2 , the composition map
CΨλ(F ) = F (ψλ1(ζ1), ψλ2(ζ2), · · · ), F ∈H2∞,
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defines a bounded linear operator from H2∞ into itself, then a function F is
cyclic if and only if CΨλ(F ) is cyclic. In fact, since CΨλ ◦ CΨλ(F ) = F , the
boundedness of CΨλ naturally implies its invertibility. Therefore, there are
positive constants A and B, A < B such that for any φ ∈ A∞,
A‖φF − 1‖ ≤ ‖CΨλ(φ)CΨλ(F )− 1‖ ≤ B‖φF − 1‖.
Since CΨλ maps A∞ onto itself [CG], the above discussion shows the equiv-
alence of the cyclicity of F and CΨλ(F ).
The goal in this section is to find appropriate conditions for a sequence
{φn : D∞2 → D}n∈N of holomorphic functions so that the composition oper-
ator CΦ : F 7→ F (φ1, φ2, · · · ) preserves the cyclicity in H2∞ in the sense that
the sufficient and necessary condition for CΦ(F ) to be a cyclic vector in H
2∞
is that F is cyclic. Inspired by the above observation, we will consider the
case in which the functions φ1, φ2, · · · have mutually independent variables.
We present the main result in this section as follows.
Theorem 5.1. Let F be a function in H2∞. If {ηn}n∈N is a sequence of
nonconstant inner functions on D∞2 with mutually independent variables and∑∞
n=1 |ηn(0)| <∞, then F (η1, η2, · · · ) is cyclic if and only if F is cyclic.
Before proving Theorem 5.1, we give some explanations to the statement
of the theorem. The following two results, which will also be proved later,
are established to guarantee that the composite function F (η1, η2, · · · ) in
the theorem makes sense and belongs to the space H2∞.
Lemma 5.2. Let {φn : D∞2 → D}n∈N be a sequence of holomorphic functions
with mutually independent variables. Then Φ = (φ1, φ2, · · · ) maps D∞2 into
D∞2 if and only if
∑∞
n=1 |φn(0)|2 <∞.
Proposition 5.3. Suppose that {ηn}n∈N is a sequence of nonconstant inner
functions on D∞2 with mutually independent variables. Then the composition
operator Cη : F 7→ F (η1, η2, · · · ) is well-defined and bounded on H2∞ if and
only if
∑∞
n=1 |ηn(0)| <∞. In this case, ‖Cη‖ =
(∏
n
1+|ηn(0)|
1−|ηn(0)|
)1/2
.
Under the assumptions of Theorem 5.1, Lemma 5.2 guarantees that for
F ∈ H2∞, the function F (η1, η2, · · · ) is at least defined pointwise on D∞2 ,
and Proposition 5.3 further guarantees that F (η1, η2, · · · ) is a function in
H2∞. Also, we see that the assumption
∑∞
n=1 |ηn(0)| <∞ in Theorem 5.1 is
natural and necessary.
The rest of this section is mainly dedicated to the proof of Theorem 5.1.
We begin with the proof of Lemma 5.2.
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Proof of Lemma 5.2. Assume that λ = (φ1(0), φ2(0), · · · ) ∈ D∞2 . Since
Ψλ maps D
∞
2 onto D
∞
2 , we only need to consider the case λ = 0. Now fix
some ζ = (ζ1, ζ2, · · · ) ∈ D∞2 and take a sequence {Sn}n∈N of pairwise disjoint
subsets of N, such that φn ∈ H2(DSn). We also set
rn = max{|ζm| : m ∈ Sn}, n ∈ N.
It is clear that each rn < 1, and
∞∑
n=1
r2n ≤
∞∑
m=1
|ζm|2 <∞.
So it suffices to prove that for any given n ∈ N, one has |φn(ζ)| ≤ rn. Define
a function on D as follows,
f(z) = φn(a1(z)ζ1, a2(z)ζ2, · · · ),
where am(z) =
z
rn
for m ∈ Sn; am(z) ≡ 0 for m /∈ Sn. Then f is a
holomorphic function on D, and f(D) ⊆ φn(D∞2 ) ⊆ D. Since f(0) = φn(0) =
0, it follows from Schwarz’s lemma that |φn(ζ)| = |f(rn)| ≤ rn. The proof
is complete. 
In what follows, we establish a key proposition, which implies the suffi-
ciency of Theorem 5.1.
Proposition 5.4. Let Φ = {φn : D∞2 → D}n∈N be a sequence of holomorphic
functions with mutually independent variables and
∑∞
n=1 |φn(0)| <∞. Then
CΦ(F ) = F (φ1, φ2, · · · )
defines a bounded linear operator from H2∞ into itself with the norm at most(∏
n
1+|φn(0)|
1−|φn(0)|
)1/2
. Moreover, if F is a cyclic vector in H2∞, then CΦ(F ) is
also cyclic.
To prove Proposition 5.4, we need the following lemma.
Lemma 5.5. CΨλ defines a bounded linear operator from H
2∞ into itself
if and only if
∑∞
n=1 |λn| < ∞. In this case, ‖CΨλ‖ =
(∏
n
1+|λn|
1−|λn|
)1/2
, and
CΨλ(F ) is cyclic if and only if F is cyclic.
Proof. By the closed graph theorem, CΨλ is well-defined and bounded on
H2∞ if and only if there exist constants 0 < c < C such that
c‖p‖ ≤ ‖p(ψλ1(ζ1), ψλ2(ζ2), · · · )‖ ≤ C‖p‖ (5.1)
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for any polynomial p. Now we claim that
‖p(ψλ1(ζ1), ψλ2(ζ2), · · · )‖ =
‖pKλ‖
‖Kλ‖ .
Fix a polynomial p and suppose that p only depends on the variables ζ1, · · · , ζn
(n ∈ N). We also put
λ′ = (λ1, · · · , λn, 0, 0, · · · )
and
λ′′ = (0, · · · , 0, λn+1, λn+2, · · · ).
Then
Kλ′(ζ) =
1
1− λ1ζ1
· · · 1
1− λnζn
, ζ = (ζ1, ζ2, · · · ) ∈ D∞2 .
It is easy to verify that
F 7→ CΨλ(F ) ·Kλ′‖Kλ′‖
defines an isometry on H2(Dn). Therefore,
‖p(ψλ1(ζ1), ψλ2(ζ2), · · · )‖ = ‖CΨλ(p)‖ =
‖CΨλ ◦ CΨλ(p) ·Kλ′‖
‖Kλ′‖ =
‖pKλ′‖
‖Kλ′‖ .
On the other hand, since pKλ′ and Kλ′′ have mutually independent vari-
ables, we have ‖pKλ‖ = ‖pKλ′‖‖Kλ′′‖, and then
‖pKλ‖
‖Kλ‖ =
‖pKλ′‖‖Kλ′′‖
‖Kλ′‖‖Kλ′′‖ =
‖pKλ′‖
‖Kλ′‖ .
This proves the claim.
By the claim and (5.1), CΨλ is well-defined and bounded on H
2∞ if and
only if Kλ is a multiplier onH
2∞. Then the lemma immediately follows from
Lemma 2.5. In this case we see from the claim that
‖CΨλ‖ =
‖Kλ‖∞
‖Kλ‖ =
(∏
n
1 + |λn|
1− |λn|
)1/2
.
The remaining proof is obvious.
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We also need a conclusion proved in a previous paper of us [DG]. Recall
that a contraction T (‖T‖ ≤ 1) is said to be in the class C·0 if T ∗k → 0 (as
k → ∞) in the strong operator topology. If φ : D∞2 → D is holomorphic,
then the multiplication operator Mφ is a C·0-contraction on H2∞. In fact,
for any λ ∈ D∞2 , one has
‖M∗kφ Kλ‖ = ‖φ(λ)
k
Kλ‖ = |φ(λ)|k‖Kλ‖ → 0, k →∞.
Since the linear span of reproducing kernels of H2∞ is dense, we see that
‖M∗kφ F‖ → 0 (k →∞) also holds for any F ∈ H2∞. A sequence of operators
is said to be doubly commuting if any pair of operators in it are doubly
commuting. Suppose that T = (T1, T2, · · · ) is a doubly commuting sequence
of C·0-contractions on some Hilbert space H, and set Tα = Tα11 · · ·Tαmm for
α = (α1, · · · , αm, 0, 0, · · · ) ∈ Z(∞)+ (m ∈ N). It was shown that there exists a
doubly commuting sequenceV = (V1, V2, · · · ) of pure isometries coextending
T, on a larger Hilbert space K ⊇ H, that is, V ∗n |H = T ∗n for each n ∈ N (see
[DG, Subsection 2.1]).
Proof of Proposition 5.4. Put λ = Φ(0) = (φ1(0), φ2(0), · · · ). By
Lemma 5.5, CΨλ is an invertible bounded linear operator on H
2∞. Then it
suffices to prove the case λ = 0. Consider the sequence T = (Mφ1 ,Mφ2 , · · · )
of multiplication operators. Then T is a doubly commuting sequence of C·0-
contractions. Now take a doubly commuting sequence V = (V1, V2, · · · ) of
pure isometries coextending T = (Mφ1 ,Mφ2 , · · · ), on a larger Hilbert space
K ⊇ H2∞. Then
V ∗n 1 =M
∗
φn1 = φn(0)1 = 0, n ∈ N.
This gives that 〈Vα1,Vβ1〉K = 0 for any two distinct multi-indices α, β ∈
Z
(∞)
+ . In fact, we may assume that αn < βn for some n ∈ N. Then
V ∗βnn V
α1 = V ∗βn−αnn V
α−αnen1 = Vα−αnenV ∗βn−αnn 1 = 0,
and thus
〈Vα1,Vβ1〉K = 〈V ∗βnn Vα1,Vβ−βnen1〉K = 0,
where en is the sequence which is 1 at the n-th entry and 0 elsewhere. There-
fore, ‖p(V)1‖K = ‖p‖ for any polynomial p. Let P denote the orthogonal
projection from K onto H2∞. Since V is a coextension of T, it is routine to
check that p(T) = Pp(V)|H2
∞
holds for every polynomial p. Then we have
‖p(φ1, φ2, · · · )‖ = ‖p(T)1‖ = ‖Pp(V)1‖ ≤ ‖p(V)1‖K = ‖p‖.
27
It follows that if {pk}k∈N is a sequence of polynomials converging to some
F ∈ H2∞ in the norm of H2∞, then {pk(φ1, φ2, · · · )}k∈N is a Cauchy sequence
in H2∞, and hence converges to a function G ∈ H2∞ with ‖G‖ ≤ ‖F‖. Also,
{pk(φ1, φ2, · · · )}k∈N converges pointwise to the function F (φ1, φ2, · · · ) on
D∞2 , forcing G = F (φ1, φ2, · · · ). In conclusion, CΦ : F 7→ F (φ1, φ2, · · · )
is well-defined and bounded on H2∞ with operator norm not lager than 1.
Therefore, for any polynomial p,
‖CΦ(p)CΦ(F )− 1‖ = ‖CΦ(pF − 1)‖ ≤ ‖pF − 1‖. (5.2)
Note that CΦ(p) is bounded on D
∞
2 , and hence the conclusions on the cyclic-
ity follows from (5.2) and Lemma 2.4. From the above proof, we see that
‖CΦ‖ ≤ 1 if Φ(0) = 0. Combining this fact with the reasoning of the proof
of the next Proposition 5.3, the norm’s conclusion is true. 
From the proof of Proposition 5.4, we obtain the following corollary,
which will be used in the sequel.
Corollary 5.6. Let the hypothesis of Proposition 5.4 be in effect, and sup-
pose furthermore that φn is inner and φn(0) = 0 for each n ∈ N. Let E
denote the joint invariant subspace of H2∞ generated by 1 for the sequence
T = (Mφ1 ,Mφ2,, · · · ) of multiplication operators. Then
(1) {Tα1 : α ∈ Z(∞)+ } constitutes an orthonormal basis of E, and for
α, β ∈ Z(∞)+ , Tβ∗Tα1 6= 0 only when α− β ∈ Z(∞)+ ;
(2) CΦ is an isometry on H
2∞;
(3) RanCΦ = E, that is, to each F ∈ E, there corresponds a unique
G ∈ H2∞ such that F = G(φ1, φ2, · · · ).
Proof. Since φn is inner for each n ∈ N, T = (Mφ1 ,Mφ2,, · · · ) is a doubly
sequence of pure isometries. Conclusion (1) and (2) thus immediately follow
from the proof of Proposition 5.4. Consequently, RanCΦ coincides with the
closure of the set
{CΦ(p) : p is a polynomial} = {p(T)1 : p is a polynomial}.
This proves (3).
Proposition 5.3 follows immediately from this corollary.
Proof of Proposition 5.3. Put λ = (η1(0), η2(0), · · · ) and
ϑ = (ϑ1, ϑ2, · · · ) = Ψλ(η1, η2, · · · ).
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It follows from Corollary 5.6 (2) that for any polynomial p,
‖p(η1, η2, · · · )‖ = ‖(p ◦Ψλ)(Ψλ(η1, η2, · · · ))‖
= ‖(CΨλ(p))(ϑ1, ϑ2, · · · )‖
= ‖Cϑ(CΨλ(p))‖
= ‖CΨλ(p)‖.
This together with Lemma 5.5 gives Proposition 5.3. 
Now let L denote the linear span of
{Kλ : λ ∈ D∞2 with finitely many nonzero entries}.
Then L is a subspace of A∞. We also need the following.
Lemma 5.7. The subspace L is uniformly dense in A∞.
Proof. It suffices to show that for any α ∈ Z(∞)+ , the monomial ζα belongs to
the uniform closure of L. For this, fix a multi-index α = (α1, · · · , αn, 0, 0, · · · ) ∈
Z
(∞)
+ (n ∈ N). Since L
⋂
H2(Dn) is dense in H2(Dn), we can take a sequence
{φk}k∈N in L depending only on the variables ζ1, · · · , ζn and converging to
ζα in the norm of H2(Dn). In particular, {φk}k∈N converges uniformly to ζα
on rDn for each 0 < r < 1. That is to say, ‖(φk)r−r|α|ζα‖∞ → 0 as k →∞,
where |α| = α1 + · · · + αn and Fr denotes the function Fr(ζ) = F (rζ) for
F ∈ H2∞. It remains to prove that φr ∈ L for any φ ∈ L and 0 < r < 1. This
can be deduced directly from the fact that if λ ∈ D∞2 , then (Kλ)r = Krλ.
We are ready to prove Theorem 5.1.
Proof of Theorem 5.1. According to Proposition 5.4 we only need to
verify the necessity. We suppose that F (η1, η2, · · · ) is cyclic, and first assume
that ηn(0) = 0 for each n ∈ N. Consider the subspace
M = {F (η1, η2, · · · )φ : φ ∈ L}
of H2∞. By Lemma 5.7 and the cyclicity of F (η1, η2, · · · ), the constant
function 1 belongs to the norm closure of M . Then there exists a sequence
{φk}k∈N in L such that
‖F (η1, η2, · · · )φk − 1‖ → 0, k →∞.
Let E denote the joint invariant subspace generated by the function 1 for
the sequence V = (Mη1 ,Mη2 , · · · ) of multiplication operators, and P denote
the orthogonal projection from H2∞ onto E. Below we will prove
P (F (η1, η2, · · · )φk) = F (η1, η2, · · · )Pφk, k ∈ N. (5.3)
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Note that V is a doubly commuting sequence of pure isometries. By Corol-
lary 5.6 (1), {Vα1 : α ∈ Z(∞)+ } constitutes an orthonormal basis of E, and
for α, β ∈ Z(∞)+ , Tβ∗Tα1 6= 0 only when α − β ∈ Z(∞)+ . Therefore, for any
φ ∈ H∞,
P (Vβφ) =
∑
α∈Z(∞)+
〈Vβφ,Vα1〉Vα1
=
∑
α−β∈Z(∞)+
〈φ,Vβ∗Vα1〉Vα1
=
∑
γ∈Z(∞)+
〈φ,Vγ1〉VβVγ1
= Vβ
( ∑
γ∈Z(∞)+
〈φ,Vγ1〉Vγ1
)
= VβPφ,
and thus
P (p(η1, η2, · · · )φ) = P (p(V)φ) = p(η1, η2, · · · )Pφ
holds for any polynomial p. Now choose a sequence {pl}l∈N of polynomials
that converges to F in the norm of H2∞. Then {P (pl(η1, η2, · · · )φ)}l∈N con-
verges to P (F (η1, η2, · · · )φ) in the norm of H2∞ by Proposition 5.4. On the
other hand, since {pl(η1, η2, · · · )Pφ}l∈N converges pointwise to F (η1, η2, · · · )Pφ,
we have P (F (η1, η2, · · · )φ) = F (η1, η2, · · · )Pφ. Then we have proved (5.3).
It follows from Corollary 5.6 (3) that for each k ∈ N, Pφk = Gk(η1, η2, · · · )
for some Gk ∈H2∞. By (5.3), we have
P (F (η1, η2, · · · )φk) = F (η1, η2, · · · )Pφk = F (η1, η2, · · · )Gk(η1, η2, · · · ).
Applying Proposition 5.4 (2) we have FGk ∈ H2∞ and
‖FGk − 1‖ = ‖(FGk)(η1, η2, · · · )− 1‖
= ‖P (F (η1, η2, · · · )φk − 1)‖
≤ ‖F (η1, η2, · · · )φk − 1‖ → 0, k →∞.
For this end, it suffices to prove that to any φ ∈ L, there corresponds
a function G ∈ H∞ such that Pφ = G(η1, η2, · · · ). For this, fix finitely
many points ξ1, · · · , ξl (l ∈ N) in D. Put ξ = (ξ1, · · · , ξl, 0, 0, · · · ) and
µ = (η1(ξ), η2(ξ), · · · ). Since η1, η2, · · · have mutually independent variables,
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one can take N ∈ N sufficiently large so that for any n > N , ηn only depends
on the variables ζl+1, ζl+2, · · · . Then
ηn(ξ) = ηn(ξ1, · · · , ξl, 0, 0, · · · ) = ηn(0) = 0,
which gives that µ only has finitely many nonzero entries. In particular, Kµ
is bounded. Moreover, we have
PKξ =
∑
α∈Z(∞)+
〈Kξ,Vα1〉Vα1
=
∑
α∈Z(∞)+
〈Vα1,Kξ〉Vα1
=
∑
α∈Z(∞)+
Vα1(ξ) ·Vα1
=
∑
α∈Z(∞)+
µαVα1
= Kµ(η1, η2, · · · ).
This proves the case when ηn(0) = 0 for each n ∈ N.
For the general case, put λ = (η1(0), η2(0), · · · ) and (ϑ1, ϑ2, · · · ) =
Ψλ(η1, η2, · · · ). It follows from the previous argument that
F (η1, η2, · · · ) = (F ◦Ψλ)(Ψλ(η1, η2, · · · )) = (CΨλ(F ))(ϑ1, ϑ2, · · · )
is cyclic if and only if CΨλ(F ) is cyclic, which is further equivalent to that
F is cyclic by Lemma 5.5. 
The following corollary generalizes [Ni1, Theorem 3.4 (4)].
Corollary 5.8. Suppose F = f(η), where f ∈ H2(D) and η is a nonconstant
inner function. Then F is cyclic if and only if f is an outer function in
H2(D).
Proof. Set η′(ζ) = η(ζ1, ζ3, · · · , ζ2n−1, · · · ) and F ′ = f(η′). Then η′ is also
a nonconstant inner function, and by Theorem 5.1, F ′ is cyclic if and only
if F is cyclic. Let f˜ denote the image of f under the natural imbedding
i1 : H
2(D)→ H2∞, that is, f˜(ζ) = f(ζ1). It is also easy to see that F ′(ζ) =
f˜(η′(ζ), ζ2, ζ4, · · · ). Note that η′, ζ2, ζ4, · · · is a sequence of nonconstant inner
functions with mutually independent variables, applying Theorem 5.1 and
Lemma 4.3 we come to the desired conclusion.
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Applying Theorem 5.1 we also obtain the following.
Example 5.9. Suppose that {ηn}n∈N is a sequence of nonconstant inner
functions with mutually independent variables and
∑∞
n=1 |ηn(0)| < ∞. By
Theorem 5.1 and [HLS, Theorem 5.9], we see that for any square-summable
sequence {an}n∈N, 1 +
∑∞
n=1 anηn is cyclic if and only if 1 +
∑∞
n=1 anζn is
cyclic, if and only if
∑∞
n=1 |an| ≤ 1.
6 The cyclicity of Hp∞-functions (p > 2)
In this section, we will prove
Theorem 6.1. (1) If F ∈ Hp∞ (p > 2) and there exists G ∈ Hq∞ (q > 0),
such that FG belongs to H2∞ and is cyclic, then F is also cyclic.
(2) If F ∈H∞ and G ∈ H2∞, then FG is cyclic if and only if both F and G
are cyclic.
It is easy to see that both [HLS, Theorem 5.7 (b)(c)] and [Ni1, Theorem
3.3 (1)(3)] immediately come from this theorem.
We record the following corollary.
Corollary 6.2. Suppose that 2 ≤ p, q ≤ ∞ satisfy 1p+1q ≤ 12 . If F ∈ Hp∞ and
G ∈ Hq∞ so that FG is cyclic, then both F and G are cyclic. In particular,
if F is a cyclic vector in H2∞, then F t is cyclic for any 0 < t < 1.
We need some preparations for the proof of Theorem 6.1.
Suppose that a triple p, q, r of positive numbers satisfies 1p +
1
q =
1
r ≤ 12 .
Then for any F ∈ Hp∞, G ∈ Hq∞ and n ∈ N, it follow from the Ho¨lder
inequality that
‖F(n)G(n)‖Hr(Dn) ≤ ‖F(n)‖Hp(Dn)‖G(n)‖Hq(Dn) ≤ ‖F‖p‖G‖q .
Taking the supreme we see that FG ∈ Hr∞ and hence the Ho¨lder inequality
holds for the Hardy spaces over the infinite-dimensional polydisk:
‖FG‖r ≤ ‖F‖p‖G‖q.
Combining the Ho¨lder inequality with the fact that the set of polynomials
is dense in Hp∞ (0 < p <∞), we thus obtain
Lemma 6.3. Suppose that 0 < p, q ≤ ∞ satisfies 1p + 1q ≤ 12 . If F ∈ Hp∞
and G ∈Hq∞, then FG ∈ [F ] ∩ [G].
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Proof of Theorem 6.1. (1) It suffices to show FG ∈ [F ]. Note that
FGt = F 1−t(FG)t (0 < t < 1), here F 1−t ∈ Hp/(1−t)∞ and (FG)t ∈ H2/t∞ .
Since for each 0 < t < 1, 1−tp +
t
2 <
1
2 , it follows that FG
t belongs to Hr∞
for r = r(t) ∈ (2, p), where 1r(t) = 1−tp + t2 , and
‖FGt‖2 ≤ ‖FGt‖r ≤ ‖F 1−t‖ p
1−t
‖(FG)t‖ 2
t
= ‖F‖1−tp ‖FG‖t2 ≤ (‖F‖p + 1)(‖FG‖2 + 1).
Then FGt
w→ FG in H2∞ as t approach 1 from below. So we only need to
prove that for any 0 < t < 1, FGt ∈ [F ].
Now we fix some 0 < t < 1. As done in the proof of [Ni1, Theorem 3.3
(3)], one can take 2 < r < p so that FGt ∈ Hr∞, and N ∈ N sufficiently large
so that 1r +
t
Nq ≤ 12 . By FGts = F 1−s(FGt)s (0 ≤ s ≤ 1), the argument in
the previous paragraph gives FGts ∈ Hr∞ for any 0 ≤ s ≤ 1. From Lemma
6.3 and Gt/N ∈ HNq/t∞ we have FGts+ tN ∈ [FGts] (0 ≤ s ≤ 1), and thus by
induction,
FGt = FGt(1−
1
N
)+ t
N ∈ [FGt− tN ] ⊆ [FGt− 2tN ] ⊆ · · · ⊆ [FG tN ] ⊆ [F ].
The proof of this part is complete.
(2) The necessity immediately follows from Lemma 6.3. For the suffi-
ciency, choose a sequence {pk}k∈N of polynomials so that ‖Gpk − 1‖2 → 0
as k →∞. Since F is bounded, we also have ‖FGpk − F‖2 → 0 (k → ∞),
forcing F ∈ [FG]. This gives that FG is cyclic. 
In what follows, we give some applications of Theorem 6.1 and Corollary
6.2.
Corollary 6.4. If F ∈ Hp∞ (p > 2) and λ ∈ D∞2 , then FKλ is cyclic
if and only if F is cyclic. In particular, the product of any finitely many
reproducing kernels of H2∞ is cyclic.
Proof. The proof is due to the fact that Kλ ∈
⋂
2≤q<∞H
q∞ and K−1λ ∈ H2∞,
which was proved by Nikolski ([Ni1, pp. 1621], also see [CG]). This gives
FKλ ∈
⋂
2≤r<p
Hr∞.
Applying Theorem 6.1 (1) we obtain the desired conclusion.
33
Example 6.5. In [HLS], the space H2d of Dirichlet series
∑∞
n=1 ann
−s with∑∞
n=1 |an|2d(n) < ∞ is introduced, where d(n) denotes the number of divi-
sors of a positive integer n. The image of H2d under the Bohr transform B,
denoted by D∞, is exactly the infinite tensor product of countably infinitely
many Dirichlet spaces
D = {f =
∞∑
n=0
anz
n is holomorphic on D : ‖f‖2 =
∞∑
n=0
|an|2(n + 1) <∞}
with stabilizing sequence {1}n∈N (see [Be] for a definition of the tensor
product of countably infinitely many Hilbert spaces). For any polynomial
p =
∑∞
n=1 anζ
α(n) (an = 0 except for finitely many n),
‖p‖44 = ‖p2‖22 =
∞∑
n=1
∣∣∣∣∣∑
kl=n
akal
∣∣∣∣∣
2
≤
∞∑
n=1
∑
kl=n
|akal|2d(n).
Since d(n) ≤ d(k)d(l) for n = kl, we further have
‖p‖44 ≤
∞∑
n=1
∑
kl=n
(|ak|2d(k))(|al|2d(l)) =
( ∞∑
n=1
|an|2d(n)
)2
.
Since the set of polynomials is dense in D∞, one has D∞ ⊆ H4∞. By compar-
ing the coefficients one can easily check that if F,G ∈ H4∞, then FG ∈ H2∞
and B−1(F )B−1(G) = B−1(FG). This gives that fg ∈ H2 if f, g ∈ H2d.
Therefore, Corollary 6.2 generalizes a result proved in [HLS]: if f, 1f ∈ H2d,
then f is a cyclic vector in H2 for the multiplier algebra.
Finally, we apply Theorem 6.1 to give a stronger version of a central
result in [No]. For simplicity, rewrite H2 = H2(D) and let S denote the
Hardy shift Mz on H
2. Noor established some equivalent conditions for the
Riemann hypothesis by constructing a semigroup of weighted composition
operators
Wnf(z) =
1− zn
1− z f(z
n), n ∈ N,
which satisfies
Tn(I − S) = (I − S)Wn, n ∈ N, (6.1)
where Tnf = f(z
n), f ∈ H2 [No]. Therefore, if f is a cyclic vector for
{Wn}n∈N, then (I − S)f is necessarily cyclic for {Tn}n∈N. In the opposite
direction, it is an extremely interesting problem. This will be illustrated by
the next statements.
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Note that H20 = H
2 ⊖ C is jointly reducing for {Tn}n∈N, and it follows
that if f ∈ H2 and f(0) 6= 0, then {f(zn)}n∈N is complete in H2 if and only
if {f(zn) − f(0)}n∈N is complete in H20 . Recall that the Bohr transform B
for H20 satisfies
BTnf =Mζα(n) Bf, f ∈ H20 , n ∈ N.
This means that if f(0) 6= 0, {f(zn)}n∈N is complete in H2 if and only if
B(f − f(0)) is cyclic in H2∞. In particular, we have
Proposition 6.6. For each fixed m ≥ 2, set ϕm = log(1 − zm) − log(1 −
z) − logm. Then {ϕm(zn)}n∈N is complete in H2, that is, ϕm is a cyclic
vector for {Tn}n∈N.
Proof. Put ϕ0 = log(1− zm)− log(1− z). Then by the above comments, it
suffices to show that Bϕ0 is cyclic H2∞. First note that
ψ(ζ) = B(log(1− z))(ζ) = −
∞∑
n=1
ζα(n)
n
is cyclic in H2∞. Since
Bϕ0(ζ) =
(BTm(log(1− z))− B(log(1− z)))(ζ) = (ζα(m) − 1)ψ(ζ),
Theorem 6.1(2) shows that Bϕ0 is cyclic.
For each fixed m ≥ 2, as done in [No], set
hm =
1
1− z (log(1− z
m)− log(1− z)− logm).
By the equalities
Tnϕm = Tn(I − S)hm = (I − S)Wnhm,
and Proposition 6.6, we deduce that (I − S)span{Wnhm : n ≥ 1} is dense
in H2. This is a stronger version than [No, Theorem 9]. However, it is
extremely difficult to determine whether span{Wnhm}n∈N is dense, because
if it was, then by [No, Theorem 8] the Riemann hypothesis would be true!
In particular, here we take m = 2, and therefore h2 =
1
1−z log
1+z
2 . If
span{Wnh2}n∈N is dense in H2, then the Riemann hypothesis holds, al-
though we have known that (I − S)span{Wnh2}n∈N is dense in H2.
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7 The cyclicity of functions with images outside a
curve
In this section we will use a Riemann surface approach to reveal the rela-
tionship between cyclicity of a function F ∈ H2∞ and the geometry of its
image. It is shown that if one can find a simple curve γ starting from the
origin and tending to the infinity with bounded variation of argument, so
that γ does not intersect with the image of F , then F is cyclic.
Let X be a topological space. Recall that a curve in X is a continuous
map γ : I → X on some interval I ⊆ R. By a simple curve γ, we mean
that γ has no self-intersection points. It is known that for every curve
γ : I → C∗ = C \ {0}, there exists a continuous real function θ on I such
that γ(t) = |γ(t)|eiθ(t) for any t ∈ I. Such function θ is called the argument
function of γ. Our main result in this subsection reads as follows.
Theorem 7.1. Suppose that F ∈ H2∞ has no zeros in D∞2 . If there exists
a simple curve γ : [0, 1) → C from the origin reaching out to infinity(that
is, γ(0) = 0, limt→1− γ(t) = ∞,) and γ has a bounded argument function
on (0, 1), such that the image of the function F does not intersect with the
curve γ, then F is cyclic.
The following corollary immediately follows.
Corollary 7.2. Suppose that F ∈ H2∞ has no zeros in D∞2 . The function
F is cyclic if F satisfies one of the following conditions:
(1) the image F (D∞2 ) of F does not intersect with a (straight) half-line
starting from the origin;
(2) the image of F is the interior of some C1-smooth Jordan curve;
(3) the image of F is a bounded simply connected domain, and there exists
an open disk D whose boundary goes through the origin z = 0, such
that F (D∞2 ) ∩D = ∅.
We will prove Theorem 7.1 by virtue of Theorem 7.3 below.
Let F be a holomorphic function on D∞2 without zeros. Since D∞2 is
simply connected, one can define the logarithm log F of F by lifting F with
respect to the covering exp : C→ C∗ (see [Mun] for instance). The argument
function argF of F is defined to be the imaginary part Im (log F ) of some
branch of logF . Obviously, the argument function is unique modulo 2π.
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Theorem 7.3. Suppose that F ∈ H2∞ has no zeros in D∞2 . If F has a
bounded argument function, then F is cyclic.
Proof. Since F has a bounded argument function argF , one can take N ∈ N
large enough so that
| argF |
N
<
π
2
.
Then there corresponds a branch of F
1
N such that the arguments of values
of F
1
N lie in the interval (−pi2 , pi2 ), which forces that the real part of F
1
N is
always positive on D∞2 . Therefore, for any ε > 0, we have
∣∣∣∣ 1
F
1
N +ε
∣∣∣∣ < 1ε , and
∣∣∣∣∣ F(F 1N + ε)N
∣∣∣∣∣ =
∣∣∣∣∣ F
1
N
F
1
N + ε
∣∣∣∣∣
N
≤ 1
on D∞2 . It follows that
F
(F
1
N +ε)N
(ε > 0) belongs to [F ], and converges weakly
to the constant function 1 as ε approaches 0 from above. This completes
the proof.
Intuitively, the assumption that F has a bounded argument function
means that the image of F spreads out on connected finitely many layers
of complex planes. So it is natural to represent the image of F on the
Riemann surface Slog = {(z, k) : z ∈ C∗, k ∈ Z} of the logarithm. Let πC∗ ,
πZ denote the canonical projection from Slog onto C∗ and Z, respectively.
That is, πC∗(z, k) = z and πZ(z, k) = k for z ∈ C∗, k ∈ Z. Since πC∗ is a
covering, every holomorphic function F on D∞2 without zeros can be lifted
to a holomorphic map F˜ : D∞2 → Slog satisfying F = πC∗ ◦ F˜ . It is routine
to check that argF is bounded if and only if πZ(F˜ (D
∞
2 )) is a finite set. The
following thus restates Theorem 7.3.
Corollary 7.4. Suppose that F ∈ H2∞ has no zeros in D∞2 . If πZ(F˜ (D∞2 ))
is a finite set for a lifting F˜ of F with respect to the covering πC∗, then F
is cyclic.
We are ready to prove Theorem 7.1.
Proof of Theorem 7.1. Fix liftings F˜ , γ˜ of F and γ with respect to
the covering πC∗ , respectively. Without loss of generality, we may assume
F˜ (0) = (1, 0) ∈ Slog. Since γ has a bounded argument function, there
exists a positive integer N so that |πZ(γ˜)| < N on the interval (0, 1). For
t ∈ (0, 1), put γ˜+(t) = (z(t), k(t) + N) and γ˜−(t) = (z(t), k(t) −N), where
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γ˜(t) = (z(t), k(t)). Then γ˜+ and γ˜− are also liftings of γ˜, and do not intersect
with each other.
Note that Slog can be imbedded into the Riemann sphere P1 via the
map (z, k) 7→ log |z| + i(Arg z + 2kπ), where Arg z denotes the principle
argument of z. Furthermore γ˜+ and γ˜− are mapped into two Jordan curves
σ+, σ− with both endpoints meeting at the infinity∞. An application of the
Jordan curve theorem gives that σ+ and σ− divide P1 into three connected
components. One can see that the point F˜ (0) belongs to the connected
component of Slog \ (γ˜+ ∪ γ˜−) enclosed by γ˜+ and γ˜−. Since the image of
F˜ is connected and do not intersect with neither γ˜+ nor γ˜−, it lies in the
same connected component as F˜ (0) does. Then we have |πZ(F˜ (D∞2 ))| ≤ 2N ,
which together with Corollary 7.4 completes the proof. 
Question 7.5. In Theorem 7.1, can the assumption that γ has a bounded
argument function be dropped?
8 Kolzov’s claims
For θ ∈ (0, 1], let ϕθ denote the odd 2-periodic function on R defined by
ϕθ|(0,1) = χ(0,θ). Kozlov claimed some astonishing results on the com-
pleteness of the dilation system induced by ϕθ (θ ∈ (0, 1]) [Koz2](also see
[Ni2, Ni3]): {ϕθ(kx)}k∈N is complete for θ = 1, 12 , 23 ; not for θ in a neighbor-
hood of 13 or θ =
q
p , where p is an odd prime and q is odd so that tan
2 qpi
2p <
1
p .
The proofs of these claims have not been published. As indicated by Nikol-
ski [Ni2], the case θ = 1, 12 is easy to treat today. In what follows we will
prove Kolzov’s claims for θ = 23 and θ in a neighborhood of
1
3 .
Put Fθ = BUϕθ and ψ(x) = B1(
x
2 ), where B1(x) = {x} − 12 (x ∈ R),
the first Bernoullian function. Let p1 = 2, p2 = 3, · · · be the sequence of
consecutive prime numbers. Since ψ =
∑∞
n=1− 1npi sinnπx, we have
BUψ = −
∞∑
n=1
1√
2nπ
ζα(n) = − 1√
2π
Kp,
where p = ( 1p1 ,
1
p2
, · · · ). It is easy to verify that the following equalities hold.
ϕ1(x) = 2ψ(2x) − 4ψ(x),
ϕ 1
2
(x) = ψ(4x) − 2ψ(x) − ψ(2x),
ϕ 1
3
(x) = ψ(6x) − ψ(x)− ψ(2x) − ψ(3x),
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and
ϕ 2
3
(x) = ψ(3x) − 3ψ(x).
Then by the Bohr transform, we have
F1 = − 2√
2π
(ζ1 − 2)Kp,
F 1
2
= − 1√
2π
(ζ21 − ζ1 − 2)Kp = (ζ1 + 1)(ζ1 − 2)Kp,
F 1
3
= − 1√
2π
(ζ1ζ2 − ζ1 − ζ2 − 1)Kp,
and
F 2
3
= − 1√
2π
(ζ2 − 3)Kp.
Since the completeness of {ϕθ(kx)}k∈N in L2(0, 1) is equivalent to the cyclic-
ity of Fθ in H
2∞, it follows immediately from Corollary 6.4 that the dila-
tion systems {ϕ1(kx)}k∈N, {ϕ 1
2
(kx)}k∈N and {ϕ 2
3
(kx)}k∈N are complete in
L2(0, 1). Below we will prove
Theorem 8.1. {ϕθ(kx)}k∈N is not complete in L2(0, 1) for θ in a neighbor-
hood of 13 .
Proof. We first observe that the function
F 1
3
= − 1√
2π
(ζ1ζ2 − ζ1 − ζ2 − 1)Kp
has a zero (−12 ,−13 , 0, 0, · · · ) ∈ D∞2 , and therefore is not cyclic. For the rest
of the proof, set fθ(z, w) = Fθ(z, w, 0, 0, · · · ) for θ ∈ (0, 1). It suffices to
prove that z 7→ fθ(z,−13 ) has a zero in D for θ in a neighborhood of 13 .
Now assume conversely that there exists a sequence {θk}k∈N converging
to 13 , such that fθk(z,−13 ) 6= 0 for any k ∈ N and z ∈ D. It follows from
Lemma 2.2 that for each θ ∈ (0, 1), fθ ∈ H2(D2) and
‖fθ − f 1
3
‖H2(D2) ≤ ‖Fθ − F 1
3
‖ = ‖χ(0,θ) − χ(0, 1
3
)‖L2(0,1).
This gives that {fθk}k∈N converges uniformly to f 1
3
on the compact subset
of D2, and in particular, K ×{−13} where K is compact in D. By Hurwitz’s
theorem, f 1
3
(z,−13 ) = 0 for any z ∈ D, which contradicts with the fact that
the reproducing kernel Kp has no zeros in D
∞
2 .
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For θ ∈ (0, 1], a direct calculation yields
Fθ =
√
2
π
∞∑
n=1
1− cosnθπ
n
ζα(n) (8.1)
Also note that K−1p =
∑∞
n=1
µ(n)
n ζ
α(n), where µ(n) is the Mo¨bius function
(see [HLS, pp. 29]). Using the fact that
∑
k|n µ(k) = 0 (n ≥ 2) [Apo,
Theorem 2.1], we have
Fθ ·K−1p =
√
2
π
∞∑
n=1
1
n
∑
k|n
µ(k)(1− cos n
k
θπ)
 ζα(n)
=
√
2
π
[1− cos θπ −
∞∑
n=2
1
n
∑
k|n
µ(k) cos
n
k
θπ
 ζα(n)].
(8.2)
It is clear that |∑k|n µ(k) cos nk θπ| ≤ d(n), where d(n) is the number of
divisors of n. This together with d(n) = O(nε) for any ε > 0 (see [Apo, pp.
296] for instance) implies that Gθ = Fθ ·K−1p has p-summable coefficients for
each 1 < p ≤ 2. Since the infinite tours T∞ is the dual group of the group
of finitely supported sequences of integers, it follows from the Hausdorff-
Young inequality that Gθ ∈
⋂
2≤q<∞H
q∞. From the identity Fθ = GθKp,
the function Gθ relates directly to Kolzov’s claims since by Corollary 6.4,
the cyclicity of Fθ and Gθ are equivalent. We have shown previously that
if θ ∈ {1, 12 , 13 , 23}, then Gθ only depends on finitely many variables, and in
this case Gθ is actually a polynomial. In fact, the set {1, 12 , 13 , 23} contains all
possible θ ∈ (0, 1] satisfying that Gθ only depends on finitely many variables.
Proposition 8.2. If θ /∈ {1, 12 , 13 , 23}, then Gθ depends on infinitely many
variables. In particular, ϕθ cannot be expressed as a linear combination of
finitely many functions in ψ(x), ψ(2x), · · · .
Proof. To reach a contradiction, suppose that Gθ is a function in variables
ζ1, · · · , ζm (m ∈ N). Let N denote the subsemigroup of N generated by
{1, pm+1, pm+2, · · · }. Note that
Kp =
∞∏
n=1
1
1− 1pn ζn
=
m∏
i=1
1
1− 1pi ζi
·
∞∏
j=m+1
1
1− 1pj ζj
.
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Then by (8.1), for n ∈ N ,
√
2(1− cosnθπ)
nπ
= 〈Fθ, ζα(n)〉
= 〈Gθ ·Kp, ζα(n)〉
= 〈Gθ ·
m∏
i=1
1
1− 1pi ζi
, 1〉〈
∞∏
j=m+1
1
1− 1pj ζj
, ζα(n)〉
=
Gθ(0)
n
,
which gives cosnθπ = cos θπ. Equivalently, either (n+ 1)θπ or (n− 1)θπ is
an integer multiple of 2π. In particular, θ is rational. Put θ = st where s, t
are coprime positive integers. It is clear that either t|n+12 or t|n−12 . With no
loss of generality, we may assume that m ≥ 4 and each prime factor of t is
not larger than pm. Set
n1 = 3 +
∏
1≤k≤pm
3∤k
k, n2 = 5 +
∏
1≤k≤pm
5∤k
k.
Then for each i = 1, 2, we have ni ∈ N , and thus each factor of t divides
either ni+12 or
ni−1
2 . Since n2 ≡ 5(mod 72), and for any 3 ≤ j ≤ m,
n1 ≡ 3(mod 2pj), we see that n1+12 ≡ 2(mod pj), n1−12 ≡ 1(mod pj), n2+12 ≡
3(mod 36) and n2−12 ≡ 2(mod 36). It follows that pj ∤ n1+12 , pj ∤ n1−12 for
any 3 ≤ j ≤ m, and 4, 6, 9 ∤ n2+12 , 4, 6, 9 ∤ n2−12 . That is to say, each of
4, 6, 9, p3, p4, · · · , pm cannot divide t, forcing 1 ≤ t ≤ 3. This contradicts
with the assumption that θ /∈ {1, 12 , 13 , 23}, and then we complete the proof.
Remark 8.3. If θ is irrational, then for any prime number p,∑
k|p
µ(k) cos
p
k
θπ = cos pθπ − cos θπ 6= 0,
and therefore Gθ depends on every variable by (8.2).
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