We give a complete description of the behaviour of the sequence of displacements η n (z) = Φ n (x)−Φ n−1 (x) mod 1, z = exp(2πix), along a trajectory {ϕ n (z)}, where ϕ is an orientation preserving circle homeomorphism and Φ : R → R its lift. If the rotation number ̺(ϕ) = p q is rational then η n (z) is asymptotically periodic with semi-period q. This convergence to a periodic sequence is uniform in z if we admit that some points are iterated backward instead of taking only forward iterations for all z. If ̺(ϕ) / ∈ Q then the values of η n (z) are dense in a set which depends on the map γ (semi-)conjugating ϕ with the rotation by ̺(ϕ) and which is the support of the displacements distribution. We provide an effective formula for the displacement distribution if ϕ is C 1 -diffeomorphism and show approximation of the displacement distribution by sample displacements measured along a trajectory of any other circle homeomorphism which is sufficiently close to the initial homeomorphism ϕ. Finally, we prove that even for the irrational rotation number ̺ the displacement sequence exhibits some regularity properties.
Introduction
So far dynamical system theory has been oriented mainly towards studying the distribution of orbits rather than the distribution of displacements along the orbits but the last might be sometimes also a notion of importance. A particular example when the displacement sequence of a circle map is considered, are the so-called interspike-intervals for periodically driven integrateand-fire models of neuron's activity (see, for example, [4, 17] ). In these usually one-dimensional models a continuous dynamics induced by the differential equation is interrupted by the threshold and reset behaviour,ẋ = f (t, x), f : R 2 → R,
meaning that once a dynamical variable x(t) starting at time t 0 from a resting value x = x r reaches a certain threshold x Θ at some time t 1 , it is immediately reset to a resting value and the system evolves again from a new initial condition (x r , t 1 ) until some time t 2 when the threshold is reached again, etc. The question is to describe the sequence of consecutive resets t n as iterations of some map Φ n (t 0 ), called the firing map, and the sequence of interspike-intervals t n − t n−1 (time intervals between the resets) as a sequence of displacements Φ n (t 0 ) − Φ n−1 (t 0 ) along a trajectory of this map. The problem appears in various applications, such as modelling of an action potential (spiking) by a neuron, cardiac rhythms and arrhythmias or electric discharges in electrical circuits (see [5] and references therein). Analysis of the behaviour of the displacement sequence of trajectories of an orientation preserving homeomorphism of the circle, covers an answer to this question for the firing map induced by a function f regular enough and periodic in t-variable. This special type systems were our motivation for the study presented in this paper. However, our results are of more general character.
We start with homeomorphisms with rational rotation number, where in particular we show the connection between semi-periodic circle homeomorphism and the notion of a semi-periodic sequence and introduce the concept of an ε-basins-shred, separating the points, for which the displacement sequence becomes periodic with given ε-accuracy faster (in terms of number of iterates) when iterated forward than when iterated backward, and the points with the opposite property.
In next we consider homeomorphisms with irrational rotation number. We provide the formula for the displacement distribution with respect to the invariant measure and discuss how this distribution depends on the homeomorphism/diffeomorphism ϕ and the homeomorphism γ conjugating it with the rotation r ̺ . Finally, with the use of topological dynamics, we show how the recurrent properties of points iterated under ϕ are reflected in the displacement sequence.
Let ϕ : S 1 → S 1 be a map and Φ : R → R its lift, where R covers S 1 by the covering projection p : x → exp(2πix). If ϕ : S 1 → S 1 is an orientation preserving homeomorphism, then Φ(x + 1) = Φ(x) + 1 for all x ∈ R. Definition 1.1 For x ∈ R the limit
is called the rotation number of Φ at x provided the limit exists. 
If Φ is a lift of an orientation preserving homeomorphism ϕ : S 1 → S 1 , then ̺(Φ)(x) exists and does not depend on x, following the classical Poincaré theory. In this case we define ̺(ϕ) : = ̺(Φ) mod 1, where Φ is any lift of ϕ. Since throughout the rest of the paper we will consider only orientation preserving circle homeomorphisms, we skip the assumption that ϕ preserves orientation in formulation of the forthcoming theorems and definitions.
Definition 1.3 The sequence
η n (z) := Ψ(Φ n−1 (x)) mod 1 = Φ n (x) − Φ n−1 (x) mod 1, n = 1, 2, . . .
will be called the displacement sequence of a point z = exp(2πix) ∈ S 1 .
Note that η n (z) can be seen as an arc length from the point ϕ n−1 (z) to ϕ n (z) with respect to the positive orientation of S 1 . In particular it does not depend on a choice of the lift Φ.
At first we make two simple observations Remark 1.4 If ϕ is a rotation by 2π̺, where ̺ can be either rational or irrational, then the sequence η n (z) is constant. Precisely, η n (z) = ̺ for all z ∈ S 1 and n ∈ N.
Remark 1.5 If ϕ is conjugated to the rational rotation by 2π̺, where ̺ = p q , then ϕ is q-periodic, i.e. Φ q (x) = x + p. Consequently, the sequence η n (z) is q-periodic and has the same elements for all z.
2 Semi-periodic circle homeomorphism
General properties
We recall definitions of a semi-periodic circle homeomorphism (after [6] ) and a semi-periodic sequence (after [3] ): Definition 2.1 A circle homeomorphism with rational rotation number which is not conjugated to a rotation is called semi-periodic.
Since we want to investigate asymptotic behaviour of orbits we introduce additionally the concept of asymptotic semi-periodicity:
There is also a simpler notion of asymptotic periodicity:
Definition 2. 4 We say that a sequence {x n } is asymptotically periodic if there exists a periodic sequence {a n } such that lim n→∞ |x n − a n | → 0.
Note that the definition of asymptotic semi-periodicity is more general since for an asymptotically semi-periodic sequence this "semi-period" r might depend on ε, whereas it does not for asymptotically periodic one. In this section we will see that the displacement sequence of a semi-periodic circle homeomorphism is asymptotically periodic, which is a natural consequence of the fact that each non-periodic orbit is attracted to some periodic orbit. Moreover, as we show in Theorem 2.9, for a semi-periodic homeomorphism ϕ with ̺(ϕ) = p q and given ε > 0, there exists a natural number N such that every point z ∈ S 1 starting from N q-iteration forward or from N q-iteration backward is placed within ε-neighbourhood of a periodic orbit. An analogous property obviously holds for displacement sequences of points under ϕ, which is formulated in Proposition 2.10. Proposition 2.5 For a semi-periodic circle homeomorphism ϕ the sequence η n (z) is asymptotically periodic (and thus in particular asymptotically semi-periodic) for any z ∈ S 1 . Precisely, if ̺(ϕ) = p/q then for every z ∈ S 1 :
Proof. For all periodic points the statement reduces to Remark 1.5. Given a non-periodic point z = exp(2πix) ∈ S 1 there exists a periodic point z 0 = exp(2πix 0 ) ∈ S 1 and some N such that for all n ≥ N and i = 0, 1, ..., q − 1 we have |Φ nq+i (x) − Φ nq+i (x 0 )| < ε/4, i.e. the non-periodic orbit of z is asymptotic to the periodic orbit of z 0 . Then the property (6) of the displacement sequence η n (z) holds for N := N q. If p and q are relatively prime, then the "semi-period" r = q is minimal. ✷
A uniform choice of N(z)
Given a homeomorphism ϕ with ̺(ϕ) = p q and ε > 0, it does not exist N such that for n > N and k ∈ N we have |η n+kq (z) − η n | < ε for all z ∈ S 1 . Nevertheless, it is possible to find one N that would fit all the points if we allow that for some points we consider positive iterates and for some negative.
Suppose that ̺(ϕ) = p q (we admit also q = 1, where periodic points of ϕ are precisely fixed points). If z − * and z + * are consecutive periodic points, then every point z ∈ (z − * , z + * ) is forward asymptotic under ϕ q to z + * and backward, i.e. under ϕ −q , asymptotic to z − * or the other way around.
Suppose now that the set of periodic points Per(ϕ) is finite and ordered as Per(ϕ) = {z 1 , z 2 , . . . , z r }, r ∈ N. Let us fix ε > 0 and k ∈ {1, 2, . . . , r}. Assume without the loss of generality that the two consecutive periodic points z k and z k+1 (which belong to different periodic orbits if there is more than one periodic orbit) are, respectively, backward and forward attracting under ϕ q for z ∈ (z k , z k+1 ). To clarify the notation we denote z k by z − 0 , and z k+1 by z + 0 . It follows that all the points within the interval (z 
is a closed interval with nonempty interior. We easily justify: (iv) For every z ∈ (am (ε) , bm (ε) ) and m ≥m(ε) we have |ϕ mq+i (z)
Proposition 2.6 Let ϕ : S 1 → S 1 be a circle homeomorphism which has finitely many periodic points {z 1 , z 2 , . . . , z r }. Fix ε > 0 and consider the interval (z k , z k+1 ) between the two consecutive different periodic points z k and z k+1 of ϕ.
Suppose that z k+1 is attracting (under ϕ q ) and z k is repelling within the interval (z k , z k+1 ). Then there exists a point z k ∈ (z k , z k+1 ) with the following properties:
If the point z k is attracting and z k+1 is repelling, then B
) and the analogues of 1) and 2) hold.
The same occurs if there is only one periodic, i.e. fixed, point z 0 but then
The above proposition says that for every point z ∈ B + k its positive semi-orbit {ϕ n (z)} n∈N in shorter time (in terms of number of iterates) is placed in the ε-neighbourhood of the periodic orbit {z k+1 , ϕ(z k+1 ), . . . , ϕ q−1 (z k+1 )} (i.e. for sufficiently large n |ϕ nq+i (z) − ϕ i (z)| < ε for every i = 0, 1, . . . , q − 1) than its negative semi-orbit {ϕ −n (z)} n∈N is placed in the ε-neighbourhood 
Similarly, the orbits of points of B − k are faster, but in negative time, attracted to the ε-neighbourhood of the orbit of z k than to the ε-neighbourhood of the orbit of z k+1 .
Definition 2.7
We call a one-point set {z k } the ε-basins-shred, since it divides the whole basin B k into the positive and negative sub-basins B + k and B − k , respectively, and is a common border of them.
Proof of Proposition 2.6. Let us consider the interval
. Now the statement of Proposition 2.6 follows from the properties (iv) − (vi). ✷ Remark 2.8 Note that for a given ε-accuracy the basins-shredz k ∈ (z k , z k+1 ) is defined by τ
and thus it depends onm k . Sincem k depends on ε, the basins-shredz k changes if we change the ε-accuracy of approximation.
The interesting thing is the localization of ε-basins-shred in the given interval (z k , z k+1 ). We carried out the numerical simulations for the two functions, f (x) = x 2 and f (x) = 2 π arcsin x, x ∈ [0, 1], and ε 1 = 0.5, ε 2 = 0.1, ε 3 = 0.01 and ε 4 = 0.001. These functions properly extended onto R, i.e. such that in every interval [l, l + 1] we have a copy of f (x) on [0, 1] shifted l-units upward, induce orientation preserving circle homeomorphisms with a fixed point. In both cases the fixed point x + = 0 was attracting and the fixed point x − = 1 was repelling for x ∈ (0, 1). The results of this numerical experiment are presented in Fig.1 , together with the graphs of τ + m and τ − m , for m = m(ε 1 ), m(ε 2 ), m(ε 3 ), m(ε 4 ). It seems that ε-basins shred x(ε) tends to x − as ε → 0 for f (x) = x 2 and x(ε) → x + for f (x) = 2 π arcsin x. However, the ε-basins-shred for ε → 0 probably could as well be an interior point of (z k , z k+1 ). Defining conditions on a function f (x) which determine whether the ε-basins-shred tends to the repelling or to the attracting end-point of the interval or to some point in its interior, is an issue for further research. Theorem 2.9 Let ϕ : S 1 → S 1 be a homeomorphism with a rotation number ̺(ϕ) = p q . For ε > 0 there exists N = N (ε) such that for every point z ∈ S 1 at least one of the following two conditions is satisfied:
2.9.1 there exists a periodic point z
i.e. after N q iterations forward or N q iterations backward we are always ε-close to one of the periodic orbits.
Proof. Assume firstly that ϕ has r different periodic points z 1 , z 2 , . . . , z r . For each 1 ≤ k ≤ r we apply the properties (iv) − (vi) with z
satisfies 2.9.1 and z ∈ B − k satisfies 2.9.2. Every point z ∈ (a m (ε), b m (ε)) fulfills both 2.9.1 and 2.9.2. Now, since
, it is enough to take N = max 1≤k≤r+1mk (wherem r+1 corresponds to the interval [z r , z 1 ]) to get the statement.
Suppose now that #Per(ϕ) = ∞. Per(ϕ) is closed thus compact subset of S 1 . Fix ε > 0. The proof will be carried out in the following steps:
(1) Let z 0 be a periodic point with the orbit O = {z 0 , z 1 , . . . , z q−1 } for which there exists another periodic point z ′ 0 with the orbit
If it is not possible to find such a point z 0 , then the distance between any two consecutive periodic points is smaller than ε and the hypothesis of Theorem 2.9 is satisfied in a trivial way. (2) Notice that the number of intervals (z, z ′ ) between consecutive periodic points z and z ′ such that |z ′ − z| ≥ ε is finite. Consequently, the number of pairs {O, O ′ } of periodic orbits O and O ′ such as in (1) is finite. Denote as D ε the collection of all such ordered pairs {O, O ′ }. (3) Let now z be an arbitrary point on S 1 . If z ∈ Per(ϕ), there is nothing to prove. If z ∈ Per(ϕ) and z does not lie in any interval (z * , z ′ * ), where z * ∈ O and z ′ * ∈ O ′ with the pair of periodic orbits {O * , O ′ * } ∈ D ε , then every point of the full orbit {ϕ i (z)} i∈Z belongs to some interval between the two periodic points with length smaller than ε. As a result conditions 2.9.1 and 2.9.2 of Theorem 2.9 are satisfied in a trivial way with arbitrary N ∈ N ∪ {0}. If z ∈ Per(ϕ) but there exist periodic points z * and z ′ * such that z ∈ (z * , z ′ * ) and z * ∈ O * , z ′ * ∈ O ′ * with a pair of orbits {O * , O ′ * } ∈ D ε , then at least one of the conditions 2.9.1 or 2.9.2 holds for z with N = N max , where N max is the "universal" N derived, as in the first part of the proof, for the finite collection of all the intervals {(z i , z ′ i )} between the two consecutive periodic points whose orbits
Consequently, it is enough to take N = N max for an arbitrary z ∈ S 1 . ✷ Note that in general a number N satisfying the statement of Theorem 2.9 could be found by considering, instead of ε-basins-shreds, just the geometrical middlesẑ k of the intervalsÎ k between periodic points (with union kÎ k giving the whole of S 1 ), computing the corresponding numbersN k such that the iterates ϕ −nq−i (ẑ k ) and ϕ nq+i (ẑ k ) are placed in the ε-neighbourhood of periodic orbits for n >N k and i = 0, 1, . . . , q − 1, and then taking N = max kNk . However, given ε > 0 the notion of the ε-basins-shred says how to find the smallest N ∈ N with these properties.
Proposition 2.10 Let ̺(ϕ) = p q . Then for every ε > 0 there exists N such that for every z ∈ S 1 the sequence {η n (z)} ∞ n=−∞ satisfies at least one of the following statements:
Proof. The proposition is a direct consequence of Theorem 2.9. ✷
Homeomorphisms with irrational rotation number
Let now ̺(ϕ) be irrational. If ϕ is not transitive by ∆ ⊂ S 1 denote the unique minimal set of ϕ (a Cantor type set), by ∆ ⊂ R the total lift of ∆ to R and by ∆ 0 ⊂ [0, 1) the lift of ∆ to [0, 1), i.e. ∆ = {x + k; x ∈ ∆ 0 , k ∈ Z}.
Proposition 3.1 Let ϕ : S 1 → S 1 be a homeomorphism with the irrational rotation number ̺ and Φ : R → R its lift.
3.1.1 If ϕ is transitive, then for every z ∈ S 1 the sequence η n (z), n ∈ N, is dense in 
where Γ is a lift of a homeomorphism γ conjugating ϕ to the rotation r ̺ , i.e.
ii) for z ∈ S 1 \ ∆ and w ∈ ∆ there exist increasing sequences {n k } and { n k } such that for every l ∈ Z
The statement 3.1.2 ii) means that D is ω-and α-limit set for displacements of points outside ∆.
Proof. For the proof of 3.1.1 fix z 0 ∈ S 1 and consider the sequence
Hence we have the inclusion
follows easily from density of trajectories in S 1 . We can write the interval of concentration also in the form of (7) since the displacement function Ψ(x) is periodic with period T = 1, Γ is a homeomorphism which maps the intervals of length 1 onto the intervals of length 1 and
The proof of 3.1.2 i) requires only minor modifications of the first part of the proof of 3.1.1. The statement 3.1.2 ii) follows from the fact that ∆ is ω-and α− limit set for trajectories of points z ∈ S 1 \ ∆. ✷ Since the conjugating homeomorphism is determined uniquely up to a rotation, i.e. up to an additive constant when we pass to a lift, the formula (7) involving the conjugating homeomorphism Γ does not depend on the particular choice of γ (or its lift Γ). For a rigid rotation r ̺ the "interval of concentration" is obviously the one-point set {̺}.
Distribution of displacements
A circle homeomorphism ϕ with the irrational rotation number is always metrically isomorphic to the irrational rotation. The non-atomic unique ϕ-invariant Borel probability measure µ is given by µ(A) = Λ(γ(A)), A ⊂ S 1 , where Λ denotes the normalized Lebesque'e measure on S 1 and γ : S 1 → S 1 is a continuous non-decreasing surjective map such that γ • ϕ = r ̺ • γ. If ϕ is transitive then γ is a homeomorphism and thus ϕ is conjugated to the rotation r ̺ . Every C 1 -diffeomorphism with a derivative ϕ ′ of bounded variation is transitive on the account of Denjoy Thereom ( [8] ). Thus in particular every C 2 -diffeomorphism is transitive. If ϕ is not transitive, then it is semi-conjugated to r ̺ , the invariant measure µ is concentrated on the minimal set ∆ (a Cantor-type set) and the semi-conjugacy γ is 1-to-1 on ∆ with except some countable set E ⊂ ∆, where µ(E) = 0. Moreover, γ is constant at the intervals complementary to ∆, equal to the value of γ at the endpoints of a given complementary interval.
Firstly we will prove the following theorem, which is intuitively natural but not presented in accessible literature:
Proof of Theorem 3.2. Let ϕ 1 : S 1 → S 1 be a homeomorphism with the rotation number ̺ 1 ∈ R\Q. Let γ 1 be a map that (semi-)conjugates ϕ 1 with the rotation r ̺ 1 . Denote by ∆ ϕ 1 ⊆ S 1 a minimal invariant set of ϕ 1 . The orbit of an arbitrary point of ∆ ϕ 1 is dense in ∆ ϕ 1 . Obviously, if ϕ 1 is transitive then ∆ ϕ 1 = S 1 .
Let ε > 0 and z 0 ∈ ∆ ϕ 1 be arbitrary. There exists δ < ε/3 such that |γ 1 (z 1 ) − γ 1 (z 2 )| < ε/4 for any z 1 , z 2 ∈ S 1 where |z 1 − z 2 | ≤ δ. There also exists N ∈ N such that for every z ∈ ∆ ϕ 1 one can find i ∈ {0, 1, . . . , N } satisfying |ϕ i 1 (z 0 ) − z| < δ/8. Now, there exists a neighborhood Ω of ϕ 1 in C 0 (S 1 ) such that for every homeomorphism ϕ 2 ∈ Ω with an irrational rotation number ̺ 2 , transitive or not, we have |ϕ i 1 (z) − ϕ i 2 (z)| < δ/8 and |r i ̺ 1 (z) − r i ̺ 2 (z)| < δ/8 for every z ∈ S 1 and i ∈ {0, 1, . . . , N }.
Assume now that ϕ 2 ∈ Ω is (semi-)conjugated with r ̺ 2 via γ 2 . We can assume that
and for i ∈ {0, 1, . . . , N } we can estimate:
Since for every z ∈ ∆ ϕ 1 there exists i ∈ {0, 1, . . . , N } such that |ϕ i 1 (z 0 ) − z| < δ/8 and, simultaneously, |ϕ 1 (z 0 ) − ϕ 2 (z 0 )| < δ/8 for every i ∈ {0, 1, . . . , N }, we obtain that for every z ∈ ∆ ϕ 1 there exists i ∈ {0, 1, . . . , N } such that |ϕ i 2 (z 0 ) − z| < δ/4. Let us now take arbitrary z ∈ ∆ ϕ 1 . Then:
2 (z 0 ))], it follows from (9) that |γ 1 (z) − γ 2 (z)| < ε. Notice that at this point the proof is completed for the transitive case, since then ∆ ϕ 1 = S 1 and, as the orbits are dense in the whole S 1 , we can always find indexes 0 ≤ i 1 = i 2 ≤ N with such a property.
2. if such an interval as above does not exist, then it means that for the point z the distance between the two nearest neighbouring points, ϕ
However, still one of these points, say ϕ
Consequently, the interval (z + δ/4, z + δ/2) is complementary to ∆ ϕ 1 : If in this interval there were other points from ∆ ϕ 1 , this would again contradict the fact that every point of the minimal invariant set ∆ ϕ 1 lies within the distance of δ/4 of the N -orbit {ϕ i 2 (z 0 )}, i ∈ {0, 1, . . . , N }. Thus γ 1 (z + δ/4) = γ 1 (z + δ/2), where by z + δ/4 and z + δ/2 we denote the points situated, respectively, δ/4 and δ/2 away from z in the direction of ϕ
if there exist points
by what we have shown already. Consequently, |γ 2 (z) − γ 1 (z)| < 5ε.
2. otherwise for z 1 , z 2 ∈ ∆ ϕ 1 , where z ∈ (z 1 , z 2 ) and z 1 and z 2 are the two nearest neighbouring points of ∆ ϕ 1 to z, we have |z 2 − z 1 | > δ. Then the interval (z 1 , z 2 ) is complementary to ∆ ϕ 1 and thus γ 1 (z 1 ) = γ 1 (z 2 ) = γ 1 (z). But again, |γ 2 (z 1 ) − γ 1 (z 1 )| < 2ε and |γ 2 (z 2 ) − γ 1 (z 2 )| < 2ε and thus |γ 2 (z) − γ 1 (z)| < 4ε.
We have shown that |γ 1 (z) − γ 2 (z)| < 5ε for arbitrary z ∈ S 1 , which ends the proof. ✷ We will determine the distribution µ Ψ of displacements for a homeomorphism ϕ with respect to the measure µ (by distribution we mean a normalized measure). The distribution will be given on [0, 1) since equivalently one can consider a system ([0, 1], T ) with T = Φ mod 1. Then Γ(x) = µ([0, x]), x ∈ R and ([0, 1], G), G = Γ mod 1 is a (semi-)conjugating system. However, if we choose the lifts Φ : R → R and Γ : R → R such that Φ(0) ∈ (0, 1) and Γ(Φ(x)) = Γ(x) + ̺ (̺ ∈ (0, 1)) we can skip "mod 1" and identify Φ ∼ T and Γ ∼ G in the remaining part of this subsection. In case ϕ is not transitive, by ∆ we denote the lift of the set ∆ \ E ⊂ S 1 to [0, 1) and by Γ the lift Γ cut to ∆, i.e. Γ = Γ ↾ ∆ . Proposition 3.3 Let µ be the unique normalized invariant ergodic measure for a homeomorphism ϕ :
If ϕ is transitive then the distribution µ Ψ is the transported measure:
where Ω(x) := Γ −1 (x + ̺) − Γ −1 (x). The support of the displacement measure equals
If ϕ is not transitive then
where
Proof. Assume firstly that ϕ is transitive. Let A ⊂ [0, 1). Then
If ϕ is not transitive then we perform similar calculations as above to obtain (11) . Supports of distributions are derived easily, too. ✷ Let now ϕ n be a sequence of homeomorphisms with irrational rotation numbers converging to ϕ in the topology of C 0 (S 1 ) and µ (n) a sequence of normalized ϕ n -invariant ergodic measures. Let µ (n) Ψn be the corresponding displacement distributions. Before we will show that µ (n)
Ψn converges weakly to µ Ψ , we recall some definitions and facts: Definition 3.4 (see e.g. [2] ) Let X be a complete separable metric space and M(X) the space of all finite measures defined on the Borel σ-field B(X) of subsets of X.
A sequence µ n of elements of M is called weakly convergent to µ ∈ M(X) if for every bounded and continuous function f on X
We denote the weak convergence as µ n =⇒ µ.
Definition 3.5 A Borel set A is said to be a continuity set for µ if A has µ-null boundary, i.e. µ(∂A) = 0.
One can show (cf. [18] ) that µ n =⇒ µ if and only if for each continuity set A of µ lim n→∞ µ n (A) = µ(A).
Theorem A (cf. [18] ) Suppose that µ n =⇒ µ. If ξ (n) is a sequence of continuous maps of X into a metric space Y , converging uniformly on compacta to ξ, then ξ (n) * µ n =⇒ ξ * µ.
Proposition 3.6 Suppose that ϕ n is a sequence of homeomorphisms with irrational rotation numbers ̺ n which converges in the metric of C 0 (S 1 ) to the homeomorphism ϕ with irrational rotation number ̺. Let µ (n)
Ψn and µ Ψ be the corresponding displacement distributions with respect to the invariant measures µ (n) , µ. Then µ
Proof. Since µ (n) = γ (n) * Λ and µ = γ * Λ, where γ (n) are the maps (semi-)conjugating ϕ n with the corresponding rotations, Theorem 3.2 and Theorem A yield that µ (n) =⇒ µ. But then also µ (n) Ψn =⇒ µ Ψ on the account of Theorem A, because the displacement distributions are the invariant measures transported by the displacement functions Ψ n → Ψ in C 0 (R). ✷ For the "good" properties of the invariant measure and the distribution of displacements we need to assure that the conjugacy γ is a C 1 -diffeomorphism. The sufficient conditions for this are given, for example, by Theorem B (the celebrated theorem of Herman, cf. eg. [13] or [15] ), Yoccoz Theorem ( [21] ) or Theorem C ( [16] ):
Theorem B Let ϕ : S 1 → S 1 be a diffeomorphism with irrational rotation number ̺ which is conjugated to the rotation r ̺ by a homeomorphism γ : S 1 → S 1 . Suppose that the following two conditions are satisfied
Then γ is a C 1 -diffeomorphism.
Theorem C Let ϕ be a C 2+α -smooth circle diffeomorphism with rotation number ̺ in Diophantine class D δ , where 0 < δ < α ≤ 1 (for the definition of Diophantine class D δ see [16] ).
Then the conjugacy γ is C 1+α−δ -smooth.
The uniform convergence of µ (n)
Ψn to µ Ψ is rarely to occur, even just on some particular subclass of Borel sets. With the use of the theorem below we will see what kind of assumptions can guarantee the uniform convergence of displacement distributions:
Theorem D (cf. [18] ) Suppose µ is a measure on R k such that every convex subset of R k is a continuity set for µ. Then µ n =⇒ µ if and only if
where C denotes the class of all measurable convex sets.
In particular (13) is true when µ is absolutely continuous with respect to the Lebesque measure. We will obtain a similar result as (13) for the displacement distribution µ Ψ . However, note that even if the invariant measure µ is absolutely continuous, it might not be so for the displacement distribution, as happens for example for the rotation r ̺ , where µ Ψ is the singular measure equal to the Dirac delta δ ̺ . Proposition 3.7 Let ϕ n be a sequence of homeomorphisms with irrational rotation numbers converging in C 0 (S 1 ) to a diffeomorphism ϕ with an irrational rotation number ̺. Suppose that γ conjugating ϕ with r ̺ is a C 1 -diffeomorphism and that the set of critical points of the displacement function Ψ(x) = Φ(x) − x, i.e. the set C := {x ∈ R : Φ ′ (x) = 1}, is of Lebesque measure 0. Then sup[|µ
where J denotes the collection of all the intervals I ⊂ [0, 1] (open, closed or half-closed).
Lemma 3.8 Under the assumptions of Proposition 3.7 the distribution µ Ψ is absolutely continuous with respect to the Lebesque measure.
Proof. Notice that the fact that γ is a C 1 -diffeomorphisms is equivalent to the absolute continuity of the measure µ with the continuous density function. Suppose then that Λ(B) = 0 and let
Since every diffeomorphism preserves sets of Lebesque measure 0, Λ(A x ) = Λ(B x ) = 0, where
Finally, from the cover {A x } x∈A 2 we can choose a countable subcover, because A 2 is separable. Therefore Λ(A 2 ) = 0. But since µ has a density, Λ(A) = Λ(A 2 ) = 0 already implies µ Ψ (B) = µ(A) = 0. ✷ We will give an effective description of the density function of µ Ψ with respect to the Lebesque measure Λ.
Denote by V Ψ (C) the set of critical values of Ψ. The following statement can be justified with the use of the Inverse Function Theorem: Lemma 3.9 Let Ψ = Φ − I : R → R, where Φ is a lift of a C 1 -diffeomorphisms ϕ : S 1 → S 1 .
Then for every y ∈ R \ V Ψ (C) the set Ψ −1 (y) ∩ [0, 1] is finite. Then the density function ∆(y) of µ Ψ with respect to the Lebesgue measure Λ is equal to
where the latter is well-defined almost everywhere in supp(µ Ψ ), i.e. in supp(µ Ψ ) \ V Ψ (C).
Proof. Note that in this case supp(µ Ψ ) is a non-degenerate interval in [0, 1] as follows from Proposition 3.3. Let then supp(
It is enough to show that µ Ψ ((y 1 , y 2 ]) > 0. Let y ∈ (y 1 , y 2 ] be a regular value of Ψ and Ψ −1 (y) = {x 1 , . . . , x n }. There exist open balls
On the other hand µ has a continuous density Γ ′ with respect to the Lebesgue measure Λ. This implies that µ(V i ) > 0 for every 1 ≤ i ≤ n, because Γ ′ (x) cannot be identically equal to 0 on an open set V i as the derivative of a diffeomorphism.
Since F (y) is strictly monotonic on (a, b] it has a measurable derivative f (y) almost everywhere in [a, b] with respect to the Lebesgue measure. Moreover, f is integrable and consequently we have F (y) = y a f (x)dx. Furthermore, any two such derivatives are equal up to a set of the Lebesgue measure zero. To complete the proof it is enough to derive the derivative of
To derive this derivative, first observe that It is a closed, thus compact set in [0, 1] and it contains at least n connected components C 1 , . . . , C n containing x i , 1 ≤ i ≤ n respectively. Each C i is an interval contained in R. Possibly the number of connected components in B could be even infinite but one can show that for sufficiently small h > 0 B consists of exactly n connected components
Now our task is to estimate the measure of
Since µ is absolutely continuous with respect to Λ with the density Γ ′ , and Ψ −1 : [y, y + h] → C i is a diffeomorphism, we have
Finally, by the Mean Value Theorem, we can replace the last integral by
where θ i ∈ [y, y + h]. By continuity of Γ ′ and (Ψ −1 (i) ) ′ this expression divided by h tends to
which gives the required formula for the density ∆ of µ Ψ . ✷ Proof of Proposition 3.7. As µ Ψ ≪ Λ, µ Ψ (∂A) = 0, where A = I is an arbitrary interval. On the account of Proposition 3.6 and Theorem D the convergence of measures µ (n)
Ψn to µ Ψ is uniform on the collection J of all intervals in [0, 1). ✷ Note that the assumption of Proposition 3.7 that the conjugacy of ϕ with the rotation is of class C 1 , i.e. that the unique invariant Borel probability measure is absolutely continuous with respect to the Lebesque measure, excludes critical circle homeomorphisms for which the invariant probability is always singular ( [12] ). Moreover, circle diffeomorphisms having break points (discontinuities in the derivative, see e.g. [9] ) and even analytic circle diffeomorphisms (see [1] for a particular example) might have singular invariant measures.
It is also worth emphasizing that in order to prove Proposition 3.7, Lemma 3.8 and Theorem 3.10 we needed not only continuous differentiability of γ but also the assumption on the measure of the set of critical points of Ψ.
Observe that the displacements distribution is "invariant along the orbits" i.e. when one defines
, n ∈ N, and for the negative semi-orbit
, then using that fact the µ is ϕ invariant we obtain 
Let us make the easy observation that the measure µ Ψ (A) can be approximated by measuring the average frequency of points Φ i (x) with values Ψ(Φ i (x)) in A along a trajectory {Φ i (x)}, i ∈ N: Proposition 3.12 Let ϕ : S 1 → S 1 be a homeomorphism with the irrational rotation number ̺ and
uniformly with respect to x ∈ [0, 1] as n → ∞.
Proof. The statement follows from the Birkhoff Ergodic Theorem applied for an observable f = χ A • Ψ and the uniformity of the convergence over x ∈ [0, 1) follows from unique ergodicity of ϕ (cf. Theorem F). ✷ Naturally, also 
Ψdµ = ̺
We will see that measuring displacements along the orbits of a homeomorphism ϕ, which is close enough to ϕ, also gives the approximation of the distribution µ Ψ of ϕ. For n ∈ N and z = exp(2πix) ∈ S 1 define a sample displacements distribution:
where δ y (A) = 1 if y ∈ A and δ y (A) = 0 otherwise, A ⊂ [0, 1]. The Fortet-Mourier metric (see, for example, [19] ) is a method to measure the distance between the two probability measures on a given space:
Definition 3.14 Let µ and ν be the two Borel probability measures on a measurable space (Ω, F), where Ω is a compact metric space. Then the distance between the measures µ and ν is defined as
The Fortet-Mourier metric is sometimes called also the Wasserstein metric. It metrizes weak convergence of probability measures on spaces of bounded diameter (cf. eg. [10] ). For the proof of the following theorem see [19] :
Theorem E Assume that P is a Borel probability on (Ω, F), which is a compact metric space, and let (ω i ) N ∈N be a sample. Let P N := 1 N N i=1 δ ω i be the associated empirical law of P . Suppose that the support of P is closed. Then
Let ϕ : S 1 → S 1 be another homeomorphism, with rational or irrational rotation number, and let Φ and Ψ = Φ − Id be a lift and the displacement function of ϕ, respectively. Define a sample displacements distribution associated with ϕ: ω n,x :=
. Theorem 3.15 Let ϕ be a homeomorphism with irrational rotation number and the displacement distribution µ Ψ with respect to the invariant measure µ. For every ε > 0 there exists a neighborhood U ⊂ C 0 (S 1 ) of ϕ such that for every homeomorphism ϕ ∈ U and every x 0 ∈ [0, 1] we have
In the proof we will make use of the fact that every circle homeomorphism with irrational rotation number (either transitive or not) is uniquely ergodic and of the following classical result (see, for instance, [20] ):
Theorem F If T : X → X (X-metrizable compact space) is uniquely ergodic then for every continuous function f the time averages
Proof of Theorem 3.15. Fix ε > 0. Notice that supp(µ Ψ ) is closed, regardless of whether ϕ is transitive or not. Thus on the account of Theorem E for every x ∈ [0, 1] we have
However, since for every continuous function f there is a uniform convergence
there exists N ∈ N such that for all n ≥ N and
, µ Ψ ) < ε. Define now the limit distribution: x 0 ) ) . Note that the limit exists since if the rotation number ̺ of ϕ is irrational, then ω x 0 equals the distribution µ Ψ of the displacements of ϕ with respect to its invariant measure µ and if ̺ ∈ Q, then ω x 0 equals the displacement distribution on the periodic (finite) orbit to which the orbit of x 0 is attracted. Since on every N -part κ l the sample displacement distribution ω N, Φ Nl (x 0 ) is ε-close in d F -metric to µ ψ , the limit distribution ω x 0 , which is obtained as averaging along the whole orbit of x 0 , is also ε-close to µ Ψ :
Since x 0 was arbitrary, the proof is completed. 
Regularity properties of the displacement sequence
In this section we will formulate some results concerning regularity of the behaviour of the sequence {η n (z)} inside its interval/set of concentration. For this we have to introduce the following definition: Definition 3. 18 We say that a sequence {a n }, n ∈ N, is almost strongly recurrent if it satisfies ∀ ε>0 ∃ N ∈N ∀ n∈N ∀ k∈N ∃ i∈{0,1,...,N } |a n+k+i − a n | < ε For an almost strongly recurrent sequence we require that for each n the set of returns R := {r : r = k + i} of a n to its ε-neighbourhood may depend on n, although for all n its gaps are bounded by the same N . Note that in literature there is also a notion of an almost periodic sequence ( [3] ), for which with given k ∈ N, the index i ∈ {0, 1, . . . , N } can be chosen uniformly for all n ∈ N and thus almost periodicity of a sequence is a stronger property.
Let then (X, ϕ) be a discrete dynamical system, where (X, d) is a metric space and ϕ ∈ C 0 (X).
Discussion
In the end let us make a few comments.
Remark 4.1 Notice that our results concerning the displacement sequence η n (z), n ∈ N, are also valid when one considers n → −∞ (or simply n ∈ Z). Remark 4.2 The potential continuity of the mapping ϕ → γ from the topology of C >=1 (S 1 ) to C 1 (S 1 )-topology (if true, probably under some further constraints on ϕ or ̺(ϕ)) would mean that for such diffeomorphisms with irrational rotation numbers, being enough close in appropriate topology, the densities of the invariant measures are uniformly close. This could serve for deriving more refined conditions for convergence of the distributions µ (n) Ψn to µ Ψ .
In the introduction we mentioned the connection between the displacement sequence of a circle homeomorphism and the interspike-intervals of periodically driven integrate-and-fire models. However, majority of our results can be deduced easier for these models, especially for the so-called Leaky Integrate-and-Fire or Perfect Integrator, where for the last one we have explicit analytical formulas of the conjugating homeomorphism of the firing map and the invariant measure (cf. [4, 17] ). Nevertheless, our results, in particular Theorem 3.15 and Corollary 3.16, rigorously explain numerical results obtained by other authors concerning distribution of interspike-intervals for periodically driven integrate-and-fire models (see for example ISI histograms in [14] ). We roughly formulate it as follows: Remark 4.3 Consider an integrate-and-fire systemẋ = f λ (t, x), where λ ∈ Λ ⊂ R k is a vector of parameters that smoothly parameterizes the family {f λ } λ∈Λ of functions 1-periodic in t and which induces firing maps {Φ λ } λ∈Λ being lifts of circle homeomorphisms. If λ 0 is a parameter value for which the firing rate is irrational, then there exists a range of parameters Λ 0 ⊂ Λ such that λ 0 ∈ Λ 0 and for every λ ∈ Λ 0 the sample interspike-intervals distributions are arbitrary close (in d F -metric) to the interspike-interval distribution of Φ λ 0 .
We remark that our result covers also non linear integrate-and-fire models.
