ABSTRACT: The system of differential equations proposed by Oltjen et al. [1986, named Davis Growth Model (DGM)] to represent cattle growth has been parameterized with data from Bos taurus (British) and Bos indicus (Nellore) breeds. The DGM has been successfully used for simulation and decision support in the United States. However, the effect of about 30 years of genetic improvement and the use of different breeds may affect the model parameter values, which also may need to be re-estimated for crossbred animals. The aim of this study was to estimate parameter values and confidence intervals for the DGM with growth and body composition data from Zebu crossbred animals. Confidence intervals and asymptotic distribution were generated through nonparametric bootstrap with data from a field experiment conducted in Brazil. The parameters showed normal probability distribution for most scenarios. The rate constant for deoxyribonucleic acid (DNA) synthesis had a minimum increase of 156 % and the maximum of 389 %, compared to the original values and the maintenance requirement had a minimum increase of 126 % and maximum of 160 % compared to the original values. Lower limits of 95 % confidence intervals for the parameters related to maintenance and protein accretion rates were higher than the original estimates of the DGM, evidencing genetic differences of the Zebu crossbred animals in relation to the original DGM parameters.
Introduction
Non-linear growth functions (e.g., Bhowmick & Bhattacharya, Gompertz, Logistic, Von Bertalanffy, Weibull and Richards), with parameters estimated by regression, describe animal growth (Bhowmick and Bhattacharya, 2014; Chizzotti et al., 2008; Forni et al., 2009; Freetly et al., 2011; Marinho et al., 2013; Nesetrilová, 2005) . However, they have limited capacity to estimate body composition (i.e., fat and protein), thus, neglecting the possible interactions between metabolism and composition of gain dynamics (NRC, 1996) .
Mathematical models for beef cattle growth by France et al. (1987) , Hoch and Agabriel (2004) , Oltjen et al. (1986) , Tedeschi et al. (2004) , Williams and Bennett (1995) and Williams and Jenkins (2003) are potentially more useful than the models mentioned in the previous paragraph, as they express variables including metabolism and nutrient availability. The model described by Oltjen et al. (1986) , named Davis Growth Model (DGM), and updated by Oltjen et al. (2000) was chosen for this study because it is one of the most parsimonious, interpretable and easy for computational implementations.
Although there are several studies on nutritional requirements of cattle in Brazil (Marcondes et al., 2010a, b; Paulino et al., 2010; Sainz et al., 2006; Valente et al., 2013) , the DGM parameterization for Zebu genetics explored under Brazilian conditions has never included the estimation of parameter distribution by nonparametric bootstrap and statistical inferences.
In this context, this study aimed to calibrate parameters of the DGM to adapt it to the British (Bos taurus) × Zebu (Bos indicus) crossbred genotypes, to study the asymptotic distribution of the parameters of the mathematical model based on a nonparametric bootstrap method, and to estimate the confidence intervals for these parameters.
Materials and Methods
The methods are described in three subsections: Data, describing the experiment; Model, with a detailed description of variables and parameters from the DGM; Computational Statistics, which describes the procedures of algorithms to solve Ordinary Differential Equations (ODE), objective function optimization methods, and nonparametric bootstrap.
Data
Data for parameter estimation was obtained from a trial conducted in Campo Grande, Mato Grosso do Sul (MS) State, Brazil (20º26'39" S, 54º43'24, 6" W and two systems: pasture system (PS) and confined system (CS). In PS, cows and their calves (cow-calf pairs) were kept on pasture with a mineral supplement (15 % Na, 11 % Ca, 9 % P, 1 % Mg, 7 % S, 6.691 ppm Zn, 2.829 ppm Fe, 1.153 ppm Cu, 797 ppm Mn, 90 ppm I, 31 ppm S and 24 ppm Co, dry matter basis). Intake and body composition of cow-calf pairs were not evaluated in the PS. In the CS, calves were fed with the same diet [2.3 Mcal ME kg −1 dry matter (DM) basis, 13 % crude protein (CP)] with cows on an ad libitum basis from 33 days of age until weaning. The DM intake of each cow was adjusted individually in 28-day intervals to minimize change in body weight (BW) and to keep Body Condition Scores (BCS) constant [diet and management are presented in detail in Albertini et al. (2012) ]. After weaning (225 ± 14 days), animals from both systems were individually fed a total mixed diet (2.84 Mcal ME kg −1 DM, 14 % CP, DM basis) in individual stalls. Animals were slaughtered when they reached 6 mm of subcutaneous fat in the 12-13 th ribs (feedlot maximum period was 147 days). At the beginning of the feedlot period, the initial chemical body composition was derived from the slaughter of two to four animals of each genotype. In addition, at the end of feedlot period, animals were slaughtered and retained energy was estimated based on the composition of the 9-10-11 th ribs. Empty body chemical composition was estimated from linear regressions of percentage of water and fat in the 9-10-11 th ribs. The original Hankins and Howe (1946) methodology was modified, so that the entire rib sections (bones and soft tissue) were ground. The composition of the entire 9-10-11 th ribs was used. Protein and ash in the empty body were calculated from the estimated fat and water using the 80:20 ratio of protein and ash in the fat-free DM (Bonilha et al., 2011; Reid et al., 1955) . The energy concentration used for protein and fat was 5.497 and 9.390 Mcal kg −1 of Empty Body Weight (EBW), respectively.
The variables used to parameterize the DGM were based on the information collected in the postweaning period: gender, genetic group, age, production system, initial body weight (BW i ), kg; feedlot period (FP), d; DMI: dry matter intake (DMI), kg DMI d −1
; initial shrunk body weight (BWj i ), kg; final shrunk body weight (BWj f ), kg; initial empty body weight (BWz i ), kg; final empty body weight (BWz f ), kg; initial protein body weight (PROT_BWz i ), kg; initial fat body weight (FAT_BWz i ), kg; final protein body weight (PROT_BWz f ), kg; final fat body weight (FAT_BWz f ), kg. The aggregated dataset is summarized in Tables 1 and 2 .
Model
The DGM contains three state variables corresponding to deoxyribonucleic acid (DNA) mass, protein mass (PROT) and fat mass (FAT) totals. The DGM was originally proposed by Oltjen et al. (1986) and updated by Oltjen et al. (2000) . The proposal for this model is based on concepts of hyperplasia and hypertrophy of the 
where k 1 is the rate constant for DNA synthesis; k 2 is the rate constant for protein synthesis; k 3 is the rate constant for protein degradation; DNA max is the maximum quantity of DNA in the whole body; PROT is the protein in the EBW; NUT 1 and NUT 2 are the effects of energy intake on growth (Oltjen et al., 1986; Oltjen et al., 2000) , reported in equations 4 and 5:
and 2 020 083 015
where 
The parameters of interest in the DGM are k 1 , k 2 , k 3 , DNA max and a (Eq. 1, 2 and 3). However, k 2 and k 3 , are highly correlated, thus, it is not feasible to adjust the two parameters simultaneously. An alternative mentioned in the literature (Oltjen et al., 1986; Sainz et al., 2006) was to keep the value of k 2 at 0.0461.
The gain composition and the dilution of maintenance requirements are two predominant processes to explain growth and food conversion efficiency into body tissues. The mechanistic process from the DGM allows the biological understanding of the growth process in detail through the evaluation of changes in underlying growth parameter (k 1 and a). Furthermore, the DGM enables the evaluation of trajectories of DNA mass and fat and protein tissue pools over time.
Computational statistics
A multivariate analysis of covariance (ANCOVA) was carried out to check for differences between the means of treatments and to cluster the treatments that were not significantly different. The parameters used to perform the multivariate analysis of covariance were individually fitted, k 1 and a by DGM, simultaneously. The statistical model for this analysis was:
where i = 1, …, b is the i th index of the breeds (RCN and RN); j = 1, …, s is the j th index of the systems (PS and CS); 
The multivariate ANCOVA showed no significant difference in mean vectors in relation to the breeds (data not reported). Nonparametric bootstrap resampling was run taking into account the following groups: females PS, females CS, males PS and males CS (reported in Tables 1 and 2 ). We performed 300 resampling nonparametric bootstraps for each group and determined the confidence interval of Biased Corrected Percentile Bootstrap (BCPB, Efron, 1979; Efron, 1981) . , (7) where MEBW is the mature EBW (600 kg for females and 900 kg for intact males).
The fat deposition rate is calculated by the ratio of the amount of residual energy and the average energy value of lipids, according to eq. (3), where FAT is the fat mass; EProt and Efat are the energy concentrations of protein and fat, respectively; NE m and NE g are net energy for maintenance and gain contents of the feed, respectively; and ME MAINT is the metabolizable energy requirements for maintenance
where a is the parameter to be estimated and represents the maintenance requirement of animals and EBW can be estimated as The DGM was implemented in the R software (Development Core Team, version 3.1.0, 2014) and the function ode() of the deSolve package (Soetaert et al., 2010) for numerical solution of initial first-order problems was used. The solution was achieved using the lsoda integration method with absolute and relative error tolerances of 10 −6
. Parameter values were determined using the downhill simplex optimization algorithm described by Nelder and Mead (1965) to minimize the residuals sum of squares. The residual sum of squares of the DGM was calculated in Eq. (11) 
where t = 1, 2,..., n; u = 1,..., m; n is the number of animals and m is the number of response variables, namely the protein mass and fat mass endpoint; Res is the residual sum of squares of all observations of the sample; ˆt u y and y tu are the predicted and observed values, respectively, of the t th individual in the u th variable of the DGM; and s µ is the standard deviation of the u th variable of the DGM. The standard deviation was used as a weighting factor for terms to become dimensionless, so it is important for different model variables that have different units and magnitudes. The function optim() and "stats" package from the R statiscal software (R Core Team, 2014) was used to minimize Eq. (11).
The Nelder-Mead method optimizes nonlinear and multidimensional models requiring only an objective function without the need to be derived to find a solution (Press et al., 1990) . The method uses an initial simplex [a set of vectors (points) in an M-dimensional space], where each vertex represents a possible solution. The number of simplex vertices is equal to the number of parameters to be fitted plus one. The scaling coefficients of the Nelder-Mead method for the reflection factor (β), the contraction factor (λ) and expansion factor (γ) received values suggested by Press et al. (1990) , i.e., 1.0, 0.5 and 2.0, respectively. The tolerance limit was 10 −8 and the maximum number of interactions was 500.
Model evaluation
In this section, we present several techniques for mathematical comparison of the models. These techniques are necessary to support decisions and to demonstrate the success of a model, presenting evidence to promote their acceptance and use for certain purposes. All predictions obtained through the model fit can be rewritten in the form of a simple linear regression, represented by the observed and predicted values according to the Eq.
where x is the predicted values; y is the observed values; β 0 and β 1 are intercept and slope, respectively.
The regression was evaluated according to the following statistical hypothesis: H 0 : β 0 = 0 and H 0 : β 1 = 1 and H a : not H 0
If the null hypotheses were not rejected, it was concluded that the equations accurately estimated the observed values. The slope and the intercept were evaluated separately to identify specific problems of fitting. For all comparisons, 0.05 was established as the critical level of probability for type I error. The parameters β 0 and β 1 were evaluated separately and simultaneously to assess whether the bias was represented by a constant (evaluated by the intercept difference of parametric value zero) or by a tendency of percentage bias (evaluated by the slope deviation of parametric value 1).
Estimates were evaluated using the estimate value of the mean square error of the prediction (MSEP) and its components (Tedeschi, 2006) :
where x is the predicted values; y is the observed values; and n is the number of observations. The prediction of accuracy was determined by estimating the correlation concordance coefficient (CCC), or reproducibility index, as described by Tedeschi (2006) . The CCC indicates models with good accuracy and precision (when close to 1.0) or models with problem of reproducibility (when close to 0.0). The smallest mean square error of prediction indicates the best model in the evaluation.
Other methods used for model evaluation were the Akaike Information Criterion (AIC) and the Bayesian Information Criterion (BIC), which were calculated, respectively, by Eqs. (15) and (16) s is the variance of the estimated model; p is the number of parameter settings of the estimated model and n is the number of observations. The best performances of the model are provided by the lowest values of AIC and BIC.
Results and Discussion
The results of the nonparametric bootstrap with the new parameterization of the model are shown in Table  3 . The Kolmogorov-Smirnov (KS) normality test showed normal distribution for all parameters (p > 0.05), except for k 1 (females PS). This shows that the probability distribution is not the same, highlighting differences between groups like females PS and males CS ( Figures 1A and B) . The model parameter fitting and parameter correlation structures are important to characterize the behavior of Dynamic system in Brazilian livestock Sci. Agric. v.74, n.1, p.8-17 , January/February 2017 a system in response to multiple variations (climate, genotypes, nutritional diet, system, and other factors). The adjusted model for the four specific scenarios ensures greater predictability and can be a useful tool to adapt systems to higher profitability. The negative correlation between the rate constant for addition of DNA and the maintenance requirement energy of animal was found for intact males PS ( Figure 2C ). This correlation indicates that the animals with faster lean tissue deposition also have better performance because they tend to dilute the energy for maintenance with the greater proportion of energy intended for tissue deposition. The joint dispersion matrices of the nonparametric bootstrap estimates, Pearson correlation and frequency histograms for k 1 and a, are shown in Figures 2A, B , C and D.
There was no difference between the PS and CS systems within the female gender, considering the parameters k 1 and a simultaneously. There was no difference in the CS level change for PS level, regarding the gender factor, in weight gain (k 1 ). This was an expected result, since PS animals have a similar growth rate during the compensatory gain compared to CS animals (Table 3). The results show significant differences, about a, between males PS and males CS, with the largest maintenance of energy average for males PS (Table 3 ). This behavior in male animals was expected because animals from CS were slaughtered in a shorter time during the feedlot in relation to animals from PS ( Table 2 ).
The reparametrized model in this study ( Figures 3A,  B , C and D) improved predictions of the original parameters (Bos Taurus reference bull, Figures 3E, F, G and H) . The bias of the proposed new parameters calculated considering average protein and fat concentration are smaller than the bias considering calculated average predictions of protein and fat concentration using the original calibration of the model by Oltjen et al. (1986) , respectively (Table 4 ). The evaluation of the model (Table 5) using the criteria MSEP, CCC, intercept, slope, AIC, and BIC corroborate the results shown in Figures 3A, B , C, D, E, F, G, and H, indicating improvement in performance of the model with new estimates of the current study compared to the original estimates by Oltjen et al. (1986) . Therefore, this fitted model was provisionally accepted for growth simulation of Nellore (Bos indicus) and Nellore crossbred animals, although pending further evaluations with an independent dataset.
In this study, k 1 and a values were higher than the original DGM parameters (Oltjen et al., 1986) . In the study conducted by Oltjen et al. (1986) , k 1 had a minimum increase of 156 % and the maximum of 389 % compared to the original values (k 1 = 0.00429, Table  6 ), while a had a minimum increase of 126 % and the maximum of 160 % compared to the original values (a = 0.086, Table 6 ). Previous study involving reparameter- Sainz et al. (2006) , k 1 had a minimum increase of 220 % and the maximum of 549 %; a had a minimum increase of 141 % and the maximum of 178 % (Table 7) . Breeds and genetic improvement are the possible causes of parameter changes. There are two hypotheses to explain the higher values of k 1 and a compared to previous research: 1) heterosis (maximum for RN and lower for RCN) increased the value of the parameters when compared with Zebu genotype (i.e., Nellore used by Sainz et al., 2006) ; and 2) the experiment was conducted with animals from herds selected by Embrapa in 2010, three to seven generations after the Sainz et al. (2006) and Oltjen et al. (1986) studies. These cases reinforce both the improvement through crossing and selection, as well as genetic progress associated with increased k 1 and a. In Brazil as in other countries, weight is the main selection criteria with moderate to high genetic correlation with growth curve parameters (Meyer, 1995; Mignon-Grasteau, 1999) , and potentially with k 1 and a.
Conclusions
The parameters showed normal probability distribution for most scenarios. Confidence intervals produced through bootstrap inferred that model parameters Dynamic system in Brazilian livestock Sci. Agric. v.74, n.1, p.8-17 , January/February 2017 differ from the original values determined by Oltjen et al. (1986) . Breeds and genetic improvement are the possible causes of parameter changes. Intact male animals of the pasture system showed negative correlation between the protein deposition rate and requirement for energy maintenance, indicating that the animals with faster lean tissue deposition also have better performance because they tend to dilute the energy cost for maintenance, with a greater proportion of energy used for tissue deposition. We highlight that the generalization of this finding demands studies with larger populations. The new estimates of parameter values, instead of the originals, can be used for predictive purposes for crossbred cattle.
