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Abstract. In this paper we show that the standing waves of the form (e iβt u(x), e iβt u(x)), β > 0, u(x) real and positive, are stable for the system i ∂u ∂t + uxx + (|u| 2p−2 + γ|v| p |u| p−2 )u = 0 i ∂v ∂t + vxx + (γ|u| p |v| p−2 + |v| 2p−2 )v = 0 provided 2 ≤ p < 3 and 0 < γ = p − 1. The Morse index of such solution is one for γ > p − 1 and two for 0 < γ < p − 1 but it is stable in both cases.
I. Introduction and Statement of the Result
The existence and stability of standing waves of the form e iβt u(x), β > 0, u(x) real and positive, for the equation where u and v belong to I C and x belong to IR N . N will be 1,2 or 3. Due to its application in Nonlinear Optics, system (1.2) has called the attention of many researchers in both pure and applied areas (see [8] for a partial list of references).
Here in this paper we consider the following generalized version of (1.2) i ∂u ∂t + ∆u + (|u| 2p−2 + γ|v| p |u| p−2 )u = 0
At least formally, system (1.3) has the following three complex first integrals:
Standing waves are solutions of (1.3) of the form (e iβ 1 t u(x), e iβ 2 t v(x)) where u(x) and v(x) are real and β i are real and positive. Then (u(x), v(x)) solves the elliptic system
The solutions of (1.6) are critical points of the real energy
under the constraints
if N ≥ 3 and p > 1 for N = 1, 2, the existence of positive solutions of (1.6) has been proved in [6] generalizing results obtained previously in [1] , [2] and [4] , [5] , among others, for the case p = 2.
Since existence of standing waves is established, the next thing is to study their stability. The three complex functionals (1.4-1.5) are invariant under the gauge and the translation transformations
The Cauchy problem for (1.3) is well posed in the complex space H 1 (IR N ) × H 1 (IR N ) and, as usual, the concept of stability is taken with respect with the norm of that space. Definition. The standing wave (e iβ 1 t u(x), e iβ 2 t v(x)) is orbitally stable with respect to system (1.3) if for any > 0 there is a δ > 0 such that if
where the infimum is taken over θ, ψ ∈ IR, c ∈ IR N . System (1.3) has standing waves of the form (same frequency) (e iβt u(x), e iβt u(x)), β > 0, provided u solves
(1.10) Our main result is the following:
Theorem I.1. For N = 1, 0 < γ = p − 1, β > 0 and 2 ≤ p < 3 the standing wave (e iβt u(x), e iβt u(x)), where u ∈ H 1 (IR), is a real positive solution of (1.10), is stable.
Remarks

1)
In the case p = 2, theorem 1.1 has been proved in [7] but some arguments do not to work for more general powers. Notice that the range of the power p for which stability holds, is the same as for the single equation (1.1). However, as we will explain later in this case, the proof of the stability for the system is more difficult. 2) If N = 2 and 1 < p < 2, parts of the proof of the stability also works. But in that case, some terms appearing for instance in (2.12) below, are not differentiable. A similar problem arises for N = 3.
Section two is devoted to the proof of theorem 1.1. A careful qualitative spectral analysis is required to show that all conditions to use the method presented in [3] are satisfied.
II. Proof of the main result
We consider a positive solution (u β 1 ,β 2 (x), v β 1 ,β 2 (x)) of (1.6) depending smoothly on the parameters β 1 , β 2 . As we will see later, such family exists for (β 1 , β 2 ) close to the diagonal. From now on, to simplify the notation, we drop the subscript (β 1 , β 2 ) and that solution will be denoted simply by (u(x), v(x)). We define the quantities:
and the self adjoint operators
A standing wave is stable if it is a local minimizer of the complex energy E(u, v) defined by (1.4) subject to the two constraints Q 1 = c 1 , Q 2 = c 2 , where Q 1 and Q 2 are given by (1.5). A very general method for stability is presented in [3] and, according to it, for a given (β 1 , β 2 ), the standing wave (u, v) is orbitally stable if the three following conditions are satisfied:
C1: zero is a simple eigenvalue of L 1 and of L 2 with eigenfunctions u and v respectively, and all the other eigenvalues are positive; C2: the kernel of L is spanned by ∂u ∂x , ∂v ∂x ;
C3. the number of positive eigenvalues of the symmetric 2 × 2 symmetric matrix
is equal to the number of negative eigenvalues of L defined by (2.14). The fact that u and v are eigenfunctions of L 1 and L 2 , respectively, associated to the zero eigenvalue follows from 1.6) (gauge invariance). Similarly, the fact that ∂u ∂x , ∂v ∂x are eigenfunctions of L associated to the zero eigenvalue follows from differentiation of (1.6) with respect to x (translation invariance.) Therefore, conditions C1 and C2 say that standing wave (u, v) is non degenerate in the sense that the multiplicity of zero as an eigenvalue of the full (complex) linearized operator is equal to the dimension of the invariance group. Moreover, the fact that zero is a simple eigenvalue of the operators L 1 and L 2 follows easily because u and v are eigenfunctions of L 1 and L 2 associated to the zero eigenvalue. Since they are positive (we are assuming that since the beginning), they are the principal eigenfunctions and, hence, zero is a simple eigenvalue of them and all the other eigenvalues are positive. This
) in a full neighborhood of the diagonal (β, β).
As we have pointed out earlier in this paper, for β 1 = β 2 = β and N = 1, system (1.6) has a solution (u, v) with u = v provided u solves the single equation
We start with the following very well known result.
Lemma II.1. For p > 1, there is a unique symmetric positive function φ 0 (x) belonging to H 1 (IR N ) satisfying
(2.17) Moreover, φ 0 is smooth and tends to zero exponentially at infinity together with their derivatives. Furthermore, the linearized operator
has exactly one negative eigenvalue and the kernel of L 0 is spanned by φ 0 .
In terms of φ 0 given by lemma II.1, the solution u of (2.16) is given by
To prove theorem I.1 we will verify conditions C2 and C3 above because we have already proved that condition C1 is satisfied for all values of β 1 and β 2 . We start with the verification of condition C2.
For β 1 = β 2 = β and u = v, the operator L defined by (2.14) becomes
) and defining r = h + k and q = h − k we see that (2.22-2.23) decouples into
and
Lemma II.2. The kernel of M 1 is spanned by ∂u ∂x and M 1 has exactly one negative eigenvalue.
Proof. Since M 1 is the linearization of (2.16), the lemma follows easily.
(2.26) Then i) for < 1 the operator M is positive definite. ii) for 1 < < 2p − 1 the operator M is invertible and it has exactly one negative eigenvalue;
Proof. As a consequence of the variational caracterization of the point spectrum of a self adjoint operator, we see that the point spectrum of M moves strictly to the left as increases. Moreover, due to (2.17), for = 1 the operator M has φ 0 as the principal eigenfunction corresponding to the zero eigenvalue. Furthermore, as a consequence of lemma II.1 concerning the operator L 0 defined by (2.18), for = 2p − 1 the operator M has exactly one negative eigenvalue and zero is the second eigenvalue. All this together proves lemma II.3.
For the next lemma we define = 2p − 1 − γ γ + 1 and we notice that 1 < < 2p − 1 for 0 < γ < p − 1 and < 1 for γ > p − 1.
Lemma II.4. For 0 < γ < p − 1 the operator M 2 defined by (2.25) is positive definite. For γ > p − 1 the operator M 2 is invertible and it has exactly one negative eigenvalue.
Proof. If we define s(x) = q( x √ β ) then, in terms of M defined by (2.26), (2.25) can be written as M s = λs/β and the proof follows from lemma II.3.
Lemmata II.2 and II.4 count the number of negative eigenvalues of L and the next step is to count the number of positive eigenvalues of the symmetric matrix R(β 1 , β 2 ) defined by (2.15).
If Q 1 (β 1 , β 2 ) is as in (2.11), we see, for instance, that
To prove condition C.3 for the matrix defined in (2.
we have
For ∂u ∂β 2 , ∂v ∂β 2 a similar system can be obtained. As before, in terms of r = h + k and q = h − k we see that (2.27) decouples into Lemma II.5. The quantities appearing in det(R) in (2.30) satisfy: i) for γ > 0 we have r, u > 0; ii) for γ > p − 1 we have q, u > 0; for γ < p − 1 we have q, u < 0.
Proof. Differentiating (2.16) with respect to β we see that the solution of (2.28) is given by r = ∂u β ∂β . Therefore,
Moreover, in view of (2.19) we have
because 2 ≤ p < 3 and this proves i. To prove ii, using (2.19) we first write (2.29) in terms of φ 0 :
Therefore q, u and s, φ 0 have the same sign. Moreover, if we drop the positive factor in front of φ 0 in the right hand side of (2.32), the sign of s, φ 0 does not change. In other words, we can assume that s satisfies
and we have to analyze the sign of s, φ 0 . We first consider γ > p − 1. According to lemma II.4, for γ > p − 1 the operator defined by the left hand side of (2.33) is positive definite. Therefore, multiplying (2.33) by s and integrating we get s, φ 0 < 0 and this proves the first part of ii.
To prove the second part, we define as before = 2p − 1 − γ γ + 1 and then (2.33) can be written as Since s( ), φ 0 is decreasing for 1 < < 2p − 1 and s(2p − 1), φ 0 > 0, the lemma is proved. Proof of theorem I.1 We have to verify conditions C2 and C3. We start with C2. Since, according to lemma II.4, M 2 is invertible for 0 < γ = p − 1, we conclude that the the kernel of L is given by the kernel of M 1 and then C2 is a consequence of lemma II.2.
Next we deal with condition C3. According to lemmata II.2 and II.4, for 0 < γ < p − 1 the operator L has one negative eigenvalue and for γ > p − 1 the operator L has two negative eigenvalues. Moreover, according to lemma II.5 and (2.30) in, R has one positive eigenvalue for 0 < γ < p − 1 and two positive eigenvalues for γ > p − 1. Therefore condition C3 is verified and the theorem is proved.
