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Abstract
Starting from the finite difference discretization of an elliptic second order PDE as
−
d∑
i,j=1

xi
(
ai,j (x)

xj
u(x)
)
= b(x)
over a bounded domain, we introduce the notion of generalized locally Toeplitz sequence of
matrices. The singular value distribution (the eigenvalue distribution in the Hermitian case)
is studied and characterized for generalized locally Toeplitz sequences in terms of weighted
multidimensional Szeg"o formulas. This extends preceding results attributed to Tilli which
concern the unilevel case. The application of this theoretic analysis to the numerical solution
of PDEs is finally discussed.
© 2003 Elsevier Science Inc. All rights reserved.
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1. Introduction, notations and definitions
In this paper we introduce a wide class of “structured matrix sequences” that we
call generalized locally Toeplitz sequences. The global spectral behaviour of these
sequences in terms of measurable functions is studied in a compact and unified way.
We show that this class embraces several important special cases: virtually all the
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finite differences discretizations of partial differential equations, multilevel Toeplitz
sequences and the associated generated algebra, Jacobi matrix sequences related to
very general orthogonal polynomials with recurrence coefficients depending on a pa-
rameter [13], etc. The considered notion contains a “multilevel” generalization of the
idea of locally Toeplitz sequences introduced and studied by Tilli in [29] and turns out
to be very useful for studying spectral properties of matrix sequences arising in the dis-
cretization of multidimensional continuous problems (initial attempts to consider this
kind of generalization can be found in the unpublished paper [27] and have been dis-
cussed by Tilli and Tyrtyshnikov [32] using the novel “extra dimension approach”).
The paper is organized as follows. In the remainder of this section, we introduce
some basic tools and notations and we report the concept of locally Toeplitz sequence
by proposing a useful modification of its definition. Section 2 is devoted to an ex-
ample of elliptic PDE which motivates the introduction of the notion of generalized
locally Toeplitz sequences and in Section 3 we report some preliminary spectral
results which will be widely used throughout.
In Section 4 we study the asymptotic spectrum both of multilevel locally Toeplitz
sequences and generalized locally Toeplitz sequences. To be precise, spectral ergodic
results concerning multilevel locally Toeplitz sequences are obtained as particular
cases of more general results on distribution involving multilevel locally Toeplitz
sequences (see Theorems 4.1 and 4.4) and generalized locally Toeplitz sequences
(see Theorems 4.5 and 4.8 or (18) and (19)).
In Section 5 we study some algebraic properties of multilevel locally Toeplitz se-
quences and of generalized locally Toeplitz sequences of matrices by proving that this
class embraces as particular cases (multilevel) Toeplitz sequences generated by L1
symbols, the associated generated algebra, and parametric Jacobi matrix sequences.
Finally in Section 6 we come back to the relationships with the discretization of
PDEs by showing that these matrix-sequences can be naturally described as sums
of multilevel locally Toeplitz matrix-sequences or as generalized locally Toeplitz
sequences. A concluding section of remarks and open problems ends the paper.
1.1. Basic notations
First we introduce some notations and definitions concerning general sequences
of matrices. For any function F defined on C and for any matrix An of size dn, by
the symbols σ (F,An) and λ(F,An) we denote the means
1
dn
dn∑
j=1
F [σj (An)], 1
dn
dn∑
j=1
F [λj (An)]
and by the symbol ‖ · ‖ the spectral norm (Schatten p norm with p = ∞ [2]) and by
‖ · ‖p the other Schatten p norms where
‖An‖ = σ1(An), ‖An‖pp = dnσ (| · |p,An)
and σ1(An)  σ2(An)  · · ·  σdn(An).
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Moreover given a sequence {An} of matrices of size dn with dn < dn+1 and given
a function f defined over a set K equipped with a σ finite measure µ we say that
{An} is distributed as (f,K,µ) in the sense of the singular values (in the sense of
the eigenvalues) if for any continuous F with bounded support the following limit
relation holds
lim
n→∞σ (F,An) =
1
µ(K)
∫
K
F(|f |)dµ(
lim
n→∞λ(F,An) =
1
µ(K)
∫
K
F(f )dµ
)
.
In this case we write in short {An} ∼σ (f,K,µ) ({An} ∼λ (f,K,µ)). In the fol-
lowing the symbol µ is suppressed for the cases under study (Toeplitz sequences,
generalized locally Toeplitz sequences, etc.) since the measure will always coincide
with the standard Lebesgue measure on RN for some positive integer N .
1.2. Toeplitz and locally Toeplitz sequences
Let m{·} be the Lebesgue measure on Rd for some integer d and let f be a d
variate complex-valued (Lebesgue) integrable function, defined over the hypercube
Qd , with Q = (−, ) and d  1. From the Fourier coefficients of f
fj = 1
m{Qd}
∫
Qd
f (s) e−iˆ(j,s) ds, iˆ2 = −1, j = (j1, . . . , jd) ∈ Zd (1)
with (j, s) =∑dk=1 jksk , n = (n1, . . . , nd) and N(n) = n1 · · · nd , we can build the
sequence of Toeplitz matrices {Tn(f )}, where Tn(f ) = {fj−i}ni,j=eT ∈ CN(n)×N(n),
eT = (1, . . . , 1) ∈ Nd is said to be the Toeplitz matrix of order n generated by f
(see [35]). Furthermore, throughout the paper when we write n→∞ with n =
(n1, . . . , nd) being a multi-index, we mean that min1jd nj →∞.
The asymptotic distribution of eigen and singular values of a sequence of Toeplitz
matrices has been thoroughly studied in the last century (for example see [4,35]
and the references reported therein). The starting point of this theory, which con-
tains many extensions and other results [1,3,4,15,28,30,38–40], is a famous theo-
rem of Szeg"o (see e.g. [8]), which we report in the Tyrtyshnikov and Zamarashkin
generalized version:
Theorem 1.1 (Tyrtyshnikov–Zamarashkin [36]). If f is integrable over Qd, and if
{Tn(f )} is the sequence of Toeplitz matrices generated by f, then it holds
{Tn(f )} ∼σ (f,Qd). (2)
Moreover, if f is also real-valued, then each matrix Tn(f ) is Hermitian and
{Tn(f )} ∼λ (f,Qd). (3)
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This basic result has been generalized to the case where f is matrix-valued (see,
for example, [14,28,30]) so that the matrices Tn(f ) have multilevel block Toeplitz
structure.
If f is not real-valued, then Tn(f ) is not Hermitian in general: consequently,
the distribution of eigenvalues is more involved and (3) cannot be extended in the
natural way (see [28] for a discussion on possible extensions and [31,34] for
new geometric based results). Now we introduce the notion of (unilevel) locally
Toeplitz matrix-sequences that leads to a generalization of (unilevel) Toeplitz
sequences.
Definition 1.1. Consider two matrices A ∈ Cn×n and B ∈ Cm×m. The direct sum
S = A⊕ B ∈ C(n+m)×(n+m) is defined as[
A O
O B
]
.
The tensor product P = A⊗ B ∈ Cnm×nm is defined as the n× n block matrix with
m×m blocks, whose block (i, j), i, j = 1, . . . , m is given by ai,jB.
Definition 1.2 ([29]). A sequence of matrices {An}, where An ∈ Cn×n, is said to
be locally Toeplitz with respect to a pair of functions (a, f ), with a : [0, 1] → C
and f : Q→ C, if f is Lebesgue-integrable and, for all sufficient large m ∈ N, there
exists nm ∈ N such that the following splittings hold
An = LTmn (a, f )+ Rn,m +Nn,m ∀n > nm (4)
with
rank(Rn,m)  c(m), ‖Nn,m‖2  ω(m)
√
n, (5)
where c(m) and ω(m) are functions of m with limm→∞ ω(m) = 0 and with
LTmn (a, f ) = Dm,a ⊗ Tn/m(f )⊕ On mod m,
where, as usual, n/m is the integer part of n/m and n mod m = n−mn/m (it
is understood that the zero block On mod m is not present if n is a multiple of m).
Moreover Dm,a is the m×m diagonal matrix whose entries are given by a(j/m),
j = 1, . . . , m, Tk(f ) denotes the Toeplitz matrix of order k generated by f and Oq is
the null matrix of order q.
In this case we write in short {An} ∼LT (a, f ).
For this class of matrix sequences the following Szeg"o-like results hold.
Theorem 1.2 (Tilli [29]). Assume that {An} is a sequence of n× n complex matrices.
Let f ∈ L1(Q) and a be piecewise continuous over 1 = [0, 1]. Then
{An} ∼σ (a(x) · f (s),1 ×Q) (6)
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holds whenever {An} is locally Toeplitz with respect to the pair (a, f ). If in ad-
dition the matrices An are Hermitian at least definitely, then {An} ∼λ (a(x) · f (s),
1×Q).
Remark 1.1. The definition of the notion of locally Toeplitz sequence suffers from
a pathology that can be easily eliminated. Indeed any Toeplitz sequence generated
by a square Lebesgue integrable symbol is a Locally Toeplitz sequence (see [29]).
However, if f is just L1 then the corresponding Toeplitz sequence may fail to be Lo-
cally Toeplitz which is a kind of “logical contradiction”. The source of this pathology
is the use of the Frobenius norm (Schatten p norm with p = 2) in (5). If we simply
replace it with the “Trace norm” (Schatten p norm with p = 1), then any Toeplitz
sequence with L1 symbol is locally Toeplitz as well and Theorem 1.2 still holds.
Therefore, in the next section our d-dimensional generalization of this notion will
take into account this natural modification.
2. A PDE example and the general definitions
Let A(x) = (ai,j (x))di,j=1 be a d × d matrix of continuous functions defined over
the hypercube d = [0, 1]d and let us consider the differential problem
−
d∑
i,j=1

xi
(
ai,j (x)

xj
u(x)
)
= b(x) if x ∈ ◦d = (0, 1)d , (7)
+ boundary conditions
where the boundary conditions (Dirichlet, Neumann, etc.) are not specified since
they do not affect our reasoning here.
If ◦ denotes the componentwise Hadamard product [2], then the preceding equa-
tion can be conveniently rewritten as follows:
− eT[A(x) ◦Hu(x)]e + first order terms = b(x) if x ∈ ◦d = (0, 1)d , (8)
+ boundary conditions
where Hu(x) is the Hessian matrix of u evaluated at x ∈ d and eT = (1, . . . , 1) ∈
Rd . The discretization of (7) by finite differences (FD) over equispaced d-dimen-
sional grid-sequences G leads to a sequence of multilevel linear systems (see e.g.
[24]) whose sequence of coefficient matrices is denoted by
{An(A,F,G)}. (9)
Here each An(A,F,G) has dimension N(n)×N(n) with n = (n1, . . . , nd) and
N(n) = n1 · · · nd ; the grid sequence G is given by
{Gn1 × Gn2 × · · · × Gnd }n, Gnj =
{
i
nj + 1
}nj
i=1
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andF is a “symbolic” d × d matrix whose entryFi,j denotes the FD formula used
for the discretization of the operator −2/xixj . Last we must specify the ordering
of the unknowns and of the equations: the discretized equation of (Lu)(x) = b(x)
preceeds the discretized equation of (Lu)(x˜) = b(x˜) for x and x˜ belonging to Gn if
x < x˜. Accordingly, the unknown u(y) preceeds u(y˜) for y and y˜ belonging to Gn if
y < y˜. Here we say that z < z˜ for z, z˜ ∈ Gn ⊂ d if and only if
d∑
j=1
zj
d∏
k=j
(nk + 1) <
d∑
j=1
z˜j
d∏
k=j
(nk + 1).
Due to the “shift invariance” property that characterizes any differential operator
‘D’ with constant coefficients, it is customary to represent a FD formula φ over a
sequence of n-sized equispaced grids as a sequence of Toeplitz matrices {Tn(D, φ)}.
For D = d/dx and a consistent formula φ of minimal precision 2 involving two con-
tiguous discretization points, we have n−1Tn(D, φ) =Tn(q(s)) where q(s) = −1 +
eiˆs is the generating function in the sense of equation (1) with f0 = −1 and f1 = 1.
For D = −d2/dx2 and a consistent formula φ of precision 2 involving three con-
tiguous discretization points, we have n−2Tn(D, φ) = Tn(q(s)) where q(s) = 2 −
2 cos(s) = −e−iˆs + 2 − eiˆs is the generating function in the sense of equation (1)
with f0 = 2 and f±1 = −1. Since the approximate evaluation by φ of a given dif-
ferential operator D = dp/dxp applied to a function u at a given grid point involves
the evaluation of u at a finite number of continguous grid points, it follows that
the Toeplitz sequence {n−pTn(D, φ)} is associated to a 2-periodic function with
a finite Fourier expansion that is to a trigonometric polynomial. By following the
general procedure given in [18] we know that, up to a scaling by a reasonable uni-
modular function u(s), the generating polynomial q(s) for D = dp/dxp and φ of
precision ν is asymptotic in any neighbourhood of the complex zero to (iˆs)p while
the error u(s)q(s)− (iˆs)p is asymptotic to (iˆs)ν+2 in any neighbourhood of the com-
plex zero. In the multidimensional case the correspondence between formulas for
partial derivatives and generating polynomials can be simply handled by using tensor
products imposing the stepsize up to multiplicative constants the same in each direc-
tion i.e. ∃a1, a2, . . . , ad ∈ N+ such that nj + 1 = vaj with v−1 being the “finesse”
parameter. For i = (i1, . . . , id) ∈ Nd we denote by i/ix the operator
i1
i1x1
i2
i2x2
· · · 
id
id xd
= 
‖i‖1
i1x1i2x2 · · · id xd with ‖i‖1 =
∑
j
ij .
Of course from the definition of multilevel Toeplitz matrices it is easy to see
thatTn(f1(s1) · f2(s2) · · · fd(sd)) = Tn1(f1(s1))⊗ Tn1(f2(s2))⊗ · · · ⊗ Tnd (fd(sd)).
Therefore, for any choice of i = (i1, . . . , id) ∈ Nd , the following scheme holds
D = 
i
ix
⇒ φ⇒⇐ q(s1, . . . , sd) =
d∏
k=1
a
ik
k qik (sk). (10)
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The meaning of (10) can be resumed as follows. The differential operator ‘D’ is
discretized overGwith the formula φ (which is of course not unique since it depends
e.g. on the precision order). The formula φ is uniquely associated to a d-variate trigo-
nometric polynomial and vice versa. Consequently, q is the polynomial representing
up to the scaling ν−‖i‖1 the finite difference discretization matrix and can be decom-
posed as
∏d
k=1 a
ik
k qik (sk) where each qik is the univariate polynomial representing
a possible formula for the basic operator ik /ik xk .
For
D =
t∑
j=1
i(j)
i(j)x
with j, t ∈ N, i(j) = (i1(j), . . . , id(j)) ∈ Nd
and ‖i(1)‖1 = ‖i(2)‖1 = · · · = ‖i(t)‖1 = p
and by considering a formula φ obtained by composition of unidimensional formu-
las, we infer that v−pTn(D, φ) = Tn(q(s)) with s = (s1, . . . , sd), n = (n1, . . . , nd)
with nj + 1 = vaj and
q(s1, . . . , sd) =
t∑
j=1
d∏
k=1
a
ik(j)
k qik(j)(sk),
where qik(j)(sk) is the generating polynomial of a formula for ik(j)/ik(j)xk .
Owing to (10), it is clear that the matrix sequence {An(A,F,G)} considered in
(9) can be equivalently represented as {An(A, P,Wa)} where Pi,j is the polynomi-
al of the variables si and sj uniquely associated to the formula Fi,j discretizing
the operator −2/xixj over the (sub)sequence G with n1 + 1 = n2 + 1 = · · · =
nd + 1 = v. Furthermore, the matrixWa = (a1, . . . , ad)(a1, . . . , ad)T is the nonneg-
ative definite dyad constructed by using the weight numbers aj related to the step-
sizes in the different directions. In this way eT[P(s) ◦Wa]e =∑i,j pi,j (s)aiaj is the
polynomial representing a formula over G for the operator D = −∑i,j (2/xixj ).
An interesting and nice correspondence between the differential equation (8) and
the sequence {An(A, P,Wa)} is given in Corollary 6.3 where the following relation
is proved:
{v−2An(A, P,Wa)} ∼σ
(
eT[A(x) ◦ P(s) ◦Wa]e,d ×Qd
) (11)
with x ∈ d = [0, 1]d , s ∈ Qd = (−, )d and where the “discrete operator”
eT [A(x) ◦ P(s) ◦Wa]e formally adheres to the continuous operator −eT[A(x) ◦
Hu]e given in (8) since P(s) ◦Wa is a finite difference (functional) representation of
the matrix of operators −Hu over the (sub)sequence G with nj + 1 = ajv.
If A(x) is symmetric, then we apply the numerical approximation to the operator
in divergence form (7) and we arrange the choice of Pi,j so that −P(s) ◦Wa is a
Hermitian, nonnegative definite dyad of functions (notice that Hu = [∇u] · [∇u]T
is a sort of dyad with respect to the composition of operators). Consequently, the
378 S. Serra Capizzano / Linear Algebra and its Applications 366 (2003) 371–402
resulting matrices {An(A, P,Wa)} are symmetric and the previous formula can be
also stated in the sense of the eigenvalues (see Corollary 6.4) i.e.
{v−2An(A, P,Wa)} ∼λ
(
eT[A(x) ◦ P(s) ◦Wa]e,d ×Qd
)
. (12)
Remark 2.1. When the differential problem is defined over ′ with ′ ⊂ d and
not necessarily hyperrectangular, a linear algebra trick allows us to find ergodic for-
mulas similar to those of (11) and (12): the matrix An(A, P,Wa) is replaced by
An(A, P,Wa,′) of dimension dn(′)× dn(′); the quantity N(n) is substituted
with dn(′) and the set d is obviously replaced by ′ both in the multiplicative
constant and in the integration domain. The only limitation over ′ concerns the
fact that ′ is required to be Peano–Jordan measurable [11, Jordan, pp. 28–29]. We
recall that a subset of Rd is Peano–Jordan measurable if and only if its characteristic
function is integrable in the multidimensional Riemann sense.
Remark 2.2. When we deal with systems of PDEs, the case of constant coeffi-
cients leads to multilevel block Toeplitz matrices generated by Hermitian matrix-
valued polynomials so that the ergodic results proved in [30] can be used to build up
a theory for multilevel block Locally Toeplitz sequences.
Now we are ready to introduce the notion of multilevel locally Toeplitz sequences.
Definition 2.1. A sequence of matrices {An}, where n ∈ Nd , N(n) = n1 · · · nd and
An ∈ CN(n)×N(n), is called separable multilevel locally Toeplitz with respect to a pair
of functions (a, f ), with a : d → C and f : Qd → C, if the separable function
f (s1, . . . , sd) = f1(s1) · · · fd(sd) is Lebesgue-integrable and, for all sufficient large
m ∈ Nd , there exists nm ∈ Nd such that the following splittings hold
An = LTmn (a, f )+ Rn,m +Nn,m ∀n > nm (13)
with
rank(Rn,m)  c(m)N(n)

 d∑
j=1
n−1j

 (14)
‖Nn,m‖1  ω(m)N(n),
where c(m) and ω(m) are functions of m with limm→∞ ω(m) = 0 and with
LTmn (a, f ) = Diag
j1=1,...,m1
Tn1/m1(f1)⊗
(
Diag
j2=1,...,m2
Tn2/m2(f2)
⊗
(
· · · ⊗
(
Diag
jd−1=1,...,md−1
Tnd−1/md−1(fd−1)
⊗ (Dmd,aj,m,d ⊗ Tnd/md(fd)⊕ Ond mod md )
)
⊕O(nd−1 mod md−1)nd
)
⊕ · · ·
)
⊕ O(n1 mod m1)ndnd−1···n2 .
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The matrixDmd,aj,m,d is themd ×md diagonal matrix constructed as the matrixDm,a
in Definition 1.2. Here the function aj,m,d is the projection of the function a over the
last component i.e.
aj,m,d(y) = a(j1/m1, j2/m2, . . . , jd−1/md−1, y), y ∈ 1 = [0, 1].
Finally Tk(g) denotes the unilevel Toeplitz matrix of order k generated by the
univariate function g and Oq is the null matrix of order q.
In this case we write in short {An} ∼sLT (a, f ).
A sequence of matrices {An} is called multilevel locally Toeplitz if it can be written
a finite sum of separable multilevel locally Toeplitz sequences {A(i)n } with respect to
suitable pairs of functions (ai, fi).
Definition 2.2. Suppose a sequence of matrices {An} of size dn is given (with dn <
dn+1). We say that {{Bn,m} : m ∈ N}m is an approximating class of sequences (a.c.s.)
for {An} if, for all sufficiently large m ∈ N, the following splittings hold:
An = Bn,m + Rn,m +Nn,m ∀n > nm (15)
with
rankRn,m  dn c(m), ‖Nn,m‖  ω(m), (16)
where nm, c(m) and ω(m) depend only on m and, moreover,
lim
m→∞ω(m) = 0, limm→∞ c(m) = 0. (17)
Definition 2.3. A sequence of matrices {An}, where n ∈ Nd , N(n) = n1 · · · nd and
An ∈ CN(n)×N(n) is approximable by separable multilevel locally Toeplitz sequences
with respect to a measurable function κ , if for any 3 > 0
• there exist pairs of functions {(ai,3, fi,3)}N3i=1 with fi,3 separables and polynomial
and ai,3 defined over d such that
∑N3
i=1 ai,3fi,3 − κ will converge in measure to
zero over d ×Qd ,
• there exist matrix sequences {{A(i,3)n }n}N3i=1 such that {A(i,3)n } ∼sLT (ai,3, fi,3) and
if
• {{∑N3i=1 A(i,3)n } : 3 = (m+ 1)−1, m ∈ N} is an a.c.s. for {An}.
In this case the sequence {An} is said to be a generalized locally Toeplitz sequence
with respect to κ and we write in short {An} ∼GLT κ .
Remark 2.3. Given a sequence of matrices {An}, we will write {An} ∼sLT (a, f )
to indicate that {An} is separable multilevel locally Toeplitz with respect to a and
f . It is understood that each An has order N(n), that a is defined over d , and that
f is defined over Qd with f (s1, . . . , sd) = f1(s1) · · · fd(sd); moreover, both a and f
are supposed to be complex valued, unless otherwise specified. We call a the weight
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function, and f the generating function; moreover, in the splittings (13), the matrices
Rn,m’s are called rank corrections, while the Nn,m’s are called norm corrections.
If {An} is a generalized locally Toeplitz sequence i.e. {An} ∼GLT κ with κ ∈
L1(d ×Qd), it is evident that the unique function κ has simultaneously the role
of weight function and of generating function: we call κ the kernel function.
Finally it is clear that generalized locally Toeplitz sequences contain the multi-
level locally Toeplitz sequences since the first space of sequences is a sort of topo-
logical closure of the second space.
Remark 2.4. It is crucial to observe that, contrary to multilevel Toeplitz structure, a
single matrix A is never generalized locally Toeplitz: the notion of local Toeplitzness
is an asymptotic one and it is always referred to a sequence of matrices {An}.
For the class of generalized locally Toeplitz sequences as in Definition 2.3, we
prove a Szeg"o-like formula for eigen and singular values, namely
Theorem 2.1. Assume that {An} is a sequence of complex matrices. Let κ be mea-
surable over d ×Qd. Then
{An} ∼σ
(
κ(x, s),d ×Qd
) (18)
holds whenever {An} is a generalized locally Toeplitz sequence with respect to κ
as in Definition 2.3 and the functions ai,3 involved in Definition 2.3 are Riemann
integrable over d . Moreover, if the matrices An are Hermitian at least definitely
then {An} is distributed as κ over d ×Qd in the sense of the eigenvalues too that is
{An} ∼λ
(
κ(x, s),d ×Qd
)
. (19)
3. Basic spectral results
Now we investigate some basic spectral properties of the matrix-valued operators
LTmn , defined according to Definition 2.1.
Remark 3.1. Given 2p functions ai : d → C, fi : Qd → C with fi being sepa-
rable, i = 1, 2, . . . , p, for any two vectors of natural numbers n > m the singular
values of the N(n)×N(n) matrix M =∑pi=1 LTmn (ai, fi) are easily characterized
in terms of the singular values of Toeplitz matrices, as follows. Partitioning M into
blocks according to Definition 2.1, the jth diagonal block, j = (j1, . . . , jd) of M is
the matrix of order N(n/m) ≡∏dj=1nj/mj  given by
p∑
i=1
ai(j/m)Tn1/m1((fi)1)⊗ · · · ⊗ Tnd/md((fi)d)
= Tn/m
(
p∑
i=1
ai(j/m) fi
)
,
j/m = (j1/m1, . . . , jd/md), n/m = (n1/m1, . . . , nd/md) .
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Therefore,
N(n/m)N(m) = N(n)

 d∏
j=1
(
1 − (nj mod mj)n−1j
)
singular values of M are given by
σk
(
Tn/m
(
p∑
i=1
ai(j/m) fi
))
, j = eT, . . . , m,
k = 1, 2, . . . , N(n/m),
while the remaining N(n)
(
1 −
(∏d
j=1
(
1 − (nj mod mj)n−1j
)))
singular values
are null.
Concerning eigenvalues, instead of studying those of M we turn our attention to
those of ReM = (M +M∗)/2 (which reduces to M when M is Hermitian) or those
of ImM = −iˆ(M −M∗)/2 (which reduces to M when M is skew-Hermitian); rea-
soning as above, and observing that T ∗k (f ) = Tk(f¯ ), we obtain that the jth diagonal
block of ReM is given by
Re
p∑
i=1
ai(j/m)Tn/m(fi) = Tn/m
(
Re
p∑
i=1
ai(j/m) fi
)
and hence N(n)
(∏d
j=1
(
1 − (nj mod mj)n−1j
))
eigenvalues of ReM are given by
λk
(
Tn/m
(
Re
p∑
i=1
ai(j/m) fi
))
, j = eT, . . . , m,
k = 1, 2, . . . , N(n/m),
while the remaining N(n)
(
1 −
(∏d
j=1
(
1 − (nj mod mj)n−1j
)))
eigenvalues are
null.
For any fixed m ∈ Nd , sequences of the kind {∑pi=1 LTmn (ai, fi)} turn out to have
a regular asymptotic distribution of singular values, as n→∞; as we show in the
following lemma, a further limit operation is also possible involving m.
Lemma 3.1. Given 2p functions ai : d → C, fi : Qd → C with fi being separa-
ble, i = 1, . . . , p, suppose that each fi ∈ L1. Then, for all m ∈ Nd and all F ∈ C0
it holds{
p∑
i=1
LTmn (ai, fi)
}
∼σ

 1
N(m)
m∑
j=eT
[
p∑
i=1
ai(j/m)fi(s)
]
,Qd

 . (20)
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If, moreover, each ai is Riemann integrable, then it holds
lim
m→∞
1
N(m)
m∑
j=eT
1
m{Qd}
∫
Qd
F
[∣∣∣∣∣
p∑
i=1
ai(j/m)fi(s)
∣∣∣∣∣
]
ds
= 1
m{d ×Qd}
∫
d×Qd
F
[∣∣∣∣∣
p∑
i=1
ai(x)fi(s)
∣∣∣∣∣
]
dx ds,
x ∈ d = [0, 1]d, s ∈ Qd = (−, )d . (21)
Proof. For m fixed and n > m, setting N(n/m) ≡∏dj=1nj/mj , from Remark
3.1 we obtain
σ
(
F,
p∑
i=1
LTmn (ai, fi)
)
= 1
N(n)
m∑
j=eT
N(n/m)∑
k=1
F
[
σk
(
Tn/m
(
p∑
i=1
ai(j/m)fi
))]
+

1 −

 d∏
j=1
(
1 − (nj mod mj)n−1j
)

F(0).
The last term tends to zero when n→∞. Therefore, letting
gj (s) =
p∑
i=1
ai(j/m)fi(s),
we obtain
lim
n→∞σ
(
F,
p∑
i=1
LTmn (ai, fi)
)
=
m∑
j=eT
lim
n→∞
N(n/m)
N(n)
σ
(
F, Tn/m(gj )
)
= 1
N(m)
m∑
j=eT
1
m{Qd}
∫
Qd
F
[∣∣gj (s)∣∣] ds, (22)
where the last equality follows from limn→∞nr/mr/nr = 1/mr, and from Theo-
rem 1.1 applied N(m) times to the generating functions gj , j = (j1, . . . , jd), jr =
1, 2, . . . , mr .
Finally, observe that (22) can be thought of as a Riemann sum, on the grid
{j/m}m
j=eT , of the function
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φ(x) = 1
m{Qd}
∫
Qd
F
[∣∣∣∣∣
p∑
i=1
ai(x)fi(s)
∣∣∣∣∣
]
ds, x ∈ d = (0, 1)d . (23)
From the dominated convergence theorem it easily follows that φ is continuous at
every point where all the ai’s are continuous. Since each ai is Riemann integra-
ble, then φ is also Riemann integrable, and (21) immediately follows, as a limit of
Riemann sums of a bounded and Riemann integrable function. 
Remark 3.2. In (22) we obtained the quantity
1
N(m)
m∑
j=eT
φ(j/m),
where the function φ(·) is the one defined in (23). In order to prove that the for-
mer expression represents a Riemann sum, we used the fact that each ai(x) is Rie-
mann integrable. However, since each F is continuous and with bounded support,
we point out that the statement claimed in Lemma 3.1 still holds if we use the
following weaker assumption: for any pair of real numbers m  M, the functions
max{min{ai(x),M}, m} are Riemann integrable. We stress that this situation oc-
curs in the case where we discretize the Helmhotz equation by FD over collocation
Chebyshev points [22] and in the case of Jacobi sequences related to orthogonal
polynomials with varying weights [12]. In both the cases we have to face unbounded
weight functions which may fail to be Lebesgue integrable.
Proposition 3.2. Let dn be an increasing sequence of natural numbers. Suppose a
sequence of matrices {An} of size dn is given with dn < dn+1 such that {{Bn,m} : m ∈
Nˆ ⊂ N}m, #Nˆ = ∞, is an a.c.s. for {An} in the sense of Definition 2.2. Suppose that,
for all sufficiently large m ∈ N and for all F ∈ C0, there exist the limits
lim
n→∞σ (F, Bn,m) = m(F ), and limm→∞m(F ) = (F ). (24)
Then it necessarily holds
lim
n→∞σ (F,An) = (F ) ∀F ∈ C0. (25)
Similarly, if the matrices in (15) are Hermitian at least definitely, and for all F ∈ C0
there exist the limits
lim
n→∞λ(F, Bn,m) = m(F ), and limm→∞m(F ) = (F ), (26)
then it also holds
lim
n→∞λ(F,An) = (F ) ∀F ∈ C0. (27)
Proof. A full proof is reported in [21]. 
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4. Asymptotic spectrum of generalized locally Toeplitz sequences
Now we are in a position to show that the singular values of a separable mul-
tilevel locally Toeplitz sequence have a regular asymptotic distribution on the real
line, and this distribution can be explicitly computed in terms of a and f. Indeed, a
more general result is proved concerning multilevel locally Toeplitz sequences and
generalized locally Toeplitz sequences.
Theorem 4.1. Suppose that a multilevel locally Toeplitz sequence of matrices {An}
can be decomposed as the sum of p sequences {A(i)n } ∼sLT (ai, fi), i = 1, 2, . . . , p,
where the ai’s are Riemann integrable over d and the fi’s belong to L1(Qd). Then
for all F ∈ C0 it holds
{An} ∼σ
(
p∑
i=1
ai(x)fi(s),d ×Qd
)
. (28)
Proof. By assumption, for each i = 1, 2, . . . , p, we have the splittings
A(i)n = LTmn (ai, fi)+ R(i)n,m +N(i)n,m ∀n > n(i)m , (29)
where the rank and norm corrections satisfy the conditions
rankR(i)n,m  c(i)(m)N(n)
d∑
j=1
n−1j ,
d∑
j=1
n−1j 
1
‖m‖∞
(∑d
j=1 c(i)(m)+ 1
) , (30)
‖N(i)n,m‖1  N(n)ω(i)(m), limm→∞ω
(i)(m) = 0.
Letting Bn,m =∑pi=1 LTmn (ai, fi), Rn,m =∑pi=1 R(i)n,m, and Nn,m =∑pi=1 N(i)n,m,
the sequence {An} trivially satisfies conditions (15), (16) and (17), with nm =
max
p
i=1{n(i)m }, c(m) = 1‖m‖∞ and ω(m) =
∑p
i=1 ω(i)(m). If for F ∈ C0 we let
m(F ) = 1
N(m)
m∑
j=eT
1
m{Qd}
∫
Qd
F
[∣∣∣∣∣
p∑
i=1
ai(j/m) fi(s)
∣∣∣∣∣
]
ds ∀m
and
(F ) = 1
m{d ×Qd}
∫
d×Qd
F
[∣∣∣∣∣
p∑
i=1
ai(x) fi(s)
∣∣∣∣∣
]
dx ds,
then by (20) and (21) of Lemma 3.1 we obtain that (24) is also fulfilled. Therefore,
we can apply Proposition 3.2 to the sequence of matrices {An}, and observe that (25)
reduces to (28). 
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Theorem 4.2. Suppose that a multilevel locally Toeplitz sequence of matrices {An}
can be decomposed, in two different ways, as the sum of p sequences
An =
p∑
i=1
A(i)n =
p∑
i=1
Aˆ(i)n , n ∈ Nd ,
{A(i)n } ∼sLT (ai, fi), {Aˆ(i)n } ∼sLT (aˆi , fˆi), i = 1, 2, . . . , p,
where all the weight functions are Riemann integrable over d and the generating
functions are separable and belong to L1(Qd). Then it holds
p∑
i=1
ai(x) fi(s) =
p∑
i=1
aˆi (x) fˆi(s), a.e. over d ×Qd. (31)
Proof. By subtracting the two decompositions from each other, we obtain that the
null sequence {On} can be decomposed as the sum of 2p separable multilevel locally
Toeplitz sequences; therefore, by Theorem 4.1 ∀F ∈ C0, we obtain
F(0) = 1
m{d ×Qd}
∫
d×Qd
F
[ ∣∣∣∣∣
p∑
i=1
ai(x) fi(s)−
p∑
i=1
aˆi (x) fˆi(s)
∣∣∣∣∣
]
dx ds.
Since F is arbitrary, it is well-known from measure-theory that the above equality
implies∣∣∣∣∣
p∑
i=1
ai(x) fi(s)−
p∑
i=1
aˆi (x) fˆi(s)
∣∣∣∣∣ = 0, a.e. over d ×Qd
and the proof is completed. 
Corollary 4.3. Suppose that a multilevel locally Toeplitz sequence of Hermitian
matrices {An} can be decomposed as the sum of p sequences {A(i)n } ∼sLT (ai, fi),
i = 1, 2, . . . , p,where each ai is Riemann integrable overd and each fi ∈ L1(Qd)
is separable. Then it holds
p∑
i=1
ai(x)fi(s) ∈ R, a.e. over d ×Qd.
Proof. It is a trivial but general fact that {An} ∼sLT (a, f ) holds if, and only if,
{A∗n} ∼sLT (a¯, f¯ ). In our case, since the sequence {An} is Hermitian, it can also be
decomposed as the sum of {A(i)∗n }, i = 1, . . . , p, where {A(i)∗n } ∼sLT (a¯i , f¯i ); from
the previous theorem we then obtain
p∑
i=1
ai(x)fi(s) =
p∑
i=1
a¯i (x)f¯i(s), a.e. over d ×Qd
and the proof is completed. 
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Concerning the asymptotic distribution of eigenvalues, the analog of Theorem 4.1
can be formulated as follows.
Theorem 4.4. Suppose that a multilevel locally Toeplitz sequence of matrices {An}
can be decomposed as the sum of p sequences {A(i)n } ∼sLT (ai, fi), i = 1, 2, . . . , p,
where each ai is Riemann integrable over d and each fi ∈ L1(Qd) is separable.
Then, for all F ∈ C0 it holds
{ReAn} ∼λ
(
Re
p∑
i=1
ai(x) fi(s),d ×Qd
)
, (32)
{ImAn} ∼λ
(
Im
p∑
i=1
ai(x) fi(s),d ×Qd
)
. (33)
If, moreover, the matrices An are Hermitian at least definitely, then it also holds
{An} ∼λ
(
p∑
i=1
ai(x) fi(s),d ×Qd
)
. (34)
Now we are in a position to prove the most general results concerning the spectral
distribution of generalized locally Toeplitz sequences.
Theorem 4.5. Let {An} be a generalized locally Toeplitz sequence with respect to a
measurable κ defined over d ×Qd in the sense of Definition 2.3. Suppose that the
functions ai,3 involved in Definition 2.3 are Riemann integrable over d . Then
{An} ∼σ
(
κ(x, s),d ×Qd
)
. (35)
Proof. By the assumptions we have
An = Bn,m + Rn,m +Nn,m ∀n > nm
with
rankRn,m  N(n)c(m), ‖Nn,m‖  ω(m),
where nm, c(m) and ω(m) depend only on m and, moreover,
lim
m→∞ω(m) = 0, limm→∞ c(m) = 0.
Here 3 = (m+ 1)−1 and Bn,m =∑N3i=1 A(i,3)n with A(i,3)n ∼sLT (ai,3, fi,3) and∑N3
i=1 ai,3fi,3 − κ converging to zero in measure over d ×Qd (as in Definition
2.3). If for F ∈ C0 we let
m(F ) = 1
m{d ×Qd}
∫
d×Qd
F
[∣∣∣∣∣
N3∑
i=1
ai,3(x) fi,3(s)
∣∣∣∣∣
]
dx ds ∀m = m(3)
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and
(F ) = 1
m{d ×Qd}
∫
d×Qd
F [|κ(x, s)|] dx ds,
then by Theorem 4.1 we obtain that (24) is also fulfilled because of the convergence
to zero in measure of
N3∑
i=1
ai,3fi,3 − κ.
Therefore, we can apply Proposition 3.2 to the sequence of matrices {An}, and
observe that (25) reduces to (35). 
Remark 4.1. The right-hand side of (35) can be thought of as a generalized version
of the right-hand side of (2); in particular, when κ(x, s) ≡ f (s) the integral in (35)
reduces to that in (2). This analogy is more than a formal one; indeed, in Theorem 5.2
we will observe that, if f ∈ L1, then {Tn(f )} is approximable by linear combinations
of multilevel locally Toeplitz sequences with respect to κ(x, s) = f (s), and hence
(35) reduces to (2). In view of this, Theorem 1.1 can be obtained as a corollary of the
above theorem.
Theorem 4.6. Suppose that a sequence of matrices {An} is a generalized locally
Toeplitz sequence with respect to κ ∈ L1(d ×Qd) and κˆ ∈ L1(d ×Qd) in the
sense of Definition 2.3. Then it holds
κ(x, s) = κˆ(x, s), a.e. over d ×Qd. (36)
Proof. By subtracting the two decompositions from each other, we obtain that the
null sequence {On} can be approximated by multilevel locally Toeplitz sequences
with respect to the kernel function κ − κˆ; therefore, by Theorem 4.5 ∀F ∈ C0, we
obtain
F(0) = 1
m{d ×Qd}
∫
d×Qd
F
[ ∣∣κ(x, s)− κˆ(x, s)∣∣ ] dx ds.
Since F is arbitrary, it is well-known from measure-theory that the above equality
implies∣∣κ(x, s)− κˆ(x, s)∣∣ = 0, a.e. over d ×Qd
and the proof is completed. 
Corollary 4.7. Suppose that a sequence of Hermitian matrices {An} is a generalized
locally Toeplitz sequence with respect to κ ∈ L1(d ×Qd). Then it holds
κ(x, s) ∈ R, a.e. over d ×Qd.
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Proof. It is a trivial but general fact that {An} ∼GLT κ holds if, and only if, {A∗n} ∼GLT
κ¯ . In our case, since the sequence {An} is Hermitian, it is simultaneously generalized
locally Toeplitz with respect to κ and to κ¯; from the previous theorem we then obtain
κ(x, s) = κ¯(x, s), a.e. over d ×Qd
and the proof is completed. 
Theorem 4.8. Let {An} be a generalized locally Toeplitz sequence with respect to
the measurable function κ defined over d ×Qd in the sense of Definition 2.3. Sup-
pose that the functions ai,3 involved in Definition 2.3 are Riemann integrable over
d . Then
{ReAn} ∼λ
(
Re κ(x, s),d ×Qd
)
, (37)
{ImAn} ∼λ
(
Im κ(x, s),d ×Qd
)
. (38)
If, moreover, the matrices An are Hermitian at least definitely, then it also holds
{An} ∼λ
(
κ(x, s),d ×Qd
)
. (39)
Proof. It is a simple adaptation of the proof of Theorem 4.5. 
Remark 4.2. When f ∈ L1(Qd) is real-valued, the above theorem is a generaliza-
tion of Theorem 1.1 for the eigenvalue distribution. In fact (refer to Theorem 5.2),
{Tn(f )} is approximable by multilevel locally Toeplitz sequences with respect to f,
i.e., {Tn(f )} is a generalized locally Toeplitz sequence with respect to κ(x, s) = f (s)
and we can apply the above theorem. Then the right-hand side of (39) reduces to that
of (3).
5. Further properties of generalized locally Toeplitz sequences
In the following theorem we show that any multilevel Toeplitz sequence {Tn(f )},
generated by f ∈ L1(Qd), is also approximable by finite sums of separable multi-
level locally Toeplitz sequences. Therefore, Toeplitz sequences are a particular case
of generalized locally Toeplitz sequences.
Theorem 5.1. If f : Qd → C is a polynomial with f (s) = f1(s1) · · · fd(sd) being
separable, then it holds that {Tn(f )} ∼sLT (1, f ).
Proof. First we observe that
Tn(f ) = Tn1(f1)⊗ Tn2(f2)⊗ · · · ⊗ Tnd (fd). (40)
Second, it is easy to see that each {Tnj (fj )} ∼LT (1, fj ) with Nn,m = 0. Now,
combining the splitting given in (4) with conditions (5) for each Tnj (fj ), and equa-
S. Serra Capizzano / Linear Algebra and its Applications 366 (2003) 371–402 389
tion (40), we obtain a splitting of Tn(f ) as (13) satisfying the conditions given in
(14) with Nn,m = 0 for n large enough. 
Theorem 5.2. If f : Qd → C belongs to L1(Qd), then it holds that {Tn(f )} is ap-
proximable by multilevel locally Toeplitz sequences with respect to κ(x, s) = f (s).
Proof. For any positive 3, there exists a multivariate trigonometric polynomial p3
such that ‖f − p3‖1  3. Of course each polynomial can be written as a finite sum
of separable polynomials {qj,3}j . Moreover, from the relation (see [26])
‖Tn(g)‖1  N(n)‖g‖1, g ∈ L1(Qd),
we know that Tn(f ) = Tn(p3)+ Tn(f − p3) with ‖Tn(f − p3)‖1  3N(n). There-
fore, by exploiting a clever application of the SVD decomposition of Tn(f −
p3), we deduce that {{Tn(p3)} : 3 = (m+ 1)−1, m ∈ N}, is an a.c.s. for {Tn(f )}
(see also [21]) in the sense of Definition 2.2. Finally by Theorem 5.1 we have that
{Tn(qj,3)} ∼sLT (1, qj,3) so that {Tn(f )} is approximable by multilevel locally Toep-
litz sequences with respect to the kernel κ(x, s) = f (s) i.e. {Tn(f )} ∼GLT f. 
Now we investigate the behaviour of linear combinations of multilevel locally
Toeplitz sequences under sums and products. Of course there is stability under sums
and, in general, under linear combinations. On the other hand, it is not reasonable
to expect that the product of any two multilevel locally Toeplitz sequences is also
multilevel locally Toeplitz or can be expressed as a linear combination of multilevel
locally Toeplitz; indeed, when expanding the product of two multilevel locally Toep-
litz sequences according to their respective splittings (13), the product of the two
norm-corrections might grow too fast, that is, its trace norm might fail to be O(N(n)).
A sufficient condition, however, is the following.
Theorem 5.3. Suppose {An} ∼sLT (a, f ) and {A˜n} ∼sLT (a˜, f˜ ), where a, a˜, f, f˜
are essentially bounded and f and f˜ are separable. If there exists a constant C > 0
such that
‖Nn,m‖  C, (41)
holds in the splittings (13), then we obtain
{AnA˜n} ∼sLT (aa˜, f f˜ ), {A˜nAn} ∼sLT (aa˜, f f˜ ), (42)
where the new splittings in (13) concerning {AnA˜n} and {A˜nAn} satisfy (41).
Proof. Due to the tensorial decomposition of Tk(f ) = Tk1(f1)⊗ Tk2(f2)⊗ · · · ⊗
Tkd (fd) and of Tk(f˜ ) = Tk1(f˜1)⊗ Tk2(f˜2)⊗ · · · ⊗ Tkd (f˜d) and thanks to Definition
2.1, the claimed thesis is simply reduced to the unilevel case where d = 1. Since this
result with d = 1 has been proved in Theorem 4.4 of [29], the proof is over. 
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Example 5.4 (Basic examples of separable multilevel locally Toeplitz sequences).
For a given continuous function a on d , let us consider the sampling matrix Dn,a
(as in Definition 1.2). Then by direct inspection we see that {Dn,a} ∼sLT (a, 1) with
term Nn,m infinitesimal as m and n tend to infinity. For a separable trigonometric
polynomial p defined over Qd, we know that {Tn(p)} ∼sLT (1, p) with Nn,m = 0.
Therefore each finite product of such basic sequences leads to a separable multi-
level locally Toeplitz sequence with spectrally uniformly bounded norm correction
sequence {Nn,m}.
A further important step is the investigation of the stability of generalized locally
Toeplitz sequences under linear combinations and products. The stability under lin-
ear combinations is trivial. In order to analyze the stability under products, we intro-
duce the concept of sparsely unbounded function, a lemma concerning the stability
of the products of two a.c.s., a generalization of Theorem 5.3 and other preparatory
results.
We say that a sequence of matrices {An}n is sparsely unbounded (s.u.) iff, by
definition, ∀M > 0, ∃n¯M such that for n  n¯M we have
#{i : σi(An) > M}
dn
 r(M), lim
M→∞ r(M) = 0. (43)
Therefore by invoking the singular value decomposition, we have
An = A(1)n,M + A(2)n,M, ‖A(1)n,M‖  M, rankA(2)n,M  r(M)dn. (44)
It is almost trivial to see that if {An} ∼σ θ with measurable θ taking values on
C ∪ {∞}, then {An} s.u. iff θ is sparsely unbounded that is limM→∞m{x : |θ(x)| >
M} = 0 with m{·} denoting the usual Lebesgue measure. Furthermore, we observe
that any function a belonging to L1(Qd) is sparsely unbounded and that the product
ν(x) of a finite number of s.u. functions is s.u. since the Lebesgue measure of the set
where |ν(x)| = ∞ is zero.
Lemma 5.5 ([21]). Let {An}n and {Bn}n, An, Bn ∈ Cdn×dn, be two given sparsely
unbounded (s.u.) matrix sequences. Suppose that
{{YA,n,m}n : m ∈ Nˆ ⊂ N}m and {{YB,n,m}n : m ∈ Nˆ ⊂ N}m,
#Nˆ = ∞, are two a.c.s., in the sense of Definition 2.2, for {An} and {Bn}, respec-
tively. Then {{YA,n,mYB,n,m}n}m is an a.c.s. for the sequence {AnBn}n.
Example 5.6 (Basic examples of products of a.c.s.). Let a be a given Riemann integ-
rable function on d . Then there exist continuous functions a3 such that
1. a − a3 converges to zero in measure,
2. {{Dn,a3 } : 3 > 0} is an a.c.s. for {Dn,a}.
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The proof relies on the definition of Riemann integrability. Indeed it is possible
to prove that for any 3 > 0 there exist a finite union of rectangles J3 of total measure
bounded by 3 and continuous functions a3 such that
‖a − a3‖∞ < 3 over d\J3.
Therefore, by using this fact and Theorem 5.2, we obtain that any sequence such
as {LTmn (a, f )} with Riemann integrable a and Lebesgue integrable f admits an a.c.s.
of the following form{{LTmn (a3, p3)} : 3 > 0}
with polynomial p3 and continuous a3 .
Theorem 5.7. Suppose {An} ∼sLT (a, f ) and {A˜n} ∼sLT (a˜, f˜ ),where a, a˜ are Rie-
mann integrable and f and f˜ are separable and Lebesgue integrable. Then it holds
{AnA˜n}, {A˜nAn} ∼GLT a(x)a˜(x)f (s)f˜ (s). (45)
Proof. From the hypotheses, for any m > 0 we have
An = LTmn (a, f )+ Rn,m +Nn,m ∀n > nm
A˜n = LTmn (a˜, f˜ )+ R˜n,m + N˜n,m ∀n > n˜m
with
rank(Rn,m), rank(R˜n,m)  c(m)N(n)

 d∑
j=1
n−1j


‖Nn,m‖1, ‖N˜n,m‖1  ω(m)N(n)
and limm→∞ max{ω(m), c(m)} = 0. Then by Example 5.6, we know that{{LTmn (a3, p3)} : 3 > 0} , {{LTmn (a˜3, p˜3)} : 3 > 0}
are a.c.s. for {LTmn (a, f )} and {LTmn (a˜, f˜ )} respectively with polynomials p3 and p˜3
and continuous functions a3 and a˜3 and where a − a3, a˜ − a˜3 converge to zero in
measure and f − p3, f˜ − p˜3 converge to zero in the L1 norm.
Consequently by exploiting the conclusion in Example 5.4 we deduce that
An = Dn(a3)Tn(p3)+ Rn,m,3 +Nn,m,3 ∀n > nm,3
A˜n = Dn(a˜3)Tn(p˜3)+ R˜n,m,3 + N˜n,m,3 ∀n > n˜m,3
with
rank(Rn,m,3), rank(R˜n,m,3)  (c1(m)+ c2(3))N(n)
‖Nn,m,3‖1, ‖N˜n,m,3‖1  (ω1(m)+ ω2(3))N(n)
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and limm→∞,3→0 max{ω1(m)+ ω2(3), c1(m)+ c2(3)} = 0. Now we consider the
product of these splittings and we observe that (again by Example 5.4)
{Dn(a3)Tn(p3)Dn(a˜3)Tn(p˜3)}
can be written as a finite sum of separable multilevel locally Toeplitz sequences with
a3a˜3p3p˜3 converging in measure to aa˜ff˜ on d ×Qd. Finally, choosing m as a
suitable function of 3, we see that all the requests of Definition 2.3 are fulfilled and
the proof is concluded. 
Theorem 5.8. Suppose {An} ∼GLT κ(x, s) and {A˜n} ∼GLT κ˜(x, s), where the mea-
surable functions κ and κ˜ are sparsely unbounded over d ×Qd and where the
functions ai,3 and a˜i,3 appearing in the Definition 2.3 are Riemann integrable. Then
we obtain
{AnA˜n}, {A˜nAn} ∼GLT κ(x, s)κ˜(x, s). (46)
Proof. From the assumptions {An} ∼GLT κ(x, s) and {A˜n} ∼GLT κ˜(x, s) we know
that {
N3∑
i=1
A(i,3)n : 3 > 0
}
is an a.c.s. for {An} and correspondingly{
N3∑
i=1
A˜(i,3)n : 3 > 0
}
is an a.c.s. for {A˜n}. Here {A(i,3)n } ∼sLT (ai,3, fi,3) and {A˜(i,3)n } ∼sLT (a˜i,3, f˜i,3), fi,3
and f˜i,3) are separable L1 functions, ai,3 and a˜i,3 are Riemann integrable on d .
By Theorem 4.1 we have {An} ∼σ (κ,d ×Qd) and {A˜n} ∼σ (κ˜,d ×Qd) and
since κ and κ˜ are s.u. it follows that {An} and {A˜n} are s.u. as matrix sequences.
Therefore we are in position to use the “algebraization” Lemma 5.5 and to deduce
that {(
N3∑
i=1
A(i,3)n
)(
N3∑
i=1
A˜(i,3)n
)
: 3 > 0
}
is an a.c.s. for {AnA˜n} with(
N3∑
i=1
ai,3fi,3
) N˜3∑
i=1
a˜i,3 f˜i,3


converging in measure to the measurable function κκ˜. Due to the relation
{A(i,3)n A˜(j,3)n } ∼GLT ai,3 a˜j,3fi,3 f˜j,3,
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by Theorem 5.7, it follows that all the requests in Definition 2.3 are satisfied and the
proof of
{AnA˜n} ∼GLT κ(x, s)κ˜(x, s)
is over. The other relation concerning the sequence {A˜nAn} can be handled in the
same way. 
Remark 5.1. It is worth observing that the additional assumption (41) is always sat-
isfied by a sequence of multilevel Toeplitz matrices {Tn(f )}, generated by f ∈ L∞
(this is a straightforward consequence of the Szeg"o theory). Therefore, when the
generating functions are bounded, the product of any generalized locally Toeplitz
sequence with multilevel Toeplitz sequences is also a generalized locally Toeplitz se-
quence; in particular, the product of a finite number of multilevel Toeplitz sequences
is a generalized locally Toeplitz sequence (we recall that, in general, the product of
two Toeplitz matrices is not a Toeplitz matrix).
Example 5.9 (Algebra generated by multilevel Toeplitz sequences). In [33]
Tyrtyshnikov proved that the singular values of a finite product of multilevel Toeplitz
sequences are distributed as the magnitude of the product of their generating func-
tions, that is{(
Tn(f1) · · · Tn(fp)
)} ∼σ (f1(s) · · · fp(s),Qd)
whenever all the fi’s belong to L∞. This result has been extended in [21] to handle
all sequences in the algebra generated by Toeplitz sequences. Here we obtain this
generalization as a byproduct of the theory of generalized locally Toeplitz sequences.
Let T be the vector space of all multilevel Toeplitz sequences {Tn(f )} with f ∈
L1(Qd), and letA be the algebra of multilevel sequences generated byT; it is clear
that any sequence {An} ∈A can be written as
An =
∑
α
∏
β
Tn(fαβ), fαβ ∈ L1
(if necessary, one can let fαβ ≡ 1 for some indices α, β, observing that Tn(1) =
IN(n) does not affect the product). From Theorem 5.2, 5.8, and Remark 5.1, we know
that, for each α, the sequence {∏β Tn(fαβ)} is a generalized locally Toeplitz with
respect to the kernel κ(x, s) =∏β fαβ(s), and hence from Theorem 4.5 we can
conclude that

∑
α
∏
β
Tn(fαβ)

 ∼σ
(∑
α
∏
βfαβ(s),Q
d
)
,
concerning eigenvalues, from Theorem 4.8 we obtain the corresponding results.
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Example 5.10 (Zeros of orthogonal polynomials with recurrence coefficients de-
pending on a parameter). For each N ∈ N, let two sequences {an,N }n, an,N > 0 and
{bn,N }n of recurrence coefficients be given together with orthogonal polynomials
pn,N generated by the recurrence
xpn,N (x) = an+1,Npn+1,N (x)+ bn,Npn,N(x)+ an,Npn−1,N (x) (47)
and the initial conditions p0,N ≡ 1 and p−1,N ≡ 0. Suppose that there exist two conti-
nuous functions a : (0,∞)→ [0,∞), b : (0,∞)→ R, such that for every t > 0,
lim
n,N→∞
n/N→t
an,N = a(t) and lim
n,N→∞
n/N→t
bn,N = b(t). (48)
Then for every t > 0 and for every F ∈ C0 we know (see [12]) that
lim
n,N→∞
n/N→t
1
n
n∑
j=1
F(xj,n,N ) =
∫
F(x) dµt(x), (49)
where xj,n,N , j = 1, . . . , n, are the zeros of pn,N ,
µt = 1
t
∫ t
0
ω(a(s), b(s)) ds (50)
and ω(a, b) is the arcsine measure of the interval [b − 2a, b + 2a] (see [12]) if
a > 0, and ω(a, b) is the unit Dirac measure in b if a = 0.
The limits in (48) mean that for every choice of sequences {nj } and {Nj } such
that nj ,Nj →∞, and nj/Nj → t as j →∞, one has
lim
j→∞ anj ,Nj = a(t) and limj→∞ bnj ,Nj = b(t).
We use lim n,N→∞
n/N→t
in this sense also in (49) and in the rest of the paper. For every
F ∈ C0 note that (49)–(50) may also be written as
lim
n,N→∞
n/N→t
1
n
n∑
j=1
F(xj,n,N )
= 1
2
∫ 1
0
∫ 
−
F(b(t · x)+ 2a(t · x) cos s) dx ds. (51)
Indeed, a trivial check shows that the zeros of pn,N are eigenvalues of the Jacobi
matrix
Jn,N =


b0,N a1,N
a1,N b1,N a2,N
a2,N
.
.
.
.
.
.
.
.
.
.
.
. an−1,N
an−1,N bn−1,N

 (52)
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and if n and N are large with n ≈ tN, then under the assumptions (48), the en-
tries vary gradually along the three diagonals and in actuality {Jn,N } ∼GLT b(t · x)+
2a(t · x) cos s (see [12]). Since each matrix Jn,N is real and symmetric, a direct ap-
plication of Theorem 4.8 proves relation (51).
Moreover, we observe that the “constant” case (where we drop the dependence of
the recurrence coefficients on the parameter N) reduces essentially to the Toeplitz
context studied in [37] by using matrix equidistribution techniques.
Finally we want to mention that a generalization of condition (48) allows the
use of functions a and b whose truncations are Riemann integrable and a gener-
alization of the notion of generalized locally Toeplitz sequences taking into account
“local integral” matrices instead of “sampling” matrices allows the use of measurable
functions a and b (see Remark 6.3 and [12,23]).
6. Applications to discretized second-order elliptic boundary-value problems
In this section we come back to the PDEs given in (7) with the aim of proving that
a finite difference discretization of such equations leads to generalized locally Toep-
litz matrix-sequences. For the sake of simplicity we start the analysis by referring to
the equations in the form (8).
Since the operators of FD are linear and the considered PDEs are linear, it follows
that the matrix An(A, P,Wa) considered in the introduction can be decomposed as
follows:
An(A, P,Wa) =
d∑
i,j=1
A˜n(ai,jEi,j , Pi,jEi,j , aiajEi,j )+An(A), (53)
whereEi,j = eieTj , (ek)t = δk−t with δ being the Kronecker delta. The matrixAn(A)
denotes the discretization of the first-order differential terms appearing in (8) and
A˜n(B, P,Wa) denotes the discretization of the operator −eT[B(x) ◦Hu]e, for
B(x) = (bi,j (x))di,j=1, bi,j : d → C.
Lemma 6.1. Let ai,j be continuous. The sequence{
v−2A˜n(ai,jEi,j , Pi,jEi,j , aiajEi,j )
}
with n = (n1, . . . , nd), nj + 1 = vaj and aj ∈ N+ for j = 1, . . . , d, is a separable
multilevel locally Toeplitz sequence with respect to (ai,j (x), aiajPi,j (s)).
Proof. The matrix v−2A˜n(ai,jEi,j , Pi,jEi,j , aiajEi,j ) can be written as
Dn,ai,j Tn(aiajPi,j ) = aiajDn,ai,j Tn(Pi,j ),
where Pi,j = pi(si)pj (sj ) is a separable polynomial and
Dn,ai,j = Diag
l1=1,...,m1
Diag
l2=1,...,m2
· · · Diag
ld=1,...,md
ai,j (l/m).
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By direct inspection we have
{Dn,ai,j } ∼sLT (ai,j , 1) (54)
and by Theorem 5.1 we have {Tn(Pi,j )} ∼sLT (1, Pi,j ). Therefore by Theorem 5.3
we conclude {aiajDn,ai,j Tn(Pi,j )} ∼sLT (ai,j , aiajPi,j ). 
Theorem 6.2. Let ai,j be continuous for any i and j. Suppose that the multi-index
n = (n1, . . . , nd) is such that nj + 1 = vaj and aj ∈ N+ for any j. Then the ma-
trix-sequences {v−2An(A, P,Wa)} and {v−2A˜n(A, P,Wa)} are multilevel locally
Toeplitz sequences and can be expressed as the sum of, at most, d2 + 1 separable
multilevel locally Toeplitz sequences.
Proof. Observe that v−2An(A) can be written as a term of spectral norm infinites-
imal as v−1 and so {v−2An(A)} is a multilevel separable locally Toeplitz sequence
with regard to (1, 0). Now, it is a straightforward consequence of the decomposition
(53) and of Lemma 6.1. 
Corollary 6.3. Let ai,j be continuous for any i and j. Suppose that the multi-index
n = (n1, . . . , nd) is such that nj + 1 = vaj and aj ∈ N+ for any j. Then it holds
{v−2An(A, P,Wa)} ∼σ
(
eT[A(x) ◦ P(s) ◦Wa]e,d ×Qd
)
. (55)
Proof. By Theorem 6.2, we know that {v−2An(A, P,Wa)} is a generalized locally
Toeplitz sequence with respect to (eT[A(x) ◦ P(s) ◦Wa]e,d ×Qd). The applica-
tion of Theorem 4.5 concludes the proof. 
If A(x) is symmetric, then we arrange the choice of Pi,j so that P(s) is a He-
rmitian, nonnegative definite dyad and consequently the previous formula can be
also stated in the sense of the eigenvalues. We proceed as follows. We leave the
differential operator in divergence form as in (7) and for any derivative appearing
in the differential operator we use the same finite difference formula [18]. To clar-
ify our point we consider a simple example of a centered finite difference formula
discretizing the first derivative of a two times continuously differentiable function u
(for more details see [24]):

xt
u(x)
∣∣∣∣
x=x¯
= u(x¯ + htet )− u(x¯ − htet )
2ht
+ O(h2t )
so that
2
xixj
u(x)
∣∣∣∣
x=x¯
= 1
4hihj
[u(x¯ + hiei + hj ej )− u(x¯ + hiei − hj ej )
− u(x¯ − hiei + hj ej )+ u(x¯ − hiei − hjej )]
+O(h2i )+ O(h2j ).
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Now setting nj + 1 = vaj , hj = (nj + 1)−1 and q(t) = (eiˆt − e−iˆt )/2 the trigo-
nometric polynomial generating the Toeplitz sequence associated to the (univariate)
formula
v′(x¯) = v(x¯ + h)− v(x¯ − h)
2h
+ O(h2), x ∈ R
we deduce that
Pi,j (s) = −aiaj q(si)q(sj ).
But q(t) = −q(t) and consequently Pi,j (s) = aiaj q(si)q(sj ) = Pj,i(s) and
Pi,i(s) = a2i |q(si)|2 = a2i (1 − cos(2si))/2. It is evident that
P(s) = q(s)qH (s), qi (s) = q(si)
and therefore P(s) is a nonnegative definite dyad of polynomials. Finally P(s) ◦
Wa = [a ◦ q(s)][a ◦ q(s)]H is the nonnegative definite dyad of polynomials repre-
senting the discretization of the operator −Hu = [∇u] · [∇u]T over G where · is the
usual multiplication between matrices but where the product of the entries is the
“composition” of the corresponding differential operators.
As a consequence, the discretized matrix An(A, P,Wa) can be written as
An(A, P,Wa) =
d∑
i,j=1
Aˆn(ai,jEi,j , Pi,jEi,j , aiajEi,j ), (56)
where Aˆn(B, P,Wa) denotes the discretization of the operator
−
d∑
i,j=1

xi
(
bi,j (x)

xj
u(x)
)
for B(x) = (bi,j (x))di,j=1, bi,j : d → C.
The following facts are true (refer to [24]):
F1. Aˆn(ai,jEi,j , Pi,jEi,j , aiajEi,j ) =
[
Aˆn(aj,iEj,i , Pj,iEj,i , aiajEj,i)
]T
if ai,j =
aj,i .
F2. The matrix Aˆn(ai,iEi,i , Pi,iEi,i , a2i Ei,i) is symmetric semidefinite if ai,i  0
and the matrix v−2Aˆn(ai,iEi,i , Pi,iEi,i , a2i Ei,i) is a positive definite multilevel
Toeplitz matrix generated by a nonnegative polynomial a2i |q(si)|2 if ai,i is the
constant function 1 (see Theorems 3.4 and 3.6 of [18]).
F3. ‖v−2(A˜n(A, P,Wa)− Aˆn(A, P,Wa))‖2 → 0 if v tends to infinity (in particular
the spectral norm of the difference goes to zero as ωA(v−1) = maxi,j ωai,j (v−1)
where ωg(·) denotes the modulus of continuity of g).
Corollary 6.4. Let A(x) = (ai,j (x))di,j=1 be symmetric and let ai,j be continuous for
any i and j. Suppose that the multi-index n = (n1, . . . , nd) is such that nj + 1 = vaj
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and aj ∈ N+ for any j and suppose that any derivative appearing in the differen-
tial operator (7) is discretized by using the same finite difference formula. Then it
holds
{v−2An(A, P,Wa)} ∼λ
(
eT[A(x) ◦ P(s) ◦Wa]e,d ×Qd
)
. (57)
Proof. Owing to F1 and F2 it follows that each An(A, P,Wa) is Hermitian. By
Theorem 6.2, we know that {v−2A˜n(A, P,Wa)} is a generalized locally Toeplitz
sequence with respect to eT[A(x) ◦ P(s) ◦Wa]e. From the relation F3 and by the
definition of generalized locally Toeplitz sequence we infer that {v−2Aˆn(A, P,Wa)}
is a generalized locally Toeplitz sequence as well with respect to the same kernel.
Finally, by invoking Theorem 4.8, the proof is concluded. 
Remark 6.1. Suppose that problems such as (7) are given with the entries of A(x)
being piecewise continuous, i.e. there exists a constant number c of disjoint Peano–
Jordan measurable setsj withd =⋃cj=1 j such that the restriction ofA(x) over
each j is continuous. In this case it is possible to prove by approximation tech-
niques that the resulting discretizing matrix-sequence {v−2Aˆn(A, P,Wa)} is a gen-
eralized locally Toeplitz sequence with respect to the same kernel eT[A(x) ◦ P(s) ◦
Wa]e over d ×Qd. We notice that under these assumptions the functions ai,j are
Riemann integrable as required by the theorems of the preceding sections. The same
argument holds if the entries are just Riemann integrable. Indeed, we use the char-
acterization of a given Riemann integrable function in terms of its oscillation points
and we apply again an approximation technique.
Suppose now that the differential problem is defined over a bounded subset ′
of Rd with ′ not necessarily hyperrectangular. Without loss of generality we can
always suppose that ′ ⊂ d . If it is not the case, a linear change of coordinates
leads to the desired inclusion.
Given A(x) defined over ′ we consider its extension Aˆ(x) over d in the fol-
lowing way: Aˆ(x) = A(x) if x ∈ ′ and zero otherwise.
If ′ is measurable in the Peano–Jordan sense, it is easy to see that the matrix
An(A, P,Wa,′) is a submatrix of dimension dn(′)× dn(′) of An(Aˆ, P,Wa).
In actuality, the other rows and columns are zero since the function Aˆ(x) vanishes
outside ′ with the exception of at most o(N(n)) rows and columns related to the
“border” mesh points. Here, for “border” mesh points we mean those whose distance
from ′ is bounded by cv−1 with c suitable positive universal constant depending
only on the discretization scheme. Therefore, in light of Remark 6.1, the application
of Corollary 6.3 yields the following formula:
{v−2An(Aˆ, P,Wa)} ∼σ
(
eT[Aˆ(x) ◦ P(s) ◦Wa]e,d ×Qd
)
. (58)
Moreover, if ′ is Peano–Jordan measurable (i.e. its characteristic function is
integrable in the multidimensional Riemann sense), then [23]
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lim
n→∞
dn(′)
N(n)
= m{
′}
m{d} =
m{′ ×Qd}
m{d ×Qd}
and therefore
lim
n→∞
dn(′)
N(n)

 1
dn(′)
dn(′)∑
j=1
F [σj (v−2An(A, P,Wa,′))]


+
(
1 − dn(
′)
N(n)
)
F(0)
= m{
′ ×Qd}
m{d ×Qd}
(
1
m{′ ×Qd}
∫
′×Qd
F
( ∣∣eT[A(x) ◦ P(s) ◦Wa]e∣∣ ) dx ds
)
+m{(d\
′)×Qd}
m{d ×Qd} F(0), x ∈ 
′, s ∈ Qd = (−,)d .
Finally, by supposing that m{′} > 0, we deduce{
v−2An(A, P,Wa,′)
} ∼σ (eT[A(x) ◦ P(s) ◦Wa]e,′ ×Qd), (59)
where the above formula is completely satisfactory because the only involved quan-
tities are the data of the problem, i.e. ′, dn(′) and A(x).
Remark 6.2. The results presented in this section contain theoretical interest on
their own for understanding the spectral behaviour of these matrix-sequences and
their relationships with the properties of the continuous problems (7). However an-
other important aspect is of a practical nature. The considered analysis provides a
theoretical tool in order to devise and analyze fast iterative methods related to op-
timal and superlinear preconditioners for the numerical solution of linear systems
arising from the discretization of PDEs as (7) by preconditioned conjugate gradient
methods (for more details see [17–19,25]).
Remark 6.3. We remark that the same approach can be used when the grid sequence
is not uniform [22] and in the case of finite element approximations [6]: in that case
there is a modification of the weight in the ergodic formula that comes from the
geometry of the triangulation/grid sequence.
In addition in the case of the finite elements, due to the variational approach, we
are allowed to consider problems where the weight A(x) has L1 entries: in this case
the definition of locally Toeplitz matrices should be slightly modified by replacing
“sampling” of the weight by “local integrals” (see also [20,23]).
Remark 6.4. Finally we point out that virtually any PDE over a bounded domain
(not necessarily elliptic nor of second order) discretized by finite differences or fi-
nite elements gives rise to a generalized locally Toeplitz sequences. In this way,
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the spectral distribution of the discretized problem can be completely and explicitly
characterized in terms of weight functions of the problem, in terms of generating
functions associated to the discretizing formula, in terms of grid weights and in terms
of the definition domain.
7. Concluding remarks and further applications
The generalized locally Toeplitz sequences are spectrally described by a kernel
κ(x, s). Other problems as linear integral equations are spectrally described by a
kernel. The question is: is this connection deeper? Can we describe the discretization
of linear integral equations in terms of generalized locally Toeplitz sequences?
Let us consider the following problem: find u such that
αu(x)+
∫ τ
0
κ(x, s)u(s) ds = f (x), (60)
where 0 < τ ∞, α ∈ R, x, s ∈ [0, τ ], u, g ∈ C([0, τ ]) and κ ∈ C([0, τ ]2).
If κ(x, s) is shift invariant namely κ(x, s) = η(x − s), then the discretization of
(60) which is now a Wiener–Hopf equation leads to a sequence of Toeplitz linear
systems. If in addition α = 0, then we find a kind of equation that models the blurring
in image restoration problems with “spatially invariant” kernel [5].
If κ(x, s) is locally shift invariant i.e. κ(x, s) = d(s)η(x − s), then the discretiza-
tion of (60) is described by linear systems whose nth coefficient matrix is expressible
as the product of a Toeplitz matrix times a diagonal “sampling” matrix: the simi-
larity with locally Toeplitz sequences is remarkable. If in addition α = 0, then we
find a kind of equation that models the blurring in image restoration problems with
“spatially variant” kernel [5].
There is still the open problem of understanding how this can help in the spectral
analysis of these matrix-sequences and in the numerical solution of (60) by precon-
ditioned conjugate gradient methods (see [5,7]).
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