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Abstract 
One of the prime objectives of many robotic systems is the ability to judge depth for self 
navigation. This depth or range information in a three-dimensional scene has traditionally 
been obtained from point correspondences in static two-dimensional images, a process often 
known as photogrammetry. This approach has the major difficulty that point pairs corre-
sponding to a common three-dimensional scene point are not easy to identify automatically 
in images. In more recent years a wide range of alternative approaches for estimating depth 
have emerged. One such group of techniques makes use of multiple images from a single 
moving sensor. Known as shape from motion algorithms, they often employ a three step 
process to estimating depth. The first step involves estimating the optical or image flow. 
The second step then estimates the global motion parameters of the image sensor from 
the image flow. The final step involves estimating the relative depth from the image flow 
and motion parameters. Thus in order to make reliable depth estimates, accurate image 
flow measures are required. This thesis, therefore, concentrates on the detailed analysis of 
techniques employed for accurately determining image flow. 
Preliminary chapters introduce basic computer vision concepts and image flow algorithms. 
As some of the terminology used in this field is ambiguous, particular care has been placed 
on presenting a well defined set of terms, notably defining: "camera motion", the "motion 
field", "optical flow" and "image flow". Also defined is the "aperture problem" which 
describes a fundamental inability to perceive or measure motion in directions were no change 
in the image intensity function is present. It is demonstrated that all techniques rely on the 
presence of non-zero second order differential terms of the image sensor intensity function 
to overcome the aperture problem. 
Following chapters present a review and comparison of a number of image flow techniques, 
with particular emphasis placed on gradient methods. It is argued that the fundamental 
problem of measuring image flow is to determine the velocity in as small an aperture as 
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possible. Based on this criteria it is concluded that the technique based on a weighted least 
squares solution of first order differential terms of the image intensity is the best generalized 
second order method for achieving this objective. 
The practical issues of regularization of the gradient calculations and the influence of noise 
corruption are investigated. Conclusions drawn show the importance of smoothing and the 
effects of excessive smoothing, including a loss of spatial precision and an increase in numer-
ical error due to the computation of small gradient terms. Importantly it is demonstrated 
that spatial and temporal gradients are not independent and consequentially their respec-
tive errors are correlated. It is thus shown that many image flow estimation techniques 
exhibit a systematic bias. 
An investigation into methods of assessing the quality of image flow estimates is also made. 
Indicators of the quality of an estimate are required in order to evaluate the accuracy of 
subsequent estimates made from them; particularly depth estimates, segmentation of the 
image flow field, and determining the optimal aperture size for making image flow esti-
mates. Findings illustrate that the correlation between many commonly used, or proposed, 
indicators of image flow error are poor. 
Some investigative work into two innovative approaches for estimating image flow, based on 
the use of colour and actual camera motion parameters, is presented. It is shown that both 
colour and camera motion parameters provide an additional constraint to the estimation 
procedure, which can be used to improve the resolution of the image flow field by allowing 
smaller apertures to be considered. Preliminary results from these studies suggest that both 
sources of additional information improve the robustness of the algorithms. 
The final part of this thesis presents some quantitative and qualitative results for image 
flow estimates from real imagery. A summary of conclusions is presented and a number of 
advanced issues and suggested extensions are outlined. 
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Preface 
I arrived at the University of Tasmania in Hobart at the beginning of March 1992 to 
undertake a programme of study towards a PhD, having completed a bachelors degree in 
electrical and electronic engineering from the University of Auckland. My initial studies 
at the university concentrated on parameter estimation and least squares analysis which 
led into my first project concerning the training of neural networks. The initial hope of 
this work was to come up with a fast method of training a neural network for classifying 
Fourier descriptors of edge detected images. A conference paper on the training method 
was written and presented in Melbourne in early 1993. However, the result of this work 
was to spawn my interest in image processing rather than neural networks. 
I had developed an interest in camera calibration, stereopsis and robotic vision. I quickly 
developed a new proposal: "measuring depth for an active vision system"; this has always 
been my long term ambition. Engineering, financial and interest constraints dictated that 
a single camera system be developed. Such a system leads to a three step process for es-
timating depth. The first step involves estimating image flow, the second global motion 
parameters of the camera, and the third step involves estimating relative depth from the 
image flow. In order to make reliable depth estimates, accurate image flow measures are 
required. With my youthful optimism I anticipated this first problem to be solvable, albeit 
restrictively, in two years leaving me a year to consider estimation of global motion parame-
ters and depth. I would thus be finished by the time my research grant would expire! There 
is a saying about "best made plans coming to ruin" — things have not entirely gone to 
plan. In my case I am left with the sure knowledge that research almost always takes much 
longer than anticipated and that every brick of knowledge must be "hand-made with care." 
I thus present a thesis based on just over three years work on the problem of estimating 
image flow. Produced in the end with the kind financial support of my parents and partner. 
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In coming away from this work I hope that the reader will appreciate that although there is 
much published work in the field, many of the algorithms have a common base. In essence 
there are only two types of algorithm which can either be implemented in space-time or 
Fourier domains. This work concentrates mostly on differential techniques in the space-
time domain and clearly shows that a local least squares method is best. Other results 
show the necessary requirements of regularizing derivative measures, the inadequacy of 
many published methods for indicating erroneous image flow measures, and significantly 
that the estimated image flow is likely to exhibit a systemic bias in its measure. 
Chapters 5 and 6, although not consisting of a great proportion of this thesis, required a 
considerable effort. I easily spent some six months learning to control an industrial robot, 
becoming familiar with quaternion algebra, calibrating cameras and other implementation 
requirements. In some respects I found this work very rewarding; it was practical. However, 
in the end, mechanical jitter, instability and poor accuracy of the robot system meant that 
much of the data obtained from this source was unusable. Vision systems are, as of yet, not 
robust enough to handle pixel jitter in the order of 6 pixels/frame! There is much yet to be 
done in this exciting field, and I hope the reader is left with the same level of excitement 
that I had in developing and writing this work. 
Thesis Organization 
This thesis is organized into seven chapters. The first chapter gives an introduction to 
the field of robotic vision and the role of image flow. Chapter 2 outlines terminology 
and computer vision concepts, as well as relevant practical issues. Chapter 3 presents 
a review of various image flow algorithms, with a comparison between correlation and 
differential based methods. Chapter 4 provides an in-depth analysis and comparative work 
of differential methods of estimating image flow. Also presented is an investigation into 
published methods of measuring the accuracy of image flow estimates. Chapter 5 offers some 
innovative possibilities afforded by the use of colour imagery, as opposed to the traditional 
use of greyscale. Also considered is the use of camera global motion parameters when 
these are known. Chapter 6 examines both quantitative and qualitative results from real 
image sequences. Finally, Chapter 7 presents the overall conclusions, a summary of the 
contributions and the major results of this thesis. This chapter also concludes with suggested 
extensions of this work for future research. 
PREFACE 	 xiii 
Supporting Publications 
This research has resulted in two journal papers and a number of conference publications. 
These are listed below: 
• A. Bainbridge-Smith, M.A. Stoksik and R.G. Lane, "Optimization of Multi-layer Neural 
Networks using Gauss-Newton Minimization", in the Proceedings of the Fourth Aus-
tralian Conference on Neural Networks (ACNN '93), Melbourne, Australia, pp.114-117, 
Feb. 1993 
• A. Bainbridge-Smith and R.G. Lane, "Incorporating the Aperture Problem into Optical 
Flow Measurement", in the Proceedings of the First New Zealand Conference on Image 
and Vision Computing (IVCNZ '93), Auckland, New Zealand, pp.431-438, Aug. 1993 
• A. Bainbridge-Smith and R.G. Lane, "Statistically Based Computation of Optical Flow", 
in the Proceedings of DICTA-93, Australian Pattern Recognition Society, Sydney, Aus-
tralia, pp.228-235, Dec. 1993 
• R.G. Lane, N.F. Law and A. Bainbridge-Smith, "Ensemble Deconvolution using a Wave-
front Sensor", in the Proceedings of DICTA-93, Australian Pattern Recognition Society, 
Sydney, Australia, pp.236-243, Dec. 1993 
• A. Bainbridge-Smith and R.G. Lane, "Measuring Image Flow from Colour Imagery", in 
the Proceedings of Electronic Colour Imaging and Applications Workshop (DICTA-94), 
Australian Pattern Recognition Society, Canberra, Australia, pp.9--14, Dec. 1994 
• A. Bainbridge-Smith and R.G. Lane, "Generalised Differential Optical Flow", in the 
Proceedings of IVCNZ-95 Workshop, Lincoln, New Zealand, pp.113-118, Aug. 1995 
• A. Bainbridge-Smith and R.G. Lane, "Consistent Optical Flow", in the Proceedings of 
DICTA-95, Australian Pattern Recognition Society, Brisbane, Australia, pp.673-6'78, 
Dec. 1995 
• A. Bainbridge-Smith and R.G. Lane, "Measuring Confidence in Optical Flow Estima-
tion", IEE Electronic Letters, 32(10), pp.882-884, May 1996. 
• A. Bainbridge-Smith and R.G. Lane "Determining Optical Flow Using a Differential 
Method", Image and Vision Computing, 15(1), pp.11-22, January 1997. 
Glossary 
Symbols and Abbreviations 
0 
a 
'Y 
A 
IF 1: 
IF2: 
IF3: 
IF4: 
IF5: 
IF6: 
IF7: 
IF8: 
IF9: 
IF 10: 
Convolution operator 
Quaternion multiplication operator 
Spatiotemporal smoothing coefficient 
Window size and weighting coefficient for local first order gradient technique (IF5) 
Weighting coefficient for Horn and Schunck's (IF4) smoothness constraint 
Weighting coefficient for the augmented second order gradient technique (IF6) 
Singh and Allen's original correlation method of computing image flow. 
A variant of Singh and Allen's correlation method. 
A variant of Singh and Allen's correlation method. 
Horn and Schunck's differential method of computing image flow. 
Local first order differential method of computing image flow. 
Local augmented second order method of computing image flow. 
Local second order method of computing image flow. 
A variant of method IF4 that incorporates colour information. 
A variant of method IF5 that incorporates colour information. 
A variant of method IF5 that incorporates known camera motion parameters. 
  
Terms 
• Motion Parameters: 
Parameters, 6, that describe the complete motion of a body in 3D space — 3 
positional, 3 orientation. 
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• Camera Motion or Egomotion: 
Movement of the camera relative to the scene according to its motion parameters. 
Egomotion means self motion. 
• Motion Field: 
Scene points move with velocities in 3D space relative to the camera as a result 
of camera motion, this collection of velocities is called the motion field. • 
• Optical Flow: 
The perspective transformation of the 3D motion field velocities into 2D space 
defines a field of 2D velocities. Optical flow is thus geometrically related to the 
motion field. Depending on context the optical flow may refer to the entire field 
or a point within the field. 
• Image Flow: 
•An estimate of the optical flow made from a sequence of images. This is a 
calculated quantity made from measured data and hence only approximates the 
optical flow. Depending on context this may refer to the entire field or a point 
within the field. 
• Aperture Problem: 
The inability to observe or measure all components of the optical flow, especially 
in directions parallel to the spatial gradients of the image intensity. 
• Vernier Flow: 
A field of velocities, or depending on context a point within a field, where the 
velocity at a point is only known in one direction (vernier direction). This 
direction is usually parallel to the spatial gradient of the image intensity, and 
arises from measurements made from data suffering from the aperture problem. 
• Needle diagram, Flow field diagram: 
A diagram illustrating an optical, image or vernier flow field. Each vector shows 
both direction and magnitude of the movement of a picture element. 
• BRDF: 
Bidirectional reflectance distribution function (BRDF), a model which describes 
the physical reflectance property of a material. 
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• Chromaticity: 
A term that collectively describes the two colour components hue and satura-
tion. These describe the colour but not the intensity of light. 
• Achromatic: 
Lacking colour — the intensity or greyscale component of light. 
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Introduction 
The rapid development in the mid 1970's of robotics has in part been due to the advent of 
cheaper computing power made possible by integrated circuitry. This has seen a progression 
from simple automated manufacturing techniques, such as those initially used in mass car 
production, to sophisticated production lines which require substantially less human input 
within the actual production cycle. Robots are well suited to performing the repetitive tasks 
which are common-place in most production cycles, as their "concentration" and "attention" 
never wane from the programmed job. From an engineering point of view, robotics offer 
multi-functional machines that can rapidly change tasks, often within minutes or even 
seconds. This results in a flexible, programmable production line. These production lines 
can be "re-programmed" within weeks instead of the months required in many "hard-wired" 
or fixed-automated environments, or alternatively, those simple and totally non-automated 
environments. 
Popular science fiction, and much of the public perspective, have viewed robots as intelligent 
machines with human features; bipeds with two arms with 5 fingered hands, and a head with 
eyes, ears, nose and a mouth. Isaac Asimov, is one of the principal authors who has helped 
foster this public perception through his fictional work on robots and computing [33]. The 
word robot is derived from the Czech robota, meaning compulsory labour or "to work" in 
other Slavic languages [41]. Its modern sense stems from the Czech playwright Karel 'Capek 
and his work "R.U.R." (Rossum's Universal Robots). 
1 
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The mechanics of a human-like machine are extremely complex, research is still attempting 
to develop a hand of similar dexterity, strength and sense of touch as our own human hands. 
Additional to the mechanical issues are the sensory requirements of sight, hearing, smell, 
taste and touch, as well as control and other knowledge requirements. Asimov's robots were 
adept at performing "simple" tasks such as domestic and cleaning duties, hazardous tasks 
and the mundane, even within the same environment as their human supervisors. 
These tasks are, however, anything but simple. The vision process alone poses one of the 
most difficult because of the large volume of information that must be processed. One 
second of a standard TV signal consists of approximately 6MB of data [35, 36, 38, 42]. It 
is therefore not unreasonable to question the need to research and develop machinery that 
mimics human functions. In order to answer this question we must clearly understand our 
expectations from such research. From a medical perspective much of the mechanical work 
is valuable in terms of prosthetics. However, from an engineering or manufacturing stand-
point such value is unlikely. Nonetheless, much of the research into sensory functions could 
prove useful, for example the use of vision in object recognition and navigation. It is, in 
fact, the lack of these additional sensory abilities that has seen a limiting in the interest in 
robotics by industry. Hence, although we are likely to see the development of many of the 
functional units required to develop a human-looking robot, it is less likely that these units 
will be put together to build such a machine. 
While current machines are orders of magnitude more flexible task wise than their prede-
cessor, they are nevertheless still limited to fixed programmed movements and are largely 
oblivious to their surrounding environment. For robotics to move forward we must add 
sensory abilities to our machines. Indeed they are required in order to develop such systems 
as industrial carpet cleaners, automated warehouse storage, high-tech surveillance and so 
on, as industry and consumers demand. 
1.1 Robotic Vision 
Vision plays a significant role in many of our interactions with the rest of the world. Without 
it we would be reliant mostly on touch to identify the objects about us. Touch, however, has 
a number of drawbacks. Being primarily a mechanical process it is much slower in acquiring 
a "mental picture" of its surroundings. Moreover, not all objects of interest maybe within 
the range of touch and not all objects are touchable; either through a lack of touch, because 
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doing so is unsafe, or touch will lead to an undesirable change in the world. 
Take as an example, a situation of being placed in a vast expanse of flat grassland in 
which a wandering pride of hungry lions is also located. Early identification of the pride 
is essential in order to take evasive action. Touch is not possible from an issue of safety, 
and because vision is non-invasive to the environment, retreat without giving away your 
location is possible. There is much to be said for letting sleeping lions lie! 
Human interest in vision, has extended from the hunter/gather/survival requirements, which 
we rather take for granted, into fields of scientific and engineering endeavour. Initially this 
was through astronomy which aided farming and navigation. Vision was looked upon as 
a useful tool in this regard, although it was not until the likes of Newton etc., that an 
interest in light and the vision process started to develop [1]. Interestingly, a comprehensive 
connection between the vision process and geometry was only formed in the mid 1800's 
[2, 37]. With the advent of the camera came surveying from photographs, [1, 2]. Called 
photogrammetry the field quickly developed and these same techniques form the cornerstone 
of many machine vision algorithms [1, 2,10, 14]. 
Machine vision looks at solving the problem of making value judgements from the recog-
nition of objects within the image, and, or the measurement of features within the image. 
These tasks we perform "effortlessly" with our 10 12 odd neurons [37]. Despite the develop-
ment of ever increasingly computationally powerful computers, these computers are never-
theless no where near the ability of even emulating the common house fly in its ability to 
navigate a hazardous environment. This is of course a difficult problem. Fortunately some 
success has been achieved for much simpler tasks, such as self navigating laboratory robots 
where the environment is highly controlled. This has been driven by strong research evidence 
in neurobiology, neuroanatomy, psychophysics, and psychology that suggest cues such as 
shading (image intensity variation), texture (distribution of surface markings), contours and 
line-drawings, motion and stereo are very helpful in deducing properties of three-dimensional 
surfaces from their visual images [49-51, 74, 84, 94, 95, 116, 150, 173, 187, 188, 208, 216, 217]. 
One of the prime objectives of many robotic systems is to emulate the ability of animals 
in self navigation. Judging depth, the distance between the camera and points in the 
scene, is crucial to achieving this goal. Range information in a three-dimensional scene has 
traditionally been obtained from point correspondences in static two-dimensional images, 
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Figure 1.1: Model of the binocular vision process; a scene point is im-
aged onto two separate sensors separated by a distance AX . The two 
image points line on the epipolar line which runs parallel to the X axis. 
The difference of the ordinate values of the imaged points from their 
respective axes is related to the distance of the object and the sensors 
separation. 
a process which has been utilized for many years by surveyors. The technique relies on 
locating common points in the three-dimensional scene from images taken from multiple 
separate cameras or a moving camera over time. It is the same binocular vision process by 
which many animals, ourselves included, see. Figure 1.1 illustrates this process. Comparing 
the disparity or difference between the scene points position in the two views, and given the 
separation of the two sensors, the depth can then be estimated by the use of triangulation. 
A major difficulty with automating this approach is that the point pairs, corresponding to a 
common three-dimensional scene point, are not easy to identify in images which are formed 
from significantly different viewpoints. Large viewpoints allow the possibility of multiple 
matches of candidate point pairs, a difficulty known as the correspondence problem which 
continues to receive wide attention from researchers. For reliable identification of point 
correspondences the viewpoints of the images need to be quite close, i.e. the angle of 
separation is small. Unfortunately, this is fundamentally in conflict with the need for 
accuracy in depth estimates which requires the images to be taken from widely spaced 
viewpoints to enable accurate triangulation [1, 2,10,14]. 
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1.2 Visual Motion 
In more recent years a wide range of new approaches for estimating depth have emerged, 
including: shape from shading, shape from texture, depth from focus, and shape from 
motion [45,49,53,59,68,86,92,101,108,117,125,128-131,133,141,142,160-162,168-171,177, 
179,196,202,203,209,218,221,222]. In the first two cases, depth information is inferred from 
a single image only. Shape from motion and depth from focus algorithms differ in that they 
make use of multiple images. Depth from focus can be considered, however, as a special case 
of shape from motion, as it utilizes the disparity between two images caused by changing the 
focal length and knowledge of the camera's intrinsic parameters to estimate depth. Provided 
the motion parameters of the camera are known and the intrinsic parameters of the camera 
are not changed, shape from motion algorithms, which use just two images, are equivalent 
to measuring a binocular image pair. Other motion based algorithms, which make use of 
more than two images, can be thought of as binocular vision techniques enhanced by the 
ability to track points over long sequences. 
Motion analysis is most commonly performed on an image sequence obtained from a single 
camera, although some approaches based on the motion of stereo cameras have also been 
considered [83,137,159,218,219]. It is the monocular vision approach that is adopted in this 
work, due to its simplicity and cost effectiveness (utilizing only one camera). An example 
of a monocular image sequence is shown in Figure 1.2. This is the "Hamburg Taxi" image 
sequence which is one of a number of freely available standard image sequences. Appendix 
A illustrates examples of all the image sequences used in this thesis, along with information 
about where they may be obtained. 
Techniques for computing visual motion are based on a comparison of adjacent temporal 
frames. The simplest comparison method is the difference operator. Unfortunately taking 
the difference of two images alone is insufficient to map the displacement of a picture element 
from one frame to the next, as it only provides an indication that a change has taken place. 
Figure 1.3 illustrates two frames from the Hamburg Taxi sequence, circles have been placed 
around the four principal objects in motion. An absolute difference of the two frames is 
shown in Figure 1.4 where darker pixel colours indicate a larger difference or change. Change 
due to the motion of the three cars is clearly visible, however the velocities of the cars in 
pixels per frame is not computed. Additional problems arise from signal noise, as evidenced 
by the poor discrimination of the pedestrian's motion in the upper left hand corner and the 
non-zero differences computed in the largely stationary background. A more fundamental 
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Figure 1.2: A sequence of images from the "Hamburg Taxi" sequence. 
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Figure 1.3: Circles highlight the movement of objects from the first frame 
(left) to those of a later (right). 
Figure 1.4: Taking a difference image of the two frames shown in Figure 
1.3 shows that the circled objects have moved. 
limitation is that this method is only suitable for situations where the camera is stationary 
and the background constant. 
What is required is a much more sophisticated solution where the displacement from one 
frame to the next is clearly shown. Figure 1.5 shows an example of one such estimate. It is 
often referred to as a "needle diagram" or "flow field diagram", where each of the vectors 
shows the direction and magnitude of the movement of a picture element. Such a diagram 
n rt. 
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Figure 1.5: A needle diagram showing the movement of picture elements 
in time. This flow field was computed about the 9th frame in the Ham-
burg Taxi sequence using the author's implementation of Horn and 
Schunck's image flow algorithm. 
can be constructed by performing a point-wise match of each pixel in one image to a pixel 
in the other. However this is a nightmare computationally, with a potential of N 2 matches, 
where N is the total number of pixels per frame. Furthermore, if pixel intensity is the sole 
basis of comparison, then the algorithm is likely to suffer from many equally likely matches. 
Two more needle diagrams are shown in Figures 1.6 and 1.7. These are computed for 
synthetic image sequences which were created from the simulated motion of a camera looking 
at a tree. Like the estimate for the Hamburg Taxi sequence they are computed using 
Horn and Schunck's algorithm [102] which is presented later in this thesis, along with 
other algorithms that provide computational superior alternatives to the point-matching 
approach. These diagrams also illustrate another feature of the algorithms to be presented, 
the ability to compute a dense flow field. 
Success in measuring image displacement, referred to as image flow, will inevitably give rise 
to accurate and valuable relative depth estimates. This in turn allows confident decisions to 
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Figure 1.6: Estimating the image flow for frame 20 from the Translating 
Tree sequence using Horn and Schunck's method. 
Figure 1.7: Estimating the image flow for frame 20 from the Diverging 
Tree sequence using Horn and Schunck's method. 
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be made about how to interact with the world. In a robotics environment such decisions form 
the basis of controlled motion, and thus it seems eminently sensible to use the information 
gained during movement to refine the control process. Vision therefore provides a potential 
feedback process to motion control. The key to success of the feedback process is the 
accurate measurement of image flow. 
Although the approach taken and developed in this thesis is designed for robotic vision, the 
measurement of image flow has successfully found commercial application in such fields as 
image compression for High Definition Television (HDTV), and the estimation of wind speed 
and ocean currents for meteorological forecasts and climate studies [3,140,164,174,180,230]. 
Other applications include measuring plant growth, tracking cataracts and flight-systems 
to assist pilots [57, 98, 189]. As in the case of robotics, dense flow fields are required along 
with some indication of the reliability of each measure. Resolution, density, accuracy and 
reliability of image flow are therefore the prime factors considered when comparing the 
performance of various techniques. 
1.3 Thesis Structure 
This thesis presents various techniques for the accurate estimation of image flow. The topic 
is presented in a manner that develops these techniques for inclusion in an active vision 
system. The thesis is written in a style that groups together common topics into single 
chapters, with accompanied relative experimental work. However, only brief conclusions 
are drawn in these chapters as a single comprehensive conclusion is left to the last chapter. 
This allows a discussion of common results which span more than one chapter. 
Firstly, a discussion of image formation and camera motion is made at the beginning of 
Chapter 2. A formal definition of image disparity, called optical or image flow, is then 
presented along with the fundamental obstacle faced by all algorithms based on measuring 
image disparity, namely the aperture problem. Finally, Chapter 2 presents prerequisite 
knowledge on the numerical techniques required by practical systems as well as the method 
by which errors in the disparity estimates can be measured. 
Chapter 3 presents a review of the various classes of image flow estimators. It is demon- 
strated that in essence there are only two estimator types: correlators and differential 
methods. The first are conceptually easier to understand, while the latter are more compu- 
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tationally efficient. A brief comparison of algorithms from both of the two classes is made 
on a number of image sequences. The chapter concludes with a detailed investigation of 
Horn and Schunck's differential method with comparisons to results obtained by Barron 
et al.[54] for their implementation of this algorithm. Such analysis and comparisons are 
essential in order that any enhancements made are meaningful and addresses the criticism; 
"Computer Vision suffers from an overload of written information but a dearth 
of good evaluations and comparisons." 
Price[175] 
It is fortunate that in the field of image flow analysis some recent efforts to address this 
criticism exist, [54-56,167,226], especially the work of Barron and others at the University 
of Western Ontario. Unfortunately, some of these results were in error, in particular their 
implementation of Horn and Schunck's algorithm. The results presented in this thesis 
therefore substantially differ from those of Barron et al., [52,132]. 
Chapter 4 extends the detail of this comparative work, concentrating on the class of dif-
ferential or gradient based techniques for measuring image flow. Comparisons are made 
with respect to the resolution, density and accuracy of the image flow. Noise analysis and 
estimator reliability are also investigated since, these are crucial to estimating the reliability 
of depth estimates. 
In Chapter 5 investigations of two innovations for improving flow estimates are made. Both 
relate to the inclusion of additional information. The first considers the effect of colour 
information. The cost of "off-the-shelf" colour cameras is comparable to many greyscale 
(monochrome or black-and-white) cameras, making the purchase of this style of sensor 
attractive to a number of researchers. The second considers the affect of assuming that 
the camera motion is known a priori. This is not an unrealistic assumption as the control 
algorithm moving the camera can, at least in part, supply this information. Inevitably 
though this information will be partially erroneous, due to noise and mechanical effects, 
such as slippage, which give rise to inaccurate measurements. The effects of these errors 
are briefly investigated. 
The performance of various algorithms on realistic image sequences is analyzed in Chapter 
6. Quantitative analysis of the type presented in preceding chapters is used. Unfortu- 
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nately, there is a lack of suitable real image sequences which have known camera motion. 
Consequently many of the results presented in this chapter are also of a qualitative nature. 
Finally, a summary together with a number of points of interest are discussed in the con-
clusions of Chapter 7. Also included in this chapter is a brief discussion of possible future 
extensions of this work, plus other advanced issues and points of interest that connect 
this research to that made in other fields. This includes such topics as path planning for 
navigation, time to collision and segmentation of the motion field. 
Chapter 2 
Background 
This chapter introduces the concepts of image formation, camera motion, optical and image 
flow, and related practical issues. The objective is to clearly define the terminology used 
and in this regard we make a clear distinction in the use of the terms optical and image 
flow. The former is a geometric term that is exact and independent of the image formation 
process, while the later is an estimated quantity resulting from noisy image measurements. 
In clarifying the distinction between these terms, it is necessary to develop an understand-
ing of the conditions which affect the accuracy of measuring moving picture elements. The 
most significant difficulty faced by any image flow algorithm is over-coming the aperture 
problem. A discussion of the sampling theorem for moving pictures, numerical techniques 
and other practical requirements demonstrates the effects of some of the principal simpli-
fying assumptions. Finally, an important discussion on error metrics is made, as in reality 
an estimate of unknown accuracy is only marginally more useful than no estimate at all. 
2.1 Image Formation 
The process of image formation is crucial in order to develop a greater understanding of the 
process of how pictures change in time. Two distinctive processes are involved in the image 
formation process: how energy is radiated from a scene, and how this energy is measured. 
13 
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Measuring Process 
The measurement process involves collecting the energy emitted from the scene on an ap-
propriate sensor. In machine vision problems, the sensor is typically a camera based on a 
two-dimensional CCD array. Consequently, the image plane of the camera is modelled as a 
set of cells mapped out on a rectangular grid (see Figure 2.1) where each cell measures the 
amount of energy it receives over a period of time. The measured photon count in each cell 
is then digitized for further processing by a computer system. 
The correspondence between a point in the scene and its image on the image plane depends 
on the relative position of the scene point to the camera sensor, and the intermediate 
optics of the camera lens. The mapping between scene and image points is defined by the 
perspective transform, 
[ zy 1= [ zzy 	 (2.1) 
where uppercase letters, (X,Y,Z), denote the three-dimensional coordinates of scene points 
and lowercase letters, (x, y), denote the two-dimensional coordinates of image points. All 
light rays incident on the image plane must pass through the focal point which is at a 
distance f from the plane, Figure 2.2. The number of photons exciting the cell is dependent 
on the position of the scene relative to the sensor, the attitude and reflectance properties 
Figure 2.1: A CDD array is a sensor made up of cells laid out on a 
rectangular grid. 
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Figure 2.2: Scene points in the three-dimensional coordinate system 
(X, Y, Z) are projected onto the two-dimensional sensor or image plane 
(x, y) at a distance f from the origin. The two coordinate systems are 
related by the perspective projection. 
of points in the scene, and the distribution of light sources. 
Radiometry 
The amount of light falling on a surface is called the irradiance, and is measured in power 
per unit area (Wm -2 ). The amount of light radiated from a surface is called the radiance, 
and is measured as the amount of power per unit area of unit solid angle (Wm -2rad-1 ). The 
radiance measure is complicated because the source can radiate light into many differing 
directions with varying amounts of energy. In order to define this we need to compute the 
light radiated in a given solid angle, where the solid angle is defined as an angle equal to 
the area cut out by a cone on the unit sphere. Figure 2.3 shows a small planar patch of 
area A at a distance R from the origin with an attitude angle of 0. The foreshortened area, 
or effective area oriented towards the origin (illustrated by the lighter grey region), is equal 
to A cos 0 and thus subtends a solid angle, 
A cos 0 0 	 
R2 
(2.2) 
of the unit sphere. 
In Figure 2.4 we see that the light radiating from a scene patch 80 with an attitude 0 
to the centre of the lens has an effective area of 80 cos towards the lens. This light is 
concentrated on a cell with area S in the image plane. If the radiance of the object patch 
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in the direction of 0 is given by L then the power emitted by the patch is, 
6P = L60 cos (0) /2, 	 (2.3) 
where 12 is the solid angle subtended by the lens as seen by the object and represents the 
light catching potential of the lens for the scene patch, Figure 2.5. The lens has an area 
id2 with an attitude of a to the scene patch. Given that the distance between lens and 
object is Z/ cos a, then by substitution of these relationships into Eq.(2.2) the solid angle 
is defined by, 
F-d2 cos a = 	 
(Z/ cos a) 2 
Since this power is concentrated in the image and assuming no losses in the lens, the 
irradiance measured by the cell will be, 
6P 	60 1= —
s 
= L—
s 
cos (0) C2. 
The solid angle subtended by the image plane cell, 5, to the lens is equal to the solid angle 
subtended by the object patch, 60, to the lens, as evident in Figure 2.4. Hence, 
S cos ce = 60 cos 0  
( f / cos ce) 2 	(Z/ cos a) 2 
60 cos a (Z 2 
(2.6) 
S 	cos 0 f 
By substituting Eq.(2.6) into Eq.(2.5) the irradiance of the measuring cell is given as, 
2 I = L cos (a) (--f-Z ) it 
= L cos4 (a) (1)
2 
 . (2.7) 
Since the angle of view, a, is typically narrow, Eq.(2.7) is insensitive to the fourth power 
cosine term. Moreover other factors, such as vignetting effects (power loss in a lens system, 
see [7]), are usually more significant, and in practice the fourth power cosine term can 
usually be ignored. We thus note that the irradiance measure is proportional to the scene 
radiance and the square of the reciprocal f-number (f/d) . 
(2.5) 
The scene radiance L, however, depends not only on the amount of light falling on the 
surface but also the fraction and distribution pattern of its reflection. A mirror is an 
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Figure 2.3: The base area of a cone (lighter grey area) at a distance R 
from its origin is defined by its solid angle 0. The general surface A 
can be reoriented towards the cone by the cosine of the angle, 0, the 
normal makes with the centre-projection of the cone. 
Figure 2.4: The quantum of energy emerging from the scene patch, 80, is 
called irradiance and is concentrated on the sensor location at S. The 
measured quantum is called radiance. 
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Figure 2.5: The light catching potential of a lens is restricted by its 
aperture size d. 
example of a surface which concentrates the reflected light from a point source in only a 
very narrow angle. The mirror example clearly shows that the radiance of a surface depends 
on its physical properties, as well as the direction of illumination and the direction from 
which it is viewed. The surface physical property can be described by the Bidirectional 
Reflectance Distribution Function (BRDF) [101, 160]. In a coordinate system local to the 
scene point the BRDF can be defined in terms of the polar angle and azimuth of the incident 
and emitted rays, 
Oi; 0e, 0e) = (5/(0i, 0i) 
where 6.1(0i, 0i) is the incident irradiance and 8L(Oe, .0e) is the emitted radiance. 
The BRDF can be determined experimentally, but this is difficult and tedious because it has 
four degrees of freedom. Furthermore, it is impractical in realistic situations where the scene, 
and consequently the BRDF, is unavailable a priori. Notwithstanding this difficulty, the 
BRDF will lie between two extremes: one of all light being reflected at an angle determined 
by its incidence; and the other being light scattered independently of its angle of incidence. 
An ideal specular surface reflects all light arriving from the direction (0,, Oa ) into the di-
rection (9j , —0,). This is typified by a perfect mirror surface, shown in Figure 2.6. In this 
case, 
L(Oe , 95,) = I(ei, 	 (2.9) 
8L(0e, 0e)  (2.8) 
the irradiance of the surface is equal to the radiance of the source and hence appears as 
a virtual image of the source. An ideal Lambertian surface is one that appears equally 
■,.... , .... 
NORMAL --- 
VIEWER 
2.1. IMAGE FORMATION 	 19 
—E- SOURCE 
Figure 2.6: Specular reflection ensures that the reflected light is concen-
trated in a direction of —0 from its angle of incidence. 
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(a) 
	
(b) 
Figure 2.7: Lambertian reflective spheres: (a) illuminated by a point 
source, (b) by an extended or diffuse light source. 
bright from all viewing directions and reflects all incident light. In this case the BRDF is a 
constant. Horn [7] shows that for a Lambertian surface illuminated by a point source, 
L = *I cos 	 (2.10) 
which is Lambert's cosine law of reflectance from matte surfaces. For an extended or diffuse 
light source, 
L = 	 (2.11) 
Figure 2.7 shows two examples of a Lambertian sphere lit by a point source and an extended 
source. In the case of a point source the image surface appears curved due to the brightness 
variation, Figure 2.7(a). The image taken under an extended light source appears as a flat 
disk, Figure 2.7(b). In this case all sense of depth is lost in the image, a phenomena often 
referred to as "white out". 
2.2 Camera Motion 
In the introduction a number of image sequence examples, along with the associated needle 
diagrams, were shown. The .needle diagram is an illustration of how different objects or 
parts within the view of the imaging sensor had moved over time. This movement can arise 
from either motion within the scene, movement of the sensor, or both. In the practical case 
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of weather forecasting for instance, a geostationary satellite (stationary sensor) monitors 
moving cloud patterns and ocean currents. However, in the example of an autonomous 
robot navigating though an automated storeroom the sensor is moving though a static 
scene. Most authors argue that the distinction is relative and dependent only on one's 
point of reference. However, as presented in the previous section on image formation, the 
BRDF of a surface is functionally dependent on the orientation and position of the scene to 
the light sources. Therefore the two forms of motion, from a radiometry point of view, are 
not equivalent. We consider this issue in greater detail in Section 2.4 where a number of 
common assumptions are considered. For consistency in this work the situation where the 
scene is chosen to remain static while the camera is allowed to move is the primary mode 
of operation. 
Camera position and orientation in the three-dimensional world are described by 6 para-
meters. Position is most conveniently represented in rectangular coordinates, (X, Y, Z). 
Orientation is usually represented in terms of the angles, roll (a), tilt (0) and pan (-)6) , (also 
called roll, pitch and yaw), but may also be described as Euler parameters or quaternions. 
Roll, pitch, yaw angles usually lead to a rotation matrix description, but a quaternion 
representation affords a number of significant advantages, in particular a more compact 
description (see Appendix B). Quaternions are the form used in Chapter 5 when we discuss 
camera motion in greater detail. 
If the camera is now allowed to move with constant translation component, 
T = wv (2.12) 
and constant rotation component, 
Q = [ 
a 1 
""Y 	
= _ Ci2 1 1 
S23 
QI 
(2.13) 
then the general motion, or velocity of the camera can be written as, 
P'=Px12—T, 	 (2.14) 
where P is the position and P' is the instantaneous rate of change in position. The derivation 
of Eq.(2.14) is given in Chapter 5. 
optical 
flow camera 
motion 
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Egomotion, meaning self-motion, is often available in many practical situations to constrain 
the problem of measuring changes in the observed world. This issue is developed at length 
in Chapter 5. Firstly though, in the following two sections it is necessary to show the 
relationship between camera motion, the image plane irradiance pattern, and our ability to 
measure that change. 
2.3 Optical Flow 
The movement of the camera in the three-dimensional domain gives rise to a movement of 
the irradiance pattern falling on the two-dimensional image plane. This changing brightness 
pattern can be thought of as the "pixels" moving. The way in which the pattern changes 
can be determined from the perspective projective process that maps the three-dimensional 
world into the two-dimensional domain of sampled still frame pictures. Optical flow is 
defined to be the two-dimensional motion field resulting from the projective mapping of the 
three-dimensional motion field, Figure 2.8. The flow components at a point in the image 
plane are defined as, 
-=21-(fu+xw) - fQ2 - yQ3+ 1 -(yQi - xQ2) (2.15) 
Figure 2.8: The optical flow of a point is geometrically related to the 
camera motion by the structure of the scene. 
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Figure 2.9: Measurement of optical flow at a point is relative to the depth 
of the scene point. The relative velocity of a distant scene patch cannot 
be distinguished from that of a smaller object closer to the camera, 
despite the absolute difference between the velocities. 
It should be noted that the rotational motion on its own is insufficient to make depth 
judgments, since only the translational components of the motion are dependent upon the 
scene depth Z. The optical flow is therefore an inverse function of scene depth, provided 
there is some translational motion. This phenomena is apparent when driving a car where 
the distant hills approach slowly, while stationary objects nearby on the side of the ride 
appear as if they are moving much more quickly. Eq.(2.15) is also a non-unique mapping; 
as evidenced by the projection of a box being identical to the projection of one twice as big 
and twice as far from the sensor and moving at twice the speed. Hence, objects at large 
distances moving quickly cannot be distinguished from closer objects moving slowly, see 
Figure 2.9. 
Science-fiction and action movie makers take full advantage of this ambiguity to add "appar-
ent realism" to their special effects. By the same token the true depth can only be estimated 
to within a constant scale factor. Additional information about the physical size or velocity 
of a component of the scene, together with the relative depth is, however, sufficient to solve 
for the exact scene depth. As relative depth is estimated from the optical flow, accurate 
depth estimates depend on the availability of an accurate optical flow field. The following 
section outlines a number of assumptions and difficulties that must be overcome in order 
to estimate optical flow from a sequence of pixellated images. 
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2.4 Image Flow 
In this thesis a distinction is drawn between the terms optical flow, which derives from the 
geometry of the scene and the sensor motion, and image flow. Image flow is the measured 
two-dimensional motion of the observed brightness pattern (image sequence) as it changes 
on the image plane and therefore only approximates the optical flow. Depending on their 
underlying assumptions different algorithms will produce different image flows. 
Most current algorithms developed for accurately estimating the disparity between images 
rely on the following relationship holding [229], 
I(x,y,t) = I(x+ox,y+ 8y, t + (5t) 	 (2.16) 
I(x,y,t) is the measured brightness of a scene point (X, Y, Z) when imaged by the camera 
at the point (x,y) and for the timed position t. Likewise, /(x + Sx,y + oy,t + St) is the 
measured brightness of the same surface point (X, Y, Z) on the image plane for the camera 
at timed position t + St. If the two images are captured at different camera positions, 
then (Sx,Sy) is the measured two-dimensional disparity between the two images for the 
three-dimensional surface point (X, Y, Z). 
In order for Eq.(2.16) to hold, the following assumptions based on image formation theory 
are required: 
• Lambertian Reflectance Model 
The surface reflectance properties given by the BRDF, are Lambertian. For 
specular reflective surfaces the measured brightness varies with the viewing az-
imuth angle as shown in Eq.(2.9). As a result the requirement of Eq.(2.16) 
cannot be met. Lambertian reflective surfaces, on the other hand, ensure that 
equal energy is radiated in all directions of azimuth, see Eq.(2.10). 
• Static Scene (Point Source Illumination) 
The three-dimensional scene must remain static with respect to the light source, 
only the camera is allowed to move. We see from Eq.(2.10) that the radiance of a 
Lambertian surface illuminated by a point source varies with the azimuth angle 
between source and surface. Figure 2.10 shows as example of a non-moving 
Lambertian sphere for which the optical flow is zero everywhere. However, 
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Frame 1. Frame 2. 
Figure 2.10: A moving light point source gives rise to an apparent motion 
when the true optical flow is zero. 
because the point light source moves the brightness pattern on the sphere varies 
resulting in a non-zero image flow. 
OR 
• Diffuse Lighting (Extended Source Illumination) 
In order to overcome the restrictive requirement of a static scene, extended light 
source illumination is required. The measured brightness of a Lambertian reflec-
tive surface illuminated by an extended light source does not vary significantly 
with azimuth of the incident light rays or the azimuth of viewing, Eq.(2.11). 
Therefore the light reflected by a point on the scene towards the camera is 
unchanged by motion. 
• Spatially Linear Camera Behaviour 
In order for uniform behaviour over the entire array of the image plane the lens 
system should not have any distortions or aberrations, and the photo-receptors 
that make up the image plane should be identical in performance. To some 
extent both of these errors can be removed by post-distortion to remove aber-
rations and non-uniform characteristics. Line-jitter and non-uniform read-out 
noise from CCD arrays are, however, much more difficult physical requirements 
to eliminate [60,136]. 
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In practice none of these requirements are met [171]. Nevertheless the fundamental assump-
tion made by all image flow algorithms is that the change observed in the image intensity 
is due solely to motion, i.e. that Eq.(2.16) holds exactly. 
2.5 The Aperture Problem 
There is a much more fundamental difficulty, than those due to a failure to meet the 
underlying assumptions, that must be overcome to ensure that significant deviation of the 
image flow from the optical flow does not occur. This difficulty is known as the aperture 
problem and is used to describe situations where both components of the optical flow cannot 
be measured [7, 9, 15]. It arises because of a fundamental information loss due to the 
perspective transform, and because not all pixels contribute an equal amount towards the 
information content of the image sequence. As an extreme example consider the case of 
a spinning sphere with a Lambertian surface illuminated by either a stationary point or 
extended source, Figure 2.11. In this case the optical flow is non-zero. However, the sphere 
will "appear" to be stationary and thus has an image flow that is zero everywhere. In this 
example the spatial information content at the edges of the sphere is high, but the temporal 
information content is zero. 
The information content of a pixel can be measured by the change of pixel value both 
spatially and temporally. To measure change it is necessary to consider a neighbourhood, 
sub-block, window, region or sub- "aperture" of the image. Windowed portions of different 
images are shown in Figure 2.12(a)-(d), each sub-figure illustrates a different aspect of the 
aperture problem. 
Frame 1. Frame 2. 
Figure 2.11: A spinning Lam bertian sphere illuminated by a diffuse light 
source appears stationary despite its true motion. 
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Frame 1. 	 Frame 2. 
(a) 
Frame 1. 	 Frame 2. 
(b) 
Frame 1. 	 Frame 2. 
(c) 
Frame 1. 	 Frame 2. 
(d) 
Figure 2.12: Instances of the aperture problem: (a) a bland field of view, 
(b) a stationary object, (c) an "apparent" stationary object, (d) ob-
serving only the vernier flow. 
28 	 CHAPTER 2. BACKGROUND 
A major difficulty in computing image flow occurs in those regions of the image plane that 
are bland or lack detail, Figure 2.12(a). Consider the problem associated with observing 
the image plane surface through a finite aperture centred around the (x, y) pixel of a noisy 
sensor, shown as a dashed box. The Taylor series expansion of the image brightness pattern 
can be written as, 
I (x + Sx, y + Sy , t + St) = I (x, y,t) + Ix (x, y,t)ox + Iy (x,y,t)Sy + It (x, y, t)6t 
(ox )2 
+1-xx (x, y, t) 	 + Ixy (x, y,t)8x8y + Iyy (x, y,t) (6y)2 2 2 
+/(x, y, t)(5x8t ± /0 (x, y, t)SySt 
+Itt (x, y, 
0(602 
+ ..., 
2 
(2.17) 
where subscripted variables denote partial differentiation with respect to the subscript com-
puted at the point (x, y, t). If the aperture is very small, the surface is indistinguishable from 
a constant intensity equal to /(x, y), simply because the effects of the higher order terms 
in the Taylor series are much smaller than the variations due to noise. In this situation no 
useful information can be obtained about the motion of the surface. 
If we allow the aperture to increase in size, then the contributions of the first order terms 
of the Taylor series eventually become larger than the noise, whereupon an overall slope is 
discernible above the noise. In this case we can form a single equation, 
gx + 6x, y + Sy, t + St) — I(x, y, t) = Ix (x, y,t)6x + ly (x, y, t)(5y + It (x, y, Wt. 
(2.18) 
Provided the size of the window is large enough so that non-zero terms of the partial 
derivatives Ix and Iy exist, the motion term (u, v) can be estimated, where, 
Sx _ 
U — —St , 
Sy _ 
V — . St 
This is the first requirement in overcoming the aperture problem. 
(2.19a) 
(2.19b) 
In Figure 2.12(b) we observe that a significant change in pixel brightness occurs spatially 
but not temporally. Again no motion is observed, however in this example the object is 
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indeed stationary. Consequently, it could be concluded that only rapid spatial change in 
illuminance of the image region is required for reliable detection of image flow. The previous 
drawn conclusion is too imprecise, as can be demonstrated in the example shown in Figure 
2.12(c). In this example the window applied to the two frames appears unchanged despite 
the real motion that has occurred. Furthermore, the subimage within the window is neither 
bland nor lacking in detail. Hence, the conclusion made above must be qualified by the 
statement: 
"Motion can only be determined in the direction parallel to the spatial gradi-
ent of the illuminance, since orthogonally to the gradient there is little or no 
variation in illuminance." 
This problem of only being able to determine the component of the velocity vector parallel to 
the gradient is another instance of the aperture problem. As a result image flow estimates 
often only approximate the vernier component of the optical flow, i.e. the component 
parallel to the optical gradient, see Figure 2.12(d). 
When dealing with an aperture of this size there is only one equation to solve for two 
unknowns. The only solution to this difficulty is to further enlarge the size of the aperture 
in some way. If this is done, we can for example use changes in the spatial gradients to 
determine the additional conservation of gradient intensity equations, 
- = Ixxu + Iv + Ixt = 0, dt (2.20a) 
and 
—d (I)=Ix9u+I v+I =0 dt 	" (2.20b) 
Thus, it is evident that provided the size of the aperture is large enough that non-zero second 
order spatial gradients terms exist, then both velocity components can be estimated. This 
is the second requirement in overcoming the aperture problem. 
By way of example consider the case of a camera moving parallel to its optical axis towards 
a box. The optical flow from the geometry of the problem is a diverging field, as illustrated 
in Figure 2.13. However, the observed and estimated image flow does not radiate uniformly 
from the centre of the image plane. Only at points of high curvature, such as corner points, 
... 
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Optical Flow Field Image Flow Field 
Figure 2.13: Translating along the optical axis gives rise to a diverging 
optical Bow field. However, the image flow field may differ significantly 
from the optical flow field and only at points of high curvature, such as 
corner points, are more reliable estimates made. 
is a more accurate estimate possible. Image flow measurement techniques are therefore not 
only required to compute the vernier flow field, but also attempt to overcome limitations 
imposed by the aperture problem. The only way of achieving this is to use larger aperture 
sizes. 
The aperture size can be further increased to improve velocity estimates, and also to allow 
the measurement of other geometric qualities of the optical flow field, such as the kinematics 
of the motion field [8]. However, as the size of the aperture is increased spatial resolution 
of the flow field is inevitably reduced. This is an example of the uncertainty principle; 
both location and velocity cannot be estimated with infinite precision [21, 29]. Rather than 
fit more complicated models over a larger aperture, the approach taken here is to use the 
smallest aperture capable of estimating u and v. More complex behaviour can then be 
recovered from the resulting higher resolution image flow field. 
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2.6 Sampling Theorem for Moving Pictures 
The image capture process involves discretizing the continuous intensity function of the 
radiating scene in time and space, after it has been convolved with the point spread function 
of the lens system [17,21,29]. The discrete spatial units are formed from a regularly spaced 
array of finite sized elements referred to as pixels. Ideally, however, we take the continuous 
three-dimensional intensity function and multiply it with a three-dimensional impulse train 
to form the sampled image sequence. The purpose of the following discussion is to extend 
the well established one-dimensional sampling theory to three-dimensions. 
Consider a one-dimensional signal f (t) and the impulse sampling train, 
then the sampled signal is, 
, E 8(t + nT), 
n=-oo 
0. 
f 9 (0 = f (t) E ( (t + nT) 
n=-00 
E f (nT)8(t + nT), 
n=-oo 
(2.21) 
(2.22) 
where T is the sampling period. Now, consider the affect of sampling on the Fourier 
spectrum of the original signal f (t). Denoting the Fourier transform pair as, 
f (t) 44 F(w), (2.23) 
where the Fourier spectrum F(w) is band-limited to cvm, as shown in Figure 2.14(a). The 
Fourier spectrum of the sampled signal is given by the transform pair, 
00 
f8 (t) 	F (w) .7- { nE (t + nT)} . 	 (2.24a) 
The Fourier transform of the impulse sampling train is given by, 
00 
(5(t nT)} 	E 27r 
n=-oo 	 n=-oo 
where coo = 21-7- is the sampling frequency. Hence the sampled spectrum is, 
(2.24b) 
00 27r 
F5 (w) = TF(w) nE 	— nwo), 	 (2.24c) 
(a) 
F(0)) 
- com 	(00 
(c) 
(b) 
0.3 
(d) 
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Figure 2.14: Effect of the sampling process: (a) The original continuous 
signal spectrum, (b) the spectrum with sampling wo > 2w,„ (c) aliasing 
spectrum wo < 2wm , (d) critical sampling wo = 2wni . 
and as shown in Figure 2.14(b) it consists of the periodic extension of the spectrum F(w) 
where coo > 2wm . Clearly low-pass filtering to remove the periodic extensions yields the 
original unsampled spectrum and permits recovery of f(t). Figure 2.14(c) shows the case 
for wo < 2w,i , the periodic parts of the spectrum now overlap and the original signal is 
now corrupted and cannot be retrieved by low-pass filtering, this is called aliasing. Figure 
2.14(d) illustrates critical sampling, where Wø = Iv,. Recovery of the original signal is 
possible only with an ideal low-pass filter with a cutoff frequency of W m . 
The minimum sampling frequency required to prevent aliasing must just exceed twice the 
highest frequency component in the spectrum. This minimum sampling frequency is called 
the Nyquist frequency or rate wN. Low-pass filtering of the continuous signal f (t) is required 
before sampling to ensure the signal is bandlimited and complies with the Nyquist criteria, 
LON > 2(.4.1m,• 	 (2.25) 
In practical systems sampling must be done with a finite length train of rectangular pulses 
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Figure 2.15: Natural or practical sampling is achieved with pulses of finite 
width (7-) over a fixed interval of time T. 
of finite width T, and not an infinitely long train of impulse functions, see Figure 2.15. 
The finite length of the rectangular pulse train reflects that in practice sensors are finite 
in size. This in turn also implies that the signal is bandlimited. The Fourier series of the 
rectangular pulse train is, 
S(t) = E cke,k, 
k=-K 
T sin(k77- /T) 
k_ T krT /T 
Hence the Fourier transform pair for natural sampling, 
f (OS (t) 
	
	E ckFcw— kW13)- 
k=-K 
(2.26a) 
(2.26b) 
(2.26c) 
Therefore, the only difference between natural sampling and impulse sampling is; in natural 
sampling there are a finite number of periodic extensions, where each side-lobe of F(w) is 
weighted by the diminishing Fourier series coefficients, ck, of the rectangular pulse. There-
fore if the original signal is bandlimited, and the Nyquist criteria is satisfied, aliasing will 
not occur. 
In the multi-dimensional case the Nyquist criteria must be satisfied in each of the signal's 
dimensions. So in the case of a two-dimensional (x, y) signal or image, the Nyquist spatial 
frequency pair (kx,, ky,) must meet the criteria: 
kx ,„ > 2kx .„, 	and 	ky, > 2ky, , 	 (2.27) 
where (kx,n , kv ,n ) are the two maximum spatial frequency components in directions x and y 
respectively. For a three-dimensional (x, y, t) image sequence where w denotes the temporal 
<=> 	 712 + V2 COS 0 < 	N 
1.1k2 k2 XN YN 
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frequency component the criteria is, 
kx, > 2kx„,, kys > 2ky,,,, 	• and, 	wAr > avm. (2.28) 
In practice the optics of a vision system bandlimit the spatial frequencies of the image, 
although rarely, if ever, are CCD arrays Nyquist sampled [7, 107]. This leads to mild 
aliasing which can often be ameliorated by post-sampling low-pass filtering or smoothing. 
The fundamental assumption, on which all image flow algorithms are based, is that changes 
of the image intensity function in time are solely due to motion. This assumption leads to 
a relationship between the spatial and temporal sampling rates as a function of the motion. 
Fourier analysis considers the signal to be a sum of orthogonal sinusoidal components, 
consider one such component, 
s(x, y, t) = cos (kxx + ky y + cot). 	 (2.29a) 
If the change of the image over time is due solely to motion then the sinusoid can be 
rewritten as, 
s(x, y,t) = cos (kx (x + ut) + ky (y + vt)), 	 (2.29b) 
and therefore, 
= kx tt + ky v. 	 (2.29c) 
The maximum temporal frequency is thus related to the maximum spatial frequencies by, 
com  = kxm fl + kym v < WN 
IcxN u + ky,„v < coAr 
=== V
k2 	k2 VU2 ± V 2 COS 0 < WN XN YN 
(2.30) 
where 0 is the angle between the velocity vector and the spatial sampling vector. Equation 
(2.30) is referred to as the Nyquist velocity equation. In the best case, for a spatial sampling 
of 1 per pixel in both the x and y directions and a temporal sampling of 1 per frame, the 
maximum permissible speed is 1 pixel per frame [79]. Picture elements that move faster 
than this may be aliased and consequently incorrectly estimated by image flow algorithms. 
This is, however, a particularly stringent restriction on admissible velocities and impractical 
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in many applications. Techniques for effectively increasing the Nyquist velocity are required 
and this can be achieved in three different ways: 
• Increasing the temporal sampling rate 
• Decreasing the spatial sampling rate 
• Increasing temporal sampling and decreasing spatial sampling 
In practice image sequences are often captured at a fixed temporal rate leaving variation of 
the spatial sampling rate as the sole mechanism for changing the Nyquist velocity. A higher 
Nyquist velocity requires a reduction in the number of spatial samples, with a consequential 
loss in spatial resolution of the image and estimated flow field. Fortunately, through the 
use of multi-resolution techniques, it may be possible to obtain velocity estimates greater 
than the Nyquist limit for a particular resolution, a topic briefly discussed in Chapter 7. 
2.7 Numerical Differentiation 
As discussed in the previous section on the aperture problem, spatial and temporal gradients 
of the image brightness pattern are an implicit requirement in explaining the relationship 
between the image sequence and the image flow. Moreover, a large proportion of algorithms 
that make image flow estimations do so based on gradient measurements computed from 
the raw image data. Consequently, in this and the following section, a closer look is taken 
at the practical issues involved in computing image gradients. 
In practice exact derivatives must be approximated by some numerical method, such as 
interpolation functions or finite difference approximation to the derivatives [8]. In the 
former approach the image intensity surface is fitted by interpolation functions for which 
exact derivatives exist. Classes of interpolation functions that fit this requirement include 
polynomial functions, and splines [96, 210, 211]. The fitting process involves determining 
the coefficients of the interpolation function and consequently the coefficients of the partial 
derivatives of the interpolation function. Therefore any errors in fitting the interpolation 
functions to the image surface will result in errors in the derivative estimates. 
In the latter case, numerical differentiation by finite differences is the process of estimating 
a function g(x) = (f (x + Ax) — f (x))/ Ax for a small but finite Ax, and is the non-limiting 
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case of exact differentiation. Three options for computing finite differences exist: forward, 
backward and central differences. In their original work Horn and Schunck[102] used forward 
differences as the means of approximation. This method has the disadvantage of approx-
imating the derivative at the mid-points between samples. Similarly backward differences 
also approximate the derivative at the mid-points between samples. Central differences, on 
the otherhand, approximate the derivative at sample points. This thesis presents results 
based on the use of central finite differences, due to their ease of understanding, speed in 
computing and popularity with other authors. By choosing this path direct comparisons 
with other works are possible, as well as with the optical flow velocities which are usually 
only available at pixel locations. 
If we consider the Taylor series expansion about the point x of the function f (x Ax), 
(Ax)  „ 	(Ax) 3 „, 	(Ax)4 
f (x + x) = f (x) + Ax (x) +  21 f (x) + 	f (x) +  41 fw(x) 
+ 
(Ax)5 
5! 
fv (x) 	 (2.31) 
then a three-point central difference evaluates the function f (x) at x, x — Ax and x 	x, 
c_ i f (x — Ax) + cof (x) + cif (x + Ax) = 	+ Co + ci)f (x) + (ci — c—i)Axt(x) 
+ ci)(Ax) 2r(x) 
-q(ci — c_i)(Ax) 3r(x)+ 	(2.32a) 
To obtain the first order derivative approximation, one divides through by Ax and selects 
values for c_ i , co and c 1 so that the right-hand side of Eq.(2.32a) approximates 1(x). To 
solve for the three unknowns, three equations are needed, which for optimality are, 
0 = C1 ± Co + C- 1 
1 = C1 — 
0 = c1 + c-1. (2.32b) 
The solution is co = 0, c_i = —c1 and Ici I = 1. Hence the three-point difference mask is, 
-1/2 0 1/2 
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The error of this approximation is associated with the higher order derivatives, 
01(Ax,3) = 36- (Ax) 2fm (x) + ,+-o (Ax)lfv(x)+... 	(2.33) 
Using the same process, the five-point first order difference can be specified. This yields the 
optimal solution for the five-point difference mask of, 
1/12 -2/3 0 2/3 -1/12 
with approximation error due to higher order derivatives of, 
oi(Ax, 5) = 	2 	32-1  )(Axylfv(x l 	( 1 2 	128 -1 )(Ax )6fvii(x ) 
k 60 	' -6171• 12 /k 	k 	k 2520' 	2520 • 12 1 \ 
(2.34) 
Note that since the kernel shows an odd symmetry, c_ i = the problem can be reduced 
to finding only n = (K —1)/2 coefficients. In general, the c coefficients of a tc-tap first order 
central difference filter, can be found by solving the following system of equations [8], 
2 
1 
1 
1 
1 
2 
8 
32 
22n-1 
3 
27 
243 
32n-1 
n3 
n5 
n2n- 1 
Cl 
C2 
C3 
cn 
1 
0 
0 
0 
The error in the optimal K-point difference can be approximated by, 
01(x, n) = T(K)(Axr 	 
axk 
where, 
2 2 
T(K) = — E (cnn-). 
n=1 
The error measure of Eq.(2.36a) makes the assumption that, 
(Ax)k-i ak  f (x)  » axk 	
E(Ax).-1+2nak-F2n/(x) 
n=1 	
axic-I-271 ; 
(2.35) 
(2.36a) 
(2.36b) 
(2.36c) 
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and hence the higher order derivative terms can be omitted. 
The solutions for the seven and nine point central differences are: 
-1/60 9/60 -45/60 
	
45/60 -9/60 1/60 
0 1 (Lix , 7) == 	(Lix) 6 fv" (a) 
140 
(2.37) 
3/840 -32/840 168/840 -672/840 0 672/840 -168/840 32/840 -3/840 
01 (Ax, 9) = 	.(6.x) 8 (x). 
630 
(2.38) 
The optimal second order derivative masks can be formed by cascading (convolving) two 
optimal first order difference filters together. For instance, the f" (x) derivative formed from 
the 3-point single difference mask [—I/2, 0,1/2] is given by the 5-point mask, 
1/4 0 -1/2 0 1/4 
The error associated with this approximation is given by, 
n-1 
2 	(9,141f(x) 2 
02 (x 	= 	(Ax)k -1 + I)! axk+1 
	E (cnnK+1 ) 	 (2.39) 
based on a similar assumption to that given by Eq.(2.36c). 
2.8 Regularization and Noise 
In any practical system where f (x) is subject to noise, the difference f (x + Ax) — f (x) will 
also be corrupted by the additive noise. If this difference term is divided by the small step 
size Ax, then the noise in f (x + Ax) — f (x) is amplified and the derivative may become 
numerically unstable. This is a well known problem which requires regularization, a process 
n=1 
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Figure 2.16: Two-dimensional Gaussian smoothing function. 
usually performed by smoothing the function or surface before a derivative is taken. This 
is done by a process of convolution [5,17,21], 
18 (x, y, t) = I(x, y, t) G S(x, y, t) 
, t')S(x — x', y — , t — t i )dx'dy'cle , 	(2.40) 
where /(x, y, t) is the sensor image at time t and S(x, y, t) is a smoothing function. Con-
ventionally Gaussian smoothing is employed (see Figure 2.16) [5,8,199], 
1 	
x2+ m 2 	t 2 
S(x, y, t) = 	  
(2)
3/2a2e 2(.8)2 2(c,t ) 2 
7 0 (2.41) 
Increasing the parameter as extends the level of smoothing equally in both directions of 
the spatial domain, with at controlling the level of temporal domain smoothing. Indepen-
dent spatial and temporal smoothing provides a compromise between spatial and temporal 
resolution for a fixed overall smoothing requirement. By putting a greater requirement on 
spatial smoothing less frames are required, due to the smaller temporal smoothing require-
ment. Consequently, a slower frame capture rate can be used for a fixed temporal resolution, 
or a higher temporal resolution for a fixed capture rate. This requirement, however, pro-
vides a reduced spatial resolution. Conversely, reducing the spatial smoothing improves 
spatial resolution and decreases temporal resolution. In all cases the smoothing function is 
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normalized so that, 
llf s(x,y,t)dx dy dt 1. 	 (2.42) 
The derivatives are also usually formed by a process of convolution with a derivative kernel, 
as discussed in the previous section, with the estimate of the x-derivative ultimately formed 
by, 
/x (x, y, t) = I (x, y, t) 0 S(x, y, t) 0 Dx (x,y,t) 
= I (x , y, t) 0 1-4(x , y ,t). 	 (2.43) 
Smoothing has the dual effects of suppressing noise components and also ensuring the 
differentiability of discontinuities. The first effect can easily be computed in the case where 
/(x, y, t) is subject to independent noise on each pixel with a variance equal to (cr i,) 2 . In 
this case the noise on the x-derivative is equal to, 
00 
(0-)2 = (an)2 	(D(x, y, t)) 2dx dy dt 
	
. 2 +9 2 	t 2 )2 
°° 	x2 (e 2(.5) 2 
, ( 0.02 f f  dx dy dt 
871- 3 (as) 8 (at) 2 
1673/ 2 ( as )4 (at (2.44) 
for a Gaussian smoothing function. The noise of the higher-order derivatives of x are 
shown in Table 2.1. The y-derivative are easily computed using a similar technique. The 
significant reduction in the effect of the noise on the derivatives as as and at increases is 
readily apparent. Although in practice both the image and convolutional kernels are finite 
and discrete, the results do not differ significantly from Table 2.1 provided a' and at are 
greater than 1. 
The second effect of regularization is to ensure that the function is differentiable. This also 
has the effect of reducing the magnitude of the derivatives, as shown in Figure 2.17 which 
illustrates smoothing on a step discontinuity in both the x and y directions. Regularization 
gives rise to a smooth differentiable "greyscale corner", Figure 2.17(b), but both slope and 
curvature decrease as the smoothing increases further, an effect apparent in Figure 2.17(c) 
and (d). 
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Figure 2.17: Regularization of a greyscale corner using Gaussian smooth-
ing. (a) Input discontinuity, (b) a = 1, (c) a = 3, (d) a = 5. 
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While it is not possible to quantify the decrease in the derivatives for an arbitrary real 
sequence, it can be done for a translating random field sequence with variance (ar ) 2 . For 
ease we also require a = as = a t . In this case the three-dimensional data set and its 
derivatives are constant in the direction defined by the vector (u, v, t). We now choose a 
Cartesian coordinate system (x', t') where the t'-axis is parallel to the vector (u, v, t). 
Smoothing now results in the signal power of the x-derivative being, 
00 
(ar ) = (crr ) 2 f I I (13(x',V,e)) 2 dx'dy'dt' 
—00 
CX) 
= (ar) 2 ff (D;(x', y 1 )) 2 dx'dy', 	 (2.45) 
-00 
since the signal is constant in the t' direction. This results in the variance of the derivatives, 
or signal power, decreasing with smoothing as shown in Table 2.2. Should there also be 
independent random noise present on each pixel in the image, then the signal to noise ratio 
of the derivatives increases proportionally to a. The accuracy of the velocity estimates 
would thus be expected to improve as the smoothing is increased. 
Excessive smoothing, however, does introduce other difficulties. Firstly, an implicit assump-
tion is being made that the velocity is constant over the area being smoothed. This is not 
the case with real data and must inevitably introduce errors into the velocity estimates. 
Secondly, the derivatives are smaller and subject to the effects of both the loss of numerical 
precision and the finite approximation of the derivative kernel. As the smoothing increases, 
these effects eventually dominate the gains made by reducing the effects of sensor noise and 
thus the image flow estimate no longer improves with increased smoothing. The net-effect 
is ultimately a decreasing SNR due to increasing "numerical" noise. 
Derivative Noise amplification 
Dxs (x, y, t) 1 16 ,3/2 a4 0 
14x (x , y, t) 3 3273 / 2 a6 0 
D xs y (x , y, t) 1 3273/ 2 a60 
Dxs t (X, y, t) 1 327 3/ 2 a4 03 
Table 2.1: The effect of noise on Gaussian regularized derivatives. The 
parameters a and 13 control the level of spatiotemporal smoothing. 
2.9. ERROR MEASURES 	 43 
Derivative Signal amplification 
Dxs (x,y,t) i. 
Dxs x(x,y,t) 3 I-6777J 
D S (X y t) xy 	7 	) 1 1.66-.Ce 
Table 2.2: The magnitude of Gaussian regularized derivatives for a trans-
lating random field sequence. 
Smoothing also has other practical implications, these include: the removal of mild aliasing 
and a reduction of the image flow resolution. The available image flow is lost in two ways 
as the size of the smoothing kernel is increased. Firstly at the boundaries of the image, 
where by convention a border of k/2 is required for a k length mask. Secondly, because 
of the blurring effect of smoothing, which tends to spread and average the pixel intensity 
values and consequently the computed image flow. Thus, for reasons of positional accuracy 
(resolution) it is desirable to keep smoothing to a minimum, a factor in conflict with the 
need to estimate derivatives accurately. 
2.9 Error Measures 
It is vitally important to have a consistent and logical method for comparing different 
image flow algorithms. For quantitative comparisons this requires a well behaved metric, 
one which handles extreme values equally as well as values that are not extreme. Almost 
universally adopted by researchers is a mean square difference between the expected and 
estimated flow fields. Other alternative error measures include the RMS error and mean 
absolute difference. In more recent years quantitative comparisons of the estimated flow 
field to the optical flow have been made using Fleet and Jepson's mean angular velocity 
error metric [4,88]. An example includes a recent summary of the existing state of the art 
of image flow techniques in the work by Barron et al.[56]. 
Fleet projected the optical flow vector at a point into a three-dimensional space-time coor- 
dinate system as a = (U, V, 1). The corresponding three-dimensional image flow is defined 
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as 6, = (i2,f),1). The angular separation between these two vectors is given by, 
cos e = a • a 
cke = cos—i (  a • a 	 (2.46) 
There are, however, a number of problems with this error metric. Symmetric deviations of 
the estimated image flow from the expected optical flow yields an asymmetric angular error 
[167]. Consider two image flow estimates of (0.5, 0.5) and (1.0, 0.5) for an expected optical 
flow of (0.75, 0.5). Both estimates have the same absolute difference of 0.25 pixel/frame, 
however the angular error of the first estimate is 1.07°, while the second estimate has an 
angular error of 0.87°. Additionally, the measure is non-linear and consequently a change 
in scale of the magnitude of the image flow does not result in a linear change in scale of the 
error metric. The angular error for a scaling of the image flow by k is given by, 
k(a • a — 1) +1  
Oe(k) = cos -1 ( 	  
Vk2 (lal —1) + lial) • 
Hence quite large magnitude errors may not result in a significant change of error metric to 
that of lesser-errors. Both Fleet[4] and Barron et al.[54] acknowledge this "bias" behaviour, 
suggesting however, that the metric handles extreme behaviour (large and very small speeds) 
in a more appropriate manner than measures of vector difference. 
The major problem with mean error metrics, including the mean angular error, is that they 
are unduly sensitive to gross errors and can therefore be dominated by a few relatively high 
errors emphasizing these measures. Indeed this result is evident in the following chapters. 
For this reason a median square error measure is also used in this thesis, 
Median { la — 6,1 2 } = Median {(u - V,) 2 + (v - '0 2 } . 	( 2.47) 
In general all error measures have their own limitations and drawbacks. Hence, for com-
pleteness and to allow comparisons with Barron et al. [54-56] results, error estimates are 
provided using: mean and median differences, as well as Fleet and Jepson's mean and 
median angular error measures. 
Throughout this entire work image flow and corresponding error measures are evaluated at 
every pixel location within the image, except within the border region of the images. This 
corresponds to an image flow density of 100%. By convention a border of tc/2 is required 
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for any image convolved with a mask of length lc. The size of the border, therefore, is 
determined by the length of any preprocessing filters applied to the image, for example 
smoothing filters and gradient kernels. Unless otherwise stated, kernel sizes, apertures and 
borders are measured in pixels. 
Chapter 3 
Review of Image Flow Techniques 
In the preceding chapter image flow was defined as an estimate of optical flow derived 
from image intensity measurements. This chapter reviews the various types of image flow 
algorithms and shows that in essence the five methods commonly referred to in the literature 
can be further reduced to two methods: correlation or gradient based. Either method may 
be implemented in the space-time or Fourier Domains. Some authors have also proposed 
hybrid methods, based on a two step process using both correlation and gradient methods 
[166, 209]. 
3.1 Feature Matching 
Feature matching algorithms for computing image flow depend on matching tokens (dis-
tinctive features such as edges) between successive frames [154, 195, 204,228]. Due to the 
aperture problem these schemes usually only utilize intensity corner points, i.e. points of 
high curvature, as valid tokens since these provide velocity information in more than one 
direction. The ends of lines, points of intersection and isolated points are all good examples 
of intensity corner points [72, 147, 206, 225, 227]. Feature matching schemes are required 
to identify and track each token in a robust manner in order to compute the image flow 
(Figure 3.1). 
Difficulties arise when many tokens are identified since a multitude of different matches 
between consecutive frames become possible. In order to overcome this correspondence 
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problem additional constraints are required to reduce the complexity of possible matches. 
A partial simplification is offered when the two views are separated by a known distance 
and direction, as is the case of binocular or stereo vision approaches. 
Figure 1.1 illustrates a binocular vision system. The baseline, which joins the centre points 
of the two camera lenses, is particularly important for constraining the point correspon-
dences in two images. In particular, corresponding points will lie on a line parallel to the 
projection of the baseline onto the image plane. This is known as the epipolar line. This 
approach offers a much simplified problem, as it reduces the task of identifying correspon-
dences to matches along a line as opposed to an area. It is still possible for more than one 
valid match to occur along the line. A complete and unique solution in this case is only 
possible by using three or more cameras that are not arranged collinearly, see Figure 3.2. 
Furthermore, if the cameras are aligned such that the epipolar lines are parallel to the rows 
and columns of the sensors, computationally efficient line searches can be implemented. 
With monocular vision systems where the camera motion is known, an epipolar line con-
straint can also be implemented. In practice, however, the direction of motion is only 
known to within some degree of error, as a result potential correspondence points lie within 
a region parallel to the epipolar line. In many cases where the camera motion is unknown 
a priori the epipolar line constraint cannot be used. In order to uniquely match features 
for this case additional complex information must be encoded with each token, in order to 
distinguish it from all the others. Murray and Buxton suggest the use of edgels; elements 
of an edge occupying one pixel that encode distinguishing characteristics such as intensity, 
orientation, activity, and curvature [11,193]. This process has a number of significant draw 
backs: 
• The process of finding and encoding targets is complex. 
• Computationally intensive. 
• Feature points in an image are usually sparsely distributed. 
These difficulties are significant since the more complex a task becomes the more difficult 
its implementation in a general and robust way. Furthermore, sparsely distributed points 
result in a sparsely computed velocity field, which for many applications is unacceptable. 
For instance, a sparse flow field when used in motion encoding for HDTV provides poor 
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Figure 3.1: Point tracking requires identifying common points in the 
image sequence and matching these from frame to frame. 
Figure 3.2: A quad vision system as used by Jarvis[115] offers the ability 
of overcoming the correspondence problem. 
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levels of motion compression. In a robotics problem, sparsity results in an inability to 
navigate reliably. Consequently, alternative techniques which produce a dense estimate 
throughout the image must be considered. 
3.2 Correlation Matching 
In the feature matching process for arbitrary camera motion, it proves necessary to encode 
not only a token's location but also its characteristics. Comparison of tokens then becomes 
a process of measuring the similarity of the token to others in a regions. This in essence is 
a correlation process. From our understanding of the aperture problem more than a single 
point is required to solve for the image flow, since curvature at a point, for instance, must be 
computed from a neighbourhood of pixels. Textures are often as good a feature as edges and 
corner points, and such structures cannot be identified and coded at the pixel level. Instead 
an image patch or window is required, with the correspondence problem being solved by 
matching patches from one frame to the next. Such methods construct a window about each 
pixel in the image, which is then compared to similar windows in the successive frame. These 
windows not only contain texture information, but also the edge and corner information 
previously encoded by the feature extraction process. This approach therefore simplifies 
the feature extraction stage to one of forming correlation windows, thereby eliminating the 
need to identify and label distinctive image features. 
Figure 3.3 shows a typical situation with a correlation window in Frame #1 and a second in 
Frame #2. One can proceed to find the translation of a patch by either using a maximum 
correlation or a minimum mean-square difference, [11,13, 119, 135, 183, 186]. The response 
Search 
Window 
/ 	I 
*- 
Correlation 
,/ Window 
 
Frame #1 
   
Frame #2 
 
Figure 3.3: The correlation approach: windows of size n x n are compared 
from Frame 1 and Frame 2. The window may be offset within a possible 
range of N x N. 
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(a) 	 (b) 
Figure 3.4: Autocorrelation problem: (a) the forward two frame problem, 
(b) is eliminated by the central three frame correlation. 
peak in the correlation signal thereby corresponds to the shift between image segments and 
hence gives the image flow. The maximum correlation process estimates the shift by finding 
the maximum value in, 
n n 
Reit, = E E mx+i,y+0,)/(x+u+i,y+v+i,t0))• (3.1) 
The approach taken by Scott[183], Murray and Buxton[11] and later by Singh and Allen[186] 
is to use the mean-square difference. An error indicating the matching between the two 
correlation frames is computed using the sum-of-squared differences, 
n 	n 
E(U,V) = E E (/(x±i,Y+.01) — /(x -Fu+i,Y+v +.00)) 2 
where the correlation displacement (u, v) at the point (x, y) is constrained by  
u, v < +-Y. This is repeated for all possible displacements in the search window and 
assembled into aNxN error distribution. 
There is, however, a problem with using only two frames in the correlation process, known as 
the autocorrelation problem [11]. Consider two dark solid edges, e and f with a separation 
of c, as shown in Figure 3.4(a). These edges move with a velocity of v to the right giving 
the lighter lines, e+ and f+  respectively. Two matches are possible for the edge e either to 
e+ or f+. If averaged this results in an incorrect estimate of the image flow of v + c/2. 
(3.2) 
Murray and Buxton[11] suggests using a central three frame correlation to overcome the 
52 
	
CHAPTER 3. REVIEW OF IMAGE FLOW TECHNIQUES 
two frame autocorrelation problem. In this case the matching error is given by, 
E(u, v) = 	(u, v) + E"° (—u, —v), 	 (3.3a) 
where, 
n 	n 
E1,0 (u, ) =E E (gx+i,y+:01.)—gx+u+i,y+v+j,to))2 (3.3b) 
n 	n 
(/(x+ 	+ 	- /(x - u - y — v — to)) 2 • 
i=—n j.=—n 
(3.3c) 
This matching is symmetrical and has the advantage that the computed image flow corre-
sponds directly to the central frame I (x , y, to). Two further advantages of this approach are 
also afforded. Firstly, a degree of noise suppression is provided since more data is employed 
in forming the image flow estimates. Secondly, autocorrelation problems which may occur 
between two frame matchings are eliminated. In Figure 3.4(b) the edges from the backward 
frame, I(x, y, t_i), are shown as the light lines e - and f- respectively. Two matches are 
possible with the backward frame giving an average velocity of v - c/2, which when averaged 
with the forward frame estimate via Eq.(3.3a) gives the correct image flow of v. 
The minimum point in the error distribution corresponds to the offset shift where the best 
match is achieved. When using the raw data provided by the correlation process this limits 
the accuracy in offset and image flow to the nearest pixel. Interpolation is required to 
achieve sub-pixel accuracy. In order to enhance the peak location for the interpolation 
process, the error distribution is passed through an adaptive non-linear filter [186], 
R(u, v) = e—nE(u,v) 
	
(3.4) 
designed to sharpen peak response points. The parameter ic controls the degree of non-
linearity observed. The peak is then found by maximizing the response distribution R(u, v) 
rather than minimizing E(u, v). 
In their original work Singh and Allen[186] used, 
Ic = - log(0.95)/ min{E(u, v)}, 	 (3.5) 
so that the peak of R(u, v) corresponds closely to 1, thus eliminating potential numerical 
difficulties as the error approaches zero. The choice of a response distribution was motivated 
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primarily on computational reasons; it is well behaved as the error approaches zero, it varies 
continuously between one and zero as well as providing some sharpening of the peak. Clearly 
as long as the response distribution is unimodal, and does not lie close to the edge of the 
search window, accurate location of the peak is possible. Moreover, Singh and Allen state 
that they found their results to be largely insensitive to the arbitrary 0.95 parameter. 
However, their method is deficient when the error values approach zero, since Eq.(3.5) is 
undefined for an error of zero. Given the discrete nature of the data this is not unlikely. In 
order to overcome this Barron et al. implemented a stabilizing condition, 
0.0085 
	
if min{E(u,v)} < 1 x 10-6 , 	 (3.6) 
and also suggested the use of the smallest non-zero error term. An alternative and more 
stable definition of n would be, 
- log(n) 
max{E(u, v)} 
0 
if max{E(u, 0} 0 0 
otherwise 
(3.7) 
where n is a small value, such as 10 -6 . Stability is insured because the response distribution 
is bounded between 0 and 1, with the additional computational benefit that max{E} is less 
likely to be close to zero than min{E}. Furthermore, high error values are scaled to be elOse 
to zero. 
The response distribution can be interpreted statistically as a likelihood distribution. Each 
point in a search area is a valid candidate for the true velocity (displacement) and therefore 
a point with a small response is less likely to be a match than a point with a high response. 
Thus, the response distribution can be converted to a probability distribution in (u, v) 
space, 
R(u, v) 
P(u,v) = N 
Ej=N 	.7) 
the image flow is then computed by, 
(3.8a) 
(3.8b) 
(3.8c) 
i=-N j=-N 
N N 
V = E E P(i, j)j. 
i=-N j=-N 
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(a) 
	
(b) 
	
(c) 
Figure 3.5: Representative examples of the correlation error distribution 
over the search window; lighter the pixel the higher the error. The 
labels high and low refer to the confidence measures associated with 
the image flow velocity estimate, (a) in a largely uniform area, (b) near 
an edge, (c) near a corner. 
This corresponds to a mean rather than modal estimate of the true displacement. Similarly, 
the covariance of the image flow measure is given by the 2 x 2 matrix, 
(x,Y) = E E 	(i u)2 	(i_u)(j_ V) 
N N 
j=-N (i - 71)(j - V) 	(j - V) 2 
Spectral decomposition of the inverse covariance matrix at each point then yields two con-
fidence measures with associated eigenvectors. The orthogonal eigenvectors point in the 
directions of greatest and least confidence, with the former corresponding approximately to 
the direction parallel to the spatial gradient, Figure 3.5. 
Singh and Allen added two sophisticated features to their algorithm to improve its perfor-
mance: multi-resolution analysis and smoothing. Smoothing of the image flow is primarily 
used for propagating velocity information from areas where it is well known to less well 
known areas, although it also provides a noise reduction feature as well. Multi-resolution 
analysis is used to estimate large velocities which exceed the size of the correlation search 
window, or fail to meet the Nyquist sampling rate. A smoothed and subsampled version of 
the image sequence is produced, resulting in a lower-resolution image sequence which dis-
plays coarser features. The velocity estimates made at this lower scale can then be projected 
up to the higher scale. The subsampling process of the image sequence can be performed a 
number of times to form a pyramid of scaled images. This results in a coarse to fine adjust-
ment process in the estimation of the flow field velocity. In their work Singh and Allen[186] 
produce a scale of images using an efficient Laplacian pyramid construct [67]. Their choice 
was motivated by the strong relationship between accurate flow field estimation and edge 
information in the image sequence. The Laplacian edge operator results in a pyramid of 
1 . 	(3.9) 
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edge detected images from which they make their image flow estimates. However, Barron 
et al.[54] noted in their work that the Laplacian pyramid constructs band-pass channels 
that contain substantial aliasing. 
3.3 Spatial-Temporal Gradient Model 
It is convenient to analyze the information contained from observing a small finite area of 
the image /(x+ox, y +8y, t+6t), located around the point (x, y). This is most conveniently 
done by considering the Taylor series expansion of the image intensity around this point, 
Eq.(2.17). The essential relationship for the two frames /(x, y, t) and /(x, y,t + St), given 
by Eq.(2.16), can be expressed as a differential equation of the light intensity, 
I(x + 8x,y + Sy,t + St) — I(x,y,t) 
lirn 
ot 	 St 
(I(x,y,t + St) – I(x,y,t) 	 Sx 	 Sy) = 
bt 
lim 	  + Ix (x,y,t + 60—ot + (x, y, t + ot 6t 
= 0, 	 (3.10) 
where the Taylor expansion of /(x, y, t + St) is taken only to first order based on the as-
sumption that only the first order terms are significant. In the limit an under-determined 
constraint equation for the image flow is provided, 
dl 
dt 
where (u, v) is the image flow at the point (x, y, t). 
(3.11) 
Clearly there is a distinction between the terms dx/dt and 65x/St, the former is the in-
stantaneous rate of change while the later is the average rate of change over a finite time. 
Nagel[158] goes to some length to distinguish between the two terms referring to them as 
image flow and displacement rate respectively. In practice, instantaneous quantities cannot 
be computed and for this reason image flow is defined for the displacement rate or average 
rate of change. Normalizing the frame rate to ot = 1 allows direct comparison between 
image flow measurements made by gradient and correlation based algorithms. 
Eq.(3.11) can be rewritten in terms of the magnitude of the image flow and the angle, 0, 
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Figure 3.6: The conservation of intensity, Eq. (3.11) constrains the velocity 
to the solid line on the u — v plane. Horn and Schunck's initial velocity 
estimate is a point on the dash line segment between the origin and 
passing through A. 
that it makes with the spatial gradient, 
1(u, v)1 = 
 
—It 
  
(3.12) 
    
 
+ g cos 0 
This mathematically illustrates that only the component of the image flow in the direction 
of the illuminance gradient, i.e. where cos(0) = 1, can be estimated. This is referred to as 
the vernier or normal flow component. Image flow estimates that are equally consistent lie 
on a constraint line within the (u, v) space, as shown in Figure 3.6. Point A corresponds 
to the vernier flow component and is the minimum Euclidean distance from the origin. 
Therefore, in order to solve Eq.(3.11) fully a further constraint is required. It is the choice 
of additional constraints that differentiate between various spatial-temporal gradient or 
differential methods for estimating image flow. 
The first differential solution to the aperture problem was the approach of Horn and 
Schunck[102] who obtained the image flow field by minimizing the error function, 
Et = if (E't + 72 .EsH) dx dy, 	 (3.13a) 
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where, 
= (Ixu + Iyv + It) 2 , 
ES 1! = (74 + + 74 + vy2 ) , 
(3.13b) 
(3.13c) 
and 7 is a Lagrange multiplier weighting constant that controls the relative importance of 
the error in the intensity constraint to that of the departure from smoothness. EsH is a 
smoothness constraint and it is sufficient to ensure a unique solution on the constraint line 
shown in Figure 3.6. As the limits of integration are over the entire image Eq.(3.13c) is 
often referred to as a global smoothness constraint. 
The smoothness constraint equation of Eq.(3.13c) can be rewritten in an alternative form 
that provides both additional insight into its purpose and a more computationally efficient 
form, 
ff (74 +7.4 + vx2 + vy2 )dx dy 	— u) 2 + (U — v) 2 , 	(3.14) 
where ü, ii denote the average velocity, components in the x and y directions respectively. 
Minimizing the error metric, Et, with respect to the image flow leads to the equations, 
aEt 
au 
aEt 
a 
= 2 (/su + /yy + /t )/y — 272 (f) — v) = 0, y 
which are solved simultaneously for the image flow components u and y, 
kb- ± = 	 It T ix, + 'y2 
41-) + 	. v=v 	
Y 
(3.15a) 
(3.15b) 
(3.16a) 
(3.16b) 
We see from Eq.(3.16) that the image flow estimate at a point is dependent on the average 
image flow of the neighbourhood about that point. The average image flow in turn is 
dependent on the point estimates, thus leading to a "chicken-and-egg" problem. This can 
be resolved by employing a Gauss-Seidel iterative form to find (u, v), [7, 198]. Denoting 
(UT, UT) to be the average velocity at the point (x, y) at iteration 7, then the computed flow 
at iteration 'T 1 is, 
	
[ ux+i 	 i/xfi 
/?
r + iy fiT + it) [ 	I 
+4+-y2 Vr +1 	VT. 
(3.17) 
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Appropriate starting conditions for the iterations are (fp,  'D 0 ) = (0,0), which gives a first 
estimate of, 
For the case of -y = 0, 
ix 1 
+ + -y2 ) 4 (3.18) 
[ 
= 
(3.19) 
which is the component of image flow in the direction of the intensity spatial gradients with 
magnitude that puts (u, v) on the constraint line at point A, see Eq.(3.12) and Figure 3.6. 
In the case of -y 0, (u, v) also lies in the direction of the spatial gradient, shown by the 
dashed line segment between the origin and passing through A in Figure 3.6. Subsequent 
iterations may lead to estimates which do not lie on either line shown in Figure 3.6. 
3.4 Fourier Methods 
Both the correlation and differential techniques have also been implemented in the Fourier 
domain. Their Fourier equivalences are often referred to as the Fourier Energy and Fourier 
Phase methods respectively, [4,88,89,99,111,118,185,187]. Our understanding of the aper-
ture problem shows us that the best image flow estimates are made at points in the image 
that are high in detail or structure. This information is embodied in the phase of the Fourier 
signal. The proponents of Fourier Phase methods argue, therefore, that as the Fourier phase 
function encodes only the structure of the image intensity they are largely insensitive to 
variations in total illuminance. Consequently, Fourier methods are much more stable to 
noise on the brightness measurements and should therefore provide more reliable image 
flow estimates. 
The Fourier transform of a two-dimensional image signal /(x, y, t) can be written as, 
y, t)} = ioe—jox,y,t) (3.20) 
where 10 is the magnitude and 0(x, y, t) the Fourier phase of the signal. The correlation of 
two images A and B is given by their cross-spectrum in the Fourier domain [17], 
R = (3.21) 
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The Fourier phase of images A and B are written as, 
= kxx + kyY, 	 (3.22a) 
= kx (x — ubt) + ky (y — vbt) 
	
= kxx + kyy — wSt, 	 (3.22b) 
where St is the time interval between frames, (kx ,ky ) the spatial frequency components and 
w is the temporal frequency component. An underlying assumption is made that the image 
flow Fourier phase is linear, 
w = kxu + ky v. 	 (3.23) 
This is a simplifying assumption which is realistic provided the time difference between 
sampling of frames is small, it is also consistent with the space-time methods which assume 
linear variation of the image flow at a point. The cross-spectrum of the two signals can 
then be written as, 
R _ iy(2) trilli2 e —jum5t 
/00 	 2 
(3.24) 
= too T
(3) {/}dw e --jujot 
which relates the two-dimensional Fourier transform of the image to its three-dimensional 
equivalent for the planar wave phase function given in Eq.(3.22b). The integration performs 
an averaging of the temporal frequency which is recovered from R by, 
= tan- 1 I{R} 
	
(3.25) 
Substitution into Eq.(3.23) provides the Fourier energy estimate of the image flow which is 
consistent with the vernier component of optical flow field at each point, 
[u  	kx 	
(3.26) 
In essence the problem being solved is that given by Eq.(3.23) which bears a close resem- 
blance to that given by Eq.(3.11). In particular it should be noted from Eq.(3.22b) that 
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the following relationships hold: 
(3.27a) 
(3.27b) 
(3.27c) 
This result demonstrates the equivalence of correlation and differential approaches to esti-
mating image flow. In the Fourier energy approach w is estimated from the cross-spectrum 
of two image frames, in the Fourier differential method w is a measurement from the three-
dimensional Fourier transform of a sequence of images. 
While Fleet and Jepson, and others [8,54,88,89,118], argue that the phase response is much 
more stable to noise than the brightness measures, they also point out that there are a num-
ber of complications in computing suitable phase information for three-dimensional signals. 
This can be largely overcome by decomposing the image into a set of two-dimensional 
signals, one spatial and one temporal. Quadrature filter pairs tuned for different spatial 
orientations are then used to estimate the image flow component in that direction. Each of 
the pairs consists of an even and odd equal magnitude impulse response function, specified 
by Q+ (x,t) and Q_(x,t) respectively. The phase is given by, 
0(x, t) = tan, Q
(x,t)
— 	- 
Q+ (x,t)' 
(3.28) 
from which the normal velocity component in the direction of the oriented filters can be 
computed, 
v= 	 
-10(x, t) 
-gt- 0(x, t) • 
The overall velocity is composed by combining the oriented normal velocities. 
(3.29) 
Since phase signals are restricted to the [-7,7r) interval they are additively ambiguous by 
27r. As such phase signals are discontinuous. Due to their inherent discontinuities, care must 
be taken in computing the partial derivatives of phase signals. Both Fleet and Jepson[88] 
and also Barron et al.[54] point out that this problem can be avoided by directly computing 
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the spatiotemporal phase gradients from the output of the quadrature filter pairs, 
ao 	Q2+ (x,t)8Q-ax(x't) 	(x,t)
(3Q46 (.,t)  
ax Q2+ (x,t) + Q2_(x,t) 
aq5 	Q2+ (x,t) ac2 79(tx4) 	Q2 (x,t) aQ+a(tx' t) 
Q2+ (x,t) + Q2_(x,t) 
(3.30a) 
(3.30b) 
Furthermore, this formulation of the phase gradients also eliminates the need to compute 
the inverse tangent trigonometric function. The resulting image flow being, 
N f-1 2 aQ_,, 	r) 2 _  E at 	"-ii (12 0Q-v 	(-)2 a(2-1,  
yr.° -I-, a. 	-v—v ax 
(3.31) 
where ±v is one of the 0...N quadrature pair filters. This is referred to as the Fourier phase 
method in the literature. 
As can be seen from the preceding discussion both the Fourier energy and Fourier phase 
methods have advantages from utilizing phase information instead of image brightness. In 
the following sections comparison of the correlation and differential methods in the space-
time domain are made instead of the Fourier domain. This is based on the poor performance 
of the Fourier energy approach observed by [54-56] and the additional complexity required 
by the Fourier phase method in comparison to its space-time equivalent. 
3.5 Comparison of Methods 
A brief comparison of Horn and Schunck's gradient algorithm against three variations of 
Singh and Allen's correlation algorithm is made. The variants include: the original method 
with a response distribution given by Eq.(3.5) and Eq.(3.6) for Laplacian based images, 
denoted method IF1; an alternative response function given by Eq.(3.7) and Laplacian im-
agery, denoted method IF2; and a method using response function Eq.(3.7) and brightness 
imagery, denoted IF3. No iterative smoothing of the image flow field is implemented for 
methods IF1 — IF3. Horn and Schunck's method is implemented with Gaussian spatiotem-
poral smoothing of a- = 1.5 and run for 100 iterations, it is referred to as method IF4. 
A number of image sequences were considered and results for the original translating tree 
and diverging sequences are given in Table 3.1 and Table 3.2. These two sequences were' 
chosen as good representative examples of all the sequences considered. The results shown 
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Method Aperture Size Mean Median Std. Dev. 
IF1 3 0.5905 0.1897 2.48 
11.92° 0.24° 13.9° 
5 0.5490 0.1467 8.89 
11.46° 0.15° 14.2° 
7 0.5259 0.1093 0.90 
10.99° 0.09° 14.4° 
9 0.5509 0.0823 2.38 
10.75° 0.12° 15.0° 
1F2 3 1.0036 0.7150 0.91 
19.31° 0.74° 12.7° 
5 0.9174 0.6229 8.80 
18.10° 0.60° 12.5° 
7 0.8498 0.5498 0.86 
17.14° 0.57° 12.5° 
9 0.7913 0.4956 0.85 
16.28° 0.42° 12.3° 
1F3 3 0.5093 0.3066 0.59 
11.19° 0.30° 8.7° 
5 0.4638 0.2405 1.64 
10.19° 0.21° 8.4° 
7 0.3995 0.1922 0.68 
9.29° 0.16° 8.0° 
9 0.3395 0.1599 0.47 
8.42° 0.26° 7.50 
1F4 3 1.3801 1.1461 1.25 
23.98° 0.87° 13.4° 
5 0.6237 0.2645 0.78 
13.22° 0.28° 11.5° 
7 1.3698 1.1419 1.29 
23.59° 1.11° 13.0° 
9 3.3282 2.5698 3.52 
41.48° 1.94° 21.6° 
Table 3.1: Error metrics for the original translating tree image sequence. 
A comparison of Horn and Schunck's gradient based method (IF4) with 
three variations of Singh and Allen's correlation method (IF] - IF3) for 
the original translating tree image sequence. The size of the correlation 
window and derivative kernel is given by the aperture size. 
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Method Aperture Size Mean Median Std. Dev. 
IF1 3 0.4096 0.2387 0.49 
20.92° 0.22° 12.4° 
5 0.4104 0.2319 0.49 
20.83° 0.29° 12.6° 
7 0.4117 0.2270 0.50 
20.76° 0.21° 12.8° 
9 0.4138 0.2227 0.51 
20.76° 0.19° 12.9° 
1F2 3 0.2389 0.0508 0.47 
12.91° 0.05° 12.1° 
5 0.2349 0.0381 0.46 
12.32° 0.03° 12.5° 
7 0.2378 0.0309 0.47 
12.07° 0.06° 13.0° 
9 0.2414 0.0247 0.48 
11.95° 0.02° 13.4° 
1F3 3 0.1283 0.0248 0.30 
8.87° 0.05° 9.0° 
5 0.1210 0.0171 0.31 
8.19° 0.01° 9.2° 
7 0.1167 0.0131 0.31 
7.73° 0.01° 9.4° 
9 0.1140 0.0112 0.31 
7.40° 0.01° 9.50 
1F4 3 0.1788 0.0653 0.30 
12.24° 0.12° 9.00° 
5 0.0889 0.0081 0.20 
6.94° 0.01° 7.72° 
7 0.1490 0.0405 0.27 
10.73° 0.04° 8.9° 
9 0.3238 0.1182 0.64 
16.43° 0.1570° 12.4° 
Table 3.2: Error metrics for the diverging tree image sequence. A com-
parison of Horn and Schunck's gradient based method (IF4) with three 
variations of Singh and Allen's correlation method (IF1 - IF3) for the 
diverging tree image sequence. The size of the correlation window and 
derivative kernel is given by the aperture size. 
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are the mean, median and standard deviation of the square velocity error and the mean, 
median and standard deviation of the angular error metric. The metrics are computed for 
a number of different aperture sizes, which is the length of the derivative kernel in the case 
of IF4 or the length of one side of the correlation window in the case of IF1 — IF3. 
The following observations can be made. Firstly, there is often a large difference between 
mean and median values with a correspondingly high standard deviation, a result which 
confirms comments made earlier in Section 2.9 that large errors tend to dominate mean 
error estimates of image flow. This is particularly evident in the case of the mean angular 
error metric. 
Secondly, as expected for methods IF1 — IF3, the velocity estimate improves as the size 
of the correlation window increases and more data is used in the matching process. In 
the case of IF4 the velocity estimates initially improve as the size of the differential kernel 
is increased, but decreases as the kernel becomes too large and the computed differences 
become less representative of the instantaneous derivatives for the data. 
Thirdly, although no one method is significantly superior, the results suggest that correlation 
based methods implemented with the raw image brightness measurements (IF3) perform 
better than those which use the Laplacian of image brightness (IF1 & IF2). Better results 
are possible for the correlation methods if smoothing is allowed, a result that is also true for 
Horn and Schunck's method (IF4). Figure 3.7 shows how the median square velocity error 
decreases with increasing number of iterations for IF4 computed using the translating square 
image sequence. The rate of convergence is controlled by 7. Unfortunately, smoothing is 
not always desirable, a point that is discussed further in the next section. 
3.6 Implementation of Horn and Schunck's Algorithm 
When implementing Horn and Schunck's algorithm a number of practical issues need to 
be considered: the spatial and temporal derivative masks, the size and form of the average 
velocity mask, acceptable values of -y and termination criteria for the iterative process. 
Appropriate choices here are often dependent on the nature of the problem and environment 
in which the algorithm is expected to operate. 
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Median Square Velocity Error 
Translating Square Sequence 
Figure 3.7: Median square velocity of image flow computed using Horn 
and Schunck's method for the translating square sequence. Convergence 
controlled by 7 = 0.5. 
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In their original implementation Horn and Schunck[102] used forward differences based on 
a 2 point kernel: 
- 1 
	
1 
This approach calculates the velocity at points between pixels. However, by using central 
differences the gradient is computed at the pixel locations. Moreover, increasing the size 
of the derivative mask leads to significant improvement in the accuracy of the computed 
gradient, albeit at the expense of spatial resolution. The latter approach is the one adopted 
here, typically with 3, 5, 7 or 9 point masks before convolving with a smoothing kernel. 
Following Barron et al.[54] implementation, the average velocity is computed using a 3 x 3 
mask: 
1/12 1/6 1/12 
1/6 0 1/6 
1/12 1/6 1/12 
Care must be taken at the image boundaries, a point developed later. 
Acceptable values for 'y are implementation and scene dependent. Horn[7] argues that -y 
should be set according to the SNR of spatiotemporal gradients, with 'y being small for 
accurate measurements and large if they are noisy. 1 
Few authors have discussed the issue of termination criteria of global techniques for esti-
mating image flow. This is important as it is the iterative nature of these algorithms that 
give rise to their global behaviour. At any one instant in the iteration, the flow at a point is 
modified by only its immediate neighbours. With each successive iteration the influence of 
more distant points in the flow field will also cause change in the flow at the point, through 
the modification of its neighbours. Therefore, the smoothness of the flow field is controlled 
by both -y and the number of iterations, a result shown in [7,8, 54,102]. Although no at-
tempt is made to resolve this issue, three consequences of it are demonstrated: a significant 
1 In Horn and Schunck[102], and Horn[7], the Lagrange multiplier was applied to the Ez term (cf. 
Eq.(3.13)) leading to the opposite requirements where 7 is large for accurate measurements and small if 
they are noisy. 
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difference between the convergent global minimum and "sub-optimal" solutions, blurring of 
the flow field resolution, and the importance of boundary conditions on sensitivity. 
Consider the case of a dark translating square moving on a light background as shown in 
Figure A.1. The velocity field obtained from Horn and Schunck's algorithm when run to 
convergence (5000 iterations) is shown in Figure 3.8(a). In this case the velocity has been 
propagated across the entire field of view. This result differs from that presented by Barron 
et al.[56] where the iterations were terminated before the global minimum of Eq.(3.13a) was 
reached. Figure 3.8(b) shows the result when terminated early at the 100th iteration. While 
the constant image flow might at first sight appear surprising, it is in fact the true result of 
applying Horn and Schunck's algorithm to the data, because the algorithm has no way of 
discriminating between the foreground and background. The result is that the square and 
background are perceived to be part of the same object moving at a constant rate. Since 
this constant image flow is in fact perfectly smooth, it is inevitable that this corresponds to 
a lower E5 and consequently lower Et for this solution than for that presented by Barron 
et al. and other similar non-uniform flows. The fact that most authors have obtained a 
flow described as, 
"varying from zero to the 'true' velocity at the squares corners," 
is simply an indication of the premature termination of the iterations. This ability to 
spread information (in particular erroneous information) without limit through bland image 
regions is a significant problem with Horn and Schunck's algorithm. It in part explains 
the sensitivity of Horn and Schunck's algorithm to errors in either derivatives or boundary 
conditions. Early termination of the iterations would reduce the sensitivity of the algorithm, 
but this has never been suggested as part of Horn and Schunck's algorithm. 
With each successive iteration the flow field resolved by a global technique is diminished, a 
direct consequence of the blurring imposed by the smoothness constraint. This is evident in 
the case of a dark point moving on a light background as shown in Figure A.2. The velocity 
field obtained from our implementation for 3, 100 and 50000 iterations is shown in Figure 
3.9. We observe how the velocity flow field has propagated across the entire field of view 
with no indication of the relative reliability of the estimates. 
The extent of the loss of resolution in each iteration is also determined by the structure of 
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(a) 
(b) 
Figure 3.8: Running Horn and Schunck's image flow technique (IF4) for: 
(a) 5000 iterations, (b) 100 iterations, on the moving square sequence 
shown in Figure A.1. 
: 
• • • v.. • 
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(a) (b) 
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(c) 
Figure 3.9: Running Horn and Schunck's image flow technique (1F4) 
for: (a) 3 iterations, (b) 100 iterations, (c) and to convergence (50000 
iterations) on the moving dot sequence shown in Figure A.2. 
the image sequence. In the dot sequence (Figure A.2) resolution is lost quickly, as illustrated 
in Figure 3.9 . When a stationary patterned background is present, as shown in the random 
dot sequence (Figure A.3), this is not the case, as can be seen in Figure 3.10. Identical 
parameters and kernel masks were used for both translating dot image sequences. We 
observe that the spread of the velocity field is substantially controlled by the information 
obtained from the static patterned background. 
The feature of propagating the velocity field utilized by global smoothness algorithms be-
comes particularly relevant when applying smoothing at the image boundary. By conven-
tion, for a lc length derivative mask a border of n/2 is required. In this border region the 
gradient cannot be computed accurately. The flow field averaging mask also requires a 
border region that is one half of its dimension. However, due to the algorithms iterative 
nature, the border size would increase at a rate of one half the averaging mask dimension 
per iteration. Such a characteristic is undesirable, so different boundary conditions are em-
ployed. Special care is now required, as in this case quite subtle changes in assumptions can 
result in dramatic changes in apparent performance, since the effects propagate throughout 
the entire image. 
Tabulated in Table 3.3 are the results Barron et al.[56] obtained for the two synthetic 
translating and diverging tree image sequences. Their method effectively assumes the image 
flow is zero at the image boundary. Figure 3.11 shows the boundary velocity averaging 
masks they used. The sum of the coefficients for each of the masks do not add up to one. 
This assumes that points in the border region contribute, albeit with a value of zero, to 
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(c) (a) (b) 
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Figure 3.10: Running Horn and Schunck's image flow technique (1F4) 
for: (a) 3 iterations, (b) 100 iterations, (c) and to convergence (50000 
iterations) on the moving dot sequence shown in Figure A.3. Notice how 
the stationary patterned background substantially controls the level of 
velocity field spread. 
the average velocity. An alternative is to assume that image flow is continuous across the 
image boundary instead of zero, Figure 3.12 show the required set of boundary masks. In 
this case the velocity at points within the border are assumed to be equal to the average 
velocity computed at the boundary, leading to velocity masks which sum to unity. Given 
that the algorithms differ only in the assumptions of the image boundary conditions, the 
overall sensitivity of the image flow to local changes by Horn and Schunck method is readily 
apparent. This sensitivity was also noted by Barron et al.[56] with respect to errors in the 
computation of the intensity gradient functions. Flow fields for these two image sequences, 
using the smooth boundary conditions, are shown in Figure 1.6 and Figure 1.7. 
3.7 Anisotropic Smoothing 
Another interpretation can be put on the problem of the loss of resolution associated with 
smoothing of the velocity flow field. Real images, and real image sequences, contain discon-
tinuities. These discontinuities can be due to: non-smooth variations in depth of the objects 
being viewed, objects moving at different speeds and directions, and so on. In fact all edge 
information seen in an image is due to some discontinuous property of the scene, and it is 
precisely at these points that we make our best estimates of the image flow. However, a 
smoothness constraint will try to eliminate such discontinuities and minimize change in the 
flow field. In the translating square and dot examples this is evident in the propagation of 
the flow field away from the discontinuous point. 
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Sequence and Method Mean Angular 
Error 
Median 
Angular Error 
Standard 
Deviation 
Translating Tree 
Barron Implementation 2.02° 2.27° (7=0.5, 100 Iterations) 
Modified Implementation 1.96° 0.004° 2.11° (7=0.5, 100 Iterations) 
Modified Implementation 0.18° 0.0001° 0.15° (-y=50, 5000 Iterations) 
Diverging Tree 
Barron Implementation 2.55° 3.67° (-y=0.5, 100 Iterations) 
Modified Implementation 2.22° 0.002° 2.21° (-y=0.5, 100 Iterations) 
Modified Implementation 1.50° 0.0004° 1.43° (7=50, 5000 Iterations) 
Table 3.3: Comparison of average angular error between variants of Horn 
and Schunck's algorithm, based on Fleet's error measure [4, 56]. 
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0 1/6 
1/6 1/12 
1/6 1/12 
0 1/6 
1/6 1/12 
1/6 1/12 
0 1/6 
1/6 0 1/6 
1/12 1/6 1/12 
1/12 1/6 1/12 
1/6 0 1/6 
1/6 0 
1/12 1/6 
1/12 1/6 
1/6 0 
1/12 1/6 
1/12 1/6 
1/6 0 
Figure 3.11: Barron et al. set of average velocity boundary condition 
masks assumes non-smooth variation at the image boundary. 
0 2/5 
2/5 1/5 
1/4 1/8 
0 1/4 
1/4 1/8 
2/5 1/5 
0 2/5 
1/4 0 1/4 
1/8 1/4 1/8 
1/8 1/4 1/8 
1/4 0 1/8 
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1/4 0 
1/8 1/4 
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2/5 0 
Figure 3.12: Alternate set of average velocity boundary condition masks 
assuming smooth variation. 
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Horn[7], recognized this problem and proposed segmenting the flow field so that smoothing 
does not occur across such boundaries. However, he was aware this leads to a "chicken-and-
egg problem": 
"If we have a good estimate of the image flow, we can look for places where 
it changes rapidly in order to segment the picture. On the other hand, if we 
could segment the picture well, we would produce a better estimate of the image 
flow." 
Nagel [155-158], on the other hand argued that the dilemma is resolvable because the image 
can be segmented by examining the spatial gradients. Furthermore, he argued that a key 
requirement in preserving the estimates made in regions of discontinuity, is to impose an 
oriented smoothness constraint, as opposed to the isotropic constraint of Horn and Schunck. 
The aperture problem, refer to Eq. (3.11), clearly states that reliable estimates can only be 
made in direction of the spatial gradient (Ix , /y ). Little can be inferred in the orthogonal 
direction, unless the curvature of the intensity function is high at that point. Clearly, second 
order terms of the intensity function are required if a unique solution is to be found. 
The oriented smoothness constraint requires minimizing change in the orthogonal direction 
of the intensity gradient, 
±(VI)=l Y 	, 
-ix 
(3.32) 
because this is the direction of greatest uncertainty. In the approach of Singh and Allen[186] 
the direction of greatest uncertainty is equivalent to the maximum eigen direction (direction 
of least confidence from the spectral decomposition of the covariance matrix). The change 
of (u, v) in this direction is given by, 
Arc/ = ux/y — uy/x , 
j_v = vx /y — 
and hence the directional smoothness constraint is, 
(3.33a) 
(3.33b) 
min{A ± u2 + A_L v2 }= Min{ (uxiy — u/) 2 + (vx/y — v/) 2 }. 	(3.34) 
Nevertheless, isotropic smoothing is still required to guarantee a solution in bland regions 
and it is weighted relative to the directional smoothness requirement by a constant -yN 
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which is usually small. Hence Nagel's alternative smoothness constraint is, 
1 
ESN = 	+ 27N ((Usiy Uyarx) 2 (Vxly VylTs 
)2 + 	(ux2 uy2 vx2 vy2)) 
(3.35) 
The basis of Nagel's approach is two-fold, firstly the weighting of the smoothness require-
ment is modulated by 1/(11 +4+2-y N ), and secondly a directional smoothness requirement 
(ux/y — u/) 2 + (vx/y — v/) 2 is introduced. The modulating term ensures that greater 
weighting is given to the smoothness constraint in regions of the image that are bland and 
therefore require velocity information from more distant neighbours to form an estimate. 
When high detail edge information is encountered the modulation term ensures that little 
weight is given to the smoothness constraint, thus preserving estimates made at these lo-
cations. This clearly meets the requirements specified by Horn[7] concerning the weighting 
functional 7 with respect to the gradient SNR. 
The error functional to be minimized 
Et _ 	(Ei+,2Es„,) dx dy. (3.36) 
Nagel gives the Euler-Lagrange equations for this minimization problem in (u, v) as, 
0= Crxu+ iyv + Mix + ce2 
v ([ IYY 	± 2 -Ixy 	[Ixx ixy 
lx 	/xy Iyy 
4 + I + 27N 
 
—a2 trace(WV 2u) 
V/T 
0 = (/xu + Iv + 	4 + a2 
[ 	
—/xy 
—/xy 	/xx 
+ 2 
/xx 
/xy 
/xy vx [v 
It ) +J2 + 27N 
(3.37a) 
—a2 trace(WV 2v) 	 (3.37b) 
where, 
	
1 	I /2 ± 	_ ix/y w = 	 + 2-yN 	—IxIy 	-yN • 
Barron et al.[54] solve for (u, v) using the Gauss-Seidel iterative method, 
[
ur+1 [ (,111-) (
/g(ur) + /ye(vT) + /t) /, 
vT-Fi e(vT) + ) 
(3.37c) 
(3.38) 
3.7. ANISOTROPIC SMOOTHING 	 75 
where . (u) and (v) are functions in first and second order spatial derivative terms of the 
image intensity and image flow. 
In the experimental work of Willick and Yang[226] they compared the performance of Horn 
and Schunck[102] original algorithm to that of Nagel[158] and of Schunck[181]. They showed 
that the performance of Horn and Schunck's and also Nagel's methods were similar for the 
three synthetic test sequences considered, and performed much better than the others for the 
"small translational speed" test (speeds less than 1 pixel per frame). This is significant since 
aliasing may occur for speeds greater than 1 pixel per frame. Willick and Yang concluded: 
"Our results also reveal that under all situations Horn and Schunck's original 
motion constraint equation outperforms both Schunck's and Nagel's proposed 
alternatives. Although Nagel's is very close to Horn and Schunck's in two out 
of the three experiments, the added complexity of the equation makes it a much 
less attractive choice." 
It is noted, without demonstration, that Nagel's formulation Eq.(3.38) will experience many 
of the same difficulties as Horn and Schunck's algorithm with respect to termination, blur-
ring and the need for well formed boundary conditions. As shown earlier this may lead to 
quite undesirable results, as well as sensitivity to noise. Adding complexity to an algorithm 
is, in any case, a less appealing option. They are far more difficult to implement and tend 
to be less robust. Moreover, additional assumptions about the operating environment are 
usually required, thereby reducing the general application of the algorithm and introducing 
potential difficulties at the margins or extremes of its working conditions. 
Other works of interest using global differential techniques include [47,62, 78, 91, 126, 163, 
165, 182,190]. Nesi[163], investigated the problem of discontinuities and suggested a third 
constraint or penalty function based on Tikhonov regularization theory. Snyder[190], inves-
tigated the mathematical foundations of smoothness constraints, deriving both Horn and 
Schunck's, and Nagel's constraint equations. 
We have observed the problems encountered by Horn and Schunck's algorithm which are 
largely attributable to its global iterative formulation. In the following chapter alternative 
non-iterative local differential techniques for computing the image flow field are investi-
gated. These are low complexity algorithms which are based more closely on the underlying 
curvature information of the image sequence than the methods presented to date. 
Chapter 4 
Differential Image Flow 
Horn and Schunck's global differential technique attempts to overcome the aperture problem 
through the use of a global smoothness constraint, which propagates information at a point 
to its neighbours. This can, however, lead to undesirable results. Even methods that 
attempt to preserve discontinuities, through the use of anisotropic smoothing functions, can 
produce results with a substantially reduced resolution. This is a fundamental characteristic 
of all methods which rely on assuming global properties of the image flow. 
This chapter presents an investigation into local non-iterative differential techniques. The 
underlying goal of these techniques is to estimate a high accuracy flow field with the best 
possible resolution and density. This has the significant advantage that the impact of any 
measurement errors are localized. 
There has often been a distinction drawn between first order methods based on solving 
Eq.(3.11) and second order methods which use Eq.(2.20), either independently, or in con-
junction with Eq.(3.11). This distinction is somewhat artificial in that all first order methods 
eventually apply Eq.(3.11) over a finite region to obtain a solution. Unless there is some 
variation in the gradient over this region a solution for both components of the velocity 
is unobtainable. Thus the second order information is still implicitly required, and in this 
chapter it is shown that in practice the difference between a first order and second or-
der algorithms is in the weightings applied to the conservation of intensity and gradient 
equations. 
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4.1 First Order Weighted Least Squares Technique 
Instead of using a global smoothness constraint the error in Eq.(3.11) can be minimized over 
a localized aperture rather than the entire image, a method attributed by Barron et al.[56] 
to Lucas and Kanade [143]. The underlying assumption is that the velocity is constant over 
a finite region, unlike the assumption of a smooth variation over the entire image. The 
approach has the advantage that the effect of any local errors in either the data or model 
only affect the computed image flow over a finite region. The first order weighted least 
squares technique does this by minimizing the error metric, 
min 
u, v g 	xo, y — yo)(1-xu + Iv + /t ) 2 dx dy, 	 (4.1) 
where W(x, y) denotes a symmetric window function of finite size and usually designed to 
emphasize the data at the centre of the region relative to the edges. Similar approaches are 
suggested in [8, 79,182,185] and it should be noted that the exact shape of W(x, y) is not 
critical. 
When rearranged to form a set of equations, Eq.(4.1) becomes, 
ATWA [ u = ATWb 	 (4.2) 
where the spatial and temporal gradient measurements are arranged, 
/x(xi,m) 4(xi,y1) 
	
- 	
Yi) 
A = 
	ix(x2,y2) iy(x2,y2) 	
and, 	b= 
	-it (X2, Y2 ) 
lx(Xn,Yn) Iy(Xn,Yn) _ 	 — It(xn,yri) 
The above equations can only be solved in situations where the matrix term ATWA is not 
singular. This implies that to produce a solution there must be a significant change in the 
gradients over the region defined by W(x, y). This approach has the advantage over global 
methods in that errors in either the data or model will produce only localized errors in the 
computed image flow. For the purpose of latter discussions this method is referred to as 
IF5. 
4.2 First Order Functional Method 
In their recent paper Sobey and Srinivasan[191], proposed an algorithm in which the image 
flow was determined by first convolving the image with two independent functions, denoted 
4.2. FIRST ORDER FUNCTIONAL METHOD 	 79 
by g(x,y) and h(x, y), to produce two new functions, 
Og (x, y) = I (x, y) g(x,y), 
Oh (x, y) = I(x, y) h(x, y). 
(4.3a) 
(4.3h) 
They then showed that the velocity can be obtained by solving the system of equations, 
[o o1 [ u 
v •
= 
();) 
(4.4) 
Perrone[172] proposed a similar approach using the sum of a number of directionally tuned 
filters. 
The functions g(x, y) and h(x, y) can be chosen almost arbitrarily provided they are linearly 
independent. The results presented by Sobey and Srinivasan in [191] used, 
and, 
These are 
< 	2x 	2y g(x,y) = (1 + cos(ry)) sin(rx) < - 
1 (4.5a) 
(4.5b) 
(4.5c) 
(Nx -1) 	(Ny -1) 
h(x, 	 1 y) = (1 + cos(7x)) sin(R-y) 	(N2:1), (N2y y 1) 
respectively the partial derivatives of the raised cosine function, 
s(x,y) = (1 + cos(7x)) (1 + cos(ry)) , 
with respect to x and y and where Nx x N denotes the size of mask over which the functions 
are defined. A plot of the raised cosine function, s(x, y), is shown in Figure 4.1. As can be 
seen the raised cosine function is similar to the Gaussian smoothing function, Figure 4.2. 
Hence, for this choice of g(x, y) at least, 
g(x,y) 	Dx s(x, y) 
= Dx Dx s(x, y) I(x, Y) 
= s(x, y) 0 Isx(x, Y)- (4.5d) 
Similarly Oxh , Oyh , (4 are also smoothed second order derivatives of the image intensity func-
tion. The results are equivalent to those that would have been obtained by applying the 
second order equations given in Eq.(2.20), to data smoothed by the weighting function in 
Eq.(4.5c). Consequently it can be argued that the more robust performance of this method 
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when compared to other second order techniques is due to smoothing of the derivative cal-
culation and not because this is inherently a first order method. As shown earlier in Section 
2.8 regularization is a necessary requirement for computing derivatives in the presence of 
noise. Sobey et al. further developed their technique to estimate first order terms of the 
image flow [192]. 
4.3 Second Order Techniques 
Rewriting Eq.(2.20a) and Eq.(2.20b) in matrix form yields the common second order method 
for the calculation of the image flow, 
	
[-TXX 	1-Xy 
Ixy 	Iyy 
[ u 
V 
'xi 
Iyt 
(4.6) 
This approach is discussed by Nagel [157], Verri and Poggio [71,152,212-214] and implicitly 
used by Sobey and Srinivasan[191]. Although the approach of Sobey and Srinivasan in its 
most general form can differ from a pure second order method, it reduces in the examples 
presented in [191] to a second order method where the data has first been smoothed (which 
is a necessary requirement). This method is referred to as IF7. 
An obvious extension to this common second order approach, and attributed by Nagel[157] 
to both Haralick and Lee, and, Tretiak and Pastor[207] (see also [3,6,8]), is to incorporate 
the first order equation to form an over-determined system of equations, 
[7' 
Ix 4 	Ix 4 
ixx Ixy 	L /xx 1-xy 
Ixy Iyy 	Ixy Iyy 
- 
Ix 4 	It u 
= - ixx i 1 L Ixt • 
Ixy YY yt 
(4.7) 
L is a weighting function, and in the cases defined by both Haralick and Shapiro[6], and, 
Tretiak and Pastor[207] it is defined as the identity matrix /. However, when solving over-
determined least squares problems of this form it is usual to attach different weights with 
the different equations, 
[Ao 
L= 	0 
0 
0 
A i 
0 
0 
0 
A1 
(4.8) 
where the matrix containing Ao and A 1 provides the differential weighting on the equations. 
1.00 
a) -g 0.75 
(0)0.50 
2 
0.25 
0.00 
-1 
4.3. SECOND ORDER TECHNIQUES 	 81 
Figure 4.1: Sobey and Srinivasan's function is equivalent to a two-
dimensional smoothing function. 
1 1 
Figure 4.2: A two-dimensional Gaussian smoothing function. 
[ ff w(x - xo,Y — Yo)Ildx dy ff w(x - xo, y — Yo)IxIydx dy ] 
f f W (x — xo, y — yo)IxIydx dy ff W (x — xo, y — yo).qdx dy 
, 	(4.10) 
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By expanding and letting A = )o/Ai the velocities are thus found by solving, 
[ A/x/t + /xxixt + Ixyiyt I - 	 -= 
A/y/t + /xy/xt + /yy /yt 
[ A/1 + /L + /4 	A Ix Iy ± ix x Ix y ± Iy y Ix y 
AIx ly + I-xx Ixy ± 1-yy./xy AI  ' 	
4._ 12 	12 
Y 	YY ' xY 
(4.9) 
an approach referred to as an augmented second order solution, method IF6. In most cases 
an appropriate weight matrix would usually place greater emphasis on the conservation 
of intensity equation with respect to the conservation of gradient intensity equations, i.e. 
A> 1. 
4.4 Equivalence of First and Second Order Techniques 
It is possible to demonstrate that the first order weighted least squares solution to the 
image flow constraint equation is equivalent to the second order solution for small apertures. 
Consider the matrix expansion of ATWA, 
and the first element of the matrix, ff W(x — xo, y — yo)11(x, y)dx dy . Assuming the 
aperture is restricted to a size where the surface /(x, y) can only be described adequately 
by a second order Taylor series, requires discarding terms higher than first order. For the 
expansion of W(x — xo, y — yo)/(x, y) about (xo, yo) this yields, 
2 ff W 
(4.11a) 
which can be expanded to, 
if W (x — xo, y — Yo) N(xo, Yo) + (isx(xo, Yo)(x — xo)) 2 
— Yo)) 2 + 2/x(xo,Yo)-Gx(xo, Yo)(x — xo) 
+2/x(xo, Yo)/xy(xo, Yo)(Y — Yo) 
+21"1x(xo,Yo)Ixy(xo,Yo)(x — xo)(Y — Yo))dx dy. (4.11b) 
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If W(x, y) is chosen to be a symmetric function all terms involving (x — x0), (y — yo) or 
(x — x0)(y — yo) integrate to zero. Using the notation, 
Ao = ff W(x, y)dx dy, 	 (4.12a) 
and, 
= ff W(x, y)x 2 dx dy 
= ff W(x, y)y 2 dx dy, 
we can thus state, 
[ 
x2 	x2x ff W(x — xo, 	Yo) 11(x, Y)dx dy Ao/ + A i 
where it is understood that the derivatives are computed at the point (xo, yo). 
Eq.(4.2) can be rewritten as, 
+ IxxIxt + Iniyt 
Aiy it /xy/xt ± iyy-tyt 
(4.12b) 
(4.13) 
Hence 
AI + 	+14 	AIxIy + Ixxixy + iyy/xy 
A/x/y /xx/xy /yy /xy  A/2 ± 12 + 12 Y 	YY 	xY 
(4.14) 
where A = Ao/A i . The system of equations that is solved results from a weighted sum of 
terms involving both first and second order derivatives of the image intensity. Hence when 
limited to our ability to resolve higher order derivative terms of the image intensity, the 
first order weighted least squares technique effectively reduces to an augmented second-order 
technique. When this limit is not reached it includes the effect of higher order derivatives 
and can thus be expected to be more robust in performance when compared with the other 
derivative methods. 
4.5 Systematic Bias Errors 
The least squares estimate of Eq.(4.2) can be rewritten to take into account measurement 
error based on the finite difference approximation, 
A = A + Ae , 
b = 
(4.15a) 
(4.15b) 
[n vI T = [ft 97)1T ±[ue ver (4.15c) 
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where be is the error in estimating the exact temporal gradients b and AC is a matrix of 
error terms associated with estimating the exact spatial gradients A. Recall that A and b 
are the actual gradients computed from the image sequence intensity measurements. Then 
by algebraic manipulation an expression for the velocity error can be derived, 
ATWA[u v]T = ATWb 
•t> 	ATWA 1-)1T [ue yen AT Wb 
<=> 
where b — A[fi '1)1 T = O. 
ATWA[ue ver = AT W (b — A[fi MT) 
= ATW (b + be — 	f)]T — 	[it f)] T ) 
F ue l  = (ATW Ar i ATW (b,— Ae ['' 
76])ve 
(4.16) 
The usual assumption made in least squares analysis is that the 'measurement' matrix A 
is made without error and the errors in the 'observation' vector b are Gaussian distributed 
with zero mean. For this problem the assumption of an error free A is unrealistic, it is 
corrupted with additive sensor noise in the image capture phase and further error occurs in 
the computation of the gradients, for example by finite difference approximation. However, 
assuming the errors in computing the gradients are far more significant than all other 
sources, the matrix Ae can then be approximated by, 
AC 	T(N)8lx, (4.17a) 
and, 
aN i(xi,yi)  aN i(xi,yi) axN 
aN 1(x2,y2) 
avN 
aN  i(x2,y2) x = axN 
aN 1(x„,yr,) 
80 
aN i(x.,y.) 
(4.17b) 
axN ovN 	_ 
where 8, is the spatial sampling size and the gradients are approximated by an N-th order 
central difference, see Section 2.7. Similarly, be will be a sum of the errors associated with 
computing the temporal gradients, plus a random noise component r which is uncorrelated 
with the temporal gradients or A. The error term r, as is standard practice for least squares 
analysis, is usually added to the observation vector b [16,18-20,23-27,30,93]. Denoting the 
atN 	ift 	aN I 
	
1 	axN 
aN ]T [ 
 Hi 
a N 
(4.19) 
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temporal sampling size as St then, 
be = T(N)gi-1 
aN 1(xi,yi)  
atN 
aN I(x2,y2) 
atN 
a N  
atN 	_ 
+ r. 	 (4.17c) 
The distance between samples in the temporal and spatial domains directions are St and 85 
respectively. Recall from Eq.(3.23) that the temporal and spatial sampling are related by 
the velocity of of the image point, hence, 
1 	1 
(St = — + —f3  85
f)
= (4.18) 
under the condition that (S s = 1 pixel/sample and the velocity is given in pixel/frame. Simi-
larly the higher order temporal derivatives are related to the higher order spatial derivatives 
by, 
which shows that the temporal derivative is equivalent to the line derivative through the 
two-dimensional space of the image plane in the direction given by the velocity [28]. This 
expression is valid provided that differential spatial terms higher than N are insignificant, 
an assumption made in Eq.(2.36c). The spatial and temporal derivative errors can now be 
rewritten as, 
A, = T(N)X, 
be = T(N)IftVI N-2 	[ u ]-F r) , 
and by substitution into Eq.(4.16) the velocity error becomes, 
(4.20a) 
(4.20b) 
= T(N) (Ift- 	_ 1 ) ( AT WA )-1 AT v v x + r 	(4.20c) 
The following points are apparent from Eq.(4.20c). Firstly, the error is dependent on the 
true optical flow (u, i5). Secondly, the error is dependent upon the size of the higher order 
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Scatter Plot of (u,v) Errors 
Translating Random Field Sequence 
-0.02 	0.00 	0.02 
	
0.04 
Horizontal Speed Error (u) 
Figure 4.3: Scatter plot of speed errors for the (0.3, 0) translating random 
field sequence, see Figure A.4, computed using the 1F5 algorithm. 
spatial gradients and the length of the derivative kernel, where the magnitude of X can 
reasonably be expected to diminish for larger difference kernels. Thirdly, the expectation 
of Eq.(4.16) is non-zero except where lu f)I = 0 or 1, and hence the image flow estimate 
is systematically biased. This is readily apparent in Figures 4.3 — 4.5, which show the 
errors in image flow estimates for all three methods IF5, IF6 and IF7 computed using the 
uniformly distributed translating (0.3 pixel/frame) random field image sequence, Figure 
A.4. The bias in the direction of motion is clearly visible with the variance also being 
greater in this direction. These results can also be predicted from Eq.(4.20c), where the 
projection operation of (AT W A) - 1 AT W ensures that the bias is weighted in the direction 
of the optical flow with the a larger error variance. 
The systematic bias is expected due to the correlation between X and A, which results 
from the correlation of temporal and spatial gradients. Hence, all methods of computing 
image flow based on gradients will posses a systematic bias in their estimates, a result 
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Scatter Plot of (u,v) Errors 
Translating Random Field Sequence 
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Figure 4.4: Scatter plot of speed errors for the (0.3, 0) translating random 
field sequence, see Figure A.4, computed using the IF6 algorithm. 
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Scatter Plot of (u,v) Errors 
Translating Random Field Sequence 
-0.05 	0.00 	0.05 
	
0.10 
Horizontal Speed Error (u) 
Figure 4.5: Scatter plot of speed errors for the (0.3, 0) translating random 
field sequence, see Figure A.4, computed using the 1F7 algorithm. 
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demonstrated by Figures 4.3 — 4.5. By way of a further demonstration, the velocity error 
of a noiseless translating greyscale corner was analytically analyzed using the mathematical 
package Maple [22]. The gradients were computed using a 5 point central difference kernel 
with varying degrees of Gaussian smoothing a = 1 ... 2.5. The resulting squared velocity 
error shown in Figure 4.6 is computed for an optical flow of u = 0 ... 1.2,v = 0 at the 
pixel point (0, 0) at time 0. This point was chosen as it corresponds to the point where 
the error in the gradient measures are greatest. It is apparent that the velocity error varies 
smoothly with speed, increasing monotonically for speeds greater than 1 pixel/frame and, 
as expected, having global minimum points corresponding to speeds of 0 and 1 pixel/frame. 
The velocity error decreases smoothly as the width of the smoothing kernel increases (the 
regularization increases). 
It is possible, by using different spatial and temporal kernels, to change the speed at which 
a perfect estimate in a noiseless environment is made. This factor could prove useful in 
implementing a coarse to fine estimation or multi-resolution process, an issue discussed in 
Chapter 7. However, for simplicity in this work the same differential kernel was chosen for 
both spatial and temporal derivatives. 
4.6 Noise Analysis 
In order to quantify accurately the effects of smoothing and velocity on the estimated image 
flow, translating random field image sequences were synthesized in the Fourier domain. This 
allows accurate sub-pixel movements between frames to be produced. The nth frame of a 
sequence is generated using, 
P (x, y) = ( — un, y — vn) = f f 1(kx , ky )0 (kxun+kyvn ) dkxdky , (4.21) 
where /(k, ky ) is the Fourier transform of the initial frame /° (x, y), (kx , ky ) the spatial 
frequency components, (u, v) is the velocity in pixels per frame and n is the frame number. 
The optical flow is thus identical for each point in the frame, irrespective of its relative 
depth. This is physically reasonable provided the field of view is very shallow, i.e. the 
relative distance between the closest and furtherest points from the sensor focal point is 
small compared to the average distance of points from the sensor. A total of 17 frames are 
synthesized in each sequence, with velocities ranging between 0 and 1.8 pixels/frame. 
The first test conducted was to examine the effects of uncorrelated Gaussian noise on the 
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(a) • 
(b) 
Figure 4.6: Square velocity error associated with a noiseless translating 
greyscale corner for the point (0, 0) shown in Figure 2.17(b). Systematic 
errors in estimating the velocity due to finite difference approximation 
of the gradient functions are illustrated as: (a) a function of velocity 
for a smoothing of a = 1, (b) a function of smoothing and velocity. 
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translating random field sequence when the motion is chosen to be equal to 1 pixel/frame 
across the entire image. As noted earlier, this motion ensures that the errors in estimating 
the velocity field are entirely due to the noise and not modeling (bias) errors. From Eq.(2.44) 
we see that the noise in the gradients is proportional to the noise of the image intensities. 
Hence, we would expect the velocity estimate errors to also be proportional to the image 
intensity noise. This is confirmed in Figure 4.7 where log of median square error has been 
plotted as a function of the signal to noise ratio of the image intensity. We observe that as 
the SNR increases from OdB the log(median square error) decreases proportionally at a rate 
independent of the particular spatiotemporal smoothing. When the SNR drops below OdB 
the estimated velocity is dominated by the additive uncorrelated noise and approaches the 
value that would be obtained if all frames were uncorrelated both spatially , and temporally. 
Finally, for very high SNR, above 100dB, the results are limited by the numerical precision 
of the computation. 
Figure 4.8 shows the effect of varying the spatiotemporal smoothing applied to the noise 
corrupted translating random field image sequence. We observe that as the smoothing 
increases, defined by a, the median square error initially decreases as the SNR of the 
derivative measures improve. The median square error then increases as the amount of 
smoothing becomes excessive. This behaviour is attributable to the increasing numerical 
errors associated with computing very small derivatives being amplified by poor conditioning 
of the matrix inverse. 
4.7 Comparison of Methods 
Performance comparisons of the first order weighted least squares method and the two 
second order methods are made on the basis of equal size apertures for the algorithms. For 
the second order and augmented second order techniques the aperture size is defined to be 
the size of the smoothed second order derivative mask. For the first order weighted least 
squares method the aperture size is defined by the size of the smoothed first order derivative 
mask added to the area W(x, y) over which Eq.(4.1) is defined. In our implementation of 
the first order weighted least squares algorithm we use the Gaussian weighting function used 
in [56], with a spatial extent of 40+1 where 0 2 is the variance of the weighting function. The 
mask length for the differential kernels and 0 values for a number of different presmoothed 
aperture sizes are given in Table 4.1. Four test image sequences are employed for the 
purpose of making quantitative comparisons, namely: translating random field sequences 
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Effect of Noise Corruption on Velocity Estimates 
5 Point Derivatives, IF5 Method 
10-1° 
-20.0 0.0 	20.0 	40.0 	60.0 	80.0 
Signal To Noise Ratio (dB) 
Figure 4.7: Effect of additive uncorrelated noise on the computed velocity 
field errors. Solid line: noise added to the translating random field 
sequence, a, = 1.0. Dashed line: uncorrelated noise added to a blank 
field. 
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Effect of Smoothing on Noisy Sequence 
5 Point Derivatives, 1F7 Method 
Spatial Smoothing Coefficient 
Figure 4.8: Effect of smoothing on computed velocity field errors for a 
noisy translating random field, a = 10 -3 (SNR of 30dB). = 2.0. 
Expected velocity is 1 pixel/frame. 
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Aperture Size Derivative Mask Size 0 
First Second 
5 3 5 0.5 
9 5 9 1.0 
13 7. 13 1.5 
17 9 17 2.0 
Table 4.1: Relating aperture size to the size of the derivative kernel and 
the first order least squares weighting function (0). 
Figure A.4, modified translating tree sequences, the original translating tree Figure A.5, and 
the diverging tree sequences Figure A.6. The modified tree sequence was also generated 
using the Fourier phase shifting technique, Eq.(4.21), to allow accurate sub-pixel optical 
flow fields to be generated. 
Figure 4.9 and Figure 4.10 illustrate the speed and regularization characteristics computed 
for translating random field and modified tree sequences. We observe that these curves 
exhibit similar characteristics to that of the translating "greyscale corner" shown in Figure 
4.6. The velocity error is a minimum for speeds of 0 and 1 pixel per frame and rises 
sharply for speeds greater than 1 pixel/frame. As expected the velocity error decreases for 
the increasing levels of smoothing employed. The superior performance of the first order 
weighted least squares technique (IFS) is also evident. 
Tabulated results of the errors for the five test image sequences are presented in Table 4.2— 
Table 4.5. In all cases the image sequences where smoothed using a smoothing coefficient 
of a = 1.5 and a weighting of A = 1.0 for the augmented second order method. A speed 
of 0.3 pixels/frame was used for the translating random field and modified tree sequences. 
The speed is not constant across the field for the other two test sequences, with the speeds 
varying between 1.73 and 2.26 pixel/frame in the translating tree sequence. In all cases 
the first order weighted least squares solution (IFS) out performs the similar aperture sized 
second order solutions (IF6 & IF7). Moreover, the first order weighted least squares solution 
improves with increasing aperture size at a faster rate than the second order method. 
With the diverging optical flow field of the diverging tree sequence, the first order weighted 
least squares technique and the augmented second order method are nearly equivalent. In 
6.0 
5.0 
Z• 4.0 
8 3.0 
2.0 
25-8 2.0 
ill 1.5 
8 1.o 
C 
1.5 
sThaf.0 2 5 
thin,. 3.0 
Coem. 4.0 4 
0.2 
0.4 
0.6 e 0.8 ,c480‘ 
1.0 ok.SP 
1.2 
1.4 
5 1.6 
0.5 
0.0 
cn 1.0 
(b)  
(a) 
4.7. COMPARISON OF METHODS 	 95 
(c) 
Figure 4.9: Median square error for the translating random field image se-
quence. Velocity estimates computed for different speed and smoothing 
values and methods: (a) IF7, (b) IF6, (c) IF5. 
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Figure 4.10: Median square error for the modified translating tree image 
sequence. Velocity estimates computed for different speed and smooth-
ing values and methods: (a) IF?', (b) IF6, (c) IF5. 
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Method Aperture Size Mean Median Std. Dev. 
1F5 5 7.0048 x 10-3 1.2041x10 3 0.02x10 2 
2.900  1.19 x 10-3 ° 3.6° 
9 3.1416 x 10 -4 3.4747 x 10-5 4.14x10 3 
0.40° 3.52x10 5 ° 0.9° 
13 1.5277 x 10 -5 2.1117x10 6 8.07x10 4 
0.09° 2.13x10 6 ° 0.2° 
17 4.0405x 10 -7 2.1383x 10 -7 6.18x 10 -7 
0.03° 2.12 x 10 -7 ° 0.02° 
1F6 5 1.2742 x 10 -2 2.0807 x 10 -3 0.02 
4.25° 2.10x10 3 ° 4.5° 
9 7.7033 x 10 -3 1.7147x10 4 0.02 
2.34° 1.68 x 10 -4 ° 4.3° 
13 6.9638 x 10 -3 3.0569x10 5 0.02 
1.87° 2.93 x 10 -5 ° 4.2° 
17 6.7940 x 10 -3 8.3789 x 10 -6 0.02 
1.71° 8.41x10 6 ° 4.2° 
1F7 5 0.1934 3.2609x10 3 3.68 
5•970  3.25 x 10 -3 ° 9.8° 
9 0.0393 4.0216x10 4 0.61 
2.74° 3.88 x 10 -4 ° 6.4° 
13 0.0127 8.4093 x 10 -5 0.23 
1.46° 8.70x10 5 ° 4.2° 
17 4.1021 x 10 -3 2.5101x10 5 0.08 
0.86° 2.38 x 10 -5 ° 2.8° 
Table 4.2: Translating random field image sequence. Comparative error 
results for the three image flow techniques for various aperture sizes. 
a = 1.5, 0 = 1.5, A = 1.0. 
98 	 CHAPTER 4. DIFFERENTIAL IMAGE FLOW 
Method Aperture Size Mean Median Std. Dev. 
1F5 5 2.0181x10 3 3.5645 x 10 -4 2.13x10 2 
1.41° 3.69x10 4 ° 1.8° 
9 1.6893 x10-5 4.2128x 10 -6 4.16 x 10 -5 
0.16° 4.12x10 6 ° 0.2 x 10-1 ° 
13 5.2394 x10 -7 8.9175 x10-8 1.39 x10 -6 
0.03° 9.18x10 8 ° 0.03° 
17 3.3315 x10 -8  3.3639x 10 -9 1.17x 10 -7 
5.86x10 3 ° 3.44x10 9 ° 7.7x10 3 ° 
1F6 5 3.6697 x 10-2 7.0133x10 4 1.54 
2.72° 7.28x10 4 ° 5.2° 
9 6.5656 x10 -4 3.7308 x10-5 7.10 x10 -3 
0.62° 3.82x10 5 ° 1.2° 
13 1.3548 x10 -4 4.8328x 10 -6 2.39 x 10 -3 
0.23° 4.99x10 6 ° 0.6° 
17 5.8527x 10 -5 1.1029 x10 -6 1.76 x10 -3 
0.12° 1.07x10 6 ° 0.4° 
1F7 5 3.2437 1.1995x10 3 0.02x102 
4.58° 1.24x10 3 ° 9.8° 
9 0.2770 8.3084x10 5 0.22 
1.65° 7.87x10 5 ° 5.6° 
13 0.4222 1.1882x10 5 0.41 
0.78° 1.22x105° 3.70 
17 8.0041x10 3 2.7049 x 10 -6 0.36 
0.44° 2.66x10 6 ° 2.6° 
Table 4.3: Modified translating tree image sequence. Comparative error 
results of the three image flow techniques for various aperture sizes. 
a = 1.5, 3 = 1.5, A = 1.0. 
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Method Aperture Size Mean Median Std. Dev. 
1F5 5 5.1750 x 10 -2 1.3706 x 10 -2 0.25 
2.62° 1.56 x 10 -2 ° 3.5° 
9 4.6568 x 10 -3 1.0769 x 10 -3 0.02 
0.78° 8.73 x 10 -4 ° 0.9° 
13 1.7224x 10-3 4.7888x 10 -4 0.004 
0.50 0  1.78 x 10 -4 ° 0.5° 
17 1.0044 x 10 -3 3.6959 x 10 -4 0.002 
0.40° 5.02 x 10 -4 ° 0.4° 
1F6 5 0.2727 2.0472x 10 -2 5.21 
4.22° 7.75 x 10 -3 ° 7.8° 
9 0.1031 3.4841 x 10 -3 2.40 
2.17° 7.33 x 10 -3 ° 5.4° 
13 0.0770 2.1565 x 10 -3 1.16 
1.91° 5.58 x 10 -3 ° 5.2° 
17 0.0601 1.9187x 10 -3 0.73 
1.78° 3.17 x 10 -3 ° 4.7° 
1F7 5 174.1 3.9269 x 10 -2 7923. 
8.82° 5.49 x 10 -2 ° 19.3° 
9 77.8335 9.7917 x 10 -3 5450. 
6.11° 3.93 x 10 -3 ° 16.4° 
13 69.3374 6.4871 x 10 -3 4191. 
5.70° 1.03 x 10 -2 ° 16.2° 
17 90.8489 5.7789x 10 -3 6249. 
5.42° 5.68 x 10 -3 ° 15.7° 
Table 4.4: Original translating tree image sequence. Comparative error 
results of the three image flow techniques for various aperture sizes. 
a = 1.5, = 1.5, A = 1.0. 
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Method Aperture Size Mean Median Std. Dev. 
1F5 5 0.0121 3.2139x10 3 0.04 
3.07° 3.58x10 3 ° 2.9° 
9 5.5599 x 10 -3 2.0768x10 3 0.01 
2.34° 1.88x10 3 ° 2.00  
13 5.2373 x 10 -3 2.2572x 10 -3 0.01 
2.39° 1.63x10 3 ° 1.9° 
17 5.7109 x 10 -3 2.5726 x 10 -3 0.01 
2.56° 3.01x10 3 ° 1.9° 
1F6 5 0.0803 5.4825x 10 -3 0.91 
5.02° 3.97 x 10-3 ° 7.2° 
9 0.0714 2.9338x10 3 2.03 
3.98° 2.09 x 10 -3 ° 6.2° 
13 0.0491 2.6690x10 3 0.94 
3.79° 3.66x10 3 ° 5.8° 
17 0.0426 2.5610 x 10-3 0.58 
3.74° 4.69 x 10 -3 ° 5•70  
1F7 5 52.7167 1.2376 x 10-2 3.94x10 3 
9•440  8.45 x 10-3 ° 15.5° 
157.161 7.1373x10 3 1.19 x 104 
8.23° 4.00x10 3 ° 14.9° 
13 43.0388 6.3720x 10 -3 3.37x 103 
7•950 9.99x10 3 ° 14.6° 
17 87.9952 5.9330 x 10 -3 8.49x10 3 
7.72° 7.44x10 3 ° 14.3° 
Table 4.5: Diverging tree image sequence. Comparative error results of 
the three image flow techniques for various aperture sizes. a = 1.5, 3 = 
1.5, A = 1.0. 
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this case the assumption of a constant flow field within the aperture is no longer as valid 
for larger apertures. As a result the error initially decreases for the weighted least squares 
estimator as gradient calculations improve, but then increases as the window becomes too 
large and the model become erroneous. 
Finally, Figure 4.11 shows the computed image flow field for the moving square sequence 
(Figure A.1), using the method of first order weighted least squares (IF5). The flow field is 
now localized around the corners and edges of the square because the algorithm operates 
only on local image data. This would appear a more practical solution than the smooth 
image flow generated by Horn and Schunck's technique (IF4) shown in Figure 3.8. 
Figure 4.11: Computed image flow field for the moving square sequence 
using the first order weighted least squares algorithm (IF5). 
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4.8 Measures of Reliability 
The use of image flow estimates, on their own, is limited without measures which indicate 
our confidence in the accuracy or quality of the estimates. Without a measure of reliability 
we are unable to distinguish between an estimate which is 4% correct to one which is 96% 
accurate. Moreover, a quantitative measure of the quality of the image flow is important 
if it is to be used for further processing, for example determining egomotion and depth. It 
is not, however, possible to directly estimate the velocity error from Eq.(4.16), due to an 
inability to measure the higher order spatial derivatives, X, or to determine r. Therefore 
alternative methods of quantifying the reliability of the flow field estimate are required. 
There have been a number of methods proposed for estimating the quality of the image 
flow estimate from the available data. We consider six methods commonly referred to in 
the literature, listed in Table 4.6, plus a new proposal calculated as the sensitivity of (u, v) 
to random noise on the image intensity. The performance indicators can be grouped into 
two general classes: those examining the matrix of spatial gradients S = ATW A and in 
particular its conditioning, and those that incorporate the velocity estimate in their measure. 
The latter group include the temporal derivatives and are therefore dependent on velocity. 
This is important as both the error function, Eq.(4.16), and our experiments confirm that 
the expected error is a function of velocity. 
Quantitative measures of the correlation between the performance indicators and the flow 
Indicator Description Speed Dependant 
Inverse determinant 
Inverse minimum eigenvalue 
Inverse sum of eigenvalues 
Sobey's conditioning measure [191] 
Residual (R) 
Jahne's measure [8] 
Sensitivity measure 
1  
• 
A(S) 
1 
Am i n (S) 
1 
E A(S) 
E,3  q  AS 
R = Ixu + Ivy + h 
R 
Am i n (S) 
1 au 81)12 
I al 	al 1 
Table 4.6: Measures of flow field reliability and defining characteristics. 
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field error are shown in Table 4.7 — 4.10. These measures were made using the same image 
sequences analyzed in the previous section. The correlation between the indicator and the 
error is significant in estimates made by the second order algorithm (IF7), but much less 
significant for estimates made by the weighted least squares algorithm (IF5). Unfortunately 
this appears at the expense of the overall accuracy in the estimated image flow, which is 
significantly worse for IF7 over IF5. This is also apparent in the plots of the inverse minimum 
eigenvalues against the squared image flow velocity, for a translating random field sequence 
with velocity (0.3, 0), and the diverging tree sequence. Figure 4.12 and Figure 4.13 show, 
for each method respectively, a set of graphs displaying log(inverse minimum eigenvalue) 
against the log(square velocity error) for all of the image flow estimators. 
We note that in the second order method the success of the best indicators is attributable 
to their ability to pick gross flow field errors. These errors occur in regions where the image 
is bland, and consequently has small derivatives. In this situation the the magnitude of 
S-1 is large, hence amplifying the errors in the spatial and temporal derivatives. ,Thus, 
we see a correlation between performance indicators and velocity error. In the weighted 
least squares approach the effect of errors in the spatial and temporal derivatives is much 
less, leading to smaller errors in the flow field estimate. A consequence of this is a poorer 
correlation between the indicator and the actual image flow error. 
Investigations into the amount of smoothing employed on the data before computing the 
gradients were also made. One of the effects of increasing the smoothing is a decrease in the 
variance of the flow field error and an increase in the observed correlation between indicator 
and flow field error. Unfortunately, as noted earlier this improvement is at the price of a 
reduced resolution of the image flow field. 
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Indicator Correlation Coefficient 
IF5 IF6 IF7 
Inverse determinant 0.25 0.64 0.68 
Inverse minimum eigenvalue 0.21 0.44 0.57 
Inverse sum of eigenvalues 0.21 0.33 0.44 
Residual 0.19 0.37 0.15 
Jaime's measure 0.20 0.21 0.35 
Condition number 0.09 0.58 0.62 
Sensitivity measure 0.27 0.70 0.70 
Gradient Magnitude 0.10 0.15 0.001 
Table 4.7: Translating random field image sequence. Performance mea-
sures of flow field indicators, see Table 4.2 for performance parameters 
and median square error value. 
Indicator Correlation Coefficient 
IF5 IF6 IF7 
Inverse determinant 0.17 0.26 0.48 
Inverse minimum eigenvalue 0.18 0.33 0.45 
Inverse sum of eigenvalues 0.14 0.14 0.31 
Residual 0.11 0.05 0.35 
Jahne's measure 0.18 0.14 0.49 
Condition number 0.08 0.33 0.51 
Sensitivity measure 0.19 0.37 0.60 
Gradient Magnitude 0.12 0.13 0.19 
Table 4.8: Modified translating tree image sequence. Performance mea-
sures of flow field indicators, see Table 4.3 for performance parameters 
and median square error value. 
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Indicator Correlation Coefficient 
IF5 IF6 IF7 
Inverse determinant 0.43 0.55 0.67 
Inverse minimum eigenvalue 0.38 0.50 0.58 
Inverse sum of eigenvalues 0.37 0.41 0.47 
Residual 0.11 0.37 0.49 
Jahne's measure 0.24 0.17 0.67 
Condition number 0.11 0.30 0.56 
Sensitivity measure 0.43 0.60 0.74 
Gradient Magnitude 0.34 0.38 0.30 
Table 4.9: Original translating tree image sequence. Performance mea-
sures of Bow field indicators, see Table 4.4 for performance parameters 
and median square error value. 
Indicator Correlation Coefficient 
IF5 IF6 IF7 
Inverse determinant 0.26 0.39 0.55 
Inverse minimum eigenvalue 0.32 0.45 0.52 
Inverse sum of eigenvalues 0.20 0.23 0.36 
Residual 0.02 -0.003 0.52 
Jahne's measure 0.19 0.17 0.70 
Condition number 0.17 0.40 0.57 
Sensitivity measure 0.31 0.52 0.72 
Gradient Magnitude 0.31 0.23 0.16 
Table 4.10: Diverging tree image sequence. Performance measures of flow 
field indicators, see Table 4.5 for performance parameters and median 
square error value. 
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Figure 4.12: Scatter plot of inverse minimum eigenvalue performance 
indicator against median square speed errors for the (0.3, 0) translating 
random field sequence, see Figure A.4. Computed using the: (a) IF5, 
(b) IF6, and (c) IF7 algorithms. 
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Speed Error v Min Eigenvalue 
Diverging Tree Sequence 
Figure 4.13: Scatter plot of inverse minimum eigenvalue performance 
indicator against median square speed errors for the (0.3, 0) diverging 
tree sequence, see Figure A.6. Computed using the: (a) IF5, (b) IF6, 
and (c) IF7 algorithms. 
Chapter 5 
Colour and Motion 
In the previous two chapters a number of techniques for measuring image flow were re-
viewed, with particular emphasis placed on the differential techniques. Despite the various 
differences between the algorithms presented, each method is common in that the flow 
estimate is based solely on processing a greyscale image sequence taken from the sensor. 
In this chapter an investigation is made into the potential improvements in the velocity 
estimate obtained through both the addition of a priori knowledge of the camera motion 
and the extra information contained in colour imagery. The work presented in this chapter 
is preliminary but ongoing. It has been included in this thesis because of the extensive 
background mathematical work that has been done. Results obtained, so far, suggest these 
additional constraints on the image flow do show some promise. 
The use of colour imagery to measure image flow is a logical progression from that of 
greyscale images, given that a large number of "off-the-shelf" CCD cameras are now colour 
based. An assumption, up until now, has been that the intensity of greyscale images is 
conserved under motion. Such an assumption holds true only when viewing scenes with 
Lambertian reflectance properties lit by a diffuse unstructured source. These conditions 
are rarely, if ever, met in the real world. There is, however, a certain appeal in arguing 
that while intensity may not be invariant under motion, the chromaticity information from 
a colour source may be. This chapter therefore, in part, demonstrates the improvements 
obtainable by such an assumption. 
The second part of this chapter investigates the situation where a imaging sensor is mounted 
109 
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on a movable platform, such as a robotic arm or autonomous robot. Information about the 
platforms self-motion (ego-motion) is often available and it is shown that this can be used 
to form a constraint on the image flow. 
5.1 Colour Image Formation 
Isaac Newton in 1666 discovered that when a beam of sunlight is passed through a glass 
prism the emerging beam of light is not white, but consists instead of a continuous spectrum 
of colours, see Figure 5.1(a). Sunlight, he postulated, consists of a relative balance of all the 
wavelength of visible light, which when viewed in full as a spectrum shows that no colour 
in the spectrum ends abruptly but rather blends smoothly into the next. Coloured objects 
therefore selectively reflect different colours absorbing the other wavelengths. A body that 
reflects light that is relatively balanced in all wavelengths appears white to the observer. 
However, a body that favours reflectance in a limited range of the visible spectrum exhibits 
some shades of colour. In terms of the image formation process, as discussed in Section 
2.1, the surface micro-structure in the scene is frequency dependent and the scene BRDF 
is modeled as a frequency dependent filter. 
Colour cameras can be considered to be the mechanical equivalent of the human eye. Colour 
perception is achieved by first passing the incoming radiation through coloured optic filters 
before reception by the photo-sensors on the image plane. The coloured optical filters are 
bandpass filters which select a small section of the electro-magnetic spectrum. Commonly 
three filters are employed with these being centered in the red, green and blue areas of the 
visible spectrum Figure 5.1(b). Colour is then described as a variable combination of these 
three so-called additive primary colours red (R), green (G) and blue (B). 
A number of observations can be drawn from the frequency characteristics of the colour sen-
sor. Firstly, no one single frequency can be classified as red, green or blue, as a range of fre-
quencies excite the ROB photo-receptors. However, because no distinction can be discerned 
between the different frequencies it is possible to describe all reds as just one frequency, 
700nm according to the CIE (Commission Internationale de l'Eclairage — the International 
Commission on Illumination) and similarly for the other two primaries, 435.8nm for blue, 
and 546.1nm for green. Nevertheless, no combination of three fixed RGB components can 
generate all the perceivable spectral colours [5]. 
Blue 
Green White Light 
Red 
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Figure 5.1: (a) White light is made up of a relative balance of a spectrum 
of colours. (b) Spectral response distribution of the "standard" observer 
to the three additive primary colours. 
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5.2 Colour Model Transforms 
The purpose of a colour model is to facilitate the specification of colours in a standard, 
generally acceptable way. In essence, a colour model is a specification of a three-dimensional 
coordinate system and a subspace within that system where each colour is represented 
by a single point. Most colour models in use today are oriented either towards physical 
devices (such as colour monitors, printers, cameras) or towards applications where data 
manipulation is a goal (TV broadcasting, compression, enhancement, machine vision). The 
most common models used in practice are: the RGB model for monitors and a broad class 
of video-cameras; the CMYK model for colour printers (based on subtractive or colourant 
primaries); the YIQ model, which is the standard for broadcast colour TV; and the HSI 
(HSV) model used for computer vision. In addition a number of other models are also 
widely used. 
In the RGB model, each colour appears in its primary spectral components of red, green 
and blue. This model is based on a Cartesian coordinate system or colour cube as shown 
in Figure 5.2(a) in which the primaries are at diagonally opposite corners; the secondaries 
at the interceding corners; black is at the origin; with white the furtherest opposite corner. 
In this model, the greyscale extends from black to white along the line joining these two 
points. Colours are points on or inside the cube and are defined by vectors extending from 
the origin. These vectors are the tristimulus RGB values. For convenience the digital world 
assumes that each RGB values lies in the range [0, 255] (8 bits), thus giving a 24-bit colour 
model. 
The characteristics generally used to distinguish one colour from another are brightness, hue 
and saturation. Brightness is a subjective descriptor that embodies the achromatic notion 
of intensity. In the machine vision problem luminance, or intensity, are the measures used to 
indicate the amount of energy an observer perceives from a light source. This is equivalent 
to the greyscale value. Hue is an attribute associated with the dominant wavelength in a 
mixture of light waves. Thus hue represents the dominant colour perceived by an observer; 
when we call an object red, orange or yellow we are specifying its hue. Saturation refers to 
relative purity or the amount of white light mixed with a hue. The pure spectrum colours 
are fully saturated. Colours such as pink (red and white) and lavender (violet and white) are 
less saturated, with the degree of saturation being inversely proportional to the amount of 
white light added. Hue and saturation taken together are called chromaticity, and therefore, 
a colour may be characterized by its intensity and chromaticity. 
White 
Red 
Blue 	 Green 
Black 
5.2. COLOUR MODEL TRANSFORMS 
	
113 
(a) 
	
(b) 
Figure 5.2: Colour models: (a) The tristimulus RGB colour cube, (b) 
The HSI colour solid. 
{cos 
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Hue, saturation and intensity altogether describe the HSI colour model. It owes its useful-
ness to two principal facts. Firstly, chromaticity is intimately related to the way in which 
humans perceive colour [74, 84, 95, 208]. Secondly, the intensity component, I, is decoupled 
from the chromaticity in the image, allowing greyscale image processing without damaging 
the apparent colour. This is inherently useful because the chromaticity components of this 
model should be largely invariant of both lighting variation and shadows. 
The RGB to HSI colour model transform, involves a transformation from the tristimulus 
RGB colour cube to the HSI colour solid, as shown in Figure 5.2(b). The HSI colour solid 
is constructed by taking parallel slices through the RGB colour cube perpendicular to and 
along the black-white line. The slices are then stacked on top of each other in order from 
black to white. Each slice is an equilateral triangle with the edges being the fully saturated 
colours; the interior of the triangle therefore represents colours which are not fully saturated. 
RGB colour values can be converted to HSI values by the following conversion rules [5], 
I.A(R+G+B), 	 (5.1a) 
3 S = 1 — min{R,G,B}, 	 (5.1b) 
Hue is thus measured as an angle and lies in the interval [—ir, 7r). For a hue of pure red 
H = 0, pure green H = 37, and pure blue H = —37r. 
5.3 Colour in Motion 
The usual image quantity which is assumed to be conserved under motion is the light 
intensity. This leads to the usual under-determined problem of, 
dl 
= It + In  + lyv = 0 , at (3.11) 
for which additional constraints are required to form a solution. Traditionally this has 
been achieved by applying some smoothness constraint on the velocity field, or a constraint 
where 
1H 1H 
A= 49 Is 
Iy1 
and, b= 
E? 0 	0 
and, W= 0 € 	0 
0 0 	1 
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on the gradient of the image intensity. The use of colour imagery, with its increase in 
potentially useful information, may overcome some of the limitations of the earlier models. 
Providing the intensity and chromaticity do not vary in exactly the same way, then either 
less smoothing is required in the case of a global method, Section 3.3, or a smaller aperture 
size, Section 4.1, may be used in the case of a local method. This is highly desirable because 
it enables a greater resolution of the image flow field to be computed. 
As colour provides three bands of information, the intensity conservation constraint equation 
at a point for each of the HSI bands gives, 
EH (x, y) = (/xHu + /yHy + (5.2a) 
ES (x, y) = (IxSu 	IyS v (5.2b) 
E (x, y) = (//u + /y-T v + g)2. (5.2c) 
The error contributed by the deviation, EH (x, y), Es (x, y), Ei (x, y), of each of the three 
bands gives rise to the Lagrange error function, 
Et (x,Y)= EiEl (x,Y) + dEs (x,Y) + E l (x, Y) + E sH (x,Y), 	(5.2d) 
where Es H is Horn and Schunck's smoothness constraint, Eq.(3.13c). Different weight-
ings may be assigned to the hue, saturation and smoothness constraint through c i , €2,7. 
Minimization of Eq.(5.2d) with respect to (u, v) gives, 
[uT4-1 vT-Fi]T (ATwA )2n-1()2[C Dr I T ATwb), 	 (5.3) 
Equation (5.3) is solved using an iterative Gauss-Seidel technique with the initial condition 
(T = 0) of (n, V) = (0, 0). This is a global differential method and can be thought of as a 
"colourized" Horn and Schunck method. It is denoted as method IF8. 
As in the case of greyscale imagery smoothing of the gradient terms is required, with this 
process normally being performed prior to the differencing computations. For conformity 
the same smoothing method is applied to the colour image sequences. Smoothing, however, 
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is applied to the HSI data and not the RGB, so as to maintain colour consistency [5]. Note 
that special care must be taken with both the smoothing and differential computations 
involving the hue measurements as it is a discontinuous function. 
Instead of using a global smoothness constraint the errors in Eq. (5.2) can also be minimized 
over a localized aperture rather than the entire image. Using an underlying assumption of 
a constant velocity over the aperture, a "colourized" first order weighted least squares 
technique solves, 
	
/111,i '71 if ?W(x — xo, 	Yo) (ix/1 u + /yliv + /11. ) 2 dx dy, 
+ if W(x — xo, 	Yo)(ixsu +1:v + .45 ) 2 dx dy, 
+ ff w(x — xo, 	Yo)( 11 7-1 + 	+ /1) 2 dx dy, 	 (5.4) 
where W(x, y) denotes a symmetric window function of finite size and 0, (2, 0 are weights 
applied to differentiate between the relative important of the three colour bands. 
Rearranged Eq. (5.4) to form a set of equations produces, 
ATW(A [ u = ATW(b. 	 (5.5) 
Here the spatial and temporal gradient measurements are arranged as, 
11/ (xi, yi) 41 (xi,y1) 
	 H 
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	(X2, Y2) 
45. (Xn,Yn) 	(Xn,Yn) 
	 _ItS (xn , 
(X1,Y1) 	(X1, Y1) 
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_ 	(xn , y„) gr .xn,Yn) _ 	 (Xn 7 Yn) 
The weights for each of the colour bands can be incorporated with W to form a single weight 
matrix, W( , which places different significance on each gradient measure depending upon the 
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data band (hue, saturation, or intensity) as well as their location within the neighbourhood. 
A significant change in the gradients over the aperture then means a solution is computable. 
As with the greyscale algorithms a significant advantage is expected from this local method 
over the global method due to its localization of errors, Section 4.1. This method is referred 
to as IF9. 
5.4 Colour Performance 
The motivation for this work stems from recent work by researchers, particularly in the 
psychophysical field, who have shown that colour may also play a significant part in the 
discrimination of image flow in situations where intensity information is either minimal, or 
gives rise to contradictions in the perceived motion [74, 84,95,208]. Two different scenarios 
can be formed to test this conjecture, namely: the isoluminance problem and the problem 
of shadows. 
When the intensity information is minimal, for example in the relative motion of two struc-
tures of low intensity difference, motion can be estimated, albeit inaccurately, by use of 
the much stronger chromatic variation. This is referred to this as the isoluminance prob-
lem [208]. 
The relative motion of a shadow in a region is an example of a contradictory stimulus, 
since the changing intensity field gives rise to an apparent motion. In this case chromaticity 
fields are relatively immune to the apparent motion, [74, 95]. Cancellation of the apparent 
motion would eliminate the Lambertian reflectance assumption implicit in the conservation 
equation for image intensity. This is a significant and often common problem in machine 
vision tasks, as moving light sources will give rise to shifting shadows. 
Figure A.8, shows an example of the "strips" colour test sequence. This sequence is based 
on a random field sequence where the intensity function of each image was generated using 
a Fourier phase shifted random field. The hue function alternates in vertical strips of red 
and green while the saturation function is held at full saturation. The intensity translates in 
the vertical direction at a sub-pixel rate, while hue translates horizontally at 1 pixel/frame. 
No variation in the intensity function is observed in the horizontal direction, consequently 
both intensity based methods IF4 and IFS are only able to estimate the vertical components 
of the optical flow, Figure 5.3(a) & (b). Methods IF8 and IF9, however, produce a more 
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acceptable result for this translating isoluminance example, Figure 5.3(c) & (d). Although 
the colour methods do provide a good indication of the true direction of motion, in general, 
the accuracy of the estimates are still poor. 
A second example, Figure A.10, shows a synthetically generated test sequence using a 
planar translating camera model. The scene consists of a number of objects with sharp well 
formed edges and large areas of inactivity. As expected global method IF4 implemented 
with a significant smoothing weight factor produced an accurate estimate for the majority 
of the field of view, see Figure 5.4(a). In particular it should be noted that the spread of 
the velocity from points of high gradient information to areas of small gradient has been 
limited by restricting the number of iterations. Even with a very small window size of 
3 x 3, localized method IF9 provides an estimate more in keeping with expectations, Figure 
5.4(b). In addition it is more quickly computed. Clearly, therefore, many of the advantages 
of the localized differential methods over global methods for greyscale images also hold for 
colour images, a result which is not unexpected. 
The third example, Figure A.11, shows a sequence which was captured with poor contrast. 
We observe a number of errors in the flow estimated using Horn and Schunck's IF4 algo-
rithm. These are to be expected from consideration of the aperture problem, see Figure 
5.5(a). The errors can be ameliorated if much greater smoothing is enforced, which is effec-
tively achieved by using a larger number of iterations. Furthermore, poor intensity gradient 
measures in the bland intensity region, especially in the bottom left quadrant of the image 
produce a nonuniform velocity field. A high level of smoothing in this case would result in 
corruption of large sections of the field. Results more in keeping with the expected optical 
flow are estimated by methods IF5, IF8 and IF9 respectively. With the "colourized" Horn 
and Schunck method IF8, Figure 5.5(b), substantially less smoothing is required with the 
use of chromaticity information. The additional chromaticity information also provides an 
extra degree of stability to the first-order weighted least square differential technique (IF9). 
Figure A.9, shows three frames from a simulated image sequence in which we tested the 
performance of algorithms IF5 and IF9 in the case of isoluminance and shadow-motion. As 
can be seen a shadow bar is moving left to right across an upwardly translating isoluminant 
background. Figure 5.6(a) shows that method IF5 measures an apparent motion due to 
the moving shadow, but is unable to detect the true background motion. Method IF9 
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Figure 5.3: Computed image flow from sequence shown in Figure A.8 
using methods: (a) IF4, (b) IF5, (c) IF8 and (d) IF9. In each example 
a spatiotemporal smoothing coefficient of a = 3.0 was used. 
4
 
4
 
4
4
-
 
4
4
-
 
A
- 	
A
 
4
 
4
 
4
 
4
- 
4
- 	
4
- 
4
4
-
.
 
4
 
4
- 
4
- 	
4
- 
4
- 
4
- 
<
- 
4
- 	
4
- 
4
 
4
- 	
4
- 
4
- 
4
 
4
- 
4
- 
4
- 
4
 	
4
- 
4
 
4
 
4
4
-
 
4
 
4
 
4
 
4
- 
4
- 
4
- 
4
- 
4
- 
4
 
4
 
4
4
-
 
4
- 
4
- 
4
- 
4
 
4
4
-
 
4
4
-
 
4
- 
4
- 	
4
 
4
- 
4
 
4
 
4
- 
4
- 
4
- 
4
 
4
 
4
 
4
- 
4
 
4
4
-
 
4
 
4
 
4
4
-
 
.E
 
4
 
4
 
4
- 
4
- 
4
 	
.4
- 
4
- 	
4
 
<
- 
4
 
4
 
4
 
4
 
4
 
4
 
4
- 
4
- 
4
- 	
4
- 
4
 
4
- 
4
 
4
 
4
- 
4
- 
4
- 
4
 
4
- 
4
- 
4
 	
4
- 
<
 
4
- 
4
- 
4
 
4
- 
4
 
4
 
4
 	
<
- 
4
- 
4
 
4
- 
4
 
4
- 	
4
- 
4
 
4
 
A
 	
4
 
4
- 
,4
 
4
- 
4
- 	
.4
 
•g Ila,LcIVHD  NOLLOW GNV 11110'10D  
T
T
I—
Is
tt
tf
tt
t 
it
t
t
t
 
T
t
t
t
 
t
t
t
 
T
T
T
T
I
•
T
tl
`
tt
ti
—
tt
l'
T
T
I
—
T
tl
—
tt
 
W
T
T
T
T
T
T
T
T
T
T
T
T
T
T
tT
IT
T
T
 
tt
tt
1-
1-
1-
1—
tt
f 
ft
l—
tt
1-
1—
t—
t—
t—
tt
 
tt
t 
tr
n
tt
l—
t1
-1
-1
-1
T
h
tt
i—
tt
 
1-
1-
1-
1
M
T
T
T
T
/
M
T
T
T
I-
1
—
t—
tt
 
1
-1
—
tt
 t
tt
T
T
T
T
T
T
T
T
1
-
1-
1•
1-
1-
1-
1—
t 
T
i—
tt
i—
tt
tt
ti
—
rt
t 
tt
ti
—
tt
tt
t 
T
o
tt
l'
tt
tt
tt
l—
ft
tf
 t
tt
 t
to
tt
t 
W
W
1
' 
to
tt
tt
tf
 t
t 
tt
tt
tf
 t
 
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
t
 
is
t
i—
f
t
t
im
t
 t
t
t
t
t
t
f
t
t
 t
t
t
 
f
t
f
t
t
t
t
t
t
t
f
t
t
t
f
t
t
t
t
f
f
t
t
 
tt
tt
,A
tK
 '
ft
 t
 t
 t
 f
t 
ft
ft
tt
f 
t 
t
t
t
t
t
t
f
t
t
t
t
t
c
t
f
I
t
t
r
n
t
t
 
1—
I—
rt
to
tt
l—
tt
tt
tt
l—
t—
tt
ti
st
tt
 
tt
tT
T
I
s
tt
T
T
h
tt
tt
 t
tt
tT
tf
tt
 
tt
tC
1
-
1
M
1
-1
-1
—
tt
f 
tt
T
1
-1
-1
—
tt
 
tt
tt
 D
tt
 t
 f
C
C
 f
t 
ft
tt
t1
-1
—
tt
t 
T
t
t
t
i—
r
t
t
t
t
t
t
t
 t
t
t
t
 t
t
t
t
t
t
 
C
tt
tt
ft
tC
C
C
tt
C
tC
C
C
tC
C
tt
 
t
t
t
f
 t
t
t
i—
r
t
t
t
t
t
t
t
iT
h
t
t
t
 
t
t
t
t
t
t
f
t
f
t
t
t
t
f
f
f
t
f
t
t
f
f
t
 
 
5.5. GENERAL CAMERA MOTION AND OPTICAL FLOW 	 121 
on the same sequence accurately measures the translating background and perceives some 
motion due to the shadow, see Figure 5.6(b). This result is not unexpected since a least-
squares solution attempts only to minimize the error in an inconsistent over-determined 
system. The effect of the shadow can be ameliorated by giving a small weighting to the 
intensity components, whereupon the motion is estimated only from the hue and saturation. 
The errors that are present in the background motion are due to the rapid changes in the 
saturation gradient field which swamps the other gradients in the intensity and hue fields. 
5.5 General Camera Motion and Optical Flow 
Optical and image flow arise from either motion within the scene, and, or because of move-
ment of the sensor. If the image flow is due to the movement of the sensor, such as in the 
case of a camera mounted on a robotic arm, then often the physical motion parameters 
are available. This is because they are usually required in the motion control process. The 
physical motion parameters of the sensor can then be used as a constraint upon the image 
flow estimation process, as is developed in the following discussion. The addition of another 
independent constraint should, hopefully, increase robustness of the algorithm, as well as 
increasing the permissible flow field resolution. 
As an example, consider a coordinate system at the vanishing point or centre of the camera 
lens at time to. By convention we model the camera motion to be acting at the camera's 
focal or vanishing point. We could equally, however, have used the camera's principal point 
(where the optical axis meets the image plane). At time t 1 the camera is situated at a new 
location after undergoing some general movement. The motion of the camera is defined as 
the sum of two different terms, a linear translation T and a rotation Q. The translational 
displacement vector is defined, 
T = (U At,V At,W At), 	 (5.6) 
where (U, V, W) are the three-dimensional translation velocity components and a time inter- 
val, At = t 1 — to, usually equal to the mean time between captured frames. The rotational 
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(a) (b) 
Figure 5.6: Computed image flow from sequence shown in Figure A.9 
using methods: (a) IF5 and (b) IF9. 
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motion is defined by the 4 term "rotation vector" or quaternion, 
= 
cos(wAt0/2) 
sin(wAt/2) 
N2 sin(wAt/2) 
N3 sin(wAt/2) 
(5.7a) 
   
where co is the rate of rotation about the axis P. The rotation operator is defined as, 
(XQ, YQ, ZQ) = Rotation {(X, Y, Z)} 
(8) (0, X, Y, Z) 	Q, 	 (5.7b) 
where 0 is the quaternion multiplication operator and Q* is the quaternion conjugate. 
(X, Y, Z) and (XQ, YQ, ZQ) are the initial and final positions of the object after rotation 
respectively. 
The quaternion is an alternative transformation to the rotation matrix and it is traditionally 
employed in robotics. It has the some effect of transforming points in an input space 
to the output space by means of a rotation about a rotation vector. A review of both 
rotation matrices and quaternion algebra is presented in Appendix B. The advantages of 
the quaternion representation lie in its compact definition of 4 terms as opposed to the 9 
terms required by the 3 x 3 rotation matrix. Thus, only one constraint equation is required 
to define the 3 independent rotation terms: pitch, roll and yaw. Moreover, the constraint 
is linear, and hence does not involve trigonometric terms. For this reason we find the 
quaternion representation superior for solving least squares problems. 
Surface points in the scene move relative (but in the opposite direction and sense) to camera 
motion. The new position (X2, Y2, Z2) of a scene point relative to the original camera 
coordinate system is given by, 
(X21 Y21 Z2) = C2,,Aof 0 (0, X1, Y1, Z1) 0 Qw* Aoi — T. 	 (5.8) 
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The instantaneous camera motion at the point (X1, Y1, Z1) is given by, 
371, lim 
(X2
' 
Y2
' 
Z2) — (X1 YI Z1)  
At—>0 	 At 
= lim  
- (0 X1 Y1 Z1) Q* 	- T — 	Zi) ( 2 wAt,N 	"	cuAt,N 
At 
Y1 93 	C22 — U 
Z191 — X1C23 — V 
X192 Y1 9 1 W 
= [X1 Y1 Zi]T X ft — T, 
where 12 = [C21 S22 1231 T = Sr. sin(LoAt). 
The problem can be further complicated by relaxing the camera model and allowing the 
camera's focal length to also change. In such a situation the image plane remains stationary 
while the lens is displaced. The displacement is thus a change in focal position giving rise 
not only to a scaling of the image but also a small translation along the optical axis, Z 
direction. Rewriting the translation component as, 
T = (U At,V At,W At + At), 	 (5.10) 
where AAt is the change in focal length. The new focal length for the perspective transform 
is, 
12 = Ii + AAt. (5.11) 
The three-dimensional scene points are projected onto the image plane through the per-
spective transform, 
(x,Y) = P { (X, if, z),f} 
_ocf yf) . 
z ) 
Therefore at time t 1 the point at (X 1 , Y1 , Z1) intersects the image plane at, 
(5.12) 
(5.9) 
yi) = P {(X1,371, Zi), (5.13) 
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and at time t2 after the camera, and therefore the coordinate system, has moved the same 
world point will intersect the image plane at, 
(x2, y2) = P {CLAt,g 0 (0, X1, 171, Z1) 0 Q w* At,g. 	fi+ AAt} . 	(5.14) 
The optical flow at a point is defined as the instantaneous rate of change of the imaged 
scene, 
= lim 
Yi 	At-40  
(x2 , Y2) — (x i , Y1)  
At 
P 40 At, Ar• 0 (0, X1, Y1, Zi) 0 Qw* Awci T7 	At} - P {(Xi, Y1, Z1), fi} 
lim 	  
At—>0 At 
+ x i n - fiU) + 0-23 - fiQ2 - it(x11-12 - YIQI) + xi* (5.15) 
  
This expression has been shown by many authors for the case A = 0, [7,8,68]. In general, 
the literature has dealt with the case of A 0 solely in the context of obtaining depth from 
focus [86,170]. 
In practice only average displacement rates can be measured, because frames can neither 
be captured nor computations made in infinitely small intervals. For a normalized frame 
rate, and dropping the time subscript, the displacement rate optical flow is given by, 
( ( .71 2 q2 2 q3 2 q4 2)A 2 ( q22 _ 6142) ) 
(f + A) - 2(qiq3 + q2q4)x 
+2 (q2q3 + qiq4)(f + A)Y 
+2(q1q2 - q3q4)xy + 2(q2q4 - qi. q3)f (f + A) 
Z((q1 2 —q2 2 —q3 2 -1-q4 2 )f-1-2(q2q4-1-qlq3)x-F2(q3q4—qlq2)y)— f W — f A 
2 (f + A)(q2q3 - qiq4)x 
( q1 2 _ q2 2 q32 q42)A ± 2(q32 q42) 
y —( f ±A)./ 	f W f A 
(f + A) + 2 (qiq2 + q3q4)y 
-2(q03 + q2q4)xy + 2(q3 q4 + qi q2)f (f + A) 
z0q1 2 -q2 2 -q3 2 +6/4 2 )f+2 (cnq4+qiq3)x+ 2 (q3q4-qi92)Y) -/W 
—(f+A)Nd-xfW -Fx f A 
(5.16a) 
126 CHAPTER 5. 	COLOUR AND MOTION 
This unwieldy expression can be simplified 
[ u 
V 
= 
into the form 
Z A ..T) KT-fill-XMT 
1 	, 
' 
(5.16b) ZBR-LTH- YMT 
ZDR -MT 
where, 
(q1 2 _ ,722 _ q32 ± q4 2)A 
+2 (q2 2 — q4 2 )(f + A) 	x + 2(q2q3 + qi q4)(f + A)y 
( 
AR= 	—2 (9143 + 42q4)x (5.16c) 
+ 2 (q1q2 — 43q4 )XY + 2 (q2q4 — qiq3)f(f + A) 
( 71 2 _ q22 _ q32 + g4 2)A 
(
2 (f + A)(q293 — qi44)x + 	+2(q3 2 	q42)(f ± A ) 	) y 
BR= 	 +2 (q1q2 - 	)Y (5.16d) q3q4 	1 
—2(q1 q3 + q2q4)xy ± 2(q3q4 + qiq2)f (f + A) 
DR = (q1 2 — q2 2 — q3 2 + q4 2 ).! + 2(q2q4 + qiq3)x + 2(q3q4 - qiq2)y, (5.16e) 
KT = (f + AV U, (5.16f) 
LT = (1 + A)fV, (5.16g) 
MT = f (W+ A). (5.16h) 
5.6 An Enhanced Image Flow Technique 
We now show that by combining the two equations of Eq.(5.16b) a relationship independent 
of depth Z can be formed. First, manipulate the equations into terms involving Z on the 
left-hand side, 
[
Z D RU — MTU ] [Z AR — KT ± MTX ] 
Z D RV — MTV Z B R — LT + MTY 
.<=. 
[
Z (D RU — AR) ] [MTU — KT ± MTX I . 
Z(DRV — BR) MTV — LT + MTY 
'This algebraic work was performed using the commercial symbolic mathematical packages Mathernatiea 
and Maple. 
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Combining using division, 
DRv - BR = MTV - LT MTY  
DRu — AR MTU - KT MTX 
<=> 	(D RV - BR)(MTU - KT ± MTx) = (DRU - AR)(MTv - LT MTY) 
.#;• 	(DRMTX - DRKT ARMT)V = (DRMTy — DRLT + BRMT)u 
+ARLT — ARMTy BRKT BRMTX 
(yMT — LT)DR + BRMT (xMT — KT)BR — (yMT — LT)AR 
<=> 	v = 
(x/vi 
,r 	 u 	 . 	(5.17) 
T — KT)DR + AR/v/T 	(xMT — KT)DR + ARM", 
This equation, Eq.(5.17), is particularly important as it shows that the optical flow displace-
ment rate is constrained in a manner which is only dependent on the motion parameters 
and is independent of the scene. 
The intensity constraint equation, Eq.(3.11), provides scene information through the gra-
dients of the image intensity function. As the optical flow is constrained in a manner 
dependent on the motion parameters this constraint can be applied to the image flow. 
Hence Eq.(3.11) and Eq.(5.17), weighted appropriately by some matrix R, can be solved in 
a least squares manner, 
Ix 	 ly 	 u 
- (DRMTY DRLT BRMT) (DRMTX DRKT ARMT) [ V R [ 
R [ ARLT - ARMTy - BRKT BRMTX 
(5.18) 
  
Provided the a priori knowledge of the camera motion constraint is linearly independent 
of the intensity constraint equation a solution is possible. Both local and global solutions 
can be implemented in an identical fashion to that used for the colour algorithms Eq.(5.3) 
and Eq.(5.5). For the purposes of this work we restrict ourselves to considering a local first 
order approach only, referred to as method IF10. 
5.7 Motion Performance 
Image sequences captured or synthesized along with their accompanying motion parameters 
and optical flow are very difficult to find. This may, in part, be due to the labourious and 
time-consuming nature of synthesizing such image sequences. An exception is the sphere 
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(a) (b) 
Figure 5.7: Image Bow fields computing using algorithms (a) IF5 and (b) 
IF10, for the Sphere sequence. Operating parameters set at: differential 
kernel length of 5 and a = 1.5. 
sequence shown in Figure A.7 that illustrates a Lambertian sphere illuminated by a point 
source located directly behind the imaging sensor. The sensor is initially located at a 
distance of lm from the sphere and translates along its optical axis towards it at a rate of 
5mm/frame. The focal length is fixed at 8mm with a pixel size of 15,am x 15itm. 
The image flow field computed using algorithms IF5 and IF10 are show in Figure 5.7. Initial 
impressions would suggest that little difference exists between the two computed fields. 
Importantly, however, in the background region the incorporation of the motion constraint 
has added a degree of stability; the estimates in this region are zero for IF10 whereas it 
is undefined in the case of IF5. The first two rows of Table 5.1 show the error analysis 
of the two computed image flow fields against the expected optical flow. It is observed 
that the incorporation of the motion parameters has provided some enhancement. This is 
particularly evident in the mean value which shows that IFS produced a large number of 
highly erroneous estimates. 
The third table entry shows the mean values computed from a sensitivity test where 
Gaussian perturbations were added to the expected motion parameters. A total of 100 
trials were conducted with the standard deviation of the perturbations set at 5cm/frame 
for the translation components and 0.05 radians/frame for the quaternion components. 
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Algorithm Mean Square Error Median Square Error 
IF5 61.3 8.38 x 10 -4 
IF10 2.11 x 10 -2 6.30 x 10 -4 
Sensitivity IF10 2.15 x 10 -2 6.30 x 10 -4 
Table 5.1: Square error of computed image flow against expected optical 
flow for the Sphere sequence. 
These are reasonably realistic values for a robotic arm. A maximum median square error 
value of 6.32 x 10 -4 with a standard deviation of 8.34 x 10-7 was observed. These results 
would indicate that the solution is largely insensitive to error in the motion parameters. 
This is not unexpected, as the solution is dominated by the gradient information for this 
well formed example. Although more extensive testing is required these results suggest that 
the use of motion parameters may offer significant advantages. 
Chapter 6 
Analysis on Realistic Image 
Sequences 
The emphasis throughout this thesis has been on the performance analysis and comparison 
of various image flow algorithms. Most of this work has been presented for relatively simple 
synthetic image sequences. In this chapter more realistic image sequences are considered 
with the aim of answering one major outstanding question: how do global gradient methods 
compare to local gradient algorithms? 
Up to this point, from the analysis of less realistic imagery, a conclusion can be drawn 
that local differential methods, and in particular the first order least squares method (IF5), 
perform much better than the global method of Horn and Schunck (IF4). However, the 
selection of alternative operating parameters for IF4, especially the number of iterations, 
could vary this conclusion. Generally speaking increasing the number of iterations, thereby 
allowing convergence to the global minimum of Eq.(3.13a), results in an enhanced per-
formance for IF4. As previously noted (Section 3.6) this is made at the expense of the 
resolution for the computed image flow and the speed at which the field is computed. 
Similar conclusions can be drawn regarding the comparative performance of correlation 
versus gradient algorithms. Local differential algorithms provided superior performance. 
However, the proponents of correlation algorithms would also strongly argue that their 
results would be significantly improved by the use of some iterative smoothness constraint. 
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It is clear, therefore, that the principal issue is whether, or not, a smoothness constraint 
should be used. 
This chapter studies this problem with the aid of realistic image sequences using Horn and 
Schunck's global gradient IF4 method and the local first order least squares IF5 algorithm. 
Quantitative analyses of the type presented in Chapter 4 are used. Unfortunately, due to a 
lack of real image sequences, with accurate optical flows known a priori, many of the results 
presented are of a qualitative nature. 
6.1 Quantitative Analysis 
Two image sequences are used for the quantitative analysis: the Yosemite fly-through, 
see Figure A.12; and Otte and Nagel's block world, see Figure A.13. The Yosemite fly-
through sequence is a synthetically generated animation for which the exact optical flow 
is unknown. Nevertheless, Barron et al.[54] have provided a very good estimate for the 
majority of the optical flow field, with the exception of the cloud motion at the top the 
frame. Here the clouds evolve in a complex manner and it is difficult to predict their true 
optical flow. Table 6.1 shows the results computed using algorithms IF4 and IF5 for the 
first order differential kernel sizes of 3, 5 and 7. All derivatives were computed using a 
regularizing spatiotemporal smoothing coefficient of a = 1.5. Operational parameters used 
for the IF4 estimator were -y = 10 over 5000 iterations to provide substantial smoothness 
on the estimates. Table 6.2 shows the results computed for Otte and Nagel's block world 
sequence, a real image sequence captured using a CCD camera mounted on a translating 
platform. Identical operating parameters for the Fly-through sequence were used for the 
first order differential kernel sizes of 3, 5, 7 and 9. 
It should be noted that many of the same observations made in Chapter 3 and Chapter 4 can 
be made here. Firstly, the median square error values tend to provide a better estimate of 
the performance of the algorithms because mean value estimates are dominated by extreme 
data-points. Examination of the computed image flow fields for each example shown in 
Figures 6.1 — 6.4 illustrate there are large isolated errors. This is particularly evident in 
the estimates computed using method IFS. In both image sequence examples the global 
IF4 method provided a superior performance to the IF5 technique. 
Secondly, it is observed from Table 6.1 and Table 6.2 that the mean square error value 
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Method D Kernel Size Mean Median Std. Dev. 
1F4 3 0.7226 0.0358 2.17 
7.390  0.01 0  12.9° 
5 0.7020 0.0193 2.18 
6.92° 0.15° 12.9° 
7 0.6914 0.0167 2.18 
6.81° 0.001° 12.8° 
1F5 3 1.8580 0.0568 7.03 
11.30° 0.23° 18.8° 
5 1.7227 0.0237 7.66 
9.60° 0.01° 18.2° 
7 1.7336 0.0203 8.03 
9.43° 0.17° 17.6° 
Table 6.1: Yosemite fly-through image sequence. Comparative error met-
ric results for various derivative kernel length (aperture sizes) using the 
Yosemite Fly-through sequence. Flow fields shown in Figure 6.1 and 
Figure 6.2. 
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Method D Kernel Size Mean Median Std. Dev. 
1F4 3 2.6806 x 105 8.2658x10 3 6.81x105 
10.78° 2.82x10 3 ° 20.0° 
5 2.6678 x 105 4.8328x10 3 6.80 x 105 
10.45° 9.10x10 3 ° 20.2° 
7 2.6549 x 105 4.5195x10 3 6.78 x 105 
10.40 0  2.18 x 10 -3 ° 20.2° 
9 2.6419 x 105 4.4603x10 3 6.77 x 105 
10.37° 1.81x10 3 ° 20.2° 
1F5 3 2.6564 x 105 2.5103 x 10 -2 6.79 x 105 
15.44° 1.23 x 10 -2 ° 25.8° 
5 2.6300x 105 1.1975 x10 -2 6.76 x 105 
14.14° 3.33 x 10 -3 ° 25.6° 
7 2.5901 x 105 1.0513 x10 -2 6.71 x 105 
13.69° 4.30 x 10-3 ° 24.9° 
9 2.5631 x 105 1.0498x10 2 6.68 x 105 
13.58° 6.15 x 10 -3 ° 24.3° 
Table 6.2: Otte's Block world image sequence. Comparative error metric 
results for various derivative kernel length (aperture sizes) using Otte 
and Nagel 's block world sequence. Flow fields shown in Figure 6.3 and 
Figure 6.4. 
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(a) 
(c) 
Figure 6.1: Computed image flow using differential 1F4 algorithm for the 
Yosemite fly-through sequence. Operational parameters set at: a = 
1.5,-y = 10, 5000 iterations, and first order differential kernel lengths of 
(a) 3, (b) 5, and (c) 7. 
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(b) 
(c) 
Figure 6.2: Computed image flow using differential IF5 algorithm for the 
Yosemite fly-through sequence. Operational parameters set at: a = 1.5 
and first order differential kernel lengths of (a) 3, (b) 5, and (c) 7. 
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Figure 6.3: Computed image flow using differential 1F4 algorithm for the 
Otte and Nagel's block world sequence. Operational parameters set 
at: o- = 1.5,-y = 10, 5000 iterations, and first order differential kernel 
lengths of (a) 3, (b) 5, (c) 7 and (d) 9. 
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Figure 6.5: Differences between computed image flow for the Yosemite 
fly-through sequence shown in Figure 6.1 and Figure 6.2. (a) Difference 
between IF4 kernels 3 and 5; (b) IF5 kernels 3 and 5; (c) IF4 kernels 5 
and 7; (d) IF5 kernels 5 and 7. 
does not change significantly with increasing size for the difference kernel. By contrast the 
median square error value does improve, especially from a length of 3 to 5 points. This 
suggests that increasing the length of the kernel does not prevent extreme image flow values 
from being computed. It is observed that such erroneous image flow points are computed at 
points in the image where the image intensity gradients are either small, or strongly violate 
the assumption that changes in image intensity are due solely to camera motion. In these 
cases little is gained by increasing the gradient kernel size, as the underlying assumption is 
invalid. This is clearly illustrated in Figure 6.5 and Figure 6.6 where only small differences 
between computed image flow fields are observed for the increasing kernel length. 
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Figure 6.6: Differences between computed image flow for the Yosemite 
fly-through sequence shown in Figure 6.3 and Figure 6.4. (a) Difference 
between IF4 kernels 3 and 5; (b) IF5 kernels 3 and 5; (c) IF4 kernels 5 
and 7; (d) IF5 kernels 5 and 7. 
	 Pap' 
44.44 
• • 	•444. 	• • •• •••• 
• • 	.444 	 •• • • 
• •• 	•• 	• 	 8.. 	 >4 	• 
•••• 	• 	.1•• 	• 	• 	• 	41• 	• 	• 	•••>••• 	• 
••• 	•••• 	• 	•• 	• 	•••• 	• 	•4 	•>> 	•V1 
•• • 4 	A4 As» ))•• 
Pp.14.  ••>> 	 
• ..... • ••• 	• 	• 	•• 	.4 	•» P11 PP 
••• ..••• 
...... •••• • VT 
4• 	VA 	• 	••••• P> • •••• 
•••• 4 • • • 4 	• 	• 	.44 	• 	..... ••• 
• 	 V. 	• *A• ve—a•A• 	 • 4 	• 
• • •114 PP4 •• '874 • • •)•> *•••• 
	 ••••  	•4 )>•1•14 • 
•••••••••••• )••• • 	•   1441 
••• •• • • ••••4 4 •••• ••> •••••> 
• • •••• • •• •••, • •• •• • A• • ••> 
• • I••• • 4 • • • •41 • ...... • •> •• 
• • VA • 	 ... • . 	 
444441344 1 •••>4•4 4 441441• 
• A. :v .. v I 
	  •••• • 
 P••• •• 
	  • •••• • • 
 •••• . • • .  
• I. •11• • • • 
• • • 
	  • •••• ••• 
••••• • • 
• ••••• • • 
	 V) 	 • 	•• • 
• • •••• •• • 
	 • •• 	 •••• 	T• 
• • • • ..... • • •• • ••• 
	 4•••• • • 4 • • • • •• • •• 
• AI• • • 	 • 	 • 
4.84. • • •••  
• 
• ••••7r4>7 4 4••••••.1.7>477> 
P44 	1 4 •.4••••1* 
..... ••• 	•-•14••• • 14•• 	••>• 
114 	••• 	•1•T 	••••••41•• 4 141+ 
••••• 	•7 q 	• 4•••>1• 	••• 
••• 	• 4 ••••••7• •• 	• • > • f> • 41 	• 
VIP 	-1 AlP ....... > • • • > • • P• 	• 
..... 	••• ••••   • • 
• ........ • 4•>4 • 4 1.4)//••>> 
P. ••• • ...... • 4 • • • V7 >> >•••> 
........ •••••••• 44>> —•••>> 
• •• • • 4 t • • • 7py • ••• •>> 44 r• • 
• • • • • • • •• 	• P 1 4 	• • • • 	,1-11 • 	> > A 40, 	• 
444 P1.TV •••••••••• >>>••>> 
•••••• • •4 4 1•••••••• rt.>>>>••• ■ •• 
•• vvvvvvv • •> 	• p84 	• 7 4 	11 44 • • 
vvv A7•••••)7> • ) • • 
• 7••••• ••• TA ••••>••••• -4»>» 7 > 
• • 	• • 1 • • • 7 7 •• •••••>> 	 
 1•••••1>•>•••• 	••••> 
1. 4 1,4 •••••••••••••• r ••••4> 
•••••••••••> 4 • • • > 7 7 • y • > 7 • 
•.••r7•44 0 1 114 1 1 > 4 44>>•>84 
	 A • ••••••> 1>•4 A •A 
 vv > • • 1 • • 4 7 4 • • 4>>•• •• • 
Ws .4 1 • • A A • .1 • • • 41 > • • • b. p .4 * • • 
•••• • .4)14••• •••••4 >r AA •••• 4 
..... •A 1.4 •••• •••>4> ...... 
• 1 4 	••••>1>•14 	4•74 4 • 4 1144. 
••••• 	• 	•• • 	•••• 	• • 	•••••>• 	• 	• 	> 	• 
• • 	•• 	t••••• 	••7• 44 > 	pp 	i•••>•• 
•••••• 	• 	• 	• 	• 	•• 	• 	•)>• 	> 	• 	• 
• • 	• • 	14•• 	• 	•••••• 	••••> 	T744 
••• 	• 7•• ■ • • •7>••••• • 4 4>>14) 
4 	••••• •• •• 1,4 	•• 	• • >>• 	•■ •7, 
••• 	• • • • • V. 1441 7 >, • •V** 	• 
• •• •• • • • • •• VA l• • 4 ••>4 	I 
• • 	• • • 4 • • • • 14 	• A • PiV • > • • y • 
VP. 	• • • • • • • • • • • ........ 
• ..• 	••••• 	•114•• ■•••4>4 	14 4 
• •• 	• •• 	• 	• 	•4 	•4 	4PA4P1414p 44 
• Al 	• • 	> 	• 	P4 	••• 	•4.444 	• • .4 	•• 
• • 	• 	•• • • • • • •• 	TA 	4 ••••>>•.> 
4 1 • 	• • • •• • • 	• 	• 	•A 44 	A > 	r 	• 	••• 
P. 	 • • .. 	••••• 	• 	1 
• • 	•• 	• • • 4 4 •••• 	•••••• 	• 	••••■ 	4 
It • P• • • 14 	••Cr • PITAAA • 	• 
•••• 7 •• 1■•4 •••• '4 • 1 • > • 7 * • 
14. 1 	• 1••••4>••4 ••••• 
6.2. QUALITATIVE ANALYSIS 	 141 
Thirdly, it should be noted that the results provided here are for 100% density image 
flow fields, no thresholding has been applied. Barron et al.[54] apply a thresholding on 
the velocity field and reported densities of only 35.1% and 8.7% for their implementations 
of methods IF4 and IF5 respectively. This thresholding was based on the magnitude of 
the spatial gradient for method IF4, and inverse minimum eigenvalue for method IF5, as 
indicators of the performance of velocity estimates. It is not surprising, therefore, that the 
results presented here would appear less favourable than those reported in Barron et al.. 
However, it should be noted that our implementation of Horn and Schunck's algorithm 
performed significantly better than [54]. 
However, the use of indicators, such as the gradient magnitude or inverse eigenvalue, for 
thresholding the image flow field is ill advised due to the generally poor correlation between 
indicator and velocity errors. Table 6.4 and Table 6.5 present the correlation coefficients 
computed for the various indicators given in Chapter 4 against the square velocity error. The 
results confirm, with those in Section 4.8, that methods based on the inverse deterniinant 
or inverse minimum eigenvalue provide some degree of success. Methods based on the 
residual or gradient magnitude, however, perform quite poorly especially when used in 
conjunction with technique IF4. It is also observed that the correlation decreases with 
increasing differential kernel length and the resultant improvement in the computed image 
flow. These results are consistent with those observed for the less realistic image sequences. 
Otte and Nagel[167] present dense flow field results for their block world image sequence 
computed using methods based on much larger aperture sizes. Our results computed for 
IF5 are comparable to those they reported. 
6.2 Qualitative Analysis 
A number of qualitative comparisons can also be made concerning the computed image 
flows for the two image sequences presented. We note that the two algorithms produce 
very similar flow fields, except at the top of the image for each sequence. In the case 
of the Yosemite fly-through sequence the main difficulty is caused by the evolving cloud 
mass. The global method IF4 is able to reduce the error by the use of the image flow 
smoothness constraint. This effectively prevents wildly varying velocity vectors from being 
computed. In the case of Otte and Nagel's block world sequence, IF5 has difficulty in 
computing a consistent image flow in the bland background regions, particularly the right-
hand corner. This problem arises because of a lack of gradient information. IF4 by contrast, 
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Indicator Correlation Coefficient 
3 5 7 
Residual 0.41 0.42 0.43 
Gradient Magnitude 0.34 0.32 0.32 
Table 6.3: Performance measures of flow field indicators computed using 
the Yosemite fly-through sequence for algorithm IF4. Implemented with 
first order difference kernels of length 3, 5 and 7. 
Indicator Correlation Coefficient 
3 5 7 
Inverse determinant 0.69 0.59 0.49 
Inverse minimum eigenvalue 0.70 0.62 0.52 
Inverse sum of eigenvalues 0.58 0.46 0.35 
Residual 0.26 0.30 0.31 
Jahne's measure 0.46 0.44 0.44 
Condition number 0.38 0.36 0.34 
Sensitivity measure 0.75 0.68 0.60 
Gradient Magnitude 0.47 0.39 0.30 
Table 6.4: Performance measures of flow field indicators computed using 
the Yosemite fly-through sequence for algorithm IFS. Implemented with 
first order difference kernels of length 3, 5 and 7. 
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Indicator Correlation Coefficient 
3 5 7 9 
Residual 0.02 0.04 0.05 0.05 
Gradient Magnitude 0.49 0.49 0.48 0.48 
Table 6.5: Performance measures of flow field indicators computed using 
Otte and Nagel 's block world sequence for algorithm IF4. Implemented 
with first order difference kernels of length 3, 5, 7 and 9. 
Indicator Correlation Coefficient 
3 5 7 9 
Inverse determinant 0.72 0.73 0.73 0.73 
Inverse minimum eigenvalue 0.50 0.50 0.47 0.44 
Inverse sum of eigenvalues 0.70 0.71 0.70 0.69 
Residual -0.12 0.47 0.44 0.55 
Jahne's measure 0.33 0.38 0.38 0.35 
Condition number -0.24 0.72 0.18 0.27 
Sensitivity measure 0.63 0.69 0.71 0.72 
Gradient Magnitude 0.55 0.56 0.54 0.52 
Table 6.6: Performance measures of flow field indicators computed using 
Otte and Nagel 's block world sequence for algorithm IFS. Implemented 
with first order difference kernels of length 3, 5, 7 and 9. 
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provides an estimate which is smooth but non-zero in this region. Although this at first 
glance appears a "nicer" solution, it is, nonetheless, no more accurate as the background is 
actually stationary and the optical flow in this case is zero. Indeed, provided accurate and 
dense gradient information is available methods IF4 and IF5 produce similar results. 
To further highlight the similarities and differences between the two algorithms, four more 
real images sequences are considered: the rotating Rubic Cube sequence, the planar translat-
ing SRI Tree sequence, the diverging NASA Coke Can sequence, and the complex Hamburg 
Taxi sequence. The computed image flow for algorithms IF4 and IF5 are shown in Figure 
6.7 and Figure 6.8 respectively. 
In the rotating Rubic cube sequence a cube is placed on top of a rotating table, and is 
viewed with a stationary camera against a stationary background. Both sequences provide 
qualitatively acceptable estimates in the region of the turntable and cube, where the spatial 
gradient is parallel to the direction of motion. Both algorithms also suggest that the axis of 
rotation passes through the centre of the cube's top face. IF5, however, has difficulties at 
the base of the turntable where the gradient is orthogonal to the direction of motion. IF4 
in this case produces an acceptable flow estimate, overcoming the aperture problem by the 
use of the smoothness constraint. The difficulties both algorithms have in the bland region 
of the turntable at the bottom left is evident. In the stationary bland background IF5 does 
not provide a uniformly zero estimate for the image flow, but an almost random distribution 
of velocity vectors. The velocity estimates in this region are attributable to noise and ill-
conditioning of the problem, a result of estimates made using small image gradients. Method 
IF4 provides a much more uniform estimate which, although aesthetically more appealing, 
is no more consistent with the true optical flow and perhaps less detectable than the more 
random errors of IF5. 
Analyzing the flow fields for the remaining three image sequences reinforces previous find-
ings; that provided there is strong detail in the image both methods will perform well, 
computing similar results. Barron et al.[54] in their comparative work came to the same 
conclusion. Where the detail is less and gradient information is poor both algorithms fail, 
but in different ways. With the global method IF4, smoothing dominates leading to er-
roneous estimates for the background (as in the Rubic Cube example) or unacceptable 
interaction between objects in the scene. This is evident in the Hamburg Taxi scene where 
the initial velocity estimates associated with the car moving to the right and the taxi, mov- 
(d) 
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Figure 6.7: Computed image Bow using Horn and Schunck's IF4 algo-
rithm, differential kernel length of 5, a = 1.5, 7 = 10 and for 5000 
iterations. Sequences: (a) Rubic Cube, (b) SRI Tree, (c) NASA Coke 
Can and (d) Hamburg Taxi. 
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(b) 
(d) 
(c) 
Figure 6.8: Computed image Bow using local first order different IF5 
algorithm, differential kernel length of 5, a = 1.5. Sequences: (a) Rubic 
Cube, (b) SRI Tree, (c) NASA Coke Can, (d) Hamburg Taxi. 
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ing towards the top left-hand corner, interact resulting in a final estimate which suggests 
the car is expanding. This is not observed in the case of IF5. 
On the other hand, the local method IF5 is prone to instability in bland regions. Effective 
methods for overcoming this are possible; either by a smoothing operation on the computed 
image flow, some form of smoothness constraint, or by varying the aperture size. A method 
based on smoothing the flow field after it has been computed is likely to be largely non-
iterative, or at least requiring substantially less iterations. Thus it is also less unlikely to 
present the same problem, such as sensitivity, faced by global algorithms. 
Varying the aperture size, however, provides a localized compromise between accuracy and 
resolution of the image flow. In regions with good gradient information small apertures can 
be used, while in areas of poor gradient information larger apertures are used. A prime 
function of an accurate and reliable indicator would be in the selection of appropriate 
aperture sizes, hence the importance of such a metric. The results given in Table 6.1 to 
Table 6.6 clearly indicate that a better result using IF5 is feasible, but that reliability 
metrics are not yet capable of predicting an appropriate aperture size. This is clearly a 
priority area for future research. 
Chapter 7 
Conclusions and Future Extensions 
In the previous chapters detailed analysis of various image flow algorithms were presented, 
with particular emphasis on gradient based methods. This chapter summaries the con-
clusions that can be drawn from this earlier analysis work. These conclusions highlight 
a number of areas where future enhancements are required. Some preliminary work has 
already begun, and these areas of additional research are outlined. Finally, the research 
work of this thesis is reiterated in the context of the broader robotic, machine vision field. 
7.1 Conclusions 
The analysis work began with a brief review of the various image flow techniques. It 
was shown that two broad classes can be defined for grouping these algorithms; either as 
correlation or gradient methods. The algorithms may be implemented either in the Fourier 
or space-time domains. A number of different error metrics were used in reporting the 
performances of the various algorithms. These results showed that a measure based on 
the median square error provided the best insight into the performance of each algorithm. 
The principal problem with mean error measures occurs when the data set is likely to be 
dominated by a few very large errors. The median measure is thus a more reasonable 
descriptor of the data than the mean in these situations. 
149 
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A brief comparison of iterative methods, closely based on Horn and Schunck's global gradi-
ent technique (IF4) and Singh and Allen's correlation method (IF1 — IF3), indicated that 
no one method was significantly superior. However, comparing the correlation results with 
the local gradient methods (IF5 — IF7) show that the latter methods compute much su-
perior results at slow speeds. Moreover, if Horn and Schunck's algorithm is not terminated 
prematurely much better results are obtained, albeit slowly if a small weight is assigned to 
the smoothness constraint. 
Singh and Allen's correlation technique may also be implemented with an iterative smooth-
ness constraint. However, the results computed using the global differential technique clearly 
indicate a number of shortcomings with such approaches. Firstly, the determination of ter-
mination criteria has been largely ignored and ad-hoc approaches used. Such approaches 
have often resulted in premature termination, causing image flow fields which differ signif-
icantly from those if the iterations were allowed to continue towards the global minimum. 
This, unfortunately, has tended to hide the fact that methods based on an iterative min-
imization of a smoothness constraint spread velocity information without limit through 
bland image regions. 
Secondly, the resolution of the computed image flow is related to both the number of itera-
tions, as well as the weighting assigned to the smoothness constraint. This interdependence 
makes it difficult to assess the true resolution of the computed flow field. 
Thirdly, global algorithms can be particularly sensitive to errors. Many authors have illus-
trated this sensitivity, attributing it to poor gradient calculations. Our results also showed 
that poorly implemented boundary conditions can contribute to the sensitivity of these 
algorithms. The underlying problem with global algorithms of this type is that the smooth-
ness constraint can spread local velocity errors indiscriminately throughout the entire image 
flow field. 
While the performance of the correlation techniques improved for ever increasing aperture 
sizes, the same was not observed for gradient techniques. This is attributed to the gradients 
computed using the larger kernel becoming less representative of the instantaneous deriv-
atives of the data. It could therefore be concluded that correlation methods scale much 
better than difference methods, i.e. very large window sizes could be used to make very 
accurate velocity estimates. However, this is made at the cost of resolution as illustrated 
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by the uncertainty principle (cf. Section 2.5). Correlation approaches are, therefore, often 
undertaken in a "multi-resolution" way. This issue is discussed in the next section on future 
research, where a possible technique for multi-resolution gradient algorithms is presented. 
A comparison of a number of local differential image flow techniques was also presented. It 
was demonstrated that all techniques, including first order techniques, rely on the presence 
of non-zero second order differential terms of the image sensor function in order to overcome 
the aperture problem. This requirement is explicitly stated in the second order image flow 
methods, and implicit in both the methods of Sobey and Srinivasan and first order weighted 
least squares. Moreover, it was shown that the second order and augmented second order 
methods are limiting cases of the first order weighted least squares technique proposed by 
Lucas and Kanade. 
This comparison of various local gradient methods was based on equal size apertures and 
illustrated the superiority of the first order weighted least squares algorithm. This enhanced 
performance over the second order methods can be attributed to incorporating the higher 
order derivatives of the intensity function in the estimation of motion, while only having 
to compute first-order gradient terms. The method is also localized and therefore does 
not present the difficulties associated with a global method, such as Horn and Schunck, of 
propagating errors throughout the entire velocity field. It is thus suitable for measuring the 
highest possible resolution in the image flow field. 
An investigation into seven performance based indicators for assessing the quality of the 
image flow estimates was also made. The results showed that these indicators are only 
generally useful in detecting gross flow field errors. Overall it is argued that methods 
based on the inverse minimum eigenvalue provide a good combination of simplicity and 
performance. We have found the first order weighted least squares method is less sensitive 
to errors in the spatiotemporal gradients than explicit second order techniques. It produces 
superior results at a price of a poorer correlation between the indicators and error. 
Unfortunately, image flow estimates from local differential techniques suffer from a system-
atic bias. This bias is shown, both by analysis and by simulation, to be in the direction of 
motion and is attributable to correlations in the finite difference approximations. The bias 
forms a significant component of the error in the image flow estimate. 
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The practical issues of regularization of the gradient calculations and the influence of noise 
corruption were also investigated. It was demonstrated that the SNR of the regularized 
second order differential terms is not necessarily worse than those of the regularized first 
order terms. This result is in contrast to others [124,191], who argue that the second order 
differential terms have a significantly lower SNR to first order terms and consequently second 
order terms will not result in accurate estimation of the image flow field. Furthermore, 
both theoretical and practical results indicated that velocity estimation initially improves 
with increasing levels of smoothing. Excessive smoothing is, however, undesirable not only 
because it leads to a loss of spatial precision, but also because of the increase in numerical 
error due to the computation of small gradient terms. 
Two innovations involving the inclusion of additional constraints to the under-determined 
image flow problem were considered. The first investigated colour imagery, the second a 
priori knowledge of the sensors motion. Both techniques provided information in addition 
to the intensity gradient constraint. 
Three immediate conclusions can be formed from the use of colour imagery. Firstly, chro-
maticity information increases the robustness of the solution offering a significant improve-
ment by avoiding excessive smoothing, which can often be required for greyscale image 
sequences. This allows smaller apertures to be considered, resulting in higher flow field res-
olutions. Secondly, the isoluminance problem, which describes a region of constant intensity 
but varying chromaticity, can often be avoided by the effective use of chromaticity informa-
tion. Finally, false motion due to shadows can be ameliorated by reducing the weighting 
on the intensity information to zero. However, deciding when the intensity gradient is un-
reliable is a difficult problem that has not yet been solved. Nevertheless, since moving light 
sources and shifting shadows are a common problem in many machine vision tasks, the 
results indicate colour will have significant utility. 
It has been shown that a constraint, based on the camera motion parameters, can be 
formed that is independent of scene information. Preliminary results using this constraint, 
in conjunction with the image intensity constraint, were presented. These results suggest a 
priori knowledge of camera motion can be used to considerably enhance the stability of the 
computed image flow. 
Finally, a performance analysis of Horn and Schunck's global differential algorithm against 
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the first order local differential method was made using realistic imagery. The analysis was 
made in both a quantitative and a qualitative manner. The results clearly demonstrated 
earlier findings regarding the use of different error metrics and the poor performance of 
velocity indicators such as the gradient magnitude or inverse minimum eigenvalue. It was 
also shown that increasing the size of finite difference kernel did little to improve the velocity 
estimate at points where the estimates are particularly poor. 
It was shown that Horn and Schunck's method out-performed the first order local differ-
ential method, when compared using 100% density flow fields and the median square error 
metric. This can be attributed to the superior noise suppression provided by the iterative 
smoothness constraint on the image flow. Indeed, our qualitative results suggest that in 
regions of strong detail both methods will perform equally well with similar results. Where 
the information content is poorer both algorithms fail, with Horn and Schunck's algorithm 
producing a more aesthetically appealing flow field. However, through the use of smoothing, 
or variable aperture sizes for the local differential method, it should be possible to imple-
ment an algorithm with acceptable performance in areas of weak gradient information. Such 
an algorithm would also exhibit superior performance to Horn and Schunck's method. 
7.2 Future Extensions 
It is clear, from the work and conclusions presented, that there is still significant scope 
for further research work. This includes overcoming limitations posed by the maximum 
permissible image flow velocity, as presented in Section 2.6 on the sampling theorem of 
moving pictures. Multi-resolution analysis has been successfully used to overcome this 
problem for correlation based algorithms, but to date little has been suggested for gradient 
techniques. In this section some preliminary work into the issue of multi-resolution gradient 
techniques is presented. This work has a natural extension into the problem of estimating 
time evolving image flow fields. A common theme to this thesis has been the importance of 
measuring scene depth and camera motion from image flow. Methods for achieving this are 
presented here, while broader issues of robotic vision are discussed in the following section. 
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Multi-Resolution Analysis and Time Evolving Flow Fields 
An image sequence captured at a frame rate of w frames per second with a spatial sampling 
of (kx , ky ) has a maximum permissible velocity for the picture elements of, 
iv NI 
= 1 pixel/frame, 	 (7.1) 
if aliasing is to be avoided (cf. Section 2.6). Picture elements that move faster will be subject 
to aliasing and consequently incorrectly estimated by image flow algorithms. However, this 
is a particularly stringent restriction on admissible velocities in many practical applications. 
Therefore, techniques for effectively increasing the Nyquist velocity are required. This can 
be achieved in three different ways: 
• Increasing the temporal sampling rate 
• Decreasing the spatial sampling rate 
• Increasing temporal sampling and decreasing spatial sampling 
In practice image sequences are often captured at a fixed temporal rate, leaving variation of 
the spatial sampling rate as the sole practical mechanism for changing the Nyquist velocity. 
A higher Nyquist velocity requires a reduction in the number of spatial samples, with a 
consequential loss in spatial resolution of the image and estimated flow field. A less densely 
packed CCD sensor need not be physically produced in order to achieve a higher Nyquist 
velocity. Instead a high resolution sensor can be used, with the resulting images being 
sub-sampled. The image flow is then computed from the sub-sampled images giving a 
"sub-sampled" image flow. The "full resolution" image flow can then be computed by 
extrapolation to the higher sampling rate, where "fine adjustments" may also take place, a 
process known as multi-resolution analysis [186, 198]. 
In practice a pyramid of images is produced where each higher level in the pyramid is 
a sub-sampled version of its predecessor, thus a succession of image scales are produced 
[67, 70, 77, 198]. Image flow is computed from images of the same scale and then projected 
down to a finer level. Singh and Allen[186] presented a method based on the compact 
pyramid coding scheme of Burt and Adelson[67]. Singh and Allen also suggest that the 
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framework of their approach is general and can equally well be implemented as a correlation 
or gradient technique. Unfortunately, their differential technique can be better classified as 
a correlation algorithm implemented using spatiotemporal gradient information. 
For the local differential methods, image flow is estimated by solving an equation of the 
form, 
(.45 )TIVA 5 (u5 , vs)T = (As )T Wsbs, 	 (7.2) 
where the superscript 8 is used to denote the scale at which both the derivatives and image 
flow are computed (cf. Section 4.1). In a multi-resolution approach the image flow computed 
at the next scale (us+ 1 , v 8 + 1 ) must be computed from the lower scale estimates (us, vs) as 
well the derivatives AS  and bs+ 1 . Denoting the residuals of estimating (u 5 + 1 , vs+ 1 ) and 
(us, vs) as es+ 1 and es respectively, then the sum of the squared residuals can be expressed 
as, 
= [ (es)T (es+1)T 	[ (W08) 1 (Ws0+ 1 ) -1 	[ (e(se+8)1 ) 
	(7.3) 
where Ws and Ws+ 1- are diagonal weighting matrices for the respective data. Minimizing 
J with respect to the residuals provides a recursive weighted least squares solution for 
(us+ 1 , vs+'). As shown by Brogan[34] the recursive weighted least squares solution is, 
(s+1 , v5+1) = (uS , v5) ± K5(b5+1 	AS -1-1 (uS , vS)) 
where ICS is a scaling matrix such that, 
(7.4a) 
and where, 
and, 
KS pS (AS+1)T (AS+1 pS (AS-I- 1)T  
pS ps—i pS-1 (Ai (AS ps-1 (AS-I-1)T wS)-1 AS pS-1 
PO (007(w0)-1A0)-1 . 
(7.4b) 
(7.4c) 
(7.4d) 
Recursive weighted least squares is also known adaptive Kalman filtering [32]. This tech-
nique has also been used for computing a time evolving image flow field [53, 78,90]. Indeed 
the same set of equations are required, where the superscript s now denotes time rather than 
scale. In a practical situation where only a limited number of iterations are possible between 
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time steps, both time and scale iterations may be intermingled. It should be noted, how-
ever, that the velocity estimates from Eq.(7.2) are known to be biased, (Section 4.5). This 
bias is due to correlation of the errors in computing the spatial and temporal derivatives, 
and therefore methods that reduce the derivative errors will help reduce the significance of 
the bias. One possible way of achieving this may be to apply the Kalman filtering to the 
computation of the gradient terms rather than the image flow velocity estimates. 
Depth Estimation 
Vision is an indispensable source of information for the operation of mobile robots or au-
tonomous vehicles. The execution of tasks involving search, exploration, or manipulation 
appear almost impossible without visual support. While the robot is moving, the resulting 
images acquired by its camera are changing continually, even if the observed environment 
is completely static. In this case, image motion can be used to obtain useful information 
about the robot's self-motion and about the three-dimensional layout of the scene. 
Stereo vision uses the knowledge about the separation of the two sensors and the disparity 
between the two views to compute relative depth by triangulation. For a monocular vision 
system the image flow field provides the measure of disparity, and the camera motion 
knowledge about the separation of the sensor between the acquired frames within the image 
sequence [5, 7, 45, 121, 122, 138, 200]. Utilizing the geometric relationship between camera 
motion and optical flow given in Chapter 5, and in particular the development of the motion 
parameter constraint equation Eq.(5.17), we recall that, 
	
[DRU — AR 	= [MTU — KT MTX ]. 
Z 
D RV — BR 	MTV — LT ± MTY 
(7.5) 
This is an over-determined system of equations for the unknown relative depth Z. A solution 
may be formed by solving for it in a least squares manner, 
(DRU — AR)(MTU — KT — MTX) (D RV — BR)(MTV — LT — MTy) 
Z =  	(7.6) 
(DRu — AR) 2 + (DR?) — BR) 2 
It should be noted, as can be seen in equations 7.6 and 5.15, that scene relative depth can 
only be estimated provided the camera motion is not entirely rotational. 
The least squares relative depth estimate is singular where, 
-At I 
B Vs [DRR  
(7.7) 
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By substituting Eq.(7.7) into Eq.(5.15) the point in the field of view at which depth cannot 
be measured is given by, 
[ xs = KTD4T—DMTAR  
LTDR—MTBR . 
Ys 	L 	MTDR 
(7.8) 
Close examination of Eq.(7.8) shows that, in the case of translation only, relative depth 
is measurable at all points except at the focus of expansion. Verri and Poggio and others 
[58,71,212] illustrate other salient features of the image flow field that can be utilized in the 
measurement of relative depth and in particular the global motion parameters [71,212,213]. 
Egomotion and Motion Parameter Estimation 
A fundamental assumption made in the preceding discussion, and in Chapter 5, was that the 
global motion parameters of the image sensor are known. This is a realistic assumption for 
many robotic tasks. However, in some cases this information is not available, either because 
the control system is not equipped with an inertial guidance system or, more significantly, 
the accumulation of position errors from the guidance system renders such measures useless. 
If we now consider the problem that the motion parameters are not known a priori then we 
cannot estimate depth. The motion parameters must first be estimated from the image flow 
using the scene independent motion parameter constraint equation, Eq.(5.17), and unlike 
relative depth estimation this is a non-trivial problem. In particular it should be noted that 
the rotational terms AR, BR and DR are quadratics with respect to the four quaternion 
components and therefore Eq.(5.17) is a cubic expression in seven unknowns and thus very 
difficult to solve. 
Nearly all researchers in motion parameter estimation realize that once one has some in-
formation, such as the location of the focus of expansion, or the values of the rotation 
parameters, all other parameters are easily obtained [7, 44, 106, 112, 123, 197]. A method 
that assumes the rotational parameters are zero would be quite easy, but is too simplistic 
for most real applications. Nevertheless, there is considerable motivation for separating the 
flow field due to rotational parameters from the flow field due to translational parameters. 
Verri et al. [58, 71, 213] investigate salient features of the image flow field which can be 
utilized to separate the translational and rotational components of the image flow. The 
partial derivatives of a function at its stationary points give an indication of the form of 
the function at that point. For a one-dimensional signal, the partial derivatives indicate 
whether the stationary point is a maxima, minima or inflection point. For the optical flow 
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field the partial derivatives are given by, 
[
au ay 
 ax ax 
au av 	• 
ay ay 
(7.9) 
In this case, for a two-dimensional signal, the eigenvalues of the matrix M indicate the form 
of the stationary point: 
• Both eigenvalues are real and equal. The point is a symmetric maxima or min-
ima and is called a focus point. For positive eigenvalues the point is a source 
(maxima) or focus of expansion. For negative eigenvalues the point is a sink 
(minima) or focus of contraction. See Figure 7.1(a). 
• Both eigenvalues are real and of equal sign. The point is said to be an asymmetric 
maxima or minima or node point. For positive eigenvalues the point is a source 
node. For negative eigenvalues the point is a sink node. See Figure 7.1(b). 
• Both eigenvalues are real and of opposite sign. The point is a saddle point. See 
Figure 7.1(c). 
• The eigenvalues are an imaginary conjugate pair. The point is a centre about 
which the flow field rotates. The magnitude of rotation is given by the magnitude 
of the eigenvalue, but direction is not specified. See Figure 7.1(d). 
• The eigenvalues are a complex conjugate pair. The point is a spiral, this being 
the sum of a focus and a centre point. See Figure 7.1(e). 
• All other solutions are infeasible. 
Other useful methods for separation the components of the image flow include the differ-
ential techniques of divergence and circulation (curl) [7, 43, 44, 48, 65, 66, 75, 76, 87, 103, 106, 
112,123, 134, 149, 151, 152, 195,197,220-222,231,232,234]. 
7.3 Related Issues 
In order for the robotics field to truly advance, the problem of a lack of sensory ability must 
be adequately addressed. This thesis, in part, has addressed the issue of robotic vision and 
in particular the problem of accurately estimating image and optical flow. Measurement 
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(a) (b) 
\ 1/4 
( 
(c) 
(d) (e) 
Figure 7.1: Stationary points in the optical Bow field: (a) focus point, (b) 
node point, (c) saddle point, (d) centre point and (e) spiral point. 
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processes are of course fundamental to any control system, as accurate measurements help 
provide robust control, and hence the motivation for this work. The discussion of actual 
control systems and their design has, however, not been presented up to this point. This 
final section presents a brief overview on topics related to control processes based on image 
measurement. The subject is enormous by virtue of its cross-disciplinary nature, bordering 
on the fields of psychology, philosophy, artificial intelligence and expert system design. As 
a result this review should be read as a suggestion of likely starting points, rather than a 
brief and comprehensive presentation. Topics briefly covered include: 
• Vision system design 
• Passive vision systems 
• Multiple visual cues 
• Active vision systems 
• Path planning and navigation 
• Calibration 
• Segmentation of the motion field 
The usual recommended approach for solving computer vision problems follows the approach 
outlined by Marr in his seminal work on computer vision [9]. The problem is iteratively 
sub-divided into smaller sub-problems or functional components in a top-down fashion, 
an approach often employed in the solution of many complex information systems [40]. 
Methods of estimating image flow presented in this thesis represent one such functional 
component, which are often referred to as a visual cue. Each component represents an 
autonomous unit and is designed to ensure maximum generality (can be applied to many 
problems) with minimal physical constraints. An example of a physical constraint would 
be; "a requirement that only one object of interest be in the field of view". Physical 
constraints are added at a higher level and are thus integral to a specific application. This 
approach affords a greater understanding of the vision problem, a greater ability to test the 
application and assess it limitations, and a greater degree of robustness with the potential 
for a less restrictive operating requirement [34]. 
Vision Control 
Unit 
••• Visual Cue Visual Cue Visual Cue Visual Cue 
Image Acquisition 
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Figure 7.2: Functional model of a passive vision system. 
The control unit ties together each of the visual cues and makes process dependent decisions 
based on the measurements provided by these units. Numerous vision systems in current 
industrial sites are defined as passive, as illustrated in Figure 7.2. In a passive system the 
imaging sensor is fixed and the flow of information is from sensor through the visual units 
to the control unit, no feedback is provided. Process decisions are therefore made in an 
open-loop control configuration, and in order to retain stability the environment must be 
highly constrained. Examples of current applications for such systems include visual quality 
control, such as those used in circuit board fault detection and fruit quality assessment, and 
log orientation for wood milling [3,5-7,109,1101. In each of these cases the camera is fixed 
in position with an appropriate and fixed lighting system. Objects of interest are then 
presented in the field of view of the sensor at the correct focal distance. The performance 
of such systems are tuned by hand and often vary from site to site. 
Further improvements can be achieved by increasing the number of visual cues measured, 
albeit at the cost of additional complexity of the control unit and the overall system. In 
order to present a single overall "best picture" to the control unit data fusion is employed. 
The fusing process is quite literally an integration process, where different relative weights 
are assigned to each of the input sources (visual cues) depending upon their relative relia-
bility and other heuristic measures [46, 80, 85]. This again reinforces the importance that 
measurement processes provide reliability and confidence estimates. For example, in an 
autonomous vehicle problem depth estimates may be provided by a number of shape from x 
algorithms, such as motion, focus, shading and stereo. We can then use our integrated infor- 
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Vision Control 
Unit 
Image Acquisition -411- 
Figure 7.3: Functional model of an active vision system. 
mation system to make other critical process decisions, such as path planning for collision 
avoidance or to adaptively investigate a scene. 
In an active vision system the image sensor properties are allowed to vary (in a controlled 
way) and thus provide an additional feedback between the image acquisition and control unit 
through the image analysis processes, Figure 7.3. Process decisions are therefore made in a 
closed loop configuration, which provides a significant degree of stability [12, 114, 148, 178]. 
For a robotic vision system based on stereo images, scene depth is estimated by triangulation 
of the measured disparity between the image pair and the known imaging geometry. Many 
such algorithms have been developed, each assuming that the images are acquired from 
known viewpoints with compatible camera orientations and, of course, with the area of 
interest in proper focus. However, for real scenes that are deep and wide, no single imaging 
configuration can obtain stereo images of the entire scene suitable for surface reconstruction. 
This is because the cameras capture visual fields of limited size and depth. To reconstruct 
the surface of an entire scene, the imaging configuration must be varied to sequentially 
capture different parts of the scene. Like human eyes, the cameras must pan and tilt, 
converge and diverge, and focus on near and far objects [85]. Active vision systems therefore 
measure changes in time. Hence, by definition, vision systems employing image flow visual 
cues are active simply because there is a dependent temporal interaction of the camera(s) 
and scene. 
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An inevitable requirement of active vision systems is that they merge the data obtained 
from different imaging configuration, so as to construct a cumulative understanding of 
the environment. In the case of depth estimation, the surface reconstructed for a given 
part of the visual field must be added to the cumulative surface data. The reconstruction 
takes place in a cooperative and interleaved manner; newly acquired data is merged into a 
cumulative database, which in turn must be used to predict the new imaging configuration 
and that part of the visual environment to observe next. An immediate question that arises 
is; "given our current understanding of the scene, what is the optimal reconfiguration of 
the camera(s) so as to maximize the information obtained in the next look?" The question 
of planning the next view forms the basis of much active vision research [148,178, 223]. 
In robotics five principal questions about the action to be undertaken must be asked: 
• why should the action take place? 
• where should the sensor be moved to? 
• when should the action take place? 
• how should the action be performed? 
• what to do when we get there? 
The solution can range from the simple; "go to X moving in a straight line then wait for 
the next instruction, do this action now because I command it," to more complex systems 
based on fuzzy logic, artificial intelligence and expert design systems, [5,7,39,61,145]. These 
questions are now not only addressed by the desire to maximize the amount of information 
and knowledge received in any one look, but also to assist in the problem of navigation 
and collision avoidance Navigation requires accurate knowledge of one's location, relative 
motion and the depth of surrounding objects. Such information can be obtained from 
the image flow field, inertial navigation devices, and by estimating the sensor's egomotion 
(self-motion). 
Indeed a pragmatic side effect of active visual control is a continuous degradation of calibra-
tion due to inaccuracies in the mechanical control system. In order to overcome this problem 
frequent re-calibration is required, a process that is often quite elaborate and requires special 
calibration patterns or objects to be viewed [60,64,73,100,104,136,176,184,215]. This is, of 
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course, not feasible for most practical systems and what is needed is an "on-the-fly" adaptive 
self-calibration process. The estimation of the global motion parameters from image flow 
data represents one such group of techniques. Other researchers have proposed integrating 
system calibration with the surface reconstruction, thus obviating the need for frequent cal-
ibration processes [46, 144, 146,148, 233] . Effectively, in such adaptive calibration, the role 
of the external calibration pattern is fulfilled by either the partially reconstructed surface 
map of the scene or the image flow field. 
The computation of the global motion parameters is a non-trivial exercise. Often the 
problem is simplified by the assumption that the scene is static. In dynamic environments, 
however, the appearance of many individually moving objects in the scene adds another level 
of complexity. Object motion and camera motion now interfere and moving objects may 
not even cause any image flow at all. The environment cannot be treated as a single rigid 
object but possibly as several objects. Segmentation of the image flow field according to 
each object then allows the motion parameters of each segment or sub-field to be computed 
separately [11,61, 63,69, 81,82,113,127,139,153,201,205,224]. Moreover, early segmentation 
of images can lead to enhanced image flow estimates, especially when implemented in an 
iterative scheme [7]. 
This thesis has presented a variety of methods for measuring image flow together with a 
detailed discussion of their characteristics, relative performances and limitations. A number 
of key issues, improvements and extensions still remain outstanding. These were outlined 
in the preceding two sections, however in this last section it is clear that one issue in 
particular requires urgent attention: accurate reliability estimates of the image flow. Such 
estimates are required at decision levels within a practical vision system. It is required in the 
data-fusion process that determines the best overall picture of the scene, its structure and 
motion. It is required in assessing camera motion, navigation, where to look next, how to 
move, and the calibration of motion. It is also integral to image segmentation and methods 
of improving image flow computation. Thus, it must be the next step taken towards our 
long term goal of implementing a robotic vision control process. 
Appendix A 
Image Sequences 
A number of different image sequences were employed for the purposes of testing and com-
paring various image flow algorithms. Most of these sequences are either "standard" test 
sequences freely available by anonymous FTP on the internet or are easily synthesized. 
Samples frames from the test sequences are shown in this appendix. 
A.1 Synthetic Test Sequences 
Numerous synthetic test image sequences were used in this work. These sequences were 
generated using a variety of methods including: ray-tracing based on the image formation 
process, simulated camera models and Fourier phase shifting of static images. Fourier phase 
shifting allows for the production of sub-pixel movement between frames, and is a technique 
suitable for planar translation motion only. It results in a uniform displacement for each 
pixel across the entire image plane irrespective of the relative depth of each imaged point. 
This is physically reasonable provided the field of view is very shallow, i.e. the relative 
distance between the closest and furtherest points from the sensor focal point is small 
compared to the average distance of points from the sensor. 
In order to produce sub-pixel movements between frames the n th  frame of the sequence was 
generated using, 
/ ( , y) = I° (x — un, y — vn) = f f 1(kx , ky)e3(kxuri+kyvn) ., x ak dky , 	(A.1) 
165 
166 
	
APPENDIX A. IMAGE SEQUENCES 
where i(kx , ky ) is the Fourier transform of the initial frame .P(x, y), (kx, ky ) the spatial 
frequency components, (u, v) is the velocity in pixels per frame and n is the frame number 
[21,29]. 
Table A.1, below, lists the synthetic sequences used, including the method by which they 
were generated, the speed range, who generated the sequence and where they may be 
obtained from. 
Table A.1: Summary of synthetic test images used. 
Sequence Comments and Speed Range 
Moving Square Sequence Large dark square moving on a light background, 
created by Prof. John Barron, Dept. Computer 
Sci., University of Western Ontario, London 
Ontario Canada. 
Email: barronOcsd.uwo.ca , 
FTP: ftp.csd.uwo.ca 
Uniform velocity of all points (1,1) pixel/frame. 
Translating Dot Sequence A single dark dot moving on a uniform light 
background. Created by the author. 
Uniform velocity of (1, —1) pixel/frame 
Translating Dot on a Patterned 
Background 
A small dark 3 x 3 square with darker centre 
translating over a stationary random patterned 
background. 	Signal power of square x2 peak 
power of background, 	signal power of square 
centre x4 peak power of background. Created by 
the author. 
Uniform velocity of (1, —1) pixel/frame 
Random Field Set Fourier phase shift of static random pattern with 
uniform velocity across the entire image plane 
field. Created by the author. 
Any 	speed 	possible, 	though 	generally 	in the 
range 0 ... 2 pixel/frame 
Modified Translating Tree Set Fourier phase shift of frame number 20 from 
Translating Tree sequence, with uniform velocity 
across entire field. Created by the author. 
Any 	speed 	possible, 	though generally 	in the 
range 0 ... 2 pixel/frame 
continued on next page 
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Sequence Comments and Speed Range 
Translating Tree Created by David Fleet, Dept. 	Computer Sci., 
Queen's University, Kingston Ontario, Canada, 
using simulated camera model. Made available by 
John Barron. 
Camera moves normal to line of sight in X-
direction. Velocity in x-direction ranging from 
1.73 to 2.26 pixel/frame 
Diverging Tree Created by David Fleet using simulated camera 
model. Made available by John Barron 
Camera moves along line of sight in Z-direction, 
focus of expansion at centre of image. Velocity 
range from 1.29 (left) to 1.86 (right) pixel/frame 
Diverging Lambertian Sphere Created by author using ray-tracing technique. 
0 through to 4 pixel/frame 
Strips Colour Test Sequence Created by author. 	Random intensity images 
consisting of alternating red and green strips. 
The strip pattern translates horizontally at 	1 
pixel/frame, 	the 	intensity 	at 	0.3 	pixel/frame 
vertically. 
Screwdriver Test Sequence Created by author. 	Realistic colour image se- 
quence. 
1 pixel/frame vertically. 
Poster Test Sequence Created by author. Complex image with extensive 
colour detail. However, most gradient information 
is orthogonal to the direction of motion. 
2 pixel/frame vertically. 
Shadows Test Sequence Created by author. Synthetic image sequence of 
vertically ramped intensity function translating 
vertically, horizontally ramped saturation function 
and an alternate hue function. A shadow bar can 
be seen translating horizontally across the image 
(affects intensity function only). 
1 	pixel/frame 	vertically, 	and 	2 	pixel/frame 
horizontally 
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(a) (b) (c) 
Figure A.1: Frames 5, 10 and 15 from the "Square" sequence. Image size 
is 100 x 100. 
• 
(a) 
• 
(b) 
• 
(c) 
Figure A.2: Frames 4, 7 and 11 from the translating "Dot" sequence. 
Image size is 32 x 32. 
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(a) 
	
(b) 
	
(c) 
Figure A.3: Frames 4, 7, 11 from the translating dot sequence on a 
patterned background — "Random Dot" sequence. Image size is 32 x 32. 
(a) 
	
(b) 
	
(c) 
Figure A.4: Frames 0, 16 and 32 from the horizontal 0.3 pixel/frame 
"Random Field" sequence. Image size is 256 x 256. 
001 009 005 
021 013 017 
025 033 029 
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Figure A.5: The "Translating Tree" sequence. Image size is 150 x 150. 
170 
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001 	 005 	 009 
013 
	
017 
	
021 
025 
	
029 
	
033 
Figure A.6: The "Diverging Tree" sequence. Image size is 150 x 150. 
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003 	 004 	 005 
006 
	
007 	 008 
009 
	
010 	 011 
Figure A.7: The "Lambertian Sphere" sequence. Image size is 256 x 256. 
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(a) 
	
(b) 
	
(c) 
Figure A.8: Frames 0, 16 and 32 from the "Strips" colour image test 
sequence. Image size is 256 x 256. 
(a) 
	
(b) 
	
(c) 
Figure A.9: Frames 1, 5 and 9 from the colour shadow and "Isoluminance 
Test" image sequence. Image size is 256 x 256. 
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(c) (a) (b) 
Figure A.10: Frames 1, 5 and 9 from the colour "Screwdriver" test se-
quence. Image size is 512 x 512. 
(a) 
• 	 • 	4 1 1 
, 	 • r 
(b) (c) 
Figure A.11: Frames 1, 5 and 9 from the colour "Poster" sequence. Image 
size is 512 x 512. 
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A.2 Realistic Test Sequences 
Five real test image sequences, and one realistic image sequence, were used in this work. 
These sequences were captured at a number of laboratories. Table A.2 lists the image 
sequences used. 
Table A.2: Summary of real test images used. 
Sequence Comments and Speed Range 
Yosemite Fly-Through Created by Lynn Quam. Complex and challenging 
test case with occluding edges and severe aliasing 
in lower portion of images. Made available by 
Prof. John Barron. 
Email: barron@csd.uwo.ca, 
FTP: ftp.csd.uwo.ca  
1 (clouds) to 4 (lower right) pixel/frame 
Otte and Nagel's Block World From Otte and Nagel[167], Made available by 
Prof. H-H. Nagel. 
Email: hhn@iitb.fhg.de  
HTTP://www.ira.uka de 
less than 1.0 pixel/frame 
Rubic Cube From NASA-Ames Research Center. 	Diverging 
Image sequence. 
Also made available by John Barron. 
less than 1.0 pixel/frame 
NASA Coke Can From NASA-Ames Research Center. 	Diverging 
Image sequence. 
Also made available by John Barron. 
less than 1.0 pixel/frame 
SRI Trees From SRI corporation. 	Camera translates from 
left to right, viewing a grove of trees with a deep 
field of view. 
Also made available by John Barron. 
Velocities are as large as 2 pixel/frame 
Hamburg Taxi From Hamburg University, Prof. 	H-H. Nagel. 	4 
Independently moving objects. 
Also made available by John Barron. 
0.3 to 1.0 pixel/frame 
- 
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002 
	
003 
	
004 
005 
	
006 
	
007 
008 
	
009 
	
010 
Figure A.12: The "Yosemite Fly Through" sequence. Image size is 316 x 
252. 
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020 
	
022 
	
024 
026 
	
028 
	
030 
032 
	
034 
	
036 
Figure A.13: The "Otte and Nagel's Block World" sequence. Image size 
is 512 x 512. 
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002 	 004 
	
006 
008 
	
010 
	
012 
014 
 
016 018 
Figure A.14: The "Rubic Cube" sequence. Image size is 256 x 240. 
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000 
	
004 
	
008 
012 016 020 
024 
	
028 
	
032 
Figure A.15: The "NASA Coke Can" sequence. Image size is 300 x 300. 
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002 
	
004 
	
006 
008 
	
010 
	
012 
014 016 018 
Figure A.16: The "SRI Trees" sequence. Image size is 256 x 233. 
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000 
	
002 
	
004 
006 
	
008 
	
010 
012 
	
014 
	
016 
Figure A.17: The "Hamburg Taxi" sequence. Image size is 256 x 190. 
•.„ 
Z 
Appendix B 
Quaternion Algebra 
Consider the following rotational transformations shown in Figure B.1, noting that positive 
rotations are given as an anti-clockwise turn looking into the axis of rotation. 
Figure B.1: Roll (a), pitch (#) and yaw (7) of a robot tool piece. 
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For our purposes it is necessary to map every point in some input space x to some output 
space y undergoing a rotational transformation T such that, 
y = T{x}. 	 (B.1) 
This transformation can be expressed in a number of forms, we shall consider two repre-
sentations: rotation matrices and quaternions. 
B.1 Rotation Matrices 
The most common representation of Eq.(B.1) is as a matrix-vector equation where T is 
a rotation matrix acting on the vector or point x. The derivation of the three rotation 
matrices for roll, pitch and yaw can be quickly and easily deduced. 
Consider the case of roll, as shown in Figure B.2. Any point on a plane orthogonal to the 
roll axis will shift to a new point on that plane so as to maintain a constant distance or 
radius to the point where the axis of rotation intersects with the plane. All points located 
on the roll axis will remain stationary. By considering the orthogonal (x, y, z) components 
of each point individually the roll matrix is expressed by, 
1 0 0 
Troll = 0 cos a — sin a . 	 (B.2a) 
0 sin a cos a 
Similarly it can be shown that rotation 
Tpitch = 
matrices for pitch 
cos /3 	0 	sin 
0 	1 	0 
and yaw must be, 
(B.2b) 
— sin g 
cos -y 
0 	cos /3 
— sin -y 	0 
Tyaw -= sin 'y cos 7 	0 1 . 	 (B.2c) 
_0 0 	1 
Note that these transforms are formed on the basis that the rotation is positive if it is 
anti-clockwise when looking into the axis of rotation. If one is to use the convention of 
looking out of the axis of rotation, i.e. in the direction that the rotation axis points, then 
it is necessary to swap the sign of the angle. 
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Figure B.2: The point (x 1 , yi , zi ) transforms to the point (x1, Y2, z2) under 
the roll transform of angle a degrees. 
Composite rotations comprising combinations of pitch, roll, and yaw rotations, are formed 
by applying each transformation consecutively, 
y =-- 	 (B.3) 
The order in which the rotations are applied is important as they are non-commutative; 
physically a pitch rotation followed by a roll rotation will not necessarily produce the same 
result as a roll rotation, of the same angle and direction, followed by a pitch rotation, of the 
same angle and direction. This point is well illustrated by the non-commutative property 
of matrix multiplication, i.e. T3 Tk TkT3 
B.2 Quaternions 
The quaternion is an alternative transform to the rotation matrix that has the same effect 
of transforming points in an input space to the output space by means of a rotation about 
a fixed rotation vector. 
The quaternion was developed by Sir William Hamilton [97] at Trinity College Dublin 
during the mid 1800's in which he considered the quotient of two vectors. In Figure B.3(a) 
the quotient of two parallel vectors will yield a scalar value, which is the scale factor relating 
the two vectors. However, in the case of Figure B.3(b) it is clear that the quotient of the 
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(a) 	 (b) 
Figure B.3: The relationship between two vectors (a) parallel, (b) defining 
a plane and angular separation. 
two non-parallel lines cannot be a simple scalar value relating the lengths of the two vectors, 
but must be a more complex object relating the relative angles of separation in a particular 
plane. Therefore a unit quaternion (one which has unit length) is a 4 parameter object: 
an angle and a plane of rotation represented by 3 parameters. Hamilton's quaternion is 
defined as a vector augmented with a scalar, 
(B.4) 
Two operators, SO and VO can be defined to work on the quaternion Q. The operator 
SO returns the scalar part q, and the operator VO returns the vector part (q i , q2 , q3 ). 
Degenerate forms of the quaternion are unambiguously represented by a scalar for when 
V{Q} = 0 and a vector when S {Q} = 0. 
Hamilton developed a complete algebra for the quaternion, showing that quaternion addi-
tion, 
= Q2 ± Q3  = S{(22} + S{Q3} 
V{Q2} +V1V3/ 
(B.5) 
is both commutative and associative. 
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Quaternion multiplication on the otherhand is only associative and not commutative, 
Qi 	
S{Q2}S{(23} - V{Q2} • V{Q3} 
= Q2Q3 = [ 	 (B.6) 
oiv2f v itce
f r, 
 3f + S{Q3}V{Q2} + V{Q2} x V{Q3} 
because the cross-product term is not commutative. Quaternion multiplication forms a 
closed group. A closed group for an operator implies that the operator is associative, pos-
sesses an identity and has an inverse element belonging to the same set. 
The identity quaternion is the scalar 1, 
1 
= 
o 
If we define the quaternion conjugate of Q to be, 
Q. [ S{Q} 1 , 
—V {Q} 
then the quaternion norm is, 
11(211 2 = Q*Q = S{C2} 2 + 	{Q}11 2 
i.e. the squared norm value is the sum of the squared elements. From Eq.(13.8) and Eq.(B.9) 
the identity element can be formed from any quaternion by employing its conjugate, 
Therefore the inverse quaternion is, 
Q*Q 
 = Q
- 
11Q11 2 
(B.10) 
1  Q 
I1Q11 2 
(B.11) 
Clearly for a unit quaternion, Q -1 = Q* . 
Other properties that readily follow include the commuted properties of conjugate and 
inverse products, 
(B.7) 
(B.8) 
(B.9) 
{Q1Q2}* = 
	 (B.12a) 
{Q1Q21-1 = 
Qvc . 	(B.12b) 
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By definition Hamilton defined the quaternion to be a quotient of two vectors. Therefore, 
the product of a quaternion and a vector in the plane of rotation necessarily results in a 
vector, 
Q = alb 	= 	Qb = a. 	 (B.13) 
However, Spring[194] shows that Hamilton's definition of the quaternion is unsuitable if b 
does not lie wholly on the plane of rotation. In this case Hamilton's quaternion destroys 
the "symmetry" of b and in general a is a quaternion with a scalar component. He therefore 
defines the quaternion for a rotation 0 about an axis n to be, 
[ cos(0/2) 
Q0,n = (B.14) 
sin(0/2) • n 
and that the rotation of points in the input space to the output space through angle 0 as, 
Q0>nbQ *0,n = a• (B.15) 
Hamilton's quaternion by definition will only rotate a vector in the plane of rotation, while 
the definition given by Spring correctly rotates those components of b in the rotation plane 
leaving untouched those components orthogonal to it. 
By applying the definition given 
of and yaw of 'y are, 
cos(a/2) 
sin(a/2) 
Qroil =
0 	
Qpitch = 
0 
cos(0/2) 
0 
sin(f3/2) 
0 
Qyaw 
cos(-y/2) 
0 
0 
sin('y/2) 
. (B.16) 
    
    
in Eq.(B.14) we see that quaternions for a roll of a, pitch 
As in the case for composite rotations using rotation matrices, a single composite quaternion 
can be formed by successive quaternion multiplications, 
Y = QnQn-lQn-2. 	CA-1 Crz 
= QnQn-lQn-2..-s(QnQn-1 (2n-2..-) 	 (B.17) 
B.3 Concluding Remarks 
First inspection of quaternion rotation reveals little advantage in its use over the popularly 
employed rotation matrices due to their considerable conceptual difficulty. However, once 
mastered a number of significant advantages can be noted: 
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• It has a simpler more compact notation. 
• Less operations are required. 
• Consists of 4 terms with 1 easily defined constraint as opposed to 9 terms and 
6 constraint equations. 
• The inverse is easily determined. 
- 
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