Abstract. The current paper is dedicated to the theory of concentration compactness principles for inhomogeneous fractional Sobolev spaces. This subject for the local case has been studied since the publication of celebrated works due to P.-L. Lions, which laid the broad foundations of the method and outlined a wide scope of its applications. Our study is based on the analysis of the profile decomposition for the weak convergence following the approach of dislocation spaces, introduced by K. Tintarev and K.-H Fieseler. As an application we obtain existence of nontrivial and nonnegative solutions and ground states of fractional Schrödinger equations for a wide class of possible singular potentials, not necessarily bounded away from zero. We consider possible oscillatory nonlinearities for both cases, subcritical and critical which are superlinear at origin, without the classical Ambrosetti and Rabinowitz growth condition. In some of our results we prove existence of solutions by means of compactness of Palais-Smale sequences of the associated functional at the mountain pass level. To this end we study and provide the behavior of the weak profile decomposition convergence under the related functionals. Moreover, we use a Pohozaev type identity in our argument to compare the minimax levels of the energy functional with the ones of the associated limit problem. Motivated by this fact, in our work we also proved that this kind of identities hold for a larger class of potentials and nonlinearities for the fractional framework.
Introduction
The main goal of the present work is to analyze concentration-compactness principles for inhomogeneous fractional Sobolev spaces. As an application we address questions on the existence of solutions for the following nonlocal Schrödinger equation
where 0 < s < 1 and (−∆) s is the fractional Laplacian (see [12, 40] for more details). During the past years there has been a considerable amount of research on nonlinear elliptic problems involving fractional Laplacian motivated from the fact this class of problems arise naturally in several branches of mathematical physics. For instance, solutions of (P s ), can be seen as stationary states (corresponding to solitary waves) of nonlinear Schrödinger equations of the form iφ t − (−∆) s φ + a(x)φ + f (x, φ) = 0 in R N . For more motivation we refer to [2] . This paper is motivated by recent advances in the study of existence of solutions for nonlinear and nonlocal Schrödinger field equations. In [37] S. Secchi investigated the existence of ground state solutions for fractional Schrödinger equations by using a minimization argument on the Nehari manifold. He proved existence results under suitable assumptions on the behavior of the potential a(x) and superlinear growth conditions on the nonlinearity. See also [22] , where B. Feng proved the existence of ground state solutions of (P s ), for the particular case f (x, t) = |t| p−2 t, 2 < p < 2(N + 2s)/N, N ≥ 2, by using the P.-L. Lions concentration-compactness principle (see [29] ). R. Lehrer et al. [25] studied the existence of solutions through projection over an appropriated Pohozaev manifold, assuming that f (x, t) = a(x)f 0 (t), where f 0 (t) is asymptotically linear that is, lim t→∞ f 0 (t)/t = 1 and lim |x|→∞ a(x) = a ∞ > 0. For the local case (s = 1), R. de Marchi [9] studied existence of nontrivial solutions for (P s ) assuming that a(x) and f (x, t) are asymptotically Z N -periodic combining variational methods and concentration-compactness principle. In [9] it was also proved the existence of ground states, without assuming that t → f (x, t)t −1 is an increasing function. By using a similar approach H. Zhang et al [50] studied existence of ground states and infinitely many geometrically distinct solutions of Eq. (P s ), based on the method of Nehari manifold and Lusternik-Schnirelmann category theory. For recent works on nonlinear Schrödinger equations where the Ambrosetti-Rabinowitz condition is not required we cite [9, 25, 50] . See also the recent work due to A. Ambrosetti et al. [1] , where the existence of ground states with potentials vanishing at infinity a(x) and K(x), where f (x, t) = K(x)t p−1 and 2 < p < 2N/(N − 2), was studied. Problems involving potentials bounded away from zero and critical Sobolev exponent, precisely, when f (x, t) = g(x, t) + |t| 2 * s −2 t, 2 * s = 2N/(N − 2s), where g(x, t) have subcritical growth, we may refer to [26, 38, 39] and the references given there. In these works, it was crucial the presence of perturbation g(x, t) of the critical power |t| 2 * s −2 t. Moreover, it was assumed the following condition on the potential 0 < inf x∈R N a(x) < lim inf |x|→∞ a(x) which was introduced by P.L. Rabinowitz in [35] to study the local case of Eq. (P s ) (see also for the critical case [32] ). We cite [7, 11, 42] for works on local Schrödinger equations with nonlinearities of the pure critical power type (without subcritical perturbation term) and inverse square type potentials. For the fractional case we cite [14] , where it was studied the existence and qualitative properties of positive solutions.
Motivated by the above works, we study existence of nontrival solutions for Eq. (P s ) in several cases, which were not considered by the aforementioned papers. Our potential a(x) may change sign, can have singular points of blow up and even vanish, and the nonlinearity can be considered with subcritical or critical oscillatory growth. We prove some of our existence results by means of compactness of PalaisSmale sequences (for short PS sequences) of the associated functional at the mountain pass level.
In the subcritical case we assume a condition on a(x) which ensures the continuous embedding of the associated space of functions similar to [41] . Nevertheless differently from [41] , we do not impose assumption on a(x) to guarantee the compactness of the Sobolev embedding. To compensate, we ask that the limit of a(x), as |x| goes to infinity, exists and is positive, or alternatively, that a(x) is Z N -periodic. Moreover, by considering similar assumptions made in [10] , the potential does not need to be bounded from below by a constant. We also take account the case where the nonlinearity has oscillatory behavior and does not satisfy the typical assumption of Ambrosetti-Rabinowitz. Similar to [9] , the nonlinearity f (x, t) is supposed to has a periodic asymptote f P (x, t), which allows us to "transfer" the usual assumptions to it. Also we mention that we complement and improve some results in [9] , since we consider the fractional case and we do not require the monotonicity of t → f P (x, t)t −1 . In the critical case, inspired in some ideas contained in [7] , we treated in this work a class of potentials somehow different, since we consider a general class that include as a particular case the inverse fractional square potential a(x) = −λ|x| −2s , where 0 < λ < Λ N,s and Λ N,s is the sharp constant of the Hardy-Sobolev inequality, (1.1) Λ N,s
where Λ N,s is the sharp constant of this inequality. Further details about (1.1) can be found in [49] . Here we consider self-similar nonlinearities which generalize the idea of oscillations about the critical power |t| 2 * s −2 t, turning the approach by variational methods more involved. This class of functions were introduced in [16] and for the local case in [46] [47] [48] .
We are able to avoid the monotonicity of t → f P (x, t)t −1 by comparing the minimax level of the associated energy functional of Eq. (P s ) with the one of the associated limit problem. To this end we use a Pohozaev type identity and an appropriated concentration-compactness principle. The proof of this identity is essentially based in the use of the so called s-harmonic extension introduced by L. Caffarelli and L. Silvestre [4] and remarks contained in [17] and [24] , which allow us to "transform" the nonlocal problem (P s ) in a local one, from this we may apply a truncation argument. Our method of proof is more general than the usual one, in the sense that in our argument we do not have to study the behavior of solutions in the whole space R N ; and we also can consider singular potentials (see Proposition 6.11). It is worth to mention that the main difficulty to approach problem (P s ) using variational methods lies on the lack of compactness, which roughly speaking, originates from the invariance of R N with respect to translation and dilation and, analytically, appears because of the non-compactness of the Sobolev embedding. We are able to overcome this difficulty by relying in a concentration-compactness principle by means of profile decomposition for weak convergence in inhomogeneous fractional Sobolev spaces, which can be considered as extensions of the Banach-Alaoglu theorem (see Theorem 2.2) . This kind of results were considered in various settings, for instance we may cite the ones in [23, 34, 43] . It describes how the convergence of a bounded sequence fails in the considered space. Our approach in this matter was motivated by [8] and based in the abstract version of profile decomposition in Hilbert spaces due to K. Tintarev and K.-H Fieseler [48] . It seems for us that this approach is more appropriated to study existence of nontrival solutions for problems like (P s ), under our settings, then the usuals ones using P.-L. Lions concentration-compactness principle (see [21, Lemma 2.2] ).
Another important goal here is the study of the existence of ground states for (P s ), i.e., nontrivial solutions with least possible energy. We consider three cases: First when (P s ) is invariant under the action of translations in Z N (subcritical growth), second when (P s ) is invariant under dilations (critical growth), and third when the monotonicity of t → f (x, t)t −1 is considered. This paper is organized as follows. Sect. 2 is we have the description of the profile decomposition of bounded sequences in H s (R N ). In Sect. 3, we give some applications of the profile decomposition to study the existence of mountain-pass type solutions of (P s ) for the autonomous and non-autonomous cases. In Sect. 4, we state some basic results (without prove) on the fractional Sobolev spaces. In Sect. 5, we prove the abstract result stated in Sect. 2. In Sect. 6, we provide a suitable variational settings to prove our main results. More precisely, we describe the limit under the profile decomposition of the PS sequences at the mountain pass level of the Lagrangian of (P s ). We also prove that solutions for (P s ) in the autonomous case satisfy a Pohozaev type identity. Sections 7-10 are dedicated to the proof of our main results concerning the existence of mountain pass solutions of Eq. (P s ).
Profile Decomposition for weak convergence in fractional Sobolev spaces
Assume 0 < s < N/2 and let D s,2 (R N ) be the homogeneous fractional Sobolev space, which are defined as the completion of
The following result represents the results developed by K. Tintarev and K.-H Fieseler in [48] to obtain concentration-compactness by means of profile decomposition for bounded sequences in abstract Hilbert spaces, and was studied in [16, 34] for the fractional framework.
and the series in (2.1) converges uniformly in k. Furthermore, 1 ∈ N 0 , y
In [23] P. Gérard introduced this subject in a fractional framework. Theorem A can be used to prove the fractional version of Lions concentration-compactness principle due to G. Palatucci and A. Pisante [34, Theorem 5] . Indeed, Theorem A improves [34, Theorem 5] for the case Ω = R N , since the sums of Dirac masses that appear in this result comes from the profiles given in (2.1). The new notion of criticality introduced in [16] together with the concentration-compactness given in Theorem A can lead to a new way to approach nonlocal elliptic problems involving critical growth. For instance, it is usual to apply [34, Theorem 5] to study Eq. (P s ) considering nonlinearities of the type f (x, t) = K(x)|t| Remark 2.1. We can consider the closed subspace consisting of radial functions D s,2 rad (R N ) with w (n) = 0, for all n ∈ N 0 .
In this paper, we prove the inhomogeneous case of Theorem A, that is, for the space
s , in the case where N > 2s, and in L p (R N ), for 2 ≤ p < ∞, in the case where N = 2s. The following version of Theorem A will be used to study the existence of solutions of (P s ) for the case where f (x, t) has subcritical growth. Next we set 2 * s = ∞, when N = 2s.
(1) k = 0 and the series in (2.5) converges uniformly in k. Those profile decompositions for bounded sequence are unique up to a permutation of index, and constant operator (see [48, Proposition 3.4] ). Theorem 2.2 is the fractional counterpart of [48, Corollary 3.3] and it describes how bounded sequences in
s . This "error" of convergence is generated by the invariance of action of translations in H s (R N ). Moreover, it can be seen as an alternative result to a version of Lions Lemma of compactness, for H s (R N ), proved in [21, Lemma 2.2]. Also, we empathize that the profile decomposition of Theorem 2.2 is given by translations of the form u → u(· − y), y ∈ Z N and, differently from [34, Theorem 4 and Theorem 8], we also consider the limit case where s = N/2. Theorem 2.2 holds thanks to a cocompactness result contained in [8] , and using the abstract approach of [48] , considering H s (R N ), 0 < s ≤ N/2, as the starting Hilbert space.
Nonlinear fractional Schrödinger equation
3.1. Hypothesis. In order to describe our results in a more precisely way, next we state the main assumptions on the potential a(x) and the nonlinearity f (x, t). We always assume that 0 < s < min{1, N/2}. We denote by · p and · ∞ the norms of the spaces L p (R N ), 1 ≤ p < ∞ and L ∞ (R N ) respectively. |A| denotes the Lebesgue measure of the set A ⊂ R N .
3.1.1. Subcritical case. Let us first introduce the assumptions on a(
We also assume the following conditions on the nonlinear function f (x, t).
For a.e. x ∈ R N , the function t → f P (x, t)/|t|, is strict increasing in R.
Next we assume that f P (x, t) is independent of x and we denote by f ∞ (t) = f P (t).
We look for solutions in the Hilbert space H s V (R N ) defined as the completion of C ∞ 0 (R N ) with respect to the norm and scalar product
, and assuming (V 3 ) and (f 1 ) we can see that the functional associated with (P s ), I :
is well defined, belongs to
Thus critical points of I correspond to weak solutions of (P s ) and conversely. Consider the minimax level
Associated with the limit functions given in (V 4 ), (f 7 ), (f 9 ), we consider the C 1 functionals
where
Similarly, as in (3.1) and (3.2), we can define c(I P ), c(I ∞ ), Γ IP and Γ I∞ . Next we state the assumption on the minimax levels to guarantees compactness of the PS sequences at the mountain pass level of I.
In the autonomous case, f (x, t) = f (t), we consider the following variant of (f 3 ).
3.1.2. Critical case. Next we state our hypothesis on a(x) ≡ V (x), assuming that b(x) ≡ 0.
there exist the limits uniformly on every compact subset of R N ,
We assume the following conditions on the nonlinearity f (x, t).
f : R N × R → R is a Carathéodory function satisfying the growth condition,
there exist the following limits uniformly on every compact subset of R N ,
and the primitive F κ (t) satisfies (f
The function t → f κ (t) |t| is strict increasing for κ = 0, +, −.
which is equivalent to the standard one (see Proposition 6.1). Thus, the energy functional I * : D s,2 (R N ) → R given by
is well defined and is continuously differentiable provided that (f * 1 ) holds. We can define c(I * ) and Γ I * similarly as in (3.1) and (3.2), by just replacing
We use the next assumptions to compare certain minimax levels.
Assume (H * ). The first inequality in (H * ) is strict for a set of positive measure or
To study the autonomous case f (x, t) = f (t) we assume that the nonlinearity is self-similar,
3.2. Statement of the main existence results. We first state our results on the existence of ground states for Eq. (P s ) for subcritical and critical growth. (
Then, there is a radial minimizer w for
Furthermore, for any w minimizer of (3.3), there exists α > 0 such that u = w(·/α) is a ground state of (P s ) for a(x) = −λ|x| −2s .
Theorem 3.1 take into account the invariance of I under the action of translations and dilations in
, to obtain the concentration-compactness of Palais-Smale and minimizing sequences in each case respectively. These properties are sufficient to ensure existence of ground states of (P s ). Our results improve and complement [9] for the fractional framework, we consider potential a(x) and nonlinearity F (x, t) which can change sign. In Theorem 3.1 (ii), we do not require the AmbrosettiRabinowitz condition (f 2 ). Our argument to prove Theorem 3.1 (ii) involves a Pohozaev type identity, and as usual we require C 1 -regularity of f (t). 
Then c(I) =c(I) = c N (I).
Theorem 3.2 improves some results in [37] since we deal with the case where a(x) may changes sign and is not necessarily bounded from below, also with nonlinearity having the behavior at 0 described by (f ′ 1 ). Moreover, Theorem 3.2 proves the existence of ground state by replacing the aforementioned invariance by (3.4) . In fact, our results below give some conditions that guarantee existence of nontrivial weak solutions in H s V (R N ) at the mountain pass level. Our next results are on the existence of weak solutions of (P s ) at the mountain-pass level by using the concentration-compactnes principle.
hold; and additionally (f 7 ). Suppose also that a(x) and f (x, t) satisfy either one of the following conditions
at the mountain pass level, that is, I(u) = c(I). Moreover, under the assumptions of items (i) and (ii), any sequence
Theorems 3.1 (i) and 3.3 extend and complement some results of [9, 37, 47] for the fractional framework. In Theorem 3.3 the potential a(x) = V (x) − b(x) is not necessarily bounded from below and in Theorem 3.3 (ii) we do not ask (f 8 ) as it was made in these works.
Theorems 3.1 (ii) and 3.4 complement the study made in [7, 14] . Theorem 3.4 can be seen as a nonlocal version of [7, Theorem 5 .2], since we take into account that the critical nonlinearity is not autonomous. It also can be seen as a complement for many results in the literature about existence of nontrivial weak solution for Schrödinger equation involving critical nonlinearities and singular potentials (cf. [19, 20, 42, 45] and the references given there), because we consider a general class that include as a particular case the inverse fractional square potential (1.1).
Remark on the hypothesis.
Remark 3.5. Some comments on our assumptions are in order.
(i) Assumption (f 1 ) can be seen as a subcritical version of (f * 5 ) in the sense that it is oscillating about a subcritical power |t| p−2 t, 2 < p < 2 * s (see [47] for the local case). We can see that (f 1 ) holds if f (x, t) satisfies the following conditions:
(ii) Conditions (f 4 ) and (f 6 ) imply that (see
Note that this is a special case of (f 1 ), precisely when p ε = p. (iii) Assumption (f 2 ) is the Ambrosetti-Rabinowitz condition which implies the mountain pass geometry and the boundedness of PS sequences for the associated functional (see for instance [35] ). Conditions (f 4 )-(f 6 ) are an alternative for (f 2 ), and was first introduced in [13] for the local case. By similar arguments in [13] , (f 6 ) holds if we assume (f 4 ), (f 5 ) and that there exist p ∈ (2, 2 * s ) and c 1 , c 2 , r 1 > 0 such that
where 1 < ν < 2 if N = 1, and 1 < ν < N + p − pN/2s if N ≥ 2. (iv) In view of the boundedness of PS sequences, we separate our analysis for the subcritical case in two distinct situations:
The first one is associated to the case where f (x, t) has an oscillatory behavior around the subcritical power and the second one refers to the case where f (x, t) does not satisfy the Ambrosetti-Rabinowitz condition.
(v) In [9] , considering the local case of Schrödinger equations with asymptotically periodic terms, it was proved the mountain pass geometry assuming F (x, t) > 0 for all (x, t) ∈ R N × R and (f 4 ) instead of the classical Ambrosetti-Rabinowitz condition. Here, in this work, we have an improvement even to the local case because we assume (f 3 ) instead of assuming that F (x, t) > 0 for all (x, t) ∈ R N × R. (vi) Assumption (f 5 ) was used to prove the boundedness of PS sequences at the mountain pass level for the functional of Eq. (P s ). In [9] to prove similar result the author used the more restrictive condition
To study the existence of weak solutions of Eq. (P s ), we use (f 7 ), unlike the aforementioned papers, where the authors impose the more tight condition |f (x, 
-(iv). (xiii) Once the limits in (V
3 ) exist, to obtain compactness of PS sequences at the minimax levels we need to require the additional conditions over the minimax levels
. In fact, we do not believe that it is possible, in general, to achieve the compactness described in Theorems 3.3 and 3.4 without these conditions. This approach was introduced by P.-L. Lions in [28] [29] [30] [31] . (xiv) We also consider the case when (f 10 ), (f Remark 3.6. Under (V 4 ) and (f 7 ) the next conditions imply that (f 10 ) and (f ′ 10 ) hold:
Moreover, the first inequality holds strictly in some open interval contained the origin or the second one holds in a set of positive measure.
In Proposition 9.1 we proved the following estimates for the minimax levels, c(I) ≤ c(I P ) and c(I) ≤ c(I ∞ ). Moreover, we proved that under (H ), (f 10 ) and (f ′ 10 ) hold. We observe that on the corresponding assumption of Theorem 3.3, it is easy to see that (H ) imply that (3.5) is satisfied.
Example 3.7. Our approach include the following classes of potentials:
(i) For a potential satisfying assumption (V 2 ) and that is not bounded away from zero, consider
, where p ≥ 1 and O is a countable set, and suppose that Z = {x ∈ R N : V (x) = 0} = ∅ is a countable discrete set. (ii) Let V 0 (x) the potential given above. For a potential the changes sign and satisfies (V 2 ), consider a(x) ≡ V 0 (x) − ε, where 0 < ε < C V0 /2.
(iii) To study potential of the form a(x) = V (x) − b(x), taking 0 < δ < N/β, p > N/s and
, in view of (1.1), we can consider
Example 3.8. Hypotheses of Theorem 3.1-3.4 are satisfied by:
for t ≥ 0, and f (x, t) = −h(x, −t), for t < 0, where [u]
is a Hilbert space when endowed with the inner product
is a Hilbert space with norm and inner product
with bounded boundary and 0 < s < 1, the fractional Sobolev space is defined as
Moreover, we have the continuous embedding
s , for 0 < s < N/2, and the following compact embedding (see [12, Section 7] ),
Thus, any bounded sequence in H s (R N ) has subsequence that converges strongly in L p (Ω), 1 ≤ p < 2 * s , for any compact set Ω of R N . The Plancherel Theorem also gives the next identity, , where β(N, s) is such that R N P s (x, 1) dx = 1 and 0 < s < 1.
Considering the standard notation R
). Moreover, w satisfies in the distribution sense
where κ s = 2 1−2s Γ(1 − s)/Γ(s), and Γ is the gamma function. Precisely, for R > 0, (4.6)
2 , y = 0} and the right-hand side of (4.6) is in the trace sense for ϕ (for details on the trace operator see [33] ). More generally, given g :
if we have (4.8)
is a weak solution of (4.7) for all R if, and only if, u is a weak solution of (P s ).
Remark 4.1. Using the s-harmonic extension, it can be proved the existence of nonnegative weak solutions of (P s ) if f (x, t) ≥ 0 for all t ≥ 0 and a.e. x in R N . For that one can consider the truncationf (
and that (f 1 ) and (V 2 ) hold true with b(x) ≡ 0. Thus for u a weak solution of (P s ), with f (x, t) replaced byf (x, t), we have that u is also a weak nonnegative solution for (P s ). To see that, let
) and verifies |∇ξ n (z)| ≤ C and |z||∇ξ n (z)| ≤ C, ∀ z ∈ R N +1 . By a density argument, we can take ϕ = ξ n w − in (4.8), where w − (z) = min{w(z), 0}. Since w − (z) = E s (u − ), we have
applying the Lebesgue Theorem and (4.5) we get u − 2 V = R Nf (x, u)u − dx = 0, thus u − = 0. If u has sufficient regularity one can show that u is positive, by applying the maximum principle as described in [40] . In order to regularize solutions of Eq. (P s ), we can follow [37, Section 6].
Proof of Theorem 2.2
We shall prove the profile decomposition for bounded sequences in H s (R N ), 0 < s ≤ N/2. To achieve that we start by considering 
which leads to a contradiction with the assumption that u = 0. Conversely, assume that |y k | → ∞. Again, by density argument we may assume u ∈ C ∞ 0 (R N ), and using [16, Lemma 5.2] we obtain that
We complement [8] 
Thus, using Hölder inequality in the L 2 term of the inner product of 
Variational settings
In this section we have the basic background to apply variational argument to study (P s ).
Proof. Let us prove first that there exists a positive constant C such that
In fact, on the contrary, there would exist a sequence (ϕ n ) in 
, from this we derive
. Moreover, the norms · and · V are equivalent. Consequently, the path λ u (t) := u(·/t), t ≥ 0 belongs to
Indeed, there is a ball B R1 with center at the origin such that 
, then I possess the mountain pass geometry. Precisely,
(ii) There exist r, b > 0 such that I(u) ≥ b, whenever u V = r; (iii) There is e ∈ H s V (R N ) with e V > r and I(e) < 0;
In particular 0 < c(I) < ∞.
and by assumption (f 3 ) we have
with 2 < 2β/(β − 1) < 2 * s , by (f 1 ) and (V 3 ), for any ε we get
where C 2 , C 2 * s and C pε are positive constants given in Proposition 6.1. This allows to consider ε such that the first term in the right-hand side of (6.2) is positive, once u V is taken small enough. Hence there exists r > 0 such that I(u) > 0 provided that u V = r. Since (f 2 ) is equivalent to d/dt(F (x, t)t −µ ) ≥ 0, for t > 0, we have
Hence, as t → ∞,
Now suppose that (f 4 ) holds. By Remark 3.5-(ii) we can argue as above to conclude the existence of r > 0 such that I(u) > 0 wherever u V < r. Given R > 0, there exists t R > 0 such that
where K t = (R N \ A(R, t)) ∩ supp(v). Using Remark 3.5-(ii), for each t > 0, we get that
where C > 0 does not depend in x and t. Consequently, for any x ∈ supp v, F (x, tv)X Kt (x) → 0, as t → ∞, where we have used that, for any
where X A denotes the characteristic function of the set A. Thus Dominated Convergence Theorem implies that the first integral in the right-hand side of inequality (6.3) goes to zero as t goes to infinity. By the same reason, we also have lim t→∞ A(R,t)
In particular, there exists a positive number t 0,R such that
Replacing (6.4) in (6.3) we have for R sufficiently large, (ii) If f (x, t) ≡ f (t), the mountain pass geometry can be proved by replacing (f 3 ) by (f ′ 3 ). In fact, let ξ R as in the proof of Lemma 6.3 and define η R (x) = ξ R (|x|). Then, as in [15, Remark 2.8], we have
Thus there exist positive constants C 1 and C 2 such that for R large,
The mountain pass geometry now follows as in the proof of Lemma 6.3.
(iii) If f (x, t) satisfies (f 1 ) and either (f 2 )-(f 3 ) or (f 4 ); and additionally (f 7 ). Suppose also that a(x) and f (x, t) fulfills (V 2 )-(V 4 ) and (f 9 ), respectively. Then the limiting functional I ∞ has the mountain pass geometry. In fact, (f 9 ) together with [16, Lemma 8.3] implies that λ u (t) := u(·/t), t ≥ 0, belongs to Γ I∞ , where u ∈ H s (R N ) is such that (6.5)
As in Remark 6.4-(ii), we can see that there exists ϕ 0 ∈ C ∞ 0 (R N ) satisfying (6.5) and
Moreover, I(u) > 0 if u V = r, for r > 0 small enough (see proof of Lemma 6.3). (iv) Under the assumptions of Lemma 6.3, and if F (x, t) > 0 for a.e. x ∈ R N and t = 0, then, for any u ∈ H s V (R N ) \ {0}, ζ(t) = tu belongs to Γ I . In fact, in the proof of Lemma 6.3 replacing v by u and considering the same notations,
which enables us to proceed as in (6.4) to get for R is large
Moreover, assuming (3.4) we can infer that ζ(t) has a unique critical point.
From the previous results the existence of bounded PS sequence at the mountain pass level 
We can use an indirect arguments to prove that lim
V dx = 0, which by (V 3 ), leads to the following contradiction,
we are going to prove that for 0 < ε < 1, there exist k ε , a ε , b ε such that (6.6)
In order to do that, we first make some estimates involving F (x, t). Define g(r) = inf F (x, t) : x ∈ R N , |t| > r , which is positive and goes to infinity as r → ∞. Indeed, thanks to (f 5 ) and (f 6 ), we have
Consequently, by (f 4 ), we obtain that F (x, t) → ∞, as |t| → ∞, uniformly in x. Due to (f 5 ), we also can define the positive number m b a = inf F (x, t)/t 2 : x ∈ R N , a ≤ |t| ≤ b . Using these notations, we see that there exists k 0 such that
in particular,
On the other hand, it follows that (6.9)
We now pass to prove the estimate (6.6). By (f 4 ), there exists a ε > 0 such that |f (x, t)| < ε|t|, a.e. x ∈ R N , provided that |t| < a ε .
Thus, using (6.9) we have
ε .
Taking 2q 0 := 2p 0 /(p 0 − 1) and using (f 6 ), (6.8) we have
Using (f 4 ) we get that |f (x, u k )| ≤ C ε |u k |, a.e. x ∈ Ω k (a ε , b ε ), for C ε > 0 which does not depend on k and x. Thus,
where k
ε > k 0 is obtained from (6.9).
6.1. Behavior of weak profile decomposition convergence under nonlinearities. We now pass to describe the limit of the profile decomposition (Theorem 2.2) for bounded sequences of the associated functional.
, for some p ∈ (2, 2 * s ), up to subsequence, we have
, for some 2 < p < 2 * s , then, up to a subsequence,
. This follows by a interpolation inequality, if
On the other hand, by (4.3) and Proposition 6.1, u ∈ H s V (R N ) and
The first integral can be estimated by Hölder inequality as follows
For the second one, consider
and
, we may apply the Dominated Convergence Theorem to conclude
On the other way, lim sup
where C > 0 does not depend in ε and k. Since ε is arbitrary, (6.10) holds. Now, let us prove (6.11). Choose (
Thus it suffices to prove that (6.12) lim
Thus, we may apply the Mean Value Theorem to get (6.13)
G is bounded in B ∩ E, which allows us to take u =ū k and v =v k in (6.13) to get (6.12).
The next result is the nonlocal version of [48, Lemma 5.1] and it is a generalization of the Brezis-Lieb Lemma.
Proposition 6.7. Assume that f (x, t) satisfies (f 1 ) and (f 7 ). Let (u k ) ⊂ H s (R N ) be a bounded sequence and (w (n) ) n∈N0 in H s (R N ), given by the Theorem 2.2. Then
Proof. By the Proposition 6.6 the functional Φ(u) :
, is uniformly continuous in bounded sets of L p (R N ), for any 2 < p < 2 * s . Thus, by (2.4) and (2.5),
By the uniform convergence in (2.5) we can reduce to the case N 0 = {1, . . . , M }. Thus taking Φ P (u) :=
, it follows from (f 7 ) and Dominated Convergence Theorem that
It remains to prove that (6.14) lim
Since Φ is locally Lipschitz using a density argument, we can assume that
k )) = ∅, for m = n and k large enough, which implies that (6.14) holds, since for k large enough,
Corollary 6.9. Let u k ⇀ u in H s (R N ) and F (x, t) as in Corollary 6.8 then, up to a subsequence,
Proof. Since w (1) = u, following the proof of Proposition 6.7, we obtain (6.16) lim
Taking the difference between (6.15) and (6.16) we get the desired convergence.
The following result, is a generalization of Fatou Lemma, or alternatively, that the functional u → R N V (x)u 2 dx is sequentially weakly lower semicontinuous with respect to the profile decomposition of Theorem 2.2. Moreover, it is a complement to Proposition 6.7.
Proposition 6.10. Suppose that a(x) ≡ V (x) ≥ 0 and that (V 2 ) holds true. Let (u k ) be a bounded sequence in H s (R N ) and (w (n) ) n∈N0 given in Theorem 2.2.
(ii) Under (V 4 ) we obtain,
Proof. We just prove the second inequality, the first one follows by a similar argument.
(6.17)
where with the notation
We proceed as in the proof of the iterated Brezis-Lieb Lemma [8, Proposition 6.7] . We start by checking that (6.17) holds for m = 2. In fact, by Proposition 6.1, up to a subsequence, the classical Brezis-Lieb Lemma and assertion (2.3) implies that (6.18)
consequently and by the same reason,
Replacing identity (6.19) in (6.18), we obtain (6.17) for m = 2. We shall now prove that (6.17) holds for m + 1 provided that it is true for m. Indeed, arguing as above,
Applying the induction hypothesis in (6.20) we obtain (6.17). 
Proof. We first prove the local regularity of u.
where a(x) = a(x + x 0 ). Taking r small enough, the ball B N r does not contains any point of discontinuity of a(x) and so
This enables us to proceed as in [16, Proposition 4.2] , to conclude that u ∈ L p (B N r ), for all p ≥ 1. Moreover, since
we can use the results of [24] (see also [16 
, where w is the s-harmonic extension of u and ∇ x w = (w x1 , . . . , w xN ). Since x 0 is arbitrary, w,
Then, for n large enough, ξ n ∈ C ∞ 0 (R N ) and verifies |z||∇ξ n (z)| ≤ C, ∀ z ∈ R N +1 , for some C > 0. From now on the proof follows the same arguments of [16, Proposition 4.3 ] .
Remark 6.12. In previous the proof we have applied [24, Theorem 2.15] and for that it was crucial that a(x) is a continuously differential function in R N \ O.
Next we have non-existence results, complementing the discussions made in [18] .
and either one of the conditions are satisfied,
where O is a finite set, 2sa(x) + ∇a(x), x > 0 for all x in a non-zero measure domain and 2 *
where O is a finite set, a(x) > 0, ∇a(x), x > 0 for all x in a non-zero measure domain and there exists 0 < δ ≤ 2, such that δF (t) ≥ f (t)t, for all t ∈ R; or (iii) a(x) ≡ a 0 > 0 constant and there exists 0 ≤ δ ≤ 2s/(N − 2s), in a such way that 2 * s F (t) ≤ f (t)t + δa 0 t 2 , for all t ∈ R; (iv) a(x) ≡ 0 and there exists 0 < p < 2 * s such that pF (t) ≥ f (t)t for all t ∈ R.
Proof. (i) Applying Proposition 6.11, we get
Using that I ′ (u) · u = 0, we obtain u ≡ 0, since
(ii) Using again Proposition 6.11 we obtain that
which implies that
from this we get u ≡ 0.
(iii) Once more we can use Proposition 6.11 to get
In particular u ≡ 0.
(iv) Proposition 6.11 implies that u ≡ 0, since 
which is a contradiction, with c(I) > 0. Thus, there must be at least one nonzero w (n) . Moreover, we have that each w (n) is a critical point of I. In fact, up to a subsequence, we can take
where σ ′ = σ/(σ − 1) and ϕ ∈ C ∞ 0 (R N ), which can be done thanks to Proposition 6.1. Thus
which together with by the Dominated Convergence Theorem implies
By the same reason and (f 1 ), up to a subsequence we have,
Consequently we may pass the limit in
to conclude that I ′ (w (n) ) = 0, for all n ∈ N 0 . In particular, we get that
, is nonnegative. We are going to prove that is G S is attained and is positive. Let (u k ) be a minimizing sequence for G S , that is I(u k ) → G S and I ′ (u k ) = 0. Arguing as in Proposition 6.5 we obtain that (u k ) is bounded. Suppose by contradiction that w (n) = 0 for all n ∈ N 0 . In this case we have G S > 0, otherwise, if G S = 0, then using (7.1) we would conclude that u k V = o(1), and at the same time,
where C 2 , C 2 * s , C pε > 0 are the constants given in Proposition 6.1. In particular,
, ∀ k ∈ N, which, by taking ε small enough, would lead to a contradiction with the fact that u k V = o(1). In view of that, in any case, we can argue as above to conclude that there must be a nonzero w (n0) which is a critical point of
where we have used (f 2 ) or (f 5 ) to ensure that
Thus, once again using (f 2 ) or (f 5 ), we can see that G S = I(w (n0) ) > 0. (ii) From Proposition 6.1, the norm
is equivalent with respect to the norm [ · ] s in D s,2 (R N ). Let (u k ) be a minimizing sequence for I λ , and for each k, let u * k be the Schwarz symmetrization of u k . Applying the fractional Polya-Szegö inequality (see [3, Theorem 3] ), for each k,
rad (R N ) and is also a minimizing sequence for (3.3). Now observe that ||| · ||| λ is invariant with respect to the action of dilations given in Theorem A, more precisely,
and satisfies the homogeneity property, |||u(·/δ)||| 
Consequently, using (f 2 ) or (f 5 ) to get I(w (n) ) ≥ 0, we conclude that c(I) = G S . (ii) If we consider the infimum (3.3) defined over D s,2 rad (R N ), by Remark 2.1 we can obtain concentration-compactness of the minimizing sequences as described in [16, Theorem 3.4] . More precisely, for any minimizing sequence (u k ) of (3.3), there exists a sequence (j k ) in Z such that the sequence (γ
rad (R N ), whose the limit is a minimizer of (3.3) in D s,2 rad (R N ). (iii) In the context of the proof of Theorem 3.1 (ii), assume that F (t) ≥ 0 for all t ≥ 0. Since ||||u k |||| λ ≤ |||u k ||| λ , without loss of generality we can assume that each u k is nonnegative. In this case, the obtained minimizer for (3.3) is nonnegative.
Proof of Theorem 3.2
Proof. As mentioned, we prove Theorem 3.2 by using the Nehari manifold method (see [44] ). For convenience of the reader the proof will be divided into several steps.
Step 1. For each u ∈ H s V \ {0} there exists a unique τ (u) > 0 such that τ (u)u ∈ N and max t≥0 I(tu) = I(τ (u)u). In particular N = ∅. To see that the function h u (t) = I(tu), t > 0, has a maximum point t u , we proceed in a similar way as in the Remark 6.4-(iv). Moreover, h ′ (t u ) = 0, if and only if t u u belongs to N and
By (3.4) the right-hand side of the above identity occurs at most one point. Thus there is a unique maximum point τ (u) = t u for the function h u (t).
Step 2. The function τ : H 
Using that F (x, t) > 0 and (f 2 ) we have F (x, t) ≥ C 1 |t| µ − C 2 t 2 , for a.e. x ∈ R N and ∀ t ∈ R. Thus, from identity (8.1) we obtain that
Moreover, since u = 0, u n > C > 0, ∀n. Thus (τ (u n )) is bounded. We next prove that any subsequence of (τ (u n )) has a convergent subsequence with the same limit τ (u), thus τ (u n ) → τ (u). It is clear that for a subsequence τ (u n ) → t 0 > 0. In fact, using (f 1 ), (V 3 ) and (8.1),
From which, we obtain
which implies t 0 > 0, by taking ε small enough. Thus we may apply the Dominated Convergence Theorem in (8.1) to conclude that t 0 = τ (u) and the continuity of the function τ. Using (8.1) to compute τ (u/ u V ) we obtain that
which by uniqueness gives τ (u/ u V ) = τ (u)u. Consequently the inverse of η is the retraction map given by ̺ : N → S, ̺(u) = u/ u V .
Step 3. N is away from the origin, that is, there is
Step 4. For all ζ ∈ Γ I we have that ζ([0, ∞)) ∩ N = ∅. Let us suppose that this assertion is false, that is, there exists ζ 0 ∈ Γ I which does not intercepts N in any point. Let t 0 > 0 such that I(ζ 0 (t 0 )) < 0 and ζ 0 (t) = 0, for all (0, t 0 ]. We prove now that τ (ζ(t)) > 1 for all t ∈ (0, t 0 ]. In fact, by continuity, there is δ > 0 such that ζ 0 (t) < R N , for all t ∈ [0, δ]. We also have that τ (ζ 0 (t))ζ 0 (t) V > R N , which implies τ (ζ 0 (t)) > 1, for all t ∈ (0, δ]. The continuity of τ (t) and the fact that ζ 0 (t) ∈ N , for all t, allows us to choose δ = t 0 . On the other hand, by (f 2 ) and (3.4),
In particular, 0 < h ζ(t0) (1) = I(ζ 0 (t 0 )), which is a contradiction with the choice of ζ 0 (t 0 ).
Step 5. c N (I) =c(I). In fact, since η S is a homeomorphism, we havec(
Step 6.c(I) = c(I). Given u ∈ H s V \{0}, define the path ζ(t) = tt 0 u, where t 0 > 0 is chosen in such way that I(t 0 u) < 0. Then, by Remark 6.4-(iv), it is easy to see that ζ ∈ Γ I and max t≥0 I(tu) = max t≥0 I(ζ(t)) ≥ c(I). Consequently c(I) ≤c(I). On the other hand, given ζ ∈ Γ I , there exists t 0 such that ζ(t 0 ) belongs to N . Thus, max t≥0 I(ζ(t)) ≥ I(ζ(t 0 )) ≥ c N (I) =c(I). Since ζ ∈ Γ I is arbitrary, c(I) ≥c(I). 
Proof of Theorem 3.3
Before the proof of Theorem 3.3, to complement our discussion, we are going to compare the minimax level of limit functionals I P and I ∞ with the minimax level of the energy functional I associated with Eq. (P s ). Some arguments used to prove this result of comparison are used in the proof of Theorem 3.3.
Then c(I) ≤ c(I P ). Alternatively, if instead of the last set of hypothesis we assume that V (x) ≥ 0, b(x) has compact support, (V 2 )-(V 4 ) and (f 9 ), then c(I) ≤ c(I ∞ ). Moreover, under these conditions, if we assume (H ), then (f 10 ) and (f ′ 10 ) holds true respectively for each considered case.
be a nonnegative (see Remark 4.1) nontrivial weak solution for (−∆) s u + V (x)u = f P (x, u), at the mountain pass level for I P , that is, I P (u) = c(I P ). For each k, we define the path ζ k (t) = tu(· − y k ), t ≥ 0. where (y k ) is taken such that |y k | → ∞. The idea is to prove that
In fact, taking into account that I and I P are locally Lipschitz sets of
) and the following estimate
by using a density argument we get that lim k→∞ I(ζ k (t)) = I P (tu), uniformly in compact sets of R. Consequently we may proceed as in [16, Proposition 9.1] . First note that
In particular,
Thus, using either (f 1 )-(f 3 ) or (f 3 )-(f 6 ) and the arguments of Remark 6.4-(iv), we see that, for k large enough, ζ k belongs to Γ I . As a consequence, there exists t k > 0 such that I(ζ k (t k )) = max t≥0 I(ζ k (t)) > 0. We claim that (t k ) is bounded. In fact, assume by contradiction that up to a subsequence t k → ∞. Thus, by the arguments of Remark 6.4-(iv) we get
which leads to a contradiction with the fact that I(ζ k (t k )) > 0 for all k. Therefore, up to a subsequence, t k → t 0 , and thus lim k→∞ max t≥0 I(ζ k (t k )) = I P (t 0 u), which leads to (9.1).
(ii). The second case is proved in a similar way. Let w ∈ H s V (R N ) = H s (R N ) be a nontrivial weak solution for the equation (−∆) s w + V ∞ w = f ∞ (w), at the mountain pass level, more precisely, I ∞ (w) = c(I ∞ ). For each k, define the path λ k (t) = w ((· − y k )/t) , t ≥ 0. where (y k ) is chosen in a such way that |y k | → ∞. As before, we consider the estimate
and the fact that I and I ∞ are Lipschitz in bounded sets of H s (R N ) to obtain, by a density argument, that lim k→∞ I(λ k (t)) = I ∞ (w(·/t)), uniformly in compact sets of R. We also have that the path λ k belongs to Γ I , for k large enough. In fact, assuming the contrary, we would obtain k 0 and a sequence t n → ∞ such that I(λ k0 (t n )) > 0, for all n. On the other hand, we have that
which leads to the contradiction I(λ k0 (t n )) < 0, if n large enough. Let t k > 0 such that I(λ k (t k )) = max t≥0 I(λ k (t)) > 0. We claim that (t k ) is bounded. On the contrary,
which is impossible. Thus, up to a subsequence, t k → t 0 and lim k→∞ max t≥0 I(λ k (t)) = I ∞ (w(·/t 0 )). As a consequence, c(I) ≤ lim k→∞ max t≥0 I(λ k (t k )) ≤ max t≥0 I ∞ (w(·/t)) = c(I ∞ ), where we have used Corollary 6.13 to conclude that t = 1 is the unique critical point of I ∞ (w(·/t)). Now assume (H ). Considering the above discussion, for each case respectively, we have for k large enough.
In order to prove our existence result without use the compactness conditions (f 10 ) and (f I P (w (n) ).
We claim that the terms on the right-hand side of (9.2) are nonnegative. Indeed, following as in the proof of Theorem 3.1 w (1) and w (n) , n ≥ 2, are critical points for I and I P , respectively. In view of that, (f 2 ) or (f 5 ) implies that I(w (1) ) ≥ 0 and I P (w (n) ) ≥ 0, n ≥ 2, respectively. On the other hand, Remark 6.4-(iv) guarantees that ζ (n0) (t) = tw (n0) ∈ Γ IP and c(I P ) < I P (w (n0) ). This, together with (9.2) and (f 10 ) leads to a contradiction.
(ii) Following the proof of Theorem 2.2, we can replace · by the equivalent norm · V∞ in assertions (2.2)-(2.5). Consequently, by (2.4), Propositions 6.7 and 6.10, up to a subsequence, I ∞ (w (n) ).
Thus, it suffices to prove that the right-hand side of (9.3) is non-negative and I ∞ (w (n) ) ≥ c(I ∞ ), ∀ n ≥ 2. In fact, c(I) ≥ I(w (n0) ) ≥ c(I ∞ ), which leads to a contradiction with (f 10 ). To do this, we prove that w (1) and w (n) are critical points for I and I ∞ respectively, n ≥ 2. Let ϕ ∈ C ∞ 0 (R N ) and h (n) ∈ L 2 * s −1 (supp(ϕ)) as in (7.2) . By (V 4 ) and (2.3), there exists k 0 = k 0 (ϕ) such that V (x+y (n) k ) < 1+V ∞ , ∀ k > k 0 , x ∈ supp(ϕ) and n ≥ 2. Thus, Consequently, taking the limit in
we deduce that I ′ (w (1) ) = 0 and I ′ ∞ (w (n) ) = 0, n ≥ 2. Using (f 2 ) or (f 5 ) we get that I(w (1) ) ≥ 0 and I ∞ (w (n) ) ≥ 0, n ≥ 2. Finally, define λ (n0) (t) = w (n0) (·/t), t ≥ 0. By Corollary 6.13,
which together with Remark 6.2 implies that λ (n0) ∈ Γ I∞ . Corollary 6.13 gives that t = 1 is the unique critical point of I ∞ (λ (n0) (t)). Thus, c(I ∞ ) < max t≥0 I ∞ (λ (n0) (t)) = I ∞ (w (n0) ), a contradiction. (iii) Finally, assume (3.5) instead of (f 10 ) and (f ′ 10 ). Consider the existence of w (n0) = 0, n 0 ∈ N 0 , and the paths ζ (n0) and λ (n0) as above. Taking account the above discussion, by estimates (9.2) and (9.3), for each case we have c(I) ≤ max t≥0 I(ζ (n0) (t)) ≤ max t≥0 I P (ζ (n0) (t)) = I P (w where we have used (3.5) to ensure that the paths ζ (n0) and λ (n0) belongs to Γ I . Thus, we have that the minimax level c(I) is attained and we can apply [27, Theorem 2.3 ] to obtain the existence of a critical point u for I λ with I λ (u) = c(I λ ). If there is no w (n) = 0, n ∈ N 0 , (which is the case where strict inequalities occurs) we can obtain that u k → w (1) , up to a subsequence.
Proof of Theorem 3.4
Proof. The proof will be divided into three steps. We first assume (H * In order to prove this, first consider the operator
For each n ∈ N * , let (ϕ
in a finite subset M * = {1, . . . , M } of N * , we have
We are now going to study the limit in (10.2). Taking 
