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Abstrat
The poster presents an analyti formalism desribing metri prop-
erties of undireted random graphs with arbitrary degree distributions
and statistially unorrelated (i.e. randomly onneted) verties. The
formalism allows to alulate the main network harateristis like:
the position of the phase transition at whih a giant omponent rst
forms, the mean omponent size below the phase transition, the size
of the giant omponent and the average path length above the phase
transition. Although most of the enumerated properties were previ-
ously alulated by means of generating funtions, we think that our
derivations are oneptually muh simpler.
A poster presented at Midterm Conferene COSIN -
Conferene on Growing Networks and Graphs
in Statistial Physis, Finane, Biology and Soial Systems,
Roma 1-5 September 2003.
1 Introdution
Let us start with the following lemma.
1
Lemma 1 If A1, A2, . . . , An are mutually independent events and their prob-
abilities fulll relations ∀iP (Ai) ≤ ε then
P (
n⋃
i=1
Ai) = 1− exp(−
n∑
i=1
P (Ai))− q, (1)
where q <
∑n+1
j=0 (nε)
j/j!− (1 + ε)n and may be negleted in the limit of large
n.
The omplete proof of the Lemma is given in [1℄. In the ourse of the
presentation, we will take advantage of the Lemma several times.
A random graph with a given degree distribution P (k) is the simplest
network model [2℄. In suh a network the total number of verties N is xed.
Degrees of all verties are independent, identially distributed random inte-
gers drawn from a speied distribution P (k) and there are no vertex-vertex
orrelations. Beause of the lak of orrelations the probability that there
exists a walk of length x rossing index-linked verties {i, v1, v2 . . . v(x−1), j}
is desribed by the produt p˜iv1 p˜v1v2|iv1 p˜v2v3|v1v2 . . . p˜v(x−1)j|v(x−2)v(x−1) , where
p˜ij =
kikj
〈k〉N (2)
gives a onnetion probability between verties i and j with degrees ki and
kj respetively, whereas
p˜ij|li =
(ki − 1)kj
〈k〉N (3)
desribes the onditional probability of a link {i, j} given that there exists
another link {l, i}. Taking advantage of the Lemma 1 one an write the
probability p+ij(x) of at least one walk of length x between i and j
p+ij(x) = 1− exp[−
N∑
v1=1
N∑
v2=1
. . .
N∑
v(x−1)=1
p˜iv1 . . . p˜v(x−1)j|v(x−2)v(x−1)]. (4)
Putting (2) and (3) into (4) and replaing the summing over nodes indexes
by the summing over the degree distribution P (k) one gets:
p+ij(x) = 1− exp
[
−kikj
N
〈k(k − 1)〉x−1
〈k〉x
]
. (5)
2
2 Random graphs below the perolation
threshold - the mean omponent size
Aording to (5), the probability that none among the walks of length x
between i and j ours is given by
p−ij(x) = 1− p+ij(x) = exp
[
−kikj
N
〈k(k − 1)〉x−1
〈k〉x
]
(6)
and respetively the probability that there is no walk of any length between
these verties may be written as
p−ij =
∞∏
x=1
p−ij(x) =
∞∏
x=1
exp
[
−kikj
N
〈k(k − 1)〉x−1
〈k〉x
]
=
= exp
− kikj〈k〉N
∞∑
y=0
(〈k2〉
〈k〉 − 1
)y . (7)
The value of p−ij strongly depends on the ommon ratio of the geometri
series present in the last equation. When the ommon ratio is greater then
1 i.e. 〈k2〉 ≥ 2〈k〉 random graphs are above the perolation threshold. The
sum of the geometri series in (7) tends to innity and p−ij = 0. Below the
phase transition, when 〈k2〉 < 2〈k〉, the probability that the nodes i and j
belong to separate lusters is given by
p−ij = exp
[
− kikj
N
1
(2〈k〉 − 〈k2〉)
]
(8)
and respetively the probability that i and j belong to the same luster may
be written as
p+ij = 1− p−ij = 1− exp
[
− kikj
N
1
(2〈k〉 − 〈k2〉)
]
. (9)
Now, it is simple to alulate the mean size of the luster that the node
i belongs to. It is given by
〈s〉(ki) =
∑
kj
P (kj)p
+
ij + 1 ≃
〈k〉
2〈k〉 − 〈k2〉ki + 1. (10)
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Figure 1: Average size of the omponent that a node i with degree ki belongs
to. Satter plots represent numerial data, whereas solid lines represent the
predition of Eq. (10).
Note, that the mean size of the omponent that a node i belongs to, is
proportional to degree ki of the node (see Fig. 1). The last transformation in
(10) was obtained by taking only the rst two terms of power series expansion
of the exponential funtion in (9). Averaging the above expression (10) over
all nodes in the network one obtains the well-known formula [2℄ for the mean
omponent size in random graphs below the phase transition
〈s〉 = 1 + 〈k〉
2
2〈k〉 − 〈k2〉 . (11)
As in perolation theory [7℄, the mean luster size diverges at
〈k2〉 = 2〈k〉, (12)
signifying that the expression (12) desribes the position of the perolation
threshold in random graphs with arbitrary degree distributions [2, 3, 4℄.
4
3 Random graphs above the perolation
threshold - the size of the giant omponent
When 〈k2〉 > 2〈k〉 the giant omponent (GC) is present in the graph. The
size of the giant omponent NGC sales as the size of the graph as a whole N .
Its relative size S = NGC/N (i.e. the probability that a node belongs to GC)
is an important quantity in perolation theory and is often identied as the
order parameter. Here we demonstrate how to alulate the size of the giant
omponent in undireted random graphs. The underlying onept, how to
alulate S, is losely related to the method of alulating S in Cayley tree
presented in [7℄.
At the beginning, we deal with lassial random graphs of Erdös and
Rényi, then we generalize our derivations for the ase of random graphs with
arbitrary degree distributions and we show that our derivations are onsistent
with the formalism based on generating funtions that was introdued by
Newman et al. [2℄.
3.1 The giant omponent in lassial random graphs
of Erdös and Rényi
In general terms, lassial random graphs onsist of a xed number of verties
N , whih are onneted at random with a xed probability p [5℄.
Let us all R the probability that an arbitrary node i is onneted to
the giant omponent through a xed link {i, j}, where j is another arbitrary
node. Sine every node in the graph may have N − 1 ≃ N links and all
nodes are equivalent, the formula for R may be written as the produt of
the probability of a link {i, j} and the probability that at least one of N
possible links emanating from j onnets j to the giant omponent. Taking
advantage of the Lemma 1 one an write
R = p (1− exp[−RN ]). (13)
This self-onsisteny equation for R has one or two solutions, depending
on whether a graph is below (pN < 1) or above (pN > 1) the phase transition.
Graphial solution of the equation (13) shown at Fig. 2 presents the easiest
way to obtain a qualitative understanding of perolation transition in lassial
random graphs.
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Figure 2: Graphial solution of the equation (13).
The probability that an arbitrary node i belongs to the giant omponent
is equivalent to the probability that at least one of N possible links onnets
i to GC. Again, taking advantage of the Lemma 1. one gets
S = 1− exp[−RN ]. (14)
Comparing both relations (13) and (14) it is easy to see that R = pS and
the expression (14) for the giant omponent in lassial random graphs may
be rewritten in the form
S = 1− exp[−〈k〉S], (15)
where 〈k〉 = pN . Fig. 3 presents the predition of the Eq. (15) in omparison
with numerially alulated sizes of the giant omponents in lassial random
graphs.
It is neessary to stress that both equations (13) and (14) are well-known
and have been independently derived using dierent methods by Newman et
al. [2℄ and Molloy and Reed [6℄.
6
3.2 The giant omponent in random graphs
with arbitrary degree distributions P (k)
In the ase of lassial random graphs all verties have been onsidered as
equivalent. It is not aeptable in the ase of random graphs with a given
degree distribution P (k), where eah node i is haraterized by its degree ki.
Here, we all R∗ the probability that following arbitrary diretion of a
randomly hosen edge we arrive at the giant omponent. In fat, we know
that following an arbitrary edge we arrive at a vertex i with degree ki. The
probability that i is onneted to GC is 1 − (1 − R∗)ki−1. The notation
expresses the probability that at least one of ki − 1 edges emanating from i
and other than the edge we arrived along onnets i to the giant omponent1.
Now, it is simple to write the self-onsisteny ondition for R∗
R∗ =
∑
ki
(
1− (1− R∗)ki−1
)
Q(ki), (16)
where Q(ki) = kiP (ki)/〈k〉 desribes the probability that an arbitrary link
leads to a node i with degree ki. As in the ase of lassial random graphs
the equation (16) an be solved graphially, signifying that the nontrivial
solution (i.e. R∗ 6= 0) of the equation (16) exists only for random graphs
above the perolation threshold 〈k2〉 > 2〈k〉.
Knowing R∗, it is simple to alulate the relative size S of the giant
omponent in random graphs with arbitrary degree distribution P (k). S
is equivalent to the probability that at least one of k links attahed to an
arbitrary node onnets the node to the giant omponent
S =
∑
k
(
1− (1− R∗)k
)
P (k). (17)
It is easy to show that both equations (17) and (16) are ompletely equiva-
lent to equations derived by Newman et al. by means of generating funtions
S = 1−G0(v), (18)
where v is the solution of equation given below
v = G1(v). (19)
1
We do not here take advantage of the Lemma 1 beause of it works well the limit
of large number of independent events n ≫ 1. In the ase of small n the error q of the
Lemma 1 an not be negleted.
7
                                        
                                        
                                        
                                        
                                        
                                        
1,0 1,5 2,0 2,5 3,0 3,5 4,0
0,0
0,2
0,4
0,6
0,8
1,0
 
 
S
<k>
Figure 3: The size of the giant omponent S versus the mean node degree
〈k〉 in lassial random graphs of size N = 10000. The satter plot represents
numerial data whereas the solid line gives the solution of the Eq.(15)
.
We reall that G0(x) is the generating funtion for the probability distribu-
tion of vertex degrees
G0(x) =
∑
k
P (k)xk, (20)
whereas G1(x) is given by
G1(x) =
G
′
0(x)
〈k〉 =
1
〈k〉
∑
k
kP (k)xk−1. (21)
At the beginning we show that Eq. (16) is ompletely equivalent to Eq.
(19). Expression (16) may be transformed in the following way
R∗ =
1
〈k〉
∑
k
kP (k)− 1〈k〉
∑
k
kP (k)(1− R∗)k−1 = 1−G1(1− R∗),
that exatly orresponds to Eq. (19) with v = 1− R∗. Expression (17) may
be transformed into Eq. (18) in a similar way, when assume that v = 1−R∗.
Now, it is lear that the unknown parameter v in both Eqs. (18) and (19)
has the following meaning:
v = 1− R∗ (22)
8
desribes the probability that an arbitrary edge in random graph does not
belong to the giant omponent.
4 Average path length in random graphs
This part of the presentation losely follows that of Fronzak et al. [1℄.
Let us onsider the situation when there exists at least one walk of the
length x between the verties i and j. If the walk(s) is(are) the shortest
path(s) i and j are exatly x-th neighbors otherwise they are loser neighbors.
In terms of statistial ensemble of random graphs the probability p+ij(x) (Eq.
(5)) of at least one walk of the length x between i and j expresses also
the probability that these nodes are neighbors of order not higher than x.
Thus, the probability that i and j are exatly x-th neighbors is given by the
dierene
2
p∗ij(x) = p
+
ij(x)− p+ij(x− 1). (23)
Due to (5) the probability that both verties are exatly the x-th neigh-
bors may be written as
p∗ij(x) = F (x− 1)− F (x), (24)
where
F (x) = exp
[
−kikj
N
(〈k2〉 − 〈k〉)x−1
〈k〉x
]
. (25)
Now, it is simple to alulate the average path length (APL) between i and
j. It is given by
lij(ki, kj) =
∞∑
x=1
x p∗ij(x) =
∞∑
x=0
F (x). (26)
Notie that a walk may ross the same node several times thus the largest
possible walk length an be x =∞.
The Poisson summation formula
∞∑
x=0
F (x) =
1
2
F (0) +
∫ ∞
0
F (x)dx+ 2
∞∑
n=1
(∫ ∞
0
F (x) cos(2npix)dx
)
(27)
2
Note, that (23) is only true for random graphs above the perolation threshold where
p∗ij(x) > 0.
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allows us to simplify (26). Firstly, let us note that in most of real networks
〈k〉 ≪ N thus we an assume
kikj
N〈k2〉 ≃ 0 (28)
that gives F (0) = 1. Seondly, we have
∫ ∞
0
F (x)dx = −Ei
(
− kikj〈k2〉N
)
/ ln
(〈k2〉
〈k〉
)
, (29)
where Ei(y) is the exponential integral funtion that for negative arguments
is given by Ei(−y) = γ + ln y + ∫ y0 (exp(−t)− 1)/t dt [11℄, where γ ≃ 0.5772
is the Euler's onstant. Due to (28) the integral in the expression for Ei(−y)
beomes zero. Finally, every integral in the last term of the summation
formula (27) is equal to zero owing to the generalized mean value theorem
[12℄. It follows that the equation for the APL between i and j may be written
as
lij(ki, kj) =
− ln kikj + ln(〈k2〉 − 〈k〉) + lnN − γ
ln(〈k2〉/〈k〉 − 1) +
1
2
. (30)
The average intervertex distane for the whole network depends on a
speied degree distribution P (k)
l =
ln(〈k2〉 − 〈k〉)− 2〈ln k〉+ lnN − γ
ln(〈k2〉/〈k〉 − 1) +
1
2
. (31)
A similar result l ∼ lnN/ ln(〈k2〉/〈k〉 − 1) was obtained by Dorogovtsev
et al. [8℄. The formulas (30) and (31) diverge when 〈k2〉 = 2〈k〉, giving the
well-known expression for perolation threshold in undireted random graphs
(12).
4.1 Average path length in lassial random graphs
of Erdös and Rényi
For these networks the degree distribution is given by the Poisson funtion
P (k) = e−〈k〉〈k〉k/k!. However, sine 〈ln k〉 annot be alulated analytially
for Poisson distribution thus the APLmay not be diretly obtained from (31).
To overome this problem we take advantage of the mean eld approximation.
Let us assume that all verties within a graph possess the same degree ∀iki =
10
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Figure 4: The average path length lER versus network size N in ER lassial
random graphs with 〈k〉 = pN = 4, 10, 20. Solid urves represent numerial
predition of Eq.(32).
〈k〉. It implies that the APL between two arbitrary nodes i and j (31) should
desribe the average intervertex distane of the whole network
lER =
lnN − γ
ln(pN)
+
1
2
. (32)
Until now only a rough estimation of the quantity has been known. One
has expeted that the average shortest path length of the whole ER graph
sales with the number of nodes in the same way as the network diameter.
We remind that the diameter d of a graph is dened as the maximal distane
between any pair of verties and dER = lnN/ ln(pN). Fig.4 shows the pre-
dition of the equation (32) in omparison with the numerially alulated
APL in lassial random graphs.
4.2 Average path length in sale-free
Barabási-Albert networks
The basis of the BA model is its onstrution proedure. Two important
ingredients of the proedure are: ontinuous network growth and preferential
attahment. The network starts to grow from an initial luster of m fully
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onneted verties. Eah new node that is added to the network reates m
links that onnet it to previously added nodes. The preferential attahment
means that the probability of a new link growing out of a vertex i and ending
up in a vertex j is given by p˜BAij = mkj(ti)/
∑
l kl(ti), where kj(ti) [9℄ denotes
the onnetivity of a node j at the time when a new node i is added to
the network. Taking into aount the time evolution of node degrees in BA
networks one an show that the probability p˜BAij is equivalent to (2). Now
let us onsider the onditional probability p˜ij|li. Cheking the possible time
order of the verties i, j, l it is easy to see that in ve of 3! ases p˜ij|li = p˜ij
and in a good approximation we get instead of (5) the result
p+ij(x) = 1− exp
[
−kikj
N
〈k2〉x−1
〈k〉x
]
. (33)
It was found [9℄ that the degree distribution in BA network is given by
P (k) = 2m2k−α, where k = m,m + 1, . . . , m
√
N , and the saling exponent
α = 3. Putting 〈k〉 = 2m, 〈k2〉 = m2 lnN and taking into aount (33) one
gets that the APL between i and j is given by
lBAij (ki, kj) =
− ln(kikj) + lnN + ln(2m)− γ
ln lnN + ln(m/2)
+
3
2
. (34)
Averaging (34) over all verties we obtain
lBA =
lnN − ln(m/2)− 1− γ
ln lnN + ln(m/2)
+
3
2
. (35)
Fig.5 shows the APL of BA networks as a funtion of the network size N
ompared with the analytial formula (35). There is a visible disrepany
between the theory and numerial results when 〈k〉 = 4. The disrepany
disappears when the network beomes denser i.e. when 〈k〉 inreases.
4.3 Average path length in sale-free networks
with arbitrary saling exponent
Let us onsider sale-free random graphs with degree distribution given by a
power law, i.e. Pα(k) = (α−1)mα−1k−α, where k = m,m+1, . . . , mN1/(α−1)
[10℄. Taking advantage of (31) we get that for large networks N ≫ 1 the
APL sales as follows
12
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Figure 5: Charateristi path length lBA versus network size N in BA net-
works. Solid lines represent Eq.(35).
• l ≃ 2/(3− α) + 1/2 for 2 < α < 3,
• l ≃ lnN/ ln lnN + 3/2 for α = 3,
• l ≃ lnN/(ln(m(α− 2)/(α− 3)− 1) + 1/2 for α > 3.
The result for α ≥ 3 is onsistent with estimations obtained by Cohen and
Havlin [10℄. The rst ase with l independent on N shows that there is a
saturation eet for the mean path length in large sale-free networks with
saling exponent from the range 2 < α < 3. Our derivations show that the
behaviour of APL within sale-free networks is even more intriguring than
reported by Cohen and Havlin [10℄.
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