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Introduzione
Il concetto di simmetria e` di fondamentale importanza nella fisica. Esso e` innanzitutto
strettamente collegato alle leggi di conservazione attraverso il Teorema di Noether, il
quale con tutta generalita` sancisce la corrispondenza biunivoca tra simmetrie della La-
grangiana descrivente un sistema fisico e quantita` conservate nella sua evoluzione.
Nel secolo scorso, il suo ruolo si e` ulteriormente rafforzato grazie all’introduzione di un
nuovo concetto, quello di “rottura spontantea della simmetria”, che corrisponde ad uno
stato di vuoto privo di una certa simmetria posseduta invece dall’azione. Un esempio
basato su di esso e` il meccanismo di Higgs.
In questa sede ci si e` concentrati su teorie effettive di campo a basse energie con rottura
spontanea della simmetria conforme; ad essa, tramite il teorema di Goldstone, corrispon-
de nella teoria la presenza di un campo scalare di massa pari a zero, chiamato “dilatone”.
In queste teorie, esso ha senso solamente quando assume un valore non nullo, che riflette
la rottura della simmetria. In caso contrario, tale descrizione del sistema perde di signi-
ficato e bisogna considerare nella sua interezza la teoria conforme.
Il comportamento risultante puo` essere messo in relazione a quanto succede in presenza
di un buco nero (gravitazionale); si parla quindi di “buco nero dilatonico” proprio te-
nendo presente il fatto che in entrambi i casi il sistema presenta un punto dove i campi
sono apparentemente “lisci”, ma potrebbe essere presente una sorta di firewall fisico che
separa lo spazio-tempo in due regioni. Sempre prendendo in prestito la terminologia della
Relativita` Generale, il raggio a cui esso si presenta viene chiamato “raggio di Schwartz-
child”.
Si e` dunque studiata la soluzione dilatonica accoppiata ad una massa ferma, e si e` carat-
terizzata la sua influenza sul moto di una particella esterna.
Inoltre, nel caso gravitazionale il raggio di Schwartzchild e` un punto non singolare an-
che considerando la teoria alle derivate successive; si e` voluto confrontare questo fatto
con quanto avviene invece per il buco nero dilatonico, studiando le eventuali singolarita`
emergenti nel caso di accoppiamento con il campo elettromagnetico prima all’ordine piu`
basso e successivamente al second’ordine nelle derivate.
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Capitolo 1
Rottura spontantea di simmetria
Nella formulazione lagrangiana della dinamica classica, e` possibile distinguere due tipi di
“simmetrie”, che non sempre coincidono:
• la simmetria dell’azione, che si riflette nella simmetria delle equazioni del moto che
governano il sistema fisico;
• la simmetria dello stato del sistema fisico, corrispondente alle soluzioni delle equa-
zioni del moto.
1.1 Simmetrie della Lagrangiana
Si consideri un sistema in uno spazio quadridimensionale che coinvolga il campo ϕ (ma
lo stesso ragionamento si puo` estendere nel caso siano presenti piu` campi {ϕα}). Tale si-
stema sia descritto dall’azione S corrispondente ad una Lagrangiana L[x, ϕ, ∂µϕ, ∂
2
µϕ, ...],
ove ∂µ =
∂
∂xµ
e µ = 0, ..., 3:
S =
∫ Γ2
Γ1
L[x, ϕ, ∂µϕ, ∂
2
µϕ, ...] d
4x (1.1)
ove Γ1 e Γ2 sono due ipersuperfici di tipo spazio; un’ipersuperficie di tipo spazio e` una
superficie tridimensionale tale che, in ogni suo punto, il quadrivettore ad essa normale
nµ soddisfi la relazione nµ n
µ > 0 .
Si richiede inoltre che la (1.1) sia stazionaria per variazioni δϕ arbitrarie, ma che si
annullino quando ristrette a Γ1 e Γ2.
Si definisce simmetria una trasformazione χ : (x, ϕ) → (x′, ϕ′) che mantenga invaria-
ta l’azione, ovvero che la mandi in una ad essa equivalente; questo corrisponde alla
trasformazione della Lagrangiana come:
d4x′ L[x′, ϕ′, ∂′µϕ
′, ...] = d4x (L[x, ϕ, ∂µϕ, ...] + ∂µψµ(ϕ)) (1.2)
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ove si e` definito ∂′µϕ
′ = ∂ϕ
′
∂x′µ e ψ(ϕ) e` un generico campo. Infatti, sotto questa ipotesi:
S ′ =
∫ Γ′2
Γ′1
L[x’, ϕ′, ∂′µϕ
′, ...] d4x′ =
∫ Γ2
Γ1
(L[x, ϕ, ∂µϕ, ...] + ∂µψ
µ) d4x = S +
∫
∂V
ψµ dΣµ =
(1.3)
ove l’ultimo passaggio in (1.3) e` stato ottenuto applicando il teorema di Gauss qua-
dridimensionale: V e` il volume delimitato dalle due ipersuperfici Γ1 e Γ2, ∂V il suo
bordo opporunamente orientato e dΣµ la misura ad esso associata. In particolare, ∂V e`
composta da tre superfici: Γ1, Γ2 e la superficie all’infinito, sia essa Γ∞, da cui:
= S +
∫
Γ2
ψµ dΣµ −
∫
Γ1
ψµ dΣµ +
∫
Γ∞
ψµ dΣµ (1.4)
ove il segno - del terzo addendo e` dovuto all’orientazione. Supponendo che ψ si annulli
abbastanza rapidamente all’infinito, il quarto addendo si annulla automaticamente. Inol-
tre, prendendo la variazione membro a membro rispetto al campo ϕ, il secondo e terzo
addendo dipendono solamente dal valore di δϕ in Γ1, Γ2, che sono nulle per ipotesi, e
quindi non contribuiscono:
δϕS
′ = δϕS +
∫
Γ2
∂ψµ
∂ϕ
δϕ dΣµ −
∫
Γ1
∂ψµ
∂ϕ
δϕ dΣµ = δϕS (1.5)
Dalla relazione (1.5) si vede che le due azioni sotto tale ipotesi sono fisicamente equiva-
lenti, in quanto danno origine alle medesime equazioni del moto.
Le simmetrie dell’azione si traducono in simmetrie delle equazioni di Eulero-Lagrange;
cio` significa che, se ϕ0 e` soluzione delle equazioni del moto per L[x, ϕ, ∂µϕ] e la trasfor-
mazione agisce sul campo come ϕ
χ→ ϕ′, allora anche ϕ′0 e` soluzione delle stesse equazioni.
Come semplice esempio, si puo` prendere:
L = −1
2
∂µϕ∂
µϕ
che e` chiaramente invariante sotto traslazioni ϕ → ϕ + cost; se ϕ0 e` soluzione delle
equazioni del moto associate
ϕ = 0
lo e` anche il campo trasformato ϕ0 + cost.
1.2 Simmetrie degli stati
Sia ϕ0(x) una soluzione delle equazioni del moto di un sistema descritto da una Lagran-
giana L[x, ϕ, ∂µϕ, ...] . Una simmetria di tale stato ϕ0 corrisponde a una trasformazione
del tipo:
ϕ→ Φ[ϕ] (1.6)
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che preservi la soluzione data, ovvero tale che
ϕ0(x) = Φ[ϕ0(x)] (1.7)
Ad esempio, uno stato che dipenda solo dal tempo ϕ(t) e` chiaramente invariante per
traslazioni spaziali.
Data la natura gruppale delle trasformazioni coinvolte, e` possibile mettere in relazione
simmetrie delle leggi e simmetrie degli stati grazie al Teorema 1:
Teorema 1. Sia G un gruppo di simmetrie di un sistema di equazioni differenziali ∆ = 0
per un campo ϕ su una varieta` M, e sia K ⊂ G un sottogruppo. Le soluzioni di tale sistema
invarianti sotto K corrispondono ai campi ϕ¯ soluzioni del sistema ridotto di equazioni
∆¯ = 0 sullo spazio ridotto M/K (corrispondente all’insieme delle orbite di K in M).
Si supponga ora che ϕ0(x) rappresenti lo stato di vuoto del sistema L[x, ϕ, ∂µϕ, ...], ov-
vero la soluzione costante delle equazioni del moto corrispondente ad un minimo del
potenziale.
Si parla di rottura di simmetria se ϕ0 ha come gruppo di simmetria un sottogruppo pro-
prio K ⊂ G del gruppo G di simmetria della Lagrangiana. Si dice quindi che lo stato di
vuoto ha spontaneamente rotto il gruppo massimale di simmetria G al suo sottogruppo
K.
Un esempio di rottura spontanea di simmetria e` dato dal sistema descritto dalla Lagran-
giana:
L0 = −1
2
∂µϕ∂
µϕ∗ − (−1
2
a2|ϕ|2 + 1
4
b2|ϕ|4) (1.8)
dove a, b sono costanti non negative e ϕ e` un campo complesso (che e` equivalente a una
coppia di campi scalari). Il grafico del potenziale e` riportato in Figura 1.1 :
Figura 1.1: Grafico del potenziale a “cappello messicano”.
Tale teoria ammette come gruppo di simmetria continuo il gruppo di Poincare´, ma anche
la simmetria ϕ→ eiαϕ, α ∈ R, ovvero ammette la simmetria U(1).
Le equazioni di Eulero-Lagrange associate al sistema nel caso di soluzione costante sono:
b2ϕ|ϕ|2 − a2ϕ = 0 (1.9)
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che ha la soluzione isolata ϕ1 = 0 corrispondente a un massimo locale del potenziale, e
una famiglia continua di soluzioni |ϕ2| = ab che sono una circonferenza di minimi globali
del potenziale, come si puo` vedere dalla Figura 1.1. Queste soluzioni sono invarianti
per l’intero gruppo di Poincare´ e tale insieme e` chiuso anche rispetto a U(1), che mappa
soluzioni in soluzioni, in quanto l’esponenziale complesso ha modulo unitario.
Per studiare il comportamento sotto U(1) di questi stati, basta considerare che in en-
trambi i casi si puo` scrivere:
ϕ = ρeiθ ove ρ
∣∣
ϕ1
= 0 e ρ
∣∣
ϕ2
=
a
b
(1.10)
e la simmetria U(1) corrisponde dunque a θ → θ + α. Essa e` dunque una simmetria di
ϕ1, ma non dei ϕ2, che corrispondono alle configurazioni di vuoto: in questo caso si ha
dunque la rottura spontanea della simmetria U(1).
1.3 Teorema di Goldstone
Nel caso di rottura spontanea di simmetria vale il seguente risultato:
Teorema di Goldstone. Una teoria di campo in cui il gruppo di simmetrie continuo
G e` spontaneamente rotto ad un sottogruppo K contiene tante particelle di massa nulla
quanti generatori del gruppo G spontaneamente rotti.
Tali particelle di massa nulla che vengono associate alla rottura spontanea di simmetria
sono chiamati ”bosoni di Goldstone”.
Nel caso di una teoria classica con campi scalari, la dimostrazione generale e` data di se-
guito, ed effettivamente il rapporto tra bosoni di Goldstone e generatori spontaneamente
rotti e` biunivoco:
Dimostrazione. Consideriamo una teoria che coinvolga i campi scalari {ϕα}, con una
Lagrangiana della forma:
L = (termini con derivate) − V (ϕ) (1.11)
e sia ϕα0 un campo costante che minimizza V in (1.11), ovvero:
∂
∂ϕα
V
∣∣
ϕα(x)=ϕα0
= 0 ,
∂2
∂ϕα∂ϕβ
V
∣∣∣
ϕα(x)=ϕα0
> 0 (1.12)
Espandendo in serie il potenziale V (ϕ) attorno questo minimo (annullamento del termine
di ordine 1), si trova che:
V (ϕ) = V (ϕ0) +
1
2
(ϕ− ϕ0)α(ϕ− ϕ0)β
( ∂2
∂ϕα∂ϕβ
V
)
ϕ0
+ . . . (1.13)
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Il coefficiente del termine quadratico,( ∂2
∂ϕα∂ϕβ
V
)
ϕ0
= m2αβ (1.14)
e` una matrice simmetrica con autovalori (corrispondenti alle masse dei campi) non nega-
tivi, siccome per ipotesi (1.12) ϕα0 e` un minimo.
Per dimostrare il teorema, basta far vedere che ogni simmetria continua della Lagran-
giana che non e` una simmetria di ϕα0 da` origine a un autovalore nullo della matrice delle
masse. Una trasformazione continua infinitesima ha la forma ϕα → ϕα + γ∆α(ϕ) dove γ
e` un parametro infinitesimo e ∆ una generica funzione dei campi ϕ. Nel caso di campi
costanti, i termini con le derivate in L e il potenziale devono essere invarianti per tale
trasformazione se questa e` una simmetria della teoria. Tale condizione puo` essere scritta
come:
V (ϕα) = V (ϕα + γ∆α(ϕ)) oppure ∆α(ϕ)
∂
∂ϕα
V (ϕ) = 0 (1.15)
Differenziando la (1.15) rispetto a ϕb, e calcolando per ϕ = ϕ0 si ottiene:
0 =
(∂∆α
∂ϕβ
)
ϕ0
( ∂V
∂ϕα
)
ϕ0
+ ∆α(ϕ0)
( ∂2
∂ϕα∂ϕβ
V
)
ϕ0
(1.16)
Dal momento che ϕ0 e` un minimo, il primo termine si annulla, dunque deve annullarsi
anche il secondo. A questo punto:
• Se il ground state e` simmetrico per tale trasformazione, allora per definizione
∆α(ϕ0) = 0, e dunque il secondo addendo e` nullo identicamente.
• Se il ground state non e` simmetrico, allora ∆α(ϕ0) e` non nullo, e pertanto affinche`
il secondo addendo sia nullo si deve avere che m2αβ∆
β(ϕ0) = 0. ∆
α(ϕ0) e` dunque
l’autovettore di autovalore nullo che cercavamo.
In generale, pero`, il numero di bosoni di Goldstone presenti in un sistema in cui ci
sia rottura spontanea di simmetria non e` automaticamente determinato dal numero di
simmetrie rotte.
Nel caso di simmetrie interne spontaneamente rotte in teorie invarianti di Lorentz il
rapporto e` biunivoco come sancisce il Teorema, ma anche in questo caso sono presenti
eccezioni: ad esempio, come si vedra` in seguito, nel caso della smmetria conforme (5
generatori rotti spontaneamente) e` necessaria una sola particella di massa nulla nella
teoria.
Un esempio in cui il rapporto tra bosoni di Goldstone e generatori spontaneamente rotti e`
di 1:1 puo` essere quello della Lagrangiana (1.8), dove questo si puo` vedere direttamente.
Riscrivendola in coordinate polari (ρ,Θ) tramite la relazione ϕ = ρ eiΘ, essa assume la
forma:
L = −1
2
∂αρ∂
αρ− 1
2
ρ2∂αΘ∂
αΘ +
1
2
a2ρ2 − 1
4
b2ρ4 (1.17)
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e le equazioni di Eulero-Lagrange diventano:
ρ− ρ∂αΘ∂αΘ + a2ρ− b2ρ3 = 0 , ∂α(ρ2∂αΘ) = 0 (1.18)
Si consideri dunque la linearizzazione della Lagrangiana (1.17) attorno alla circonferenza
di equilibri, che sono dati da ρ = a
b
e Θ ∈ R.
Una generica trasformazione infinitesima sara`:
ρ =
a
b
+ δρ, Θ = θ + δΘ (1.19)
ed espandendo al second’ordine nelle variazioni si ottiene:
L = −1
2
∂αδρ∂
αδρ− 1
2
(a
b
)2
∂αδΘ∂
αδΘ− 1
4
a4
b2
− a2δρ2 +O(δϕ3) (1.20)
Pertanto, in un piccolo intorno di un minimo, la fisica del campo scalare complesso e`
quella di due campi scalari reali (δρ, δΘ) il primo con massa m = a e il secondo con
massa nulla, dal momento che compare in L solamente il termine cinetico. In particolare,
alla luce del teorema precedentemente enunciato, δΘ e` il bosone di Goldstone.
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Capitolo 2
Il gruppo conforme
2.1 Definizione generale
Sia gµν(x) il tensore metrico in uno spazio-tempo di dimensione d. Per definizione, una
trasformazione conforme x → x′ e` una mappa invertibile a cui corrisponde un riscala-
mento del tensore metrico, ovvero tale che il tensore metrico trasformato g′µν sia dato
da:
g′µν(x
′) = Λ(x)gµν(x) (2.1)
Da (2.1) segue che tali trasformazioni sono tali da preservare gli angoli, ma non le
lunghezze.
Si assume inoltre che le trasformazioni conformi siano deformazioni della metrica di
Minkowski, ovvero in (2.1) si prende:
gµν(x) = ηµν = diag(1,−1,−1, ...) (2.2)
In particolare, dunque, esse sono caratterizzate dal fatto che il determinante del laplaciano
soddisfi la: ∣∣∣∂x′
∂x
∣∣∣ = 1√
|det g′µν |
= Λ(x)−d/2 (2.3)
Infatti, restringendoci al caso (2.2) e prendendo il modulo del determinante ad ambo i
membri della (2.1), noto che |det ηµν | = 1 si trova:
|det g′µν | = Λ(x)d =⇒
1√
|det g′µν |
= Λ(x)−d/2 (2.4)
da cui la (2.3).
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In particolare, il gruppo conforme e` un gruppo a 15 parametri che include:
• Le trasformazioni di Poincare´
x′µ = Λµνx
ν + aµ, Λ ∈ O(3, 1)
• Le dilatazioni
x′µ = αxµ
• Le trasformazioni conformi speciali (SCT)
x′µ =
xµ + x2βµ
1 + 2xνβν + x2β2
o, analogamente
x′µ
x2
=
xµ
x2
+ bµ
ove Λµν , aµ, βµ sono quantita` reali e indipendenti dalla coordinata spazio-temporale x, e
x2 e` definita secondo la relazione: x2 = gµν x
µ xν .
Questo si puo` vedere direttamente dalla definizione (2.1). Si consideri infatti la generica
trasformazione infinitesima di coordinate:
xµ → x′µ = xµ + µ(x) (2.5)
Ad essa corrisponde, al prim’ordine in , la trasformazione della metrica:
ηµν → ηµν + (ηαν ∂µα + ηµα ∂να) (2.6)
(dal momento che la metrica di Minkowski e` costante, infatti, ∂αηµν = 0).
La richiesta che la trasformazione sia conforme implica che:
ηαν ∂µ
α + ηµα ∂ν
α = f(x) ηµν (2.7)
Dalla relazione ηµα ∂ν
α = ∂νµ, dunque, prendendo la traccia ad ambo i membri:
2 ∂µ
µ = d f(x) =⇒ f(x) = 2
d
∂µ
µ (2.8)
Derivando ulteriormente (2.7) rispetto a xρ, permutando gli indici e prendendo un’op-
portuna combinazione lineare:
− ∂ρ∂µα ηαν + ∂ρ∂να ηαµ = ∂ρf(x) ηµν
+ ∂µ∂ν
α ηαρ + ∂µ∂ρ
α ηαν = ∂µf(x) ηρν
+ ∂ν∂ρ
α ηαµ + ∂ν∂µ
α ηρα = ∂νf(x) ηρµ
2 ∂µ∂ν
ρ = ηµρ ∂νf + ηνρ ∂µf − ηµν ∂ρf (2.9)
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Contraendo con ηµν :
2ρ = (2− d) ∂ρf (2.10)
Applicando ∂ν a questa espressione e  alla (2.7) si ottiene:
(2− d) ∂µ∂νf = ηµν f (2.11)
che, contratta con ηµν da`:
(d− 1)f = 0 (2.12)
Innanzitutto, si nota che se d = 1, la (2.12) e` identicamete soddisfatta, e dunque non
ci sono restrizioni sulla forma di f(x): questo perche` in una dimensione non ha senso la
nozione di angolo.
Si consideri ora il caso di d ≥ 3. Combinando (2.11) e (2.12) si trova che:
∂µ∂νf = 0 (2.13)
e dunque la funzione f e` al massimo lineare nelle coordinate; cio` e` equivalente a dire che:
f(x) = A+Bµx
µ (2.14)
dove A e Bµ sono costanti di integrazione. Sostituendo questa espressione nella (2.9)
si trova che ∂µ∂νρ = cost, che e` equivalente a dire che ρ e` al massimo quadratico nelle
coordinate:
µ = aµ + bµνx
ν + cµνρx
νxρ (2.15)
ove per la simmetria in νρ del termine quadratico in x e` sufficiente restringersi ai cµνρ
tali che cµνρ = cµρν .
Dal momento che i vincoli (2.7)- (2.9) valgono ∀x e si riferiscono solamente alle derivate
di µ, si trova che il termine costante aµ e` libero, e corrisponde dunque a una generica
traslazione infinitesima.
La sostituzione delle espressioni per f(x) (2.8) e µ nell’equazione (2.7) da`:
bµν + 2 cνµρx
ρ + bµν + 2 cµνρx
ρ =
2
d
(bρρ + 2c
ρ
ρσx
σ) ηµν (2.16)
Uguagliando i coefficienti dei termini noti, si trova che:
bµν + bνµ =
2
d
bλλ ηµν (2.17)
e dunque e` del tipo:
bµν = α ηµν +mµν ove mµν = −mνµ (2.18)
ove il primo addendo rappresenta una trasformazione di scala infinitesima, mentre il
secondo termine, antisimmetrico, e` una rotazione rigida infinitesima. La sostituzione del
termine quadratico di µ nella (2.9) da`:
cµνρ = ηµρbν + ηµνbρ − ηνρbµ (2.19)
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ove per definizione bµ =
1
d
cσσµ.
A questo punto:
µ = aµ+(αηµν+mµν)xν+(η
µνbρ+ηµρbν−ηρνbµ)xνxρ = aµ+αxµ+mµνxν+(2bγxγxµ−x2bµ)
(2.20)
Queste sono esattamente le trasformazioni infinitesime corrispondenti rispettivamente a
traslazioni, dilatazioni, trasformazioni di Lorentz e SCT.
Dalla forma di tali trasformazioni si trova che:
Trasformazioni di Poincare´ :
∣∣∣∂x′
∂x
∣∣∣ = 1
Dilatazioni :
∣∣∣∂x′
∂x
∣∣∣ = α4
SCT :
∣∣∣∂x′
∂x
∣∣∣ = (x′2
x2
)4
2.2 Rappresentazione del gruppo conforme in dimen-
sione d
Si consideri la generica trasformazione infinitesima, dipendente dai parametri infinitesimi
{ωa}, che agisca sulle coordinate e sui campi rispettivamente come:
x′µ = xµ + ωa
∂xµ
∂ωa
(2.21)
Φ′(x′) = Φ(x) + ωa Fa[Φ](x) (2.22)
Si definisce il generatore Ga di tale trasformazione tramite la relazione:
δωΦ(x) ≡ Φ′(x)− Φ(x) ≡ −i ωaGa Φ(x) (2.23)
La scrittura esplicita si ricava da (2.22) notando che, al prim’ordine in ωa si ha:
Φ′(x′) = Φ(x)− ωa ∂x
µ
∂ωa
∂µΦ(x
′) + ωa Fa[Φ](x′) (2.24)
Tenendo conto che calcolare l’espressione in x o in x′ e` equivalente (in quanto la differenza
e` un contribito al second’ordine), confrontando (2.23) ed (2.24) si trova che:
iGaΦ(x) =
δxµ
δωa
∂µΦ(x)− Fa[Φ](x) (2.25)
Nel caso delle trasformazioni del gruppo conforme, supponiamo inizialmente che esse
lascino invariati i campi, ovvero che F = 0. Allora, dalla definizione di generatore (2.25)
e in base all’espressione delle trasformazioni si trovano i generatori Ga = (Pµ, Lµν , D,Kµ)
rispettivamente di traslazioni, trasformazioni di Lorentz, dilatazioni e SCT, di cui si
riportano di seguito le formule:
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• Traslazioni
x′µ = xµ + ωµ =⇒ δx
µ
δων
= δµν =⇒ Pµ = −i∂µ (2.26)
• Trasformazioni di Lorentz
x′µ = xµ + ωµνx
ν = xµ + ωρνη
ρµxν =⇒ δx
µ
δωρν
= ηρµxν =
1
2
(ηρµxν − ηµνxρ) (2.27)
ove l’ultimo passaggio e` lecito per l’antisimmetria di ω. Da questa relazione:
(2.27) =⇒ Lµν = i(xµ∂ν − xν∂µ) (2.28)
• Dilatazioni
x′µ = xµ(1 + α) =⇒ δx
µ
δα
= xµ =⇒ D = −ixµ∂µ (2.29)
• SCT
x′µ = xµ+2bγxγxµ−x2bµ =⇒ δx
µ
δbν
= 2xµxν−x2δµν =⇒ Kν = −i(2xνxµ∂µ−x2∂ν)
(2.30)
Da queste espressioni, si possono esplicitamente valutare i vari commutatori tra i gene-
ratori, che di fatto definiscono l’algebra del gruppo e risultano essere:
[D,Pµ] = iPµ (2.31)
[D,Kµ] = −iKµ (2.32)
[Kµ, Pν ] = 2i(ηµνD − Lµν) (2.33)
[Kρ, Lµν ] = i(ηρµKν − ηρνKµ) (2.34)
[Pρ, Lµν ] = i(ηρµPν − ηρνPµ) (2.35)
[Lµν , Lρσ] = i(ηνρLµσ + ηµσLνρ − ηµρLνσ − ηνσLµρ) (2.36)
Per ottenere il generatore completo della simmetria, a questo contributo dato dalle tra-
sformazioni dello spazio-tempo si deve aggiungere la parte data dalla trasformazione dei
campi, ovvero il contributo di Fa[Φ]. Pertanto, si comincia a studiare il gruppo di Lorentz
(che lascia invariata l’origine dello spazio-tempo), introducendo la rappresentazione Sµν
che definisce l’azione di tale gruppo sul campo Φ(0):
LµνΦ(0) = SµνΦ(0) (2.37)
ove Sµν e` l’operatore di spin associato al campo Φ. A questo punto, usando le regole di
commutazione del gruppo di Poincare` riportate in precedenza, si trasla il generatore Lµν
in un valore qualsiasi della coordinata x tramite l’azione del generatore delle traslazioni:
eix
ρPρLµνe
−ixρPρ = Sµν − xµPν + xνPµ (2.38)
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dove si e` fatto uso della formula di Hausdorff (2.39) (A e B siano due operatori):
e−ABeA = B + [B,A] +
1
2!
[[B,A], A] +
1
3!
[[[B,A], A], A] + . . . (2.39)
Esplicitamente si ha, dunque:
PµΦ(x) = −i∂µΦ(x) (2.40)
LµνΦ(x) = i(xµ∂ν − xν∂µ)Φ(x) + SµνΦ(x) (2.41)
Si procede nello stesso modo per il gruppo conforme: l’origine x = 0 e` lasciata invariante
anche da rotazioni e trasformazioni conformi speciali. Analogamente a come si era definito
Sµν nel caso delle rotazioni, siano ∆˜ e κµ i valori rispettivamente dei generatori D e Kµ in
x = 0. Analogamente ai commutatori dell’algebra conforme, che valgono per ogni valore
di x, essi devono verificare le medesime relazioni in x = 0:
[∆˜, Sµν ] = 0 (2.42)
[∆˜, κµ] = −iκµ (2.43)
[κµ, κν ] = 0 (2.44)
[κρ, Sµν ] = i(ηρµκν − ηρνκµ) (2.45)
[Sµν , Sρσ] = i(ηνρSµσ + ηµσSνρ − ηµρSνσ − ηνσSµρ) (2.46)
Dalle regole di commutazione (2.31) - (2.36) e dalla formula di Haussdorff (2.39) si
possono traslare anche questi ultimi generatori, ottenendo:
eix
ρPρDe−ix
ρPρ = D + xνPν =⇒ DΦ(x) = (−ixνPν + ∆˜)Φ(x) (2.47)
eix
ρPρKµe
−ixρPρ = Kµ + 2xµ∆˜− 2xνLµν + 2xµ(xνPν)− x2Pµ
=⇒ KµΦ(x) = κµ + 2xµ∆˜− xνSµν − 2ixµ(xνPν) + ix2PµΦ(x) (2.48)
Se si richiede che il campo Φ(x) appartenga a una rappresentazione irriducibile del gruppo
di Lorentz, si puo` applicare il Lemma di Schur, che viene enunciato senza dimostrazione:
Lemma di Schur. Sia G un gruppo, ed R una sua rappresentazione irriducibile, con
spazio base V su C. Se T e` un operatore lineare di V in se stesso, T : V → V tale che:
T R(g) = R(g)T ∀g ∈ G , allora T = λ(I). Ovvero: ogni operatore che commuta con
tutti i generatori di una rappresentazione irriducibile e` un multiplo dell’identita`.
Pertanto, applicando tale Lemma alla relazione (2.42) segue che ∆˜ e` un multiplo del-
l’identita`, e κµ deve annullarsi, in quanto dalle relazioni che definiscono l’algebra non
commuta con l’identita`.
In definitva, ∆˜ e` semplicemente un numero, uguale a − i∆, ove ∆ e` la “dimensione di
scala” del campo Φ. Nel caso di un campo scalare libero, ad esempio, essa e` unitaria.
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Si puo` dimostrare che, sotto una generica trasformazione conforme finita x → x′, un
campo privo di spin (Sµν = 0) trasforma come:
φ(x)→ φ′(x′) =
∣∣∣∂x′
∂x
∣∣∣−∆/dφ(x) (2.49)
ove
∣∣∂x′
∂x
∣∣ e` la matrice Jacobiana della trasformazione conforme, collegata al riscalamento
della metrica dalla relazione (2.3).
A questo punto, dalla (2.23) si possono dedurre le trasformazioni infinitesime dei campi
sotto le varie trasformazioni. In particolare:
• Traslazioni
δΦ(x) = −aµ∂µΦ(x) (2.50)
• Trasformazioni di Lorentz
δΦ(x) = ωµν(xµ∂ν − xν∂µ) (2.51)
• Dilatazioni
δΦ(x) = (δxµ∂µ + ∆α)Φ(x) (2.52)
• SCT
δΦ(x) = (δxµ∂µ − 2∆βµxµ)Φ(x) (2.53)
2.3 Traccia del tensore energia-impulso
Data una trasformazione: {
x′µ → xµ + ωa ∂xµ∂ωa
Φ′(x′) = Φ(x) + ωaFa[Φ](x)
(2.54)
che sia una simmetria continua dell’azione A(Φ, ∂µΦ) =
∫
d4xL(Φ, ∂µΦ) , il teorema di
Nother vi associa una corrente conservata, data da:
jµa =
{ ∂L
∂(∂µΦ)
∂νΦ− δµνL
}δxν
δωa
− ∂L
∂(∂µΦ)
δF
δωa
| ∂µjµa = 0 (2.55)
Siano date le equazioni del moto δS = 0; dall’espressione di S si trova che, per una
generica variazione δωa(x), e definite le j
µ
a come in (2.55), l’azione varia secondo la:
δS =
∫
d4x jµa ∂µδωa(x) (2.56)
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La tesi si ottiene applicando l’integrazione per parti, richiedendo che jµa decresca all’infi-
nito in modo sufficientemente rapido e imponendo δS = 0.
La carica conservata associata a tale corrente e` data da:
Qa =
∫
d3x j0a (2.57)
La corrente non e` univocamente determinata, in quanto se jµa e` conservata, lo e` anche:
kµa = j
µ
a + ∂νB
νµ
a (2.58)
(ove Bνµa = −Bµνa ). Il fatto che esse siano equivalenti risiede nel fatto che ad entrambe e`
associata la stessa carica “fisica”; sia infatti Q′a la carica associata a k
µ
a :
Q′ −Q =
∫
d3x (k0a − j0a) =
∫
d3x ∂νB
ν0
a =
∫
d3x ∂iB
i0 =
∫
Σ∞
Bı0 dΣi = 0 (2.59)
Questo deriva dall’ antisimmetria di Bµν , che implica B00 = 0, e dal teorema di Gauss,
una volta ipotizzato che Bµν vada a 0 all’infinito in modo sufficientemente rapido.
Il tensore energia-impulso canonico si definisce come:
T µνc = −ηµνL+
∂L
∂(∂µΦ)
∂νΦ (2.60)
ed ha come componenti la densita` e il flusso di energia e momento. Da questo la corrente
(2.55) si puo` dunque riscrivere come:
jµa = T
µ
νc
δxν
δωa
− ∂L
∂(∂µΦ)
δF
δωa
(2.61)
Nel caso di una teoria invariante sotto traslazioni (per le quali δx
ν
δωa
= cost) si deduce
subito che la corrente conservata e` proprio il tensore energia - impulso,
∂µT
µν
c = 0 (2.62)
che comporta come carica conservata il quadrimomento:
P ν =
∫
d3xT 0νc (2.63)
Definito come in (2.60), il tensore energia-impulso canonico non e` necessariamente sim-
mentrico, ma si puo` sfruttare il fatto che la legge di conservazione da esso dipendente
non viene modificata se:
T µνc → T µνc + ∂ρBρµν ≡ T µν (2.64)
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dove Bρµν = −Bµρν . Questo si dimostra con un ragionamento analogo a quello utilizzato
per la corrente in (2.59).
Con la scelta:
Bµρν =
i
2
{ ∂L
∂(∂µΦ)
SνρΦ +
∂L
∂(∂ρΦ)
SµνΦ +
∂L
∂(∂νΦ)
SµρΦ
}
(2.65)
(che e` antisimmetrico nei primi due indici in quanto Sµν = −Sνµ) si trova che la parte
antisimmetrica di T µν e` nulla, e pertanto esso risulta un tensore simmetrico in una teoria
classica.
Da questa considerazione, prendendo una trasformazione generica di coordinate
xµ → xµ + ξµ(x) si ha che, nella notazione precedente, il tensore energia-impulso simme-
trico e` definito in modo che la variazione dell’azione in (2.56) sia esprimibile come:
δS =
1
2
∫
d4xT µν (∂µξν + ∂νξµ) (2.66)
Poste tali definizioni, si dimostra ora un risultato generale: un’azione e` invariante con-
forme se il tensore energia-impulso ad essa associato ha traccia nulla.
Infatti, tenendo conto dell’espressione generale della quantita` (∂µξν + ∂νξµ) per una tra-
sformazione conforme data in (2.7) e (2.8), la (2.66) in dimensione d si puo` riscrivere
come:
δS =
1
d
∫
ddxT µν gµν ∂ρξ
ρ =
1
d
∫
ddxT µµ ∂ρξ
ρ (2.67)
dove e` comparsa la traccia del tensore energia-impulso, T µµ . Se essa e` nulla, l’azione
e` effettivamente invariante sotto trasformazioni conformi. Il viceversa, invece, non e`
necessariamente vero, in quanto ∂ρξ
ρ non e` una funzione arbitraria.
Sotto opportune condizioni, il tensore energia-impulso di una teoria invariante di scala
puo` essere reso a traccia nulla; se questo e` possibile, dunque, segue che l’invarianza
sotto l’azione di tutto il gruppo conforme e` una conseguenza dell’invarianza per il suo
sottogruppo formato dalle trasformazioni di Poincare´ e di scala. La dimostrazione verra`
fatta per uno spazio di dimensione d > 2, ma con argomenti diversi puo` essere estesa
anche a d = 2, ed e` dunque un fatto generale.
Una trasformazione di scala infinitesima e` esprimibile come:{
x′µ = (1 + α)xµ
F (Φ) = (1− α∆) Φ (2.68)
Pertanto, dall’espressione (2.55) con δx
ν
δα
= xν e δF
δα
= −∆Φ, la corrente di Noether
associata alla dilatazione e`:
jµ = −Lxµ + ∂L
∂(∂µΦ)
xν∂νΦ +
∂L
∂(∂µΦ)
∆Φ = T µνc x
ν +
∂L
∂(∂µΦ)
∆Φ (2.69)
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dove la seconda uguaglianza e` la (2.61). Dato che questa si conserva, si ha che:
∂µj
µ = T µµc + ∆∂µ
( ∂L
∂(∂µΦ)
Φ
)
= 0 (2.70)
Si definisce quindi il viriale del campo Φ come la quantita` V µ data da:
V µ =
δL
δ(∂ρΦ)
(ηµρ∆ + iSµρ)Φ (2.71)
(dove Sµν e` l’operatore di spin del campo Φ) e si assume come ipotesi che esso sia
esprimibile come la quadridivergenza di un altro tensore, sia esso σαµ, ovvero:
V µ = ∂ασ
αµ (2.72)
Si definiscono dunque la parte simmetrica di σαµ e il tensore Xλρµν :
σµν+ =
1
2
(σµν + σνµ) (2.73)
Xλρµν =
2
d− 2
{
ηλρσµν+ −ηλµσρν+ −ηλµσνρ+ +ηµνσλρ+ +
1
d− 1(η
λρηµν−ηλµηρν)σα+α
}
(2.74)
Si noti che e` da questo passaggio che e` necessario restringersi al caso d > 2.
Denotando con T µν il tensore energia-impulso simmetrico ottenuto tramite (2.65), il
tensore a traccia nulla T˜ µν e` dato da:
T˜ µν = T µν +
1
2
∂λ∂ρX
λρµν (2.75)
Per l’antisimmetria di X, si ha che:
∂µ∂λ∂ρX
λρµν = 0 (2.76)
e pertanto il tensore T˜ µν e` conservato, in quanto sia T µν che il secondo addendo lo sono.
Inoltre, T˜ µν e` anche simmetrico, in quanto T µν lo e` per definizione, e:
Xλρµν −Xλρνµ = 2
(d− 2)(d− 1)σ
α
+α(η
λµηρν − ηλνηρµ) (2.77)
=⇒ ∂λ∂ρ(Xλρµν −Xλρνµ) = 0 (2.78)
in quanto (2.77) e` antisimmetrico in (λ, ρ).
La traccia del nuovo termine e` data da:
gµν
(1
2
∂λ∂ρX
λρµν
)
=
1
2
∂λ∂ρX
λρµ
µ = ∂λ∂ρσ
λρ
+ = ∂µV
µ (2.79)
dove l’ultimo passaggio vale per ipotesi.
Dato che, dall’espressione (2.65) si ricava:
∂ρB
ρµ
µ = −i∂ρ
( δL
δ(∂µΦ)
SµρΦ
)
(2.80)
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segue che:
T˜ µµ = T
µ
cµ − i∂ρ
( δL
δ(∂µΦ)
SµρΦ
)
+ ∂µV
µ =
= T µcµ − i∂ρ
( δL
δ(∂µΦ)
SµρΦ
)
+ ∂µ
δL
δ(∂ρΦ)
(ηµρ∆ + iSµρ)Φ = ∂µj
µ (2.81)
Dal momento che la corrente e` conservata, segue che:
T˜ µµ = 0 (2.82)
e dunque, sotto la sola ipotesi (2.72) l’invarianza di scala e di Poincare´ implicano quella
conforme in d > 2.
2.4 Gruppo conforme e dilatone
Le trasformazioni conformi non possono essere interpretate in senso lato come mappe
dello spazio tempo in se`, in quanto alterano la sua topologia. Ad esempio, si consideri
una SCT, di cui si richiama l’espressione:
x′µ =
xµ + x2βµ
1 + 2xνβν + x2β2
(2.83)
e si valuti l’azione di tale trasformazione per un parametro aµ = (a, 0, 0, 0), ad esempio
con a > 0, nel punto dello spazio-tempo xµ = (t, 0, 0, 0). Si ottiene:
t′ =
1
a
t
t+ 1/a
(2.84)
Si vede che, per t → ±∞, t′ → ( 1
a
)±, e analogamente per t → (− 1a)±, t′ → ±∞ dunque
un punto al finito puo` essere mandato in un punto all’infinito e viceversa, il che e` diffi-
cilmente interpretabile dal punto di vista fisico.
Nel caso di una teoria in cui la simmetria conforme venga rotta spontaneamente al sot-
togruppo delle trasformazioni di Poincare´, dal teorema di Goldstone si puo` dedurre la
presenza di particelle prive di massa; quella del gruppo conforme, pero`, e` un’eccezione,
in quanto in questo caso la corrispondenza tra generatori rotti spontaneamente e numero
di bosoni di Goldstone non e` biunivoca.
In particolare, se si inizia suppondendo che il rapporto sia effettivamente di 1 : 1 e` ne-
cessaria la presenza di 5 bosoni di Goldstone, uno relativo alle dilatazioni, sia esso pi, e
quattro alle SCT, χµ. Come si dimostrera` di seguito, in questo caso la rottura di simme-
tria richiede il solo campo pi, il “dilatone”, mentre i χµ sono da esso dipendenti, come si
potra` vedere dalla loro legge di trasformazione.
In dimensione 4 le trasformazioni conformi sono definite, combinando le relazioni (2.1)
e (2.3) con gµν = ηµν , da:
∂x′µ
∂xκ
∂x′ν
∂xλ
ηµν =
∣∣∣det(∂x′
∂x
)∣∣∣ 12ηκλ (2.85)
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Questa formula puo` essere utilizzata per costruire la rappresentazione lineare del gruppo
conforme, supponendo che si abbia gia` la rappresentazione lineare del gruppo di Poincare´
non omogeneo. A questo fine, si consideri la matrice:
Λµν (x) =
∣∣∣det(∂x′
∂x
)∣∣∣− 14 ∂x′µ
∂xν
(2.86)
Dall’equazione (2.85), Λ(x) ∈ O(3, 1) dato che:
Λµκ ηµν Λ
ν
λ =
(∣∣∣det(∂x′
∂x
)∣∣∣− 14)2∂x′µ
∂xκ
ηµν
∂x′ν
∂xλ
=
∣∣∣det(∂x′
∂x
)∣∣∣− 12+ 12ηκλ = ηκλ (2.87)
Inoltre, (2.86) costituisce una rappresentazione lineare del gruppo conforme, perche` lo
sono sia
∣∣det(∂x′
∂x
)
∣∣ che ∂x′µ
∂xν
. Quindi, dato un set di campi ψα(x) che appartiene ad una
rappresentazione lineare del gruppo di Poincare´, si ha che:
ψ′(x′) = D(Λ)ψ(x) (2.88)
dove la rappresentazione Λ → D(Λ) e` definita per tutte le Λµν ∈ O(3, 1); e` chiaramente
possibile rappresentare le trasformazioni che compongono il gruppo conforme con:
ψ′(x′) =
∣∣det(∂x′
∂x
)
∣∣ 14 lD(Λ(x))ψ(x) (2.89)
dove Λ e` data dall’eq. (2.86) e il fattore
∣∣det(∂x′
∂x
)
∣∣ 14 l e` stato incluso per maggior generalita`.
Per consistenza, l deve essere uno scalare, in particolare un numero puro se D(Λ) e`
irriducibile, altrimenti una matrice che commuta con D.
Questa trasformazione coincide con quella derivabile tramite l’utilizzo di realizzazioni
non lineari che solitamente sono utilizzate nei contesti in cui sia presente una rottura
di simmetria, e che nel caso in esame danno comunque una traformazione lineare per il
generico campo ψ.
Dato che Λµν in (2.86) dipende in modo non banale da x
µ, la derivata parziale ordinaria
trasforma come:
∂µψ(x
′) =
∂xν
∂xµ
∣∣∣det(∂x′
∂x
)
∣∣∣ 14 lD(Λ(x)){∂νψ(x) + 1
4
(lηνρ − iSνρ)∂ρln
∣∣∣∂x′
∂x
∣∣∣ψ(x)} (2.90)
dove Sµν e` la matrice antisimmetrica di spin che genera la forma infinitesima di D(Λ).
Secondo la procedura standard, si inserisce dunque il campo di gauge (o connessione) χµ
che trasforma come:
χ′µ(x
′) =
∂xν
∂xµ
(
χν(x)− 1
8
∂νln
∣∣∣det∂x′
∂x
∣∣∣) (2.91)
da cui definire la derivata covariante Dµ come:
Dµψ = ∂µψ + 2(lηµν − iSµν)χνψ (2.92)
in modo che questa trasformi in modo covariante:
D′ψ′µ(x
′) =
∣∣∣det(∂x′
∂x
)
∣∣∣ l−14 ΛνµD(Λ)Dνψ(x) (2.93)
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anche se con “peso” l − 1 invece di l.
A questo punto, si deve costruire un’azione che sia invariante conforme. In questo caso,
il determinante Jacobiano non e` triviale; dunque, affinche` le equazioni del moto derivate
minimizzando l’azione siano invarianti conformi, si deve tenere in considerazione il fatto
che la Lagrangiana L deve trasformare come una densita` scalare con grado di omogenita`
l = −4, ovvero:
L′(ψ′(x′), D′µψ(x
′), Goldstone bosons) =
∣∣∣det(∂x′
∂x
)∣∣∣−1L(ψ(x), Dµψ(x), Goldstone bosons)
(2.94)
Per soddisfare questa condizione si assume che esista uno scalare di Lorentz pi(x) con la
trasformazione anomala:
pi′(x′) = pi(x) +
1
4
ln
∣∣∣det(∂x′
∂x
)∣∣∣ (2.95)
Dalle espressioni esplicite delle loro trasformazioni di pi e χ si evince come questi non siano
consistenti con l’invarianza del vuoto, eccetto che per il sottogruppo delle trasformazioni
di Poincare´, e dunque essi sono proprio i bosoni di Goldstone della teoria.
Essi, pero`, non sono indipendenti: infatti, χµ e −12∂µpi trasformano nello stesso modo, e
dunque si puo` sostituire χµ con un termine del tipo Cµ − 12∂µpi, ove Cµ trasforma come
un campo ordinario con l = −1, e dunque i suoi accoppiamenti non devono sottostare
ad alcun vincolo conforme: qualunque accoppiamento che sia invariante di Lorentz e`
permesso per Cµ.
Pertanto, il solo dilatone e` sufficiente per descrivere la rottura di simmetria conforme, e
gli altri quattro bosoni di Goldstone corrispondenti alla rottura dei generatori delle SCT
sono le derivate del dilatone, e non campi indipendenti.
2.5 Invarianza conforme e invarianza di Weyl
Per quanto specificato nella sezione precedete, il gruppo conforme gioca il ruolo di simme-
tria della teoria, piuttosto che di simmetria dello spazio-tempo. Invece che vederlo come
una trasformazione di coordinate, puo` allora essere conveniente descriverlo in termini di
trasformazioni dei campi δΦ, che sono state trovate nella sezione precedente (equazioni
(2.50)- (2.53)). Questo puo` essere fatto sfruttando l’equivalenza delle trasformazioni di
scala con quelle di Weyl.
E` noto che, data una teoria descritta dall’azione Lorentz-invariante S =
∫
L(Φ, ∂µΦ, ...) d
dx
in uno spazio piatto, si puo` costruire una teoria nello spazio curvo con metrica gµν
ponendo:
Sgrav =
∫ √
g L(Φ, DµΦ, ...) d
dx (2.96)
ove Dµ e` la derivata covariante e g = −det gµν . Tale azione e` invariante sotto un generico
diffeomorfismo, che puo` essere descritto come segue.
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Si consideri la generica trasformazione infinitesima di coordinate:
δxµ(x) = ξµ(x) (2.97)
dove le ξµ sono delle funzioni infinitesime arbitrarie, che soddisfano opportune condizioni
all’infinito. Le corrispondenti trasformazioni infinitesime sulla metrica (in questo caso
non necessariamente costante, come invece assunto nei paragrafi precedenti) e sui campi,
sono rispettivamete: {
δgµν = ξ
λ ∂λgµν + ∂µξ
λ gλν + ∂νξ
λ gλµ
δΦ = ξλ∂λΦ
(2.98)
dove si sono considerati solamente campi Φ scalari.
Sia ora data la trasformazione di scala:{
xµ → eωxµ
Φ(x)→ e−∆ωΦ(x) (2.99)
Per una tale azione Sgrav, una trasformazione del tipo (2.99) e` equivalente a una trasfor-
mazione di Weyl globale, ovvero a una trasformazione agente solamente sulla metrica e
sui campi lascando invariate le coordinate:{
gµν(x)→ e2ωgµν(x)
Φ(x)→ e−∆ωΦ(x) (2.100)
ove ∆ e` ancora la dimensione di scala del campo, come definita in precedenza. Essenzial-
mente, queste due trasformazioni agiscono diversamente sullo spazio-tempo, ma in modo
che i campi trasformino nello stesso modo.
Una trasformazione di Weyl infinitesima e` data da:{
δgµν(x) = 2ω gµν(x)
δΦ(x) = −ω∆ Φ(x) (2.101)
Se l’azione e` invariante sotto diffeomorfismi e sotto trasformazioni di Weyl, allora, ristret-
ta allo spazio piatto gµν = ηµν e` invariante sotto tutto il gruppo conforme. Per vederlo,
nel caso di una trasformazione di scala (2.99) si prenda
ξλ = ω xλ (2.102)
cos`ı che il generico diffeomorfismo (2.98) si possa scrivere:{
δgµν = ω (x
λ ∂λgµν + 2 gµν)
δψ = ω xλ ∂λψ
(2.103)
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La trasformazione di Weyl equivalente a quella di scala nell’azione sui campi e`, come visto
in precedenza, data dalla (2.101). Essendo l’azione in questione invariante separatamente
per (2.103) e (2.101), deve essere anche invariante sotto la loro combinazione:{
δgµν = ω x
λ ∂λgµν
δψ = ω (xλ ∂λ + ∆)ψ
(2.104)
Restringendosi dunque a gµν = ηµν , si trova che (2.104) si riduce a:{
δgµν = 0
δψ = ω (xλ ∂λ + ∆)ψ
(2.105)
ovvero l’azione e` invariante per la trasformazione di scala su ψ, come si puo` vedere in
(2.52).
Analogamente si puo` considerare il caso delle SCT, questa volta prendendo:
ξλ = βλ x2 − 2xλβ · x , ω = 2 β · x (2.106)
Infatti, in questo caso si ha che il diffeomorfismo agisce come:{
δgµν = (β
λ x2 − 2xλ β · x)∂λgµν − 4 β · x gµν = (βλ x2 − 2xλ β · x)− 2ωgµν
δψ = (βλ x2 − 2xλβ · x) ∂λψ
(2.107)
Combinando dunque questo diffeomorfismo con la trasformazione di Weyl di parametro
ω, e successivamente restringendosi alla metrica piatta, si ottiene che l’azione deve essere
invariante sotto la trasformazione:{
δgµν = 0
δψ = ((βλ x2 − 2xλβ · x)∂λ − 2 ∆β · x)ψ
(2.108)
che corrisponde ad una SCT infinitesima, come mostrato in (2.53).
2.6 Costruzione di un’azione invariante conforme
Come campo dilatonico si usa lo scalare adimensionale:
φ(x) ≡ epi(x)M (2.109)
dove M e` il parametro d’ordine della rottura della simmetria conforme, che puo` essere
interpretato come scala di Planck, e pi e` il campo introdotto nella Sezione 2.4.
Dato che il dilatone si genera da una rottura di simmetria, esso avra` un valore di aspet-
tazione del vuoto non nullo; in particolare, in tale sede si assume che < φ >= 1.
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Come ricavato nella Sezione 2.4, la trasformazione del campo pi sotto trasformazioni di
scala e` data dalla relazione (2.95). Lo si verifica ad esempio nel caso della trasfromazione
di scala x′µ = λxµ, per la quale si ha che (tenendo conto che ∆ = 1 e d = 4):
det
(∂x′
∂x
)
= λ4 =⇒ φ′(x′) = λ− 44φ(x) = 1
λ
φ(x) (2.110)
da cui:
e
pi′(x′)
M ≡ φ′(x′) = 1
λ
φ(x) = eln
1
λ e
pi(x)
M =⇒ pi′(x′) = pi(x)−Mln(λ) (2.111)
Questa trasformazione presenta un termine non omogeneo, tipico delle rotture di simme-
tria.
Attraverso il dilatone, da un’azione invariante di Lorentz (sia essa associata a L[Φ, ∂µΦ])
si puo` costruire un’azione invariante conforme. Il primo passo e` estendere l’azione ad una
invariante per diffeomorfismi, che come visto nella sezione precedente e` data da:
Sgrav =
∫ √
g L(Φ, DµΦ) d
dx (2.112)
con il significato del formalismo riportato in precedenza.
Successivamente, tramite il dilatone si costruisce un’azione SW invariante di Weyl, e infine
ci si restringe ad uno spazio piatto con gµν = ηµν . Come visto nella sezione precedente,
l’azione Sconf cos`ı ricavata e` invariante conforme.
Sia in particolare ψ un campo scalare di dimensione ∆ presente nella teoria; si trova che:
SW (ψ, gµν , φ) = Sgrav(φ
−∆ψ, φ2gµν) (2.113)
e, restringendo poi l’azione alla metrica piatta gµν = ηµν , si ottiene:
Sconf (ψ, φ) = Sgrav(φ
−∆ψ, φ2ηµν) (2.114)
Il fatto che si debba accoppiare il dilatone a ψ e gµν come in (2.113) e` dovuto al fatto
che si richiede che l’azione sia invariante di Weyl. Si ricorda che tale trasformazione non
agisce sulle coordinate, ma solo sulla metrica e sui campi, pertanto si avra`:
d4x′ = d4x (2.115)
dunque l’azione e` invariante se lo e` la Lagrangiana. Ma ora, con tale accoppiamento,
sotto una trasformazione di Weyl (2.100):
gµν → e2ω gµν
ψ → e−∆ω ψ
φ→ e−ω φ
(2.116)
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in quanto, come mostrato in (2.110), il dilatone ha dimensione ∆ = −1. Da queste
trasformazioni si deduce che:{
φ−∆ ψ → (e−ωφ)∆ e−∆ωψ = φ∆ ψ
φ2 gµν → (e−ωφ)2 e2ωgµν = φ2 gµν
=⇒ L(φ−∆ψ, φ2gµν)→ L(φ−∆ψ, φ2gµν) (2.117)
Questa procedura e` equivalente a lavorare con l’azione Sgrav in uno spazio curvo, con
metrica data da:
gµν(x) = φ
2(x)ηµν (2.118)
che rappresenta uno spazio conformemente piatto. La trasformazione di tale metrica sotto
trasformazioni conformi e` infatti consistente con la legge di trasformazione del dilatone.
2.7 Invarianza conforme dell’elettrodnamica classica
Nell’ambito di teorie conformi, e` rilevante il comportamento dell’azione dell’elettrodi-
namica classica, che risulta essere invariante conforme senza alcun accoppiamento al
dilatone.
Nel formalismo covariante, le equazioni di Maxwell per i campi elettrico e magnetico si
scrivono in funzione del quadripotenziale Aµ e della quadricorrente jµ tramite il tensore
elettromagnetico:
Fµν = ∂µAν − ∂νAµ (2.119)
nella forma: {
µνρσ∂νFρσ = 0
∂µF
µν = jν
(2.120)
ove µνρσ e` il tensore di Levi-Civita in 4 dimensioni.
La densita` di Lagrangiana del campo elettromagnetico e`:
L = −1
4
F µνFµν − jµAµ (2.121)
Pertanto, l’azione per il campo elettromagnetico libero resa invariante per diffeomorfismi
si scrive come:
Sem =
∫
d4x
√
g
(
− 1
4
F µνFµν
)
(2.122)
Facendo agire i generatori del gruppo conforme sull’azione (2.122) si puo` verificare l’inva-
rianza conforme della teoria, che garantisce anche l’invarianza conforme delle equazioni
del moto (si noti che il contrario non e` sempre vero).
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• Il generatore delle traslazioni e` dato da Pµ = −i∂µ; quando agisce sull’azione
(2.122), esso produce il termine:
PµSem =
i
4
∫
d4x ∂µ(FαβF
αβ) (2.123)
che si annulla se l’argomento della derivata si annulla in modo sufficientemente
rapido all’infinito (questo si puo` vedere con l’applicazione del teorema di Gauss in
4 dimensioni). Pertanto,
PµSem = 0 (2.124)
e l’azione e` invariante sotto traslazioni.
• Sem e` invariante anche sotto trasformazioni di Lorentz, in quanto applicandovi
il corrispondente generatore, il risultato puo` essere scritto come una somma di
derivate totali tramite integrazione per parti, e per lo stesso ragionamento del
punto precedente, sotto opportune condizioni all’infinito, si annulla:
LµνSem = − i
4
∫
d4x (xν∂µ − xµ∂ν)(FαβFαβ) =
= − i
4
∫
d4x {∂µ(xνFαβFαβ)− ηµνFαβFαβ − ∂ν(xµFαβFαβ) + ηµνFαβFαβ} =
= − i
4
∫
d4x {∂µ(xνFαβFαβ)− ∂ν(xµFαβFαβ)} (2.125)
• Per quanto riguarda le dilatazioni, si dimostra che il loro generatore agisce sul
campo di gauge Aµ come:
DAµ(x) = −i(xν∂ν + ∆)Aµ(x) = −i
(
xν∂ν +
d− 2
2
)
Aµ(x) (2.126)
dove d e` la dimensione dello spazio considerato. In particolare, dunque:
DFµν(x) = −i
(
xρ∂ρ +
d
2
)
Fµν(x) (2.127)
Si ottiene dunque per l’azione:
DS = − i
4
∫
d4x ∂ρ(x
ρF µνFµν) (2.128)
Anche in questo caso, sotto un’opportuna ipotesi di annullamento all’infinito del
tensore elettromagnetico, non ci sono contributi all’infinito e dunque la quantita` in
esame si annulla. Questo prova l’invarianza sotto dilatazioni.
• Infine, resta da dimostrare l’invarianza sotto trasformazioni conformi speciali. Si
dimostra che questa si ha solo in dimensione d = 4. Dalla forma delle SCT
infinitesime, si trova che i campi di gauge sotto tali trasformazoni seguono la:
A′µ(x
′) = (1 + 2b · x + b2x2)∆−1 ∂x
ν
∂x′µ
Aν(x) (2.129)
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Inoltre, l’azione del generatore delle trasformazioni conformi speciali sui campi di
gauge e`:
KµAν = −i[(2xµxρ−δρµx2)∂ρAν+(d−2)xµAν(x)−2xνAµ(x)+2ηµνxρAρ(x)] (2.130)
che comporta:
KµFαβ =
= −i[(2xµxρ − δρµx2)∂ρFαβ(x) + dxµFαβ(x) + 2ηµαxρFρβ(x) + 2ηµβxρFαρ(x)−
−2xαFµβ(x)− 2xβFµα(x) + (d− 4)(ηµαAβ(x)− ηµβAα(x))] (2.131)
L’azione sulla densita` di Lagrangiana e`:
KµL = −i∂ν [(2xµxν − δνµx2)L] + i(4− d)FµνAν (2.132)
Il primo addendo nell’azione da` un contributo nullo, dunque affinche` le SCT siano
una simmetria della teoria si deve avere che d = 4.
Pertanto, l’elettrodinamica e` invariante conforme, e dunque non serve modificare l’azione
con l’accoppiamento al dilatone. Al prim’ordine quindi il campo elettromagnetico e il
campo dilatonico sono disaccoppiati.
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Capitolo 3
Buchi neri dilatonci
In questo capitolo si considera una teoria di campo conforme effettiva a basse energie, la
cui simmetria conforme sia rotta spontaneamente alla sola simmetria di Poincare`: essa
viene dunque accoppiata al campo dilatonico φ introdotto nel capitolo precedente.
La descrizione di quest’ultimo avviene tramite la Lagrangiana del dilatone che da` origine
all’azione:
Sdilaton =
∫
d4x
{M2
2
(∂µφ)
2 − Λφ4 + higher derivatives
}
(3.1)
dove ci si e` fermati al prim’ordine nelle derivate. M e` un parametro che quantifica la
scala a cui avviene la rottura di simmetria; esso ha le dimensioni di una massa in unita`
di ~ e c e il suo valore e` arbitrario (per il fatto che la dinamica e` invariante di scala): da
qui in avanti, pur scrivendolo dove presente, si considerera` pari all’unita` di massa.
Dalla trasformazione del dilatone in (2.110) sotto trasformazioni rigide di scala, si
dimostra che (3.1) e` invariante. In particolare,
x′µ = λxµ =⇒
{
dx′ = λdx
∂′µ =
∂
∂x′µ =
1
λ
∂µ
(3.2)
S ′dilaton =
∫
d4x′
{M2
2
(∂′µφ
′(x′))2 − Λφ′4(x′)
}
=
=
∫
λ4d4x
{M2
2
(1
λ
∂µ
1
λ
φ(x)
)2
− Λ
(1
λ
φ(x)
)4}
= Sdilaton (3.3)
Affinche` essa descriva effettivamente una rottura di simmetria, e` necessario che il campo
dilatonico rappresenti un vuoto degenere, e quindi si richiede un accoppiamento alle de-
rivate, che nel caso del termine in φ4 e` assente. Per preservare la rottura di simmetria,
si richiede che Λ << M4, e nel seguito in particolare si procedera` assumendo che Λ = 0,
cos`ı che la scelta di un valore di aspettazione del vuoto < φ >= 1 sia stabile.
In una tale teoria, la Lagrangana dilatonica ha senso nel caso in cui φ(x) 6= 0, in quanto
per φ(x) = 0 perde di significato il concetto di rottura spontanea di simmetria e dunque
il dilatone stesso; tale descrizione cessa quindi di essere valida e si deve considerare la
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dinamica della teoria conforme nella sua interezza.
E` per questo tipo di comportamento che si puo` parlare di “buco nero dilatonico”,
alludendo all’analogo gravitazionale.
3.1 Campo dilatonico e buco nero statico
3.1.1 Accoppiamento a una particella puntiforme
Una particella puntiforme di massa m e linea di universo xµ(τ) parametrizzata dal tempo
proprio τ , e` data da:
Sparticle = −m
∫
dτ
√
gµν(x(τ))
dxµ
dτ
dxν
dτ
(3.4)
Per renderla invariante conforme, come specificato nel Paragrafo 2.6, basta restringere
tale azione allo spazio conforme caratterizzato da gµν = φ
2(x) ηµν , ottendendo dunque:
Sparticle = −m
∫
dτ φ(x(τ))
√
ηµν
dxµ
dτ
dxν
dτ
(3.5)
Si vuole studiare l’andamento del campo dilatonico accoppiato inizialmente a una parti-
cella puntiforme nel caso statico, per cui t(τ) = τ , ~x(τ) = ~0. In questo caso particolare
si ha dunque ∂x
µ
∂τ
=
(
1, 0, 0, 0
)
e pertanto:
Sparticle = −m
∫
dτ φ(x(τ)) = −m
∫∫
dτ d3x δ(3)(~x)φ(x) = −m
∫
d4x δ(3)(~x)φ(x)
(3.6)
La densita` di Lagrangiana che descrive il sistema e` data da:
L = Ldilaton + Lparticle =
M2
2
(∂µφ)
2 −mδ(3)(~x)φ (3.7)
Data la semplicita` del sistema, si puo` valutare l’equazione per il dilatone tramite l’equa-
zione di Eulero-Lagrange:
∂L
∂φ
− ∂µ ∂L
∂(∂µφ)
= 0 (3.8)
da cui:
−mδ(3)(~x)−M2φ = 0 (3.9)
Dal momento che siamo in un caso indipendente dal tempo, dalla forma della metrica
di Minkowski ηµν = diag(1 − 1 − 1 − 1) si trova che  = −∇2, e quindi in definitiva
l’equazione per il dilatone e` data da:
∇2φ = m
M2
δ(3)(~x) (3.10)
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Noto che ∇2(1
r
+ cost
)
= −4piδ(3)(~x) e avendo prestabilito che il valore del campo dilato-
nico per r →∞ (ovvero nel vuoto) deve essere pari a 1 si trova che il problema ha, come
ci si aspetta, simmetria radiale; in coordinate sferiche la soluzione e` data da:
φ(r) = 1− m
4piM2r
(3.11)
Affinche` la soluzione abbia senso in una teoria con rottura spontanea della simmetria
conforme, si richiede che φ(r) 6= 0, che nel caso di (3.11) si traduce nella condizione:
r 6= m
4piM2
≡ rs (3.12)
Per questo valore del raggio la descrizione del sistema tramite una teoria conforme effet-
tiva perde significato, in quanto si ripristina la simmetria sotto l’intero gruppo conforme.
In particolare, la soluzione (3.11) non vale nemmeno per r < rs, in quanto in questo
dominio si avrebbe φ(r) < 0, in contrasto con la definizione del dilatone (2.109), che
implica φ(r) > 0 ∀r.
In questo senso si puo` trovare un’analogia con il buco nero gravitazionale, dove nel caso
in esame l’analogo dilatonico dell’orizzonte degli eventi e` legato al “raggio di Schwartz-
child” rs sopra definito.
In definitiva, in una teoria effettiva con rottura spontanea della simmetria conforme la
soluzione trovata per il dilatone ha senso solamente per r > rs, e dunque la divergen-
za dell’espressione (3.11) per r → 0 viene regolarizzata dalla definizione stessa del campo.
3.1.2 Accoppiamento a una massa estesa nel limite di densita`
costante
Un’ulteriore regolarizzazione della soluzione si puo` ottenere supponendo che la particella
puntiforme sia in realta` un’approssimazione di un corpo esteso di massa m descritto da
una certa densita` di massa nota ρ(~x), tale che:∫
R3
d3x ρ(~x) = m (3.13)
Le equazioni per il campo dilatonico in questo caso si possono ottenere sostituendo nel-
l’equazione (3.10) la densita` di massa deltiforme della particella localizzata nell’origine
con quella piu` generale ρ del corpo esteso, ottenendo la:
∇2φ = 1
M2
ρ(~x) (3.14)
sempre nel limite statico.
Questa e` l’equazione di Poisson in 3 dimensioni, e si puo` risolvere con il metodo della
funzione di Green. In particolare, dalla condizione all’infinito per φ si avra` che:
φ(~x) = 1− 1
4piM2
∫
ρ(~x)
|~x− ~y|d
3y (3.15)
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dove dunque l’espressione dipende dalla forma funzionale di ρ. Si nota la consistenza con
il limite di massa puntiforme, ove:
ρ(~x) = mδ(3)(~x) =⇒
∫
mδ(3)(~x)
|~x− ~y| d
3y =
m
|~x| (3.16)
con cui si riottiene il risultato della sezione precedente considerando anche la costante
moltiplicativa.
Nel caso di un corpo sferico di raggio R, massa m e densita` costante si ha che:
ρ(~x) = ρ(r) =
3m
4piR3
H(R− r) (3.17)
ove H e` la funzione a gradino di Heaviside, tale che:
H(R− r) =
{
0 per r > R
1 per r < R
(3.18)
Pertanto, il problema presenta due casistiche:
• r > R: il problema e` analogo a quello studiato nella sezione precedente, in quanto
si considera la soluzione esterna alla massa. Dunque, e` valida l’espressione (3.11).
• r < R: la densita` di massa e` non nulla, pertanto dalla (3.15) la soluzione e` ottenuta
tramite l’integrale:
φ(~x) = 1− 1
4piM2
∫
R3
3m
4piR3
H(R− y)
|~x− ~y| d
3y (3.19)
che, passando in coordinate sferiche, diventa:
φ(~x) = 1− 3m
(4pi)2M2R3
∫ 2pi
0
dϕ
∫ pi
0
senθ dθ
∫ ∞
0
y2H(R− y)√
x2 + y2 − 2x y cosθdy = (3.20)
dove si e` considerato un sistema di coordinate sferiche con asse z dato dal vettore
~x, e si e` usata la notazione |~x| = x, |~y| = y. La presenza della funzione a gradino
restringe l’integrale nella coodinata radiale in [0, R] e integrando in ϕ si ottiene:
= 1− 6mpi
(4pi)2M2R3
∫ pi
0
senθ dθ
∫ R
0
y2√
x2 + y2 − 2x y cosθdy = (3.21)
Integrando poi in θ e tendendo conto che x e` una costante nell’integrazione in y:
= 1− 6mpi
(4pi)2M2R3
∫ R
0
y2
xy
[√
x2 + y2 − 2x y cosθ]pi
0
dy =
= 1− 6mpi
(4pi)2M2R3x
∫ R
0
y (|x+ y| − |x− y|)dy =
= 1− 12mpi
(4pi)2M2R3
[ ∫ x
0
y2 dy +
∫ R
x
xy dy
]
= 1− 3m
4piM2R3
(R2
2
− x
2
6
)
(3.22)
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Si nota che questa soluzione ha una dipendenza soltanto dal modulo del vettore posizione,
pertanto, rinominando nell’espressione precedente x = r, si ottiene la soluzione globale:
φ(r) =
{
1− m
4piM2r
r > R
1− 3m
4piM2R3
(
R2
2
− r2
6
)
r < R
(3.23)
Tale soluzione e` continua in r = R, infatti valutandola per r → R−:
φ(r = R−) = 1− 3m
4piM2R3
(R2
2
− R
2
6
)
= 1− m
4piM2R
(3.24)
mentre, valutandola per r → R+:
φ(r = R+) = 1− m
4piM2R
(3.25)
e le due espressioni coincidono.
A questo punto si deve verificare la consistenza della soluzione, in quanto la descrizione
del problema tramite una teoria effettiva vale solamente ove il campo dilatonico sia non
nullo: la configurazione di vuoto φ = 0 ripristina la simmetria sotto l’intero gruppo
conforme e diventa quindi necessaria una teoria conforme fondamentale.
Prendendo in considerazione la soluzione del campo per r > R, esso si annulla per:
r =
m
4piM2
(3.26)
(ovvero, con la notazione (3.12), in r = rs) qualora rs > R e dunque la forma funzionale
considerata sia quella corretta. Questo caso, dunque, e` analogo a quello di particella
puntiforme considerato nel paragrafo precedente.
Nel caso rs < R, il campo puo` dunque annullarsi solamente nella regione r < R; la forma
del campo dilatonico in questa regione fa s`ı che questo si annulli in:
r˜ = R
√
3− 2R
rs
(3.27)
Affinche` la soluzione esista, ovvero il campo dilatonco si annulli effettivamente, e affinche`
si annulli nella regione r < R l’argomento della radice deve soddisfare rispettivamente le
disuguaglianze:
0 ≤ 3− 2R
rs
< 1 (3.28)
che e` equivalente a:
rs < R <
3
2
rs (3.29)
In particolare, la condizione rs < R e` consistente con l’ipotesi di partenza.
Per R > 3
2
rs l’argomento della radice in (3.27) e` negativo, e pertanto φ 6= 0 ∀r ∈ R+.
In questo caso, pertanto, il campo dilatonico non si annulla mai, e dunque la singolarita`
non si viene a creare.
Pertanto, sintetizzando, si possono incontare tre possibilita`:
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• Se la massa presenta R < rs, effettivamente il campo dilatonico si annulla all’e-
sterno della stessa. In questo caso si ha la presenza di un “buco nero” dilatonico,
all’interno del quale la teoria cessa di valere. Questo caso e` analogo a quello di
massa puntforme, ed e` quello che si studiera` da qui in avanti.
• Se la massa ha un raggio rs < R < 32rs, il campo dilatonico si annulla all’interno
del corpo, e pertanto al suo esterno la soluzione trovata ha sempre senso.
• Se la massa ha R > 3
2
rs, il campo dilatonico non si annulla per alcun r ∈ R.
A titolo di esempio, per distinguere le tre diverse casistiche si riportano i grafici del di-
latone per {R = 1, rs = 2} , {R = 43 , rs = 1} e {R = 2, rs = 1}.
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-2.0
-1.5
-1.0
-0.5
0.5
Phi
R = 1, r_s = 2
1 2 3 4 5
r
0.2
0.4
0.6
0.8
Phi
R = 4 /3, r_s = 1
Figura 3.1: Campo del dilatone rispettivamente nel caso{R = 1, rs = 2} e {R = 43 , rs = 1} .
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Phi
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Figura 3.2: Campo del dilatone nel caso {R = 2, rs = 1} .
Quello che risulta anche dai grafici e` che, comunque, considerando una massa estesa la
soluzione (3.23) e` regolare ∀r ∈ [0,+∞), e la Lagrangiana al prim’ordine nella derivate
non e` manifestamente inconsistente nel caso il campo dilatonico si annulli o diventi nega-
tivo, in quanto non vengono a crearsi singolarita`: r = rs e` un punto “critico” solamente
per il fatto che si studiano teorie effettive con rottura spontanea di simmetria conforme.
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3.1.3 Forza su una particella di prova
In realta`, pur essendo rs un punto non singolare della teoria, esso viene ad acquisire un
carattere “patologico” non solo per il fatto che la simmetria conforme non vi sarebbe
rotta spontaneamente, ma anche per quanto riguarda il moto di una massa di prova,
legato al particolare effetto del dilatone sulla metrica.
Si esamina pertanto il caso di massa m puntiforme, ferma nell’origine del sistema di rife-
rimento considerato e accoppiata al campo dilatonico, che come trovato precedentemente
in questo caso ha la forma (3.11).
Si considera poi una massa µ << m di prova che sia tale da non modificare il sistema
preesistente; sia inoltre il suo moto descritto dalla linea di universo x(τ) parametrizzata
dal generico parametro τ , ovvero xµ(τ) = (t(τ), x(τ), y(τ), z(τ)).
Il sistema composto dalla particella e` associato ad un’azione analoga alla (3.5), ove
in questo caso la massa e` µ e si e` scelto come parametro τ = t, ove t e` il tempo
dell’osservatore:
Sprova = −µ
∫ b
a
dt φ
√
ηµν
dxµ
dt
dxµ
dt
= −µ
∫ b
a
dt φ
√
1− ~˙x2 (3.30)
Essenzialmente, questa e` l’azione di una particella con massa efficace variabile nello
spazio, esprimibile come µφ. Si vengono dunque a creare tre regioni distinte, in base
all’andamento di φ:
• r < rs =⇒ φ < 0: la massa efficace della particella e` negativa;
• r = rs =⇒ φ = 0: la massa efficace si annulla;
• r > rs =⇒ φ > 0: la massa efficace e` positiva.
Pertanto, rs rappresenta in questo caso una sorta di “cambio di fase” del sistema, e in
tal senso e` un punto anomalo nello spazio-tempo.
Volendo studiare il moto della massa, si definisce il momento conugato alla variabile xi
come:
pi =
∂L
∂x˙i
=
µφ x˙i√
1− ~˙x2
(3.31)
il sistema presenta l’integrale primo dell’energia dato da:
E = ~p · ~x− L = µφ 1√
1− ~˙x2
(3.32)
Restringendosi al caso di moto radiale della particella µ, si ha che:(d~x
dt
)2
=
(dr
dt
)2
(3.33)
e pretanto, con questa assunzione, la (3.32) puo` essere riscritta come:(dr
dt
)2
+
µ2
E2
(
1− rs
r
)2
= 1 (3.34)
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Dall’espressione (3.34) si nota che in r = rs la particella ha una velocita` pari a c,
che e` consistente con il fatto che la sua massa efficace si annulli per la presenza del
dilatone. Anche in questo caso, si riscontra dunque un’anomalia del sistema nel raggio
di Schwartzchild.
Inoltre questa relazione, a meno del fattore µ
2
, e` la forma dell’energia per una particella
che compie un moto unidimensionale in un potenziale (riscalato anch’esso di µ
2
):
V (r) =
µ2
E2
(
1− rs
r
)2
(3.35)
Sono possibili due casi in base ai valori dei parametri del sistema, ovvero:
• µ
2
E2
< 1: il grafico del potenziale, per un arbitrario valore di tale rapporto soddisfa-
cente tale relazione e`:
0 2 4 6 8 10
r
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0.4
0.6
0.8
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V(r)
Figura 3.3: Potenziale nel caso µ
2
E2
< 1 .
In questo caso, il moto della massa di energia 1 presenta il punto di inversione:
r =
rs
1 + E
µ
(3.36)
• µ
2
E2
> 1: in tal caso, il grafico del potenziale e` dato da:
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Figura 3.4: Potenziale nel caso µ
2
E2
> 1 .
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e dunque la massa ha un moto limitato in:[ rs
1− E
µ
,
rs
1 + E
µ
]
(3.37)
Il moto della massa pertanto oscilla attorno al punto di equilibrio r = rs. Da un punto
di vista qualitativo, si puo` pensare che il dilatone attiri la particella dalla regione r > rs
verso la regione r < rs, e dunque abbia un effetto attrattivo su una massa efficace
positiva. D’altro canto, una volta che la particella e` entrata nella regione r < rs e la sua
massa efficace e` diventata positiva, il dilatone presenta su di essa un effetto repulsivo, di
“antigravita`”.
3.2 Accoppiamento dilatone-campo elettromagneti-
co: buco nero carico
Per studiare ulteriormente il comportamento del dilatone in r = rs si considera ora il
caso di buco nero carico nel limite statico discusso in precendenza.
Si parte dunque da una particella puntiforme di massa m e carica e posta nell’origine di
un certo sistema di riferimento, ferma. Questo caso e` esattamente analogo a quello di
una massa sferica di densita` costante e raggio minore di quello in cui il campo dilatonico
si annulla.
Si cerca quindi un possibile accoppiamento tra il campo dilatonico e quello elettromagne-
tico generato dalla carica, tale che questo mantenga l’invarianza conforme dell’azione.
Come ricavato in precedenza, l’azione elettromagnetica e` automaticamente invariante
conforme, senza alcun accoppiamento al dialtone. Percio` al prim’ordine l’azione invarian-
te nei due campi φ e Aµ (che si considerano indipendenti) e` associata alla Lagrangiana:
L = Ldilaton + Lparticle − 1
4
F µνFµν − jµAµ (3.38)
dove per i primi due contributi a L si rimanda alla (3.7).
Dalle ipotesi imposte al problema, la quadricorrente jµ e` quella di una carica e puntiforme
e ferma nell’origine del sistema di riferimento considerato:
jµ = e (δ(3)(~x), 0, 0, 0) (3.39)
Pertanto, le equazioni sono disaccoppiate nei due campi; in particolare, l’equazione per
il dialtone e` ancora la (3.10), mentre quella per Aµ e` l’equazione dell’elettrodinamica
classica. In particolare, si e` scelto di lavorare come usualmente nella gauge di Lorentz,
per cui il sistema da risolvere e`: {
∂µF
µν = jν
∂µA
µ = 0
(3.40)
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Essa ha come soluzione il campo coulombiano statico, descritto dal quadripotenziale:
Aµ =
( e
4pir
, 0, 0, 0
)
(3.41)
dove le costanti sono state fissate in modo che esso si annulli all’infinito.
Pertanto, il campo dilatonico non viene modificato dalla presenza di una carica elettrica,
cos`ı come il campo elettromagnetico non risente della presenza del dilatone, almeno al
prim’ordine nelle derivate.
3.2.1 Termine di anomalia quantistica
Per avere modifiche al campo dilatonico si studia quindi un possibile accoppiamento con
il campo eletromagnetico, sempre al prim’ordine nelle derivate, ma questa volta di ori-
gine quantistica; la sua struttura e` stata proposta da Sundrum in [3] per fare in modo
che la luce venga deviata dal buco nero dilatonico in analogia a quanto succede nel caso
dell’accoppiamento con il campo gravitazionale.
La forma del termine aggiuntivo nell’azione e` del tipo:
Γ =
∫
d4x
e2(µ)
6pi2
log(µφ(x))F µν(x)Fµν(x) + termini indipendenti da µφ (3.42)
ove µ e` il parametro di scala, che da qui in avanti verra` presa unitario.
Chiaramente, tale termine presenta una singolarita` ove il campo dilatonico si annulla, e
pertanto puo` essere utilizzato per studiare la fisica dell’orizzonte del buco nero dilatonico.
Il termine (3.42) non e` invariante conforme se si considera la trasformazione classica
del campo elettromagnetico, in cui F µν e` un operatore di dimensione conforme ∆ = 2
in uno spazio-tempo quadridimensionale. Esso puo` essere pero` reso invariante in ambito
quantistico se si considera la dimensione anomala δ∆ nella trasformazione del quadrato
tensore elettromagnetico, F 2 = F µνFµν , che classicamente presenta ∆ = 4.
Infatti, se se ipotizza che sotto trasformazioni di scala x → λx il quadrato del tensore
energia impulso trasformi con dimensione ∆ = 4 + δ∆, si ricava:
F 2 → λ−∆ F 2 = λ−4 λ−δ∆ F 2 = λ−4 e−δ∆ logλF 2 = λ−4 F 2 − λ−4 δ∆ logλF 2 (3.43)
dove nell’ultimo passaggio si e` fatta un’espansione in serie al prim’ordine del logaritmo
nel limite di argomento infiitesimo.
Questa trasformazione corrisponde a quella classica con l’aggiunta di un termine dovuto
alla dimensione anomala del campo.
L’azione del campo elettromagnetico libero,
S0 = −1
4
∫
F 2 d4x (3.44)
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pertanto, trasforma secondo la:
S0 → −1
4
∫
(F 2 − δ∆ logλF 2) d4x (3.45)
dal momento che la misura trasforma secondo la d4x→ λ4 d4x.
L’azione Γ, invece, tenendo conto della trasformazione classica dei campi, va in:
Γ→ Γ− e
2(µ)
6pi2
logλ
∫
F 2 d4x (3.46)
in quanto, per quanto trovato in (2.110), logφ→ log(φ
λ
)
.
Pertanto, l’azione totale e` invariante se:
S0 + Γ→ S0 + Γ ⇐⇒ δ∆ = 2e
2(µ)
3pi2
(3.47)
In particolare, si e` considerata l’azione costituita dai contributi associati a (3.38) e
(3.42), considerando quest’ultimo come una perturbazione per r >> rs; cio` e` giustificato
dal fatto che esso tende a zero per r →∞.
Le equazioni associate a tale sistema sono dunque:{−M2φ−mδ(3)(~x) + e2
6pi2
1
φ
F µνFµν = 0
Aν − jν − 2 e2
3pi2
(
1
φ
∂µφF
µν +Aν logφ
)
= 0, ∂µA
µ = 0
(3.48)
dove si e` usata la gauge di Lorentz.
Si e` cercata la soluzione a simmetria sferica φ(r), Aµ(r). Inoltre, dato che fisicamente
il campo magnetico e` generato da un moto di cariche elettriche, mentre la situazione in
esame e` statica, si cerca la soluzione particolare nella quale ~A = ~0, supponendo che il
campo dilatonico non possa dare origine ad alcun tipo di situazione “dinamica”. Questo
e` sensato in quanto la soluzione per il campo magnetico avrebbe per ipotesi simmetria
radiale, ma si puo` eseguire una trasformazione di gauge tale che Ai = 0.
Imponendo dunque tali condizioni, ∂
∂θ
e ∂
∂ϕ
= 0, e inoltre dalla richiesta di staticita` si ha
che ∂
∂t
= 0, dunque:
(∂γ)
2 = ∂i∂
i = (sin θ cosφ)2
( ∂
∂r
)2
+(sin θ cosφ)2
( ∂
∂r
)2
+cos2 θ
( ∂
∂r
)2
=
( ∂
∂r
)2
(3.49)
f(~x) = −∇2f(~x) (3.50)
per la forma della metrica (2.2). Inoltre, se ~B = 0, e per quanto trovato nell’equazione
(3.49):
F µνFµν = −2
(∂A0
∂r
)2
(3.51)
Infine, considerando l’espressione ∂µf(~x)F
µν per ν = 0 si ottiene:
∂µf(~x)F
µ0 =
∂f
∂x
(∂A0
∂x
− ∂A
1
∂t
)
+
∂f
∂y
(∂A0
∂y
− ∂A
2
∂t
)
+
∂f
∂z
(∂A0
∂z
− ∂A
3
∂t
)
=
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=
∂f
∂x
∂A0
∂x
+
∂f
∂y
∂A0
∂y
+
∂f
∂z
∂A0
∂z
=
∂f
∂r
∂A0
∂r
(3.52)
mentre, per ν = i si trova che:
∂µf(~x)F
µi = ∂0f(~x) (∂
0Ai − ∂iA0) + ∂jf (∂jAi − ∂iAj) = 0 (3.53)
Nel primo addendo si annulla la derivata temporale, mentre negli ultimi due si e` ipotizzato
Ai = 0, e pertanto termini di questo tipo nelle equazioni sopra riportate si annullano.
Attraverso le relazioni (3.49) - (3.53) si sono dunque ottenute le equazioni:{
M2∇2φ−mδ(3)(~x)− e2
3pi2
1
φ
(
∂A0
∂r
)2
= 0
−∇2A0 − e δ(3)(~x) + 2e2
3pi2
logφ∇2A0 − 2e2
3pi2
1
φ
∂φ
∂r
∂A0
∂r
= 0
(3.54)
In questo sistema si e` gia` tenuto conto del fatto che le ultime tre equazioni in (3.48) (per
ν=i=1,2,3) sono identicamente soddisfatte per Ai = 0.
Essendo il sistema non banale, si e` proceduto alla ricerca della soluzione tramite metodo
perturbativo al primo ordine; si e` quindi posto:
φ(r) = φ0(r) + δφ(r) A
0(r) = A00(r) + δA
0(r) (3.55)
dove φ0 e` dato dall’equazione (3.11) e A
µ
0 dalla (3.41), e le δφ e δA
µ sono delle funzioni
trascurabili in tale limite rispetto alle precendenti; avendo le funzioni imperturbate un
andamento all’infinito del tipo ∼ 1
r
, questo significa richiedere che le variazioni abbiano
un andamento all’infinito piu` rapido, ovvero almeno ∼ 1
r2
.
In particolare, si considera come sistema imperturbato quello disaccoppiato studiato
all’inizio della sezione: {
M2∇2φ−mδ(3)(~x) = 0
−∇2A0 − e δ(3)(~x) = 0 (3.56)
e si considerano i termini aggiuntivi a tali equazioni come una perturbazione, derivante
dalla perturbazione della Lagrangiana con il termine di accoppiamento (3.42).
Per quanto riguarda le condizioni al contorno delle perturbazioni, dalla richiesta che
< φ >= 1 si ha che δφ → 0 per r → ∞, in quanto φ0 → 1 in questo limite. D’altro
canto, si richiede che anche δAµ → 0 per r → ∞, in quanto il quadripotenziale deve
annullarsi all’infinito.
Le equazioni studiate con tale metodo sono chiaramente divergenti per r → rs, ma dal
momento che la divergenza e` del tipo 1
φ
ci si aspetta che integrando due volte la singolarita`
venga eliminata.
La soluzione e` data da:
δφ =
e4(m− 4piM2r)
12m2pi3r
(log|r| − log|4piM2r −m|) + e
4
12mpi3r
+ a+
b
r
= (3.57)
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= a+
e4M2
3m2pi2
log(4piM2) +
b
r
− e
2
12mpi3
e2 log(4piM2)
r
+ o
((rs
r
)2)
(3.58)
δA0 = c+
d
r
+
e3
6pi3r
+
e3(m− 4piM2r)
6mpi3r
(log|r| − log|4piM2r −m|) = (3.59)
= c+
2e3M2
3mpi2
log(4piM2) +
1
r
[
d− e
3
6pi3
log(4piM2)
]
+ o
((rs
r
)2)
(3.60)
dove in (3.58) e in (3.60) si e` riportata l’espansione in potenze di rs
r
nel limite → 0,
tenendo conto che per r →∞ l’argomento di entrambi i logaritmi e` positivo, ∀m.
Avendo utilizzato la tecnica perturbativa, l’approssimazione effettuata ha senso se le
variazioni all’infinito si annullano piu` velocemente di 1
r
, che e` l’andamento dei campi
imperturbati. Dall’espansione in serie per rs
r
<< 1, si sono scelte le costanti di integra-
zione in modo tale che i coefficienti del termine costante e di quello in 1
r
in tale limite si
annullassero, ottenendo:
a = − log(4piM2) e
4M2
3pi2m2
= − log(4piM2) e
4
48pi4M2r2s
(3.61)
b = log(4piM2)
e4
12pi3m
= log(4piM2)
e4
48pi4M2rs
(3.62)
c = −2e
3M2
3mpi2
log(4piM2) = − e
3
6pi3rs
log(4piM2) (3.63)
d =
e3
6pi3
log(4piM2) (3.64)
In definitiva, in termini di rs le due perturbazioni si esprimono come:
δφ =
e4
48 rsM2pi4 r
− e
4
48 r2sM
2 pi4 r
(rs − r) log
(
1− rs
r
)
(3.65)
δA0 =
e3
6pi3 r
− e
3
6 rs pi3 r
(rs − r) log
(
1− rs
r
)
(3.66)
ove si e` gia` tenuto conto che, essendo il dominio delle due funzioni r ∈ (rs,+∞), l’argo-
mento dei logaritmi e` sempre positivo, e dunque si puo` omettere il valore assoluto.
Tali espressioni presentano un valore finito in r = rs, come previsto. Pertanto, per valori
sufficientemente piccoli di e ci si aspetta che tale soluzione valga anche in prossimita` del-
l’orizzonte, e si puo` concludere dunque che la soluzione con tale accopppiameno continua
ad essere liscia, sebbene la Lagrangiana descrivente il sistema sia singolare.
In particolare, con questo accoppiamento il valore del raggio di Schwartzchild del sistema
viene modificato: in Figura 3.5 si nota come esso venga spostato in particolare interna-
mente all’orizzonte iniziale, regione in cui si e` tenuto conto che l’argomento del logaritmo
cambia di segno per la presenza del valore assoluto.
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Figura 3.5: Spostamento dello zero del dlatone.
3.2.2 Termine alle derivate di ordine superiore
Dal momento che dalle Lagrangiane al prim’ordine in esame il raggio rs non assume un
carattere singolare, si e` studiato il comportamento dell’orizzonte nel caso di contributi al
second’ordine nelle derivate.
Una possibilita` per questo termine aggiuntivo alla Lagrangiana a livello classico e` propo-
sta da Sundrum in [3], e corrisponde all’espressione:
Ldil−em ∝ √gRgµαgνβFµνFαβ (3.67)
ove R e` la curvatura scalare associata alla metrica gµν costruita a partire dal dilatone,
data dalla (2.118). In particolare, si trova che:
Γλµν =
1
2
gλσ (∂µgσν + ∂νgσµ − ∂σgµν) = 1
φ
[∂µφ δ
λ
ν + ∂νφ δ
λ
µ − ∂λφ ηµν ] (3.68)
tenendo conto che, invertendo la metrica (che e` un tensore diagonale), si ottiene l’espres-
sione gµν = φ−2ηµν . Da qui:
Y ρµνλ = ∂λΓ
ρ
µν + Γ
ρ
λτΓ
τ
µν =
1
φ2
[2 ∂µφ ∂νφ δ
ρ
λ − ∂τφ ∂τφ ηµν δρλ + ∂ρφ ∂λφ ηµν − ∂ρφ ∂µφ ηλν−
−∂ρφ ∂νφ ηλµ] + 1
φ
[∂λ∂µφ δ
ρ
ν + ∂λ∂νφ δ
ρ
µ − ∂λ∂ρφ ηµν ] (3.69)
Rρµνλ = Y
ρ
µνλ−Y ρµλν =
1
φ
[∂λ∂µφ δ
ρ
ν−∂λ∂ρφ ηµν−∂ν∂µφ δρλ+∂ν∂ρφ ηµλ] +
1
φ2
[2 ∂νφ ∂µφ δ
ρ
λ−
−2 ∂λφ ∂µφ δρν + ∂τφ ∂τφ ηµλ δρν − ∂τφ ∂τφ ηµν δρλ − 2 ∂ρφ ∂νφ ηµλ + 2 ∂ρφ ∂λφ ηµν ] (3.70)
Rµν = R
λ
µλν =
1
φ
[2 ∂ν∂µφ+φ ηµν ] +
1
φ2
[−4 ∂µφ ∂νφ+ ∂λφ ∂λφ ηµν ] (3.71)
e infine:
R = gµνRµν =
6
φ3
φ (3.72)
che e` un termine al second’ordine nelle derivate in φ. Si nota che la curvatura scalare,
e di conseguenza la Lagrangiana, presentano una divergenza ove il dilatone si annulla,
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data la dipendenza da 1
φ3
.
Per il fatto di aver considerato la metrica data dal dilatone, il contributo all’azione dato da
Ldil−em e` automaticamente invariante conforme e, in particolare, si trova che e` esprimibile
come:
Ldil−em ∝ 1
φ3
φF µνFµν (3.73)
Si nota che per r →∞ tale contributo si annulla, e pertanto si puo` studiare il problema
considerando la (3.73) come una perturbazione della densita` di Lagrangiana (3.38).
In definitiva, si studia il sistema descritto da:
L =
M2
2
(∂µφ)
2 −mδ(3)(~x)φ− 1
4
F µνFµν − jµAµ + α
φ3
φF µνFµν (3.74)
ove α e` la costante di accoppiamento tra il campo elettromagnetico e quello dilatonico e
jµ e` data ancora dall’espressione (3.39).
In particolare, da un punto di vista dimensionale [α] = massa−2; avendo il sistema come
massa caratteristica M , si e` scelto α = M−2.
Variando l’azione associata a (3.74) prima rispetto a φ e successivamente rispetto ad Aµ
(nell’ipotesi di gauge di Lorentz) si ottiene il sistema di equazioni differenziali:
φ(−M2 − 6
M2 φ4
F µνFµν)−mδ(3)(~x) + 12M2 φ5 (∂γφ)2F µνFµν − 6M2 φ4∂γφ ∂γ(F µνFµν)+
+ 1
M2 φ3
(F µνFµν) = 0
Aν − jν + 12
M2 φ4
φ ∂µφF µν + 4M2 φ3∂µ(φ)F µν − 4M2 φ3φ ∂µF µν = 0, ∂µAµ = 0
(3.75)
Anche in questo caso si e` studiato il limite statico a simmetria sferica, con campo ma-
gnetico nullo. Pertanto, attraverso le relazioni (3.49) - (3.53) ci si e` ridotti al seguente
sistema di equazioni per il dilatone e A0:
M2∇2φ−mδ(3)(~x)− 12
M2
1
φ4
∇2φ (∂A0
∂r
)2 − 24
M2
1
φ5
(
∂A0
∂r
)2 (∂φ
∂r
)2
+ 24
M2
1
φ4
∂φ
∂r
∂A0
∂r
∂2A0
∂r2
+
+ 2
M2
1
φ3
∇2 ((∂A0
∂r
)2)
= 0
−∇2A0 − e δ(3)(~x)− 12
M2
1
φ4
∇2φ ∂φ
∂r
∂A0
∂r
+ 4
M2
1
φ3
∂
∂r
(∇2φ) ∂A0
∂r
− 4
M2
1
φ3
∇2φ∇2A0 = 0,
∂µA
µ = 0
0 = 0
(3.76)
Effettivamente, le ultime tre equazioni in (3.75) per ν = i con le ipotesi fatte sono sod-
disfatte identicamente, e pertanto il limite a cui ci si e` ristretti e` sensato.
Anche in questo caso data la complessita` del sistema si e` utilizzata la teoria delle pertur-
bazioni al prim’ordine nel limite rs
r
<< 1 per ottenere una soluzione analitica, e dunque
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si e` studiato il sistema:
M2∇2δφ− 12
M2
1
φ40
∇2φ0
(∂A00
∂r
)2 − 24
M2
1
φ50
(∂A00
∂r
)2 (∂φ0
∂r
)2
+ 24
M2
1
φ40
∂φ0
∂r
∂A00
∂r
∂2A00
∂r2
+
+ 2
M2
1
φ30
∇2((∂A00
∂r
)2)
= 0
−∇2δA0 − 12
M2
1
φ40
∇2φ ∂φ0
∂r
∂A00
∂r
+ 4
M2
1
φ30
∂
∂r
(∇2φ0) ∂A
0
0
∂r
− 4
M2
1
φ30
∇2φ0∇2A00 = 0
(3.77)
ove si e` gia` tenuto conto del fatto che φ0 e A
0
0 sono soluzioni del sistema (3.56).
La soluzione di (3.77) e` data da:
δφ = a+
b
r
+
8 e2M2pi
m3r (m− 4piM2r)3 (−61m
3 +768m2M2pir−3264mM4pi2r2 +4608M6pi3r3)−
−192e
2M2pi (m− 12M2pir)
m4 r
(
log|r| − log|4piM2r −m|) (3.78)
δA0 = c+
d
r
(3.79)
ove a, b, c, d sono costanti arbitrarie. Dal momento che si vuole studiare la soluzione
all’infinito, la si considera nel dominio r ∈ (rs,+∞); in questo range gli argomenti dei
logaritmi in (3.78) sono positivi e si puo` dunque omettere il valore assoluto.
In generale, si nota che la perturbazione del campo dilatonico dipende quadraticamente
dal valore della carica del corpo, e dall’inverso della massa. Pertanto, essa sara` tanto
maggiore quanto piu` carico e meno massivo sara` il corpo.
Affinche` le funzioni (3.78) e (3.79) siano effettivamente perturbazioni dei campi im-
perturbati, come costanti di integrazione si sono prese quelle tali per cui si annullano
i coefficenti rispettivamente dell’ordine zero e uno nell’espansione in rs
r
. Si trova che,
a meno di infinitesimi di ordine superiore e scrivendo esplicitamente il parametro rs in
funzione di m e M :
δφ = a− 2304M
4 e2 pi2
m4
log(4piM2) +
1
r
[
b+
192 e2M2 pi
m3
log(4piM2)
]
+ o
((rs
r
)2)
(3.80)
δA0 = c+
d
r
(3.81)
dove quest’ultima e` effettivamente un’uguaglianza.
Pertanto, si trova che:
a =
2304M4 e2 pi2
m4
log(4piM2) =
9 e2
M4 pi2 r4s
log(4piM2) (3.82)
b = −192 e
2M2 pi
m3
log(4piM2) = − 3 e
2
M4 pi2 r3s
log(4piM2) (3.83)
c = d = 0 (3.84)
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Riscrivendo infine (3.78) e (3.79) in termini di rs ed esplicitando le costanti di integra-
zione si ottiene:
δφ =
e2
8 r3sM
4 pi2 (rs − r)3 r (−61 r
3
s + 192r
2
s r − 204 rs r2 + 72 r3)+
+
3 e2 (rs − 3 r)
r4sM
4 pi2 r
log
(
1− rs
r
)
(3.85)
δA0 = 0 (3.86)
In definitiva, dunque, nel limite di raggi grandi il campo dilatonico presenta una varia-
zione non nulla, mentre il campo elettrico risulta imperturbato, a meno eventualmente
di una ridefinizione della carica elettrica.
La perturbazione (3.85) e` divergente in rs. Anche se in prossimita` di tale valore la
soluzione ottenuta tramite metodo perturbativo non e` piu` valida, ci si aspetta che se
la soluzione fosse liscia in un intorno di tale punto, questo si potrebbe vedere a livello
perturbativo: cio` in quanto se R e` la lunghezza caratteristica del sistema (qui e` legata
all’inverso di M), nel caso di una soluzione liscia la deformazione alla soluzione impertur-
bata sarebbe dell’ordine di δr = R. Si puo` pertanto supporre che con questo contributo
alle derivate superiori la soluzione effettiva del sistema presenti una deformazione gran-
de (δr >> R) oppure infinita rispetto al campo imperturbato, e che quindi l’orizzonte
diventi singolare.
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Conclusioni
Si sono studiate teorie effettive con rottura di simmetria conforme e alcuni strumenti
matematici per descriverle in una teoria di campo, in particolare il metodo per costruire
azioni invarianti conformi e il ruolo del dilatone in tali sistemi.
Si sono dunque studiati i buchi neri dilatonici derivanti da tali teorie effettiva, e si e` cer-
cata un’analogia tra buchi neri carichi gravitazionali e dilatonici. In particolare, si e` visto
che al prim’ordine i raggi di Schwartzchild non cioncidono con divergenze del sistema,
anche se nel caso dilatonico nello studio del moto di una particella di prova rs e` un punto
chiaramente patologico del sistema, in quanto la massa effettiva diventa nulla.
Mentre nel caso gravitazionale rs non acquisisce carattere singolare nemmeno conside-
rando contributi di ordine superiore, per il dilatone si e` ricavato che i contributi di
accoppiamento dilatone-campo elettomagnetico al second’ordine nelle derivate studiati
mediante la teoria perturbativa al prim’ordine presentano un’indicazione del fatto che la
soluzione in rs venga modificata in modo sostanziale in prossimita` di rs.
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