Abstract. This paper contains a study of the long time behavior of a diffusion process in a periodic potential. The first goal is to determine a suitable rescaling of time and space so that the diffusion process converges to some homogeneous limit. The issue of interest is to characterize the effective evolution equation. The main result is that in some cases large drifts must be removed in order to get a diffusive asymptotic behavior. This is applied to the homogenization of parabolic differential equations.
1. Introduction. In this paper we discuss homogenization of diffusion equations involving space-time periodic coefficients and present some refinements of the results obtained by Bensoussan, Lions, and Papanicolaou in [2] . We consider the scaling x → x/ε, t → t/ε p ,0<p<2. The martingale method that is used here is not really new (see [5] , [8] ). Indeed the aim of this paper is not the introduction of a new method but rather a complete and corrected treatment of the problem at hand. The main result is that, in some cases for 1 ≤ p<2, we must remove large drifts in order to get a diffusion limit. This corrects the corresponding results in [2] , where the drifts were taken to be zero but are not so in general.
We shall use a probabilistic approach to study the convergence of the solutions of partial differential equations as in Chapter 3 of [2] . Indeed the solution of a parabolic differential equation may be represented as averages of functionals of the process solution of a stochastic differential equation (see [4] ). One advantage of the probabilistic approach is to obtain pointwise convergence results. However, the price that has to be paid is some stringent regularity assumptions on the coefficients of the partial differential equations.
First we lay out the situation that will be studied in the paper. Let b i be periodic and regular enough functions and a ij be symmetric, periodic, strongly elliptic, and regular enough functions. (More precise assumptions will be given later.) Let O be an open bounded subset whose boundary Σ is of class C 2 . Let f be defined on [0,T]×Ō regular enough and u 0 be a continuous function such that u 0 | Σ =0. W eare particularly interested in proving convergence results for the solutions of the partial differential equations of the type
where we use here and throughout the paper the convention of summation upon repeated indices. ε denotes a small parameter which characterizes the periods of the oscillations of the coefficients a and b. We shall consider a parameter p ∈ (0, 2). The case p = 0 is a straightforward extension of the time-independent case. The case p = 2 (and p>2) has been extensively studied in [2] . There exists a unique solution u ε ∈C 1,2 ((0,T)×O,R) C 0 ([0,T]×Ō,R) under nice regularity assumptions on the data. Moreover we can give a probabilistic representation for u ε (t, x). If σ denotes a square root of a (i.e., a = t,x (t)=x, (2) where W denotes a standard d-dimensional Brownian motion. If we introduce the stopping time τ ε t,x = inf{s ≥ t, Y ε t,x (s) ∈ O}, then we have (see [4] , [2] , and references therein):
Bensoussan, Lions, and Papanicolaou have shown that Y ε t,x converges weakly to a Brownian motion, whose diffusion coefficient may take different values depending on the parameter p. We shall show that some terms have been omitted, which may introduce a drift in the limit process. Moreover, using standard Dirichlet-type variational principles, we are able to give variational formulations for the effective coefficients of the limit equations which are not given in [2] .
The paper is organized as follows. We consider first a simpler problem than (1). Namely, we state and prove our main results in sections 3-5 in the case of a diffusion in a periodic potential, where a ij (t, x)= 1 2 δ ij and b i (t, x)=− ∂V ∂xi (t, x) for some periodic function V . Generalizations are given in section 6. Finally in section 7 we consider a problem with random coefficients and prove convergence results for some particular time-space dependence. We shall point out in the proof of Theorem 7.1 that we could obtain the results of section 7 by means of another way which has been developed in a different context by Lebowitz and Rost [7] .
2. Notations and preliminaries. We begin by introducing some notation. Throughout the paper (W t ) t≥0 will denote a d-dimensional standard Wiener process defined on the canonical probability space (Ω, F, P). That means that Ω is the space of all continuous functions in C 0 ([0, ∞), R d ) equipped with the topology generated by the uniform norm on compact subsets in R d , F is the Borel σ-algebra of Ω, and P is the Wiener measure on (Ω, F). We also introduce some function spaces.
denotes the set of all the functions ψ of two variables t and y such that the partial derivatives ∂ i+j ψ ∂t i ∂y j ,0≤i≤k ,0≤j≤l , exist and are continuous with respect to (t, y). (
∂y j is a shorthand for the tensor of the j-order derivatives of ψ). P k,l denotes the set of all the functions ψ from [0,
is periodic with period 1 for every t;
• t → ψ(t, y) is periodic with period T 0 for every y. For every ψ ∈P k,l , we denote ψ 0 =s u p y ∈ [0,1],t∈[0,T0] |ψ(t, y)| and ψ m,n = m i=0 n j=0 ∂ i+j ψ ∂t i ∂y j 0 , where 0 ≤ m ≤ k and 0 ≤ n ≤ l. P k,l is equipped with the topology associated with the norm . k,l . We denote by ∇ψ the partial derivatives with respect to the variable y:
We aim at outlining here the ergodic properties of diffusions in a periodic potential v. We consider here the case where v does not depend on time t. More exactly, we assume that v is a periodic C 2 function from R d into R of period 1. (We can think of v as a smooth function on the torus S d of length 1.) Let y x (s) be the solution of the stochastic differential equation
The infinitesimal generator of this Markov process is given by L = 1 2 ∆ −∇v(y).∇. Let us define the projection on the torus
H e r ea n db e l o wp o i n t si nR d are denoted by x (or y), and points in S d byẋ (orẏ). The processẏẋ(s) is Markov. Its generator is L with the domain restricted to the periodic functions with period 1. This process admits therefore a unique invariant probability measure m whose density with respect to the Lebesgue measure over S d is m(ẏ)= e −2v(ẏ)
It has very nice mixing properties, and its generator admits an inverse on the subspace of functions centered with respect to the measure m.
• There exists a unique (up to a constant) function χ which belongs to
where C is a constant which depends only on ∇v ∞ .
• The following variational formula holds:
Proof. The first statement is a straightforward corollary of Theorems III-3-2 and 3-3 in [2] , whose key argument is the spectral gap of the generator L. Let us now establish the variational formula (7). We denote
, we can deduce from the Schwarz inequality that
As a consequence,
The conclusion follows, since the fact that −
3. Main results. Let us regard now a time-dependent problem. We consider a time-space periodic potential V . Similarly to (5) we introduce the probability measure m(t, .) on the torus S d whose density is m(t,ẏ)= e −2V(t,ẏ) 
Let us introduce the effective coefficients (diffusivity and drift):
Since α ℓ (resp., β ℓ 1 ) is a symmetric quadratic form (resp., a linear form) in ℓ, there exists a unique matrix α (resp., a vector β 1 ) such that α ℓ = ℓ.αℓ (resp., β
The following variational formula for the coefficient α ℓ holds:
The potential V reduces the diffusion. Indeed,
The proof of this proposition is deferred to Appendix A. A simple example where β 1 = 0 will be given later in this section. We are now able to state the following theorems that will be proven in section 4. THEOREM 3.3. If V ∈P 1 , 2 and Y ε is solution of the stochastic differential equation
ε converges in probability to the process β 1 t. We refer to section 5 for the study of the process
1 , 2 and u ε is the solution of the partial differential equation
where
. Then the following statements hold for every (t, x) ∈ [0,T]×Ō:
• If 1 <p<2and β 1 (V ) =0 , then u ε admits no limit as ε → 0, except in the trivial case where u 0 and f do not depend on x.
Finally we consider a particular case where the study of the effective drift β 1 and diffusivity α can be performed more precisely. Let v be a periodic C 2 function from R d into R with period 1 and ̺ be some vector in R d . We consider the time-dependent periodic potential V given by
In order to ensure that V is strictly periodic with respect to t, we would have to assume that no couple of coordinates of the vector ̺ are incommensurable. In fact it can be easily proven that this is irrelevant for our purpose, and we get the results of Theorems 3.3 and 3.4 with any vector ̺. PROPOSITION 3.5. Let α be the diffusion matrix and β 1 be the drift associated with the potential V given by (14).
(1) The matrix α is a symmetric and diagonalizable matrix whose eigenvalues belong to
• γ 2 ≤ 1 and γ 2 =1if and only if there exists a vector ℓ such that ℓ.∇v is identically zero.
(2) The drift vector β 1 is equal to
In particular the drift β 1 is different from zero if ̺.∇v is not identically zero. It means that there exists a residual drift as soon as the potential v acts in the direction of ̺. The proof of the proposition is easy and deferred to Appendix B.
By Theorem 3.4 and Proposition 3.5 we are now able to give some new results concerning parabolic partial differential equations. For instance let us consider the evolution problem
v is some periodic function, and ̺ ∈ R d . We first regard the behavior of the solution near the place where the "wind" ̺ has led it. Namely, we consider X ε ̺ (t, x)=X(t, x + ̺t), which is the solution of
Applying a slight modification of Theorem 3.4 to X ε ̺ yields the convergence of this function, from which we can deduce that X ε pointwise converges to X solution of
where ℓ.α ν ℓ is given by
The striking point is that the drift has been affected. We shall study this problem in a general random context in section 7.
4. Proof. This section is devoted to the proofs of Theorems 3.3 and 3.4. We first state a standard tightness criterion in
ε be a family of processes with paths in
The family is tight if for any T>0and δ>0
Now we reduce the problem to the study of the long time behavior of a diffusion process. We claim that, when p<2, the diffusion process Y ε given by (12) can be regarded as the long time behavior of the diffusion process y ε defined by
where w . is the auxiliary Brownian motion ε −θ/2 W ε θ . and θ ∈ (1, ∞) is a parameter derived from p through the formula θ =(1−p/2) −1 . Indeed, it is easy to check that
As a consequence, a weak convergence result for the process ε θ/2 y ε ( . ε θ ) will imply a weak convergence result for the process Y ε (.) and, in view of the representation (3), a pointwise convergence result for the function u ε .W e shall then discuss the long time behavior of y ε .B yI t o's formula we can write
Since L t χ ℓ 1 (t,ẏ)=−ℓ.∇V (t,ẏ), we have for any θ>1
The following lemma is a slight modification of Theorem III-10-2 in [2] , where the same result is obtained in the case where ψ is assumed to belong to P
Proof. By Proposition 2.1 there exists a unique function ξ ∈P 0 , 2 such that, for
We shall regard the integral in (21) over intervals which are small compared to the macroscopic scale O(ε −θ ) but large compared to the microscopic scale O(1). Let M be an integer. We consider the partition of the macroscopic interval [
Taking the square conditional expectation and using the Burkholder's inequality for the martingale term, then summing over the M steps by Minkowski's inequality, we get
Optimizing with respect to M and choosing M ≃ ε 1/2−θ , we obtained the desired result.
4.1. Case 1 <θ≤ 2 (i.e., 0 < p ≤ 1). We denote ε θ/2 y ε (
The corrective drift ε θ/2 β 1 t ε θ−1 goes to 0 as ε → 0w h e nθ<2 and is equal to β 1 t when θ = 2. Using (20) and (19), we get that ℓ.Ȳ ε satisfies and of terms that go to 0 in probability uniformly with respect to t as ε → 0. Applying the Burkholder's inequality we find immediately that M ε ℓ satisfies the tightness criterion (18). Applying Lemma 4.2, we get that the quadratic variation of the martingale M ε ℓ converges to the deterministic function α ℓ t. Therefore, using a standard martingale central limit theorem (see Theorem III-10-2 in [2]), we find that the continuous martingale M ε ℓ converges weakly to √ α ℓ w
1
. , where w 1 is a standard one-dimensional Brownian motion.
Case θ>
(20) and (19), we get that ℓ.Ỹ ε satisfies
ℓ.Ỹ ε is the sum of the drift b ε ℓ given by (24) and of terms that go to 0 in probability uniformly with respect to t. The process b ε ℓ is tight in C 0 ([0, ∞), R d ) since it obviously satisfies the criterion (18). On the other hand, by Lemma 4.2 the finitedimensional distributions of b ε ℓ converge to the finite-dimensional distributions of the process β 1 t. This yields the weak convergence of b ε ℓ . Besides, since the limit process is a deterministic function, the convergence at hand holds in probability.
Further normalizations.
We can look for a more precise long time behavior of the diffusion process y ε defined by (19), provided that the potential V is differentiable enough with respect to t.
Let us assume that V ∈P 2 , 2 . Since 1,2 such that, for every t ∈ [0, ∞),
Hence we can introduce the coefficients β ℓ 2 (t), β ℓ 2 ,a n dβ 2 defined by
We are now able to state the following proposition.
PROPOSITION 5.1. If V ∈P 2 , 2 and Y ε is solution of the stochastic differential equation (12), then the following convergences hold in
• If p =3/2,then the process Y ε (t)−β 1 ε −1/2 t converges weakly to α 1/2 W t +β 2 t. Proof. We shall proceed as in section 4. By Itô's formula we can write
Since L t χ ℓ 1 (t,ẏ)=− ℓ.∇V (t,ẏ)a n d 
6. Generalizations.
Time dependence.
We have assumed in the previous sections that the potential V was periodic with respect to the time variable t. This limitation is in fact far too restrictive, and we can easily extend the results of Theorems 3.3 and 3.4 to cases where V is ergodic with respect to the time in the sense that the limits
exist. Then they play the role of α and −β 1 , respectively. Further we can extend our results to processes which are random and ergodic with respect to t. Example 6.1. We consider the case where the potential depends on time through a random process z t (ω), where z t is an Orstein-Uhlenbeck process defined on some probability space (Ω,F,P). Namely, z t is a real-valued Markov process independent of the Brownian motion W whose generator L is given by
. L admits therefore a unique invariant probability measure p, whose density with respect to the Lebesgue measure over R is p(z)=(1/ √ π) exp(−z 2 ). Furthermore z t is ergodic; i.e., for any continuous and bounded function F ,
We consider here the random potential V defined on [0, ∞) × R d ×Ωa n dg i v e nb y V( t, y,ω)=v( z t (ω),y), where v is a C 2,2
function which is periodic with respect to the second variable. Proceeding as in the previous sections, we denote m(z,ẏ)= e −2v(z,ẏ)
There exists a unique function χ 1 ∈C 2,2
is periodic for every z and satisfies 1 2
Then we are able to define the coefficients α and β 1 :
We get back the results of Theorem 3.3 with the random potential V if we interpret the convergences of the diffusion processes according to the following way: for any δ>0, for any bounded and continuous functional
As a consequence the conclusions of Theorem 3.4 hold. The convergence of the solution u ε of the partial differential equation (13) with the random potential V (t, y,ω) should be understood in the following sense:
for any (t, x), for any δ>0, lim
6.2. Locally periodic coefficients. We aim at generalizing the results of section 3 with locally periodic coefficients. Namely, we consider a potential V (t, x, y) which belongs to C 1,2,2 b
and which is periodic with respect to the variable y and the variable t. We want to prove a convergence result for the solution of the evolution problem
with the same notations as in Theorem 3.4. We begin by introducing the generator L t,x defined on the space of periodic C 2 functions by 1 2 ∆ y −∇ y V(t, x, .).∇ y .The invariant probability measure associated to the generator L t,x admits a density with respect to the Lebesgue measure given by m(t, x,ẏ)= e −2V(t,x,ẏ)
By Proposition 2.1 there exists a unique periodic function
) and the centering condition S d χ 1 (t, x,ẏ)m(t, x,ẏ)dẏ ≡ 0. Then we are able to define the coefficients α, β 1 ,a n dγso that we can state Theorem 6.2:
If u ε is solution of the partial differential equation (27), then the following statements hold for every (t, x) ∈ [0,T]×Ō:
• If p =1, then u ε (t, x) converges to u(t, x) solution of
We could also consider a reiterated homogenization problem. However, it would not furnish deeper results than the study of the problem with locally periodic coefficients, so we mention only the fact that a reiterated problem with time-dependent coefficients can be dealt with the previous method and gives the same type of results (appearance of a new drift when p =1).
Nonconstant diffusive terms.
We have assumed in the previous sections that the diffusive term was constant and that the drift coefficient was the gradient of some periodic function V . In fact we can generalize our results to problems (1) under more general assumptions. Let us assume that the coefficients a ij belong to P 1,2 ,a r e symmetric, and satisfy a strict ellipticity condition, i.e., (H1) there exists some γ>0 such that, for any (t, x), ij a ij (t, x)ξ i ξ j ≥ γ i ξ 2 i . Under these conditions, there exists a matrix σ(t, x) which is symmetric, positive definite such that a = 1 2 σ 2 . As a consequence we can express the solution of the partial differential equations (1) according to (2) and (3). We put now
From the elliptic theory (see [3] ), there exists a unique positive function m in P 7. Random coefficients. We consider the advection-diffusion of a passive scalar quantity (we may think at temperature) by a velocity field. The problem is particularly interesting and difficult when the field admits a statistical description (see [1] ). There exist two space-scales:
• the microscopic scale, which is the typical length scale associated with the random fluctuations of the field;
• the macroscopic scale, which is the typical length scale associated with the variations of the smooth initial data.
To articulate the last feature we introduce a small parameter ε so that the initial data are T 0 (εx). We assume also that the deterministic component of the field has a small amplitude compared to that of the fluctuations. More exactly we are considering av e l o c i t yfi e l do ft h et y p eε̺ + F (x), where ̺ is a fixed and homogeneous wind and F (x) is a random, centered, stationary and ergodic process. As a result the quantity
We regard the natural large time large distance scaling t → t/ε 2 , x → x/ε.W ea i ma t determining the effective evolution equation of the macroscopic-scale varying quantity
x ε )a sε→0. We begin with a precise expression of the random field. We introduce the probability space (X, G,µ), with η labeling the realization of the field F . We assume that on (X, G,µ) a group of measure-preserving transformations {τ
Assuming that T x is stochastically continuous, we get that T x forms a strongly continuous unitary group of operators on L 2 (µ) whose infinitesimal generator D is closed and has a dense domain D(D)i nL 2 ( µ ):
We shall assume in the following that the field F belongs to D(D) and is bounded together with its first derivatives D i F . We denote F (x, η)=F(τ −x η). THEOREM 7.1.
• If F is a force field which derives from a bounded and stationary potential V , then for any (t, x), the random quantity T ε η ( t ε 2 , x ε ) converges in µ-probability to T (t, x), the solution of
α is a positive matrix whose norm is less than 1. It means that the effective diffusivity and the effective drift are weaker than the microscopic ones.
• If F is an incompressible velocity field (i.e., a free divergence field) and its orthogonal gradient (i.e., a skewsymmetric matrix H ij such that F j = D i H ij ) is bounded, then for any (t, x), the random quantity T ε η ( t ε 2 , x ε ) converges in µ-probability to T (t, x), the solution of
As a result, expanding χ ε 2 (− ̺t ε ,η ε ( t ε 2 )) by Itô's formula and applying the relation 
where we have denoted by w . the auxiliary Brownian motion ε −1 W ε 2 . . We can note that (28) looks like (23) (with θ = 2) in section 4. Namely, taking into account the L 2 -convergences of εχ ε 2 (resp., Dχ ε 2 ) to 0 (resp., ξ) and combining the ergodic theorem with the martingale central limit theorem we obtain the convergence of the finite-dimensional distributions. In particular the drift converges to ̺.ξ π t. In the free divergence case this residual drift is equal to 0, because π is the translationinvariant measure µ which satisfies Dχ µ =0f o ra n yχ∈L 2 ( µ ); hence ̺.ξ µ = lim λ→0 ̺.Dχ λ µ = 0. On the other hand, in the potential case, the invariant measure π is not translation invariant. Then we can check that the statements of Proposition 3.5 are still valid if we replace the Lebesgue measure over the torus S d with the translation invariant measure µ.
The proof of the tightness in C 0 ([0, ∞), R d ) relies on some uniform estimates (of the type of Nash's estimate) of the transition probability density of the Markov process Y 
from which we deduce a new expression of the diffusion constant:
Let us fix some positive real M . LetṼ be some function in P 1,2 such that Ṽ 1,1 ≤ M . In the remainder of the proof, C i will denote constants which depend only on V and M . From (29), (31), and analogous expressions for the corresponding coefficientsα ℓ , β 
