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Vorwort des
Herausgebers
Vor zwanzig Jahren wurden mit dem Begriff Radar (Radio Detection and
Ranging) fast ausschließlich teure, komplexe Systeme zur Schifffahrts-,
Flug- und Landverkehrsu¨berwachung, manchmal auch zur Steuerung
sowie zur Abwehr von Marschflugko¨rpern, verbunden. Aufgrund ihrer
Kostenstruktur war die klassische Radarindustrie zur Entwicklung und
Fertigung von Radargera¨ten fu¨r den Massenmarkt nicht in der Lage.
Dafu¨r ist es der Kraftfahrzeugzuliefererindustrie gelungen, kostengu¨nstige
und zuverla¨ssige Abstandswarnradare auf den Markt zu bringen. Seit-
dem ist der Trend, Radargera¨te breitfla¨chig als Sensoren in Fahrzeugen,
in der Automatisierungstechnik und in anderen Bereichen des ta¨glichen
Lebens einzusetzen, nicht mehr aufzuhalten. Gleichzeitig wird erforscht,
welchen Nutzen der Einsatz von Fahrzeug-zu-Fahrzeug Funkkommunika-
tion z.B. fu¨r die Verkehrssicherheit oder die Verkehrslenkung haben ko¨nnte.
Da Radar und Funkkommunikation elektromagnetischeWellen benutzen,
die von den jeweiligen Verkehrspartnern reflektiert bzw. empfangen wer-
den, liegt die Idee nahe, beide Aufgaben simultan mit demselben Gera¨t
auf derselben Welle durchzufu¨hren. Als durchaus gewu¨nschter Nebenef-
fekt stellt sich dabei ein, dass ein solches System offensichtliche Vorteile
bezu¨glich einer o¨konomischen Frequenznutzung bietet.
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Die erfolgreiche gemeinsame Bearbeitung beider Aufgaben setzt voraus,
dass ein U¨bertragungsverfahren identifiziert wird, das simultan sowohl
fu¨r Radar- als auch fu¨r Kommunikationsaufgaben nutzbar ist. Wichtige
Randbedingungen sind dabei die erreichbare Abstands- und Geschwin-
digkeitsauflo¨sung fu¨r das Radar und die Mehrnutzerfa¨higkeit fu¨r die
Kommunikation. Die in der vorliegenden Dissertation verfolgte Lo¨sung
setzt auf OFDM (Orthogonal Frequency Division Multiplex ), ein U¨bertra-
gungsverfahren, das bereits in erfolgreichen Standards der Funkkommu-
nikation (z.B. IEEE 802.11a, LTE) genutzt wird. OFDM Radarsysteme
werden seit mehreren Jahren untersucht und auch u¨ber die gemeinsame
Realisierung von Radarsensorik und Funkkommunikation mit OFDM-
Signalen wurde bereits gearbeitet und berichtet.1
Um einen erfolgversprechenden Lo¨sungsweg beschreiten zu ko¨nnen, mu¨ssen
daru¨ber hinaus grundsa¨tzliche Fragen zum vernetzten Zusammenspiel
beider Komponenten gekla¨rt werden. Hierzu geho¨rt insbesondere, dass
die beno¨tigte Signalverarbeitung auf ein tragfa¨higes theoretisches Fun-
dament gestellt und der Ad-hoc Charakter sowie die zufa¨llige, zeitvari-
ante Topologie eines Radar-/Kommunikationsnetzes beru¨cksichtigt wer-
den. Die Arbeit von Martin Braun legt im Kapitel 3 das Fundament
fu¨r die Signalverarbeitung mit Methoden der Fouriertransformation, der
Wahrscheinlichkeitsrechnung und der Statistik, die wa¨hrend eines zeit-
gema¨ßen Studiums der Elektrotechnik und Informationstechnik vermit-
telt werden. Der Ad-hoc Charakter und die zufa¨llige, zeitvariante Net-
ztopologie werden, wie in Kapitel 4 dargestellt, durch Anwendung von
Ergebnissen aus der stochastischen Geometrie, deren Kenntnis weit u¨ber
das normale Studium hinausgeht und die auch in Karlsruhe ein ak-
tueller Gegenstand mathematischer Forschung ist,2 beru¨cksichtigt. Die
gewa¨hlte Vorgehensweise fu¨hrt unter anderem dazu, dass statistische
Aussagen u¨ber die Netzausfallwahrscheinlichkeit abgeleitet werden ko¨nnen,
die dann ihrerseits zur optimalen Parameterwahl fu¨r das zur simultanen
Nutzung von Radar und Funk auf derselben elektromagnetischen Welle
eingesetzte OFDM System beitragen.
Karlsruhe, im Januar 2014
Friedrich Jondral
1Christian Sturm: Gemeinsame Realisierung von Radarsensorik und Funkkommu-
nikation mit OFDM-Signalen. Karlsruher Forschungsberichte aus dem Institut
fu¨r Hochfrequenztechnik und Elektronik, Band 66, 2011
2Siehe: http://www.math.kit.edu/stoch/seite/raeumstoch
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Zusammenfassung
Radarsysteme haben sich auf a¨hnliche Art und Weise vera¨ndert wie der
Mobilfunk. Was einst teure und nur einem beschra¨nkten Nutzerkreis
zuga¨ngliche Technologie war, ist heute allgemein zuga¨nglich. Radar-Sen-
soren sind billiger geworden, haben eine geringere Leistungsaufnahme
und sind in vielen verschiedenen Anwendungsgebieten anzutreffen, sowohl
in Bereichen der Industrieautomation bis hin zu Consumer-Anwendungen
wie beispielsweise Autos.
Viele dieser Anwendungen profitieren auch von der Mo¨glichkeit, kom-
munizieren zu ko¨nnen. Da drahtlose Kommunikation und Radar a¨hn-
lichen Prinzipien unterliegen – beide senden und empfangen elektromag-
netische Wellen – ist es naheliegend zu versuchen, beide Komponenten
in einem einzigen Gera¨t zu vereinigen. Solch ein kombiniertes System
wu¨rde weniger Hardware beno¨tigen, weniger Energie verbrauchen und
weniger Spektrum belegen als zwei getrennte Systeme. All diese Eigen-
schaften sind in Massenanwendungen von großem Vorteil.
Eine Lo¨sung hierfu¨r ist es, OFDM als Wellenform zu verwenden, was
heutzutage in vielen Kommunikationsstandards bereits u¨blich ist. OFDM-
basiertes Radar wurde im letzten Jahrzehnt mehrfach vorgeschlagen;
einige wesentliche Fragen hierzu sind allerdings bislang unbeantwortet.
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In dieser Arbeit werden zwei Aspekte von OFDM-basiertem Radar un-
tersucht. Der erste bezieht sich auf die Signalverarbeitung bei OFDM-
Radar: Ausgehend von einem gesendeten und einem empfangenen ru¨ck-
gestreuten Signal, was ist die optimale Vorgehensweise um eine Liste von
Radar-Zielen zu erhalten? Die in dieser Arbeit verwendeten Algorith-
men knu¨pfen teilweise an vorangehende Arbeiten an, die hier vorgestell-
ten Ergebnisse sind allerdings ein erster Versuch, den zugrundeliegenden
Scha¨tzprozess vollsta¨ndig zu beschreiben und zu bewerten und beinhal-
ten eine umfassende Beschreibung aller Komponenten der Zieldetektion.
Die gewonnenen Erkenntnisse ko¨nnen u.a. bei der Implementierung ver-
wendet werden, liefern aber insbesondere eine Grundlage zur Bewertung
von Signalparametrisierungen. In der vorliegenden Arbeit wird beispiels-
weise die Verwendung von Signalen wie sie in WLANs eingesetzt werden
diskutiert.
Ein wesentlicher Grund OFDM als Wellenform einzusetzen ist die Op-
tion gleichzeitig zum Radarbetrieb Kommunikation betreiben zu ko¨nnen.
In diesem Fall bilden mehrere OFDM-basierte Knoten ein drahtloses
Kommunikationsnetzwerk, was allerdings zwangsla¨ufig dazu fu¨hrt, dass
die Datenu¨bertragungen anderer Knoten die eigene Radarbildgebung
sto¨ren.
Der zweite hier untersuchte Aspekt von OFDM-Radar ist daher die
Analyse des Einfluss der Eigeninterferenzen. Es wird eine neue Metrik
eingefu¨hrt, welche die Leistungsfa¨higkeit von OFDM-Radar-Netzwerken
im Bezug auf diese Interferenzen beschreibt: die Radarnetzwerk-Ausfall-
wahrscheinlichkeit (radar network outage). In manchen Fa¨llen ko¨nnen
analytische Ausdru¨cke gewonnen werden, welche als gute Approximation
fu¨r diese neue Metrik verwendet werden ko¨nnen.
Alle Ergebnisse wurden mit Simulationen und teilweise auch mit Messun-
gen verifiziert. Insgesamt kann eine gute Anwendbarkeit von OFDM fu¨r
kombinierte Radar- und Kommunikationssysteme besta¨tigt werden.
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Abstract
Radar systems have changed in a similar way to mobile communications.
What once used to be expensive technology, restricted to a limited circle
of users, has become accessible to anyone. Radar sensors have become
cheaper, less power-consuming and can be found in many different appli-
cations, ranging from industrial automation to consumer products such
as automobiles.
Many of these applications also require communication capabilities, and
given the similarities between the nature of wireless data transmission
and radar – both emit and receive electromagnetic waves – it is an obvi-
ous question to ask if both components could be combined into a single
device. Such a combined system would require less hardware, less power
and allocate less spectrum – all of these characteristics being highly de-
sirable in mass-produced technology.
One solution for this is to use OFDM waveforms, which nowadays are
commonly used in communications standards already. OFDM-based
radar has been suggested several times independently in the last decade,
but many important questions remain unanswered.
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In this work, two aspects of OFDM-based radar are analyzed. The first
is the signal processing side of OFDM radar: Given a transmitted and
received signal, what is the best way to compute a list of targets? While
the results here build on previously suggested algorithms, this work is
a first attempt to fully understand the properties of the underlying esti-
mation process, and features a comprehensive description of all parts of
the target detection.
This helps not only with the implementation of OFDM radar, but also
with evaluation of signal parametrizations. As an example, OFDM wave-
forms used in wireless LAN signals are analyzed with regard to their
radar capabilities.
One major reason to choose OFDM is to enable communications simul-
taneously to the radar operation. In this case, multiple OFDM-based
nodes will form a network to transmit data, but at the same time, the
transmissions from the other systems will interfere with the radar sens-
ing.
The second aspect of OFDM radar analyzed in this work is this impair-
ment through co-channel interference. A new metric, the radar network
outage, is introduced to describe the performance of OFDM radar in
presence of such interference. For certain cases, it is possible to derive
an analytical expression which can be used as a close approximation for
this metric.
All results are verified with simulations and some measurements, all
of which suggest high applicability of OFDM for combined radar and
communication systems.
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1Introduction
Not too long ago, both wireless communications and radar systems in-
volved either expensive terminals or large infrastructure. On the commu-
nication side, this changed with the advent of cellular networks, when it
became possible to manufacture mobile wireless terminals very cheaply.
Further development, in particular on side of transceiver ICs, contin-
ued this trend up to a point where nowadays most electronic devices
are equipped with one or even several wireless connections, and with
some wireless standards, there is no more need for expensive infrastruc-
ture. IEEE 802.11 is an example of such a ubiquitous communication
standard, connecting devices over short ranges at high data rates.
Radar has undergone a similar development, albeit somewhat delayed:
Where several decades ago, radar was synonymous with either military
technology or large-range civilian applications such as airspace or nau-
tical surveillance, the miniaturization of mass-produced, high-frequency
components has allowed radar to become a versatile tool for medium
ranges (up to several hundred metres) or even short-range applications
(very few metres, usually with sub-centimetre precision).
A major leader for development in these fields is the automotive industry.
A modern vehicle may be equipped with multiple radar sensors to provide
1
1 Introduction
driver assistance functionality. Also, the aspect of car-to-car or car-to-
infrastructure communication has gained interest, making the vehicle
another participant of wireless communication.
1.1 Background
Radar and communication have a lot in common: Both transmit and re-
ceive electromagnetic waves and use signal processing methods to extract
information from the received signal. It is therefore not a far-fetched idea
to combine these systems: The signal used to transmit information to
others could also be used to image the surroundings and detect scatterers.
Suggestions to this effect go back as far as the 1940s [76], yet it has not
found wide-spread use (the exception being passive radar systems, which
typically use broadcasting signals to perform radar measurements).
If anything, the potential utility of such combined systems has increased.
Performing both functions at once saves hardware, which returns cost
and allows for mass production. The spectrum is also used more effi-
ciently, as radar and communications do not require separate bands.
In 2008, a joint research project between the Communications Engineer-
ing Lab (CEL) and the Institut fu¨r Hochfrequenztechnik und Elektronik
(IHE) at the Karlsruhe Institute of Technology (KIT) was launched, ini-
tially funded by the Deutsche Forschungsgemeinschaft (DFG). Called
“RadCom”, its aim was to investigate OFDM signals as the waveform
for a communication/radar combination. The research presented here is
partly a result of this project.
1.2 Outline
The development of OFDM radar is far from being the only new develop-
ment in the field of short- and medium-range communication and radar
systems. The automotive industry in particular has been very active de-
veloping and applying new technologies in this domain. To put this work
into perspective, Chapter 2 will give an overview of current technologies,
with a focus on vehicular and mobile ad hoc networks, medium-range
radar systems and OFDM-based technologies.
2
1.2 Outline
All the fundamentals of OFDM and OFDM radar are covered in Chap-
ter 3. Beginning with a very brief introduction to the OFDM technique,
the problem of estimating range and Doppler of targets is applied to the
case where the source of the scattered signal is an OFDM transmitter.
To solve the estimation problem, both non-parametric and parametric
methods are considered. The main novelty of this research is a com-
prehensive analysis of OFDM radar, which includes aspects of signal
processing, estimation theory and implementation issues.
For the majority of this chapter, the specifics of the OFDM signal
parametrization are irrelevant. However, many aspects discussed in this
chapter limit the choice of these parameters. Therefore, two possible
parametrizations are described, which are then also used in the follow-
ing chapters.
The transition from single nodes to OFDM radar networks is discussed
in Chapter 4. OFDM radar systems only make sense if operated in
networks, but this also means an increased level of interference, as it is
unavoidable that multiple radar systems will attempt to perform radar
imaging at the same time. Unlike other research on radar networks,
which most often uses empirical models for the network geometry, a
stochastic model for the distribution of the individual nodes was chosen.
Also, a novel figure of merit for radar networks is introduced: radar
network outage describes the event when individual nodes cannot detect
a reference object due to the increased interference by other network
participants. Due to the stochastic model, it is possible to calculate the
outage probability analytically for certain cases, which is a useful tool
for radar interference research.
While the vast majority of Chapters 3 and 4 is theoretical in nature,
Chapter 5 provides some empirical research to confirm the previous re-
sults. A set of tools was developed to perform both simulations and
live measurements, which is described here. Using software radio tech-
nology, it is possible to switch quickly between a simulated environment
and a live setup. The rest of this chapter consists of measurements and
simulation results. These are then compared to the theoretical results
from the previous chapters. Finally, Chapter 6 lays out the conclusions
reached.
3
2Radar Sensing and
Communication
Networks
In the past, the most common configuration for wireless networks was
focussed around a base station, which provides connectivity to a wired
infrastructure. The most common examples are the mobile networks,
which rely on standards such as GSM, UMTS or LTE, and wi-fi networks,
which most often make use of the IEEE 802.11 family of standards. In
all these systems, the end user (or mobile terminal) depends on a single
point of access.1
In some cases, there might be a need for devices to directly communi-
cate with each other, thereby removing the requirement for any central
infrastructure. There are several reasons to do so, such as the necessity
to remove any delay caused by accessing the base station.
1More precisely, the mobile terminal depends on a single base station at any given
time; the actual base station may change.
4
2.1 Vehicular networks
Car-to-car (or vehicle-to-vehicle, V2V) communication is such a case.
Here, vehicles are in direct contact with each other, which allows them
to pass information about their traffic situation, broadcast potential dan-
gers or coordinate maneuvers. As an example, a vehicle could announce
an emergency brake to trailing vehicles in order to avoid a collision.
Clearly, it is desirable to transmit this information with the smallest de-
lay possible, which suggests a direct transmission between participating
nodes rather than a detour via a base station.
Such networks are called vehicular ad hoc networks (VANETs) or, more
generally, mobile ad hoc networks (MANETs). Compared to centrally
coordinated wireless networks, VANETs introduce a multitude of new
challenges. On the signal processing side, terminals have to cope with
unreliable wireless links due to fast and frequency-selective fading chan-
nels, which may fluctuate rapidly. On the networks side, the network
topology is random, and always changing. This makes VANETs a chal-
lenging topic of research.
The complexity of such vehicles is further increased when additional sen-
sors, such as radar, are introduced. In particular, when communication
and radar are combined, as discussed in the following two chapters, the
signalling is is subject to additional constraints.
However, before going into the details of OFDM radar, a short introduc-
tion to vehicular networks and radar systems shall be given.
2.1 Vehicular networks
The development of new technologies for the automotive sector is driven
by new requirements for future vehicles. The desire for safer driving (in
2004, traffic-related injuries were identified as the single most lethal type
of injury [80]), less fuel consumption and better driver’s assistance all
call for innovation in this new field, labelled intelligent transportation
systems (ITS). This is not made easier by the fact that traffic density
has been increasing ever since the inception of the automobile industry,
in Germany alone there were more than 52 million registered vehicles in
2013 [79].
Car-to-car communication is one component of ITS [28, 29, 30]. Con-
nectivity between cars makes driving a collaborative effort, rather than
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every driver acting as a individual. Vehicles can transmit information
about lane changes, emergency braking and other maneuvers. This can
be used to alert and assist drivers of other vehicles. Another example
for the application of car-to-car communication is a concept known as
platooning, where vehicles run at close range. An excellent overview of
car-to-car communication systems and their functions is given in [32].
The European Union in particular has been very active pursuing the
development of car-to-car communication systems, and has launched
several research programs in this field (see [28] for a full list). The
Car-to-car Communication Consortium (C2C-CC) is a collaboration be-
tween industry and academia to create European standards for vehicular
communication.
The IEEE 802.11p standard has globally become accepted as the stan-
dard for ad hoc, inter-vehicular communications [28]. It uses OFDM
signals on its physical layer, which prompts the question as to whether
it could be used for OFDM radar (this is discussed in the following chap-
ter).
2.2 Radar Systems
Another major advancement in ITS technology are radar sensors. The
first development on such sensors was started in the 1960s, and they
have been commercially available since 1972 [51, 52].
A modern vehicle may have several radar sensors on board for several
purposes; the most common being radars at the front for adaptive cruise
control (ACC) and collision avoidance, at the side for blind spot detec-
tion and the rear for rear crash protection and lane change assistance
[50].
Recent developments in the domain of vehicular radar show a clear trend
towards FMCW radars operating in the 24GHz and even more so in the
77GHz bands [49, 51].
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Figure 2.1: A traffic situation where ITS can be beneficial: Cars use their
sensors to detect an accident and transmit this information
to other vehicles which might not have line of sight to the
danger.
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2.2.1 Mutual interference in radar networks
With the possibility of integrating a radar system into every vehicle,
radar systems are facing an entirely new challenge: Because they all
operate in similar bands, in close proximity and possibly at the same
time, they cause mutual interference. This topic has recently become
a focus of research. The European Union has even made this a core
research program [60], which is an indication of how relevant this topic
has become.
Radar interference has been researched both analytically and empiri-
cally. Brooker [67] provides a very thorough analysis of interference in
automotive radar systems at 77 and 94GHz; his metric of choice is the
probability of interference. Brooker argues that in case of interference,
radar systems cease to work and interference-avoidance techniques must
be introduced. As will be discussed in Chapter 4, this is not a suit-
able metric for OFDM radar systems (and possibly for any radar system
where the interfering radar signals appear as additional white noise).
Goppelt et al. chose the probability of ghost target detection as a figure
of merit [65, 66]. However, their results cannot be generalized to OFDM
radar, as the derivations are specific to FMCW radar (despite being
a commonly applied waveform, OFDM is rarely considered for radar
networks). They also lack a random modelling of the interfering signal’s
attenuation. Similarly, the analysis of Oprisan et al. [69] is also very
specific to certain waveforms.
In general, current research focuses on interference avoidance and mitiga-
tion techniques, which is exemplified by the results from the MOSARIM
project, e.g. [61]. Here, OFDM is in fact considered as a method to cope
with mutual interference, but further analysis is not given. One sugges-
tion as to how to handle interference instead of avoiding it is given in
[20], which is also the only publication which directly researches inter-
ference in OFDM radar networks. The paper suggests an interference
mitigation technique, but only for the very specific scenario of one single
interferer.
The difficulty of limiting the scope to a single interferer is also identified
by Hischke [64]. He introduces a very useful quantity: The distribution
of SINR as cause of mutual interference, as a function of the spacing
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between vehicles, from a given geometry. However, his results are derived
from simulations, emphasizing the need for an analytical solution.
The importance of simulations is underlined by the work of Zwick et
al. [68], who have done considerable work in the research of mutual
radar interference. Their approach is empirical in nature, and consists
of elaborate software tools packaged under the name Virtual Drive [63].
The results generated are highly useful, but emphasize the fact that
highly sophisticated simulations are the only means to research radar
networks, motivating the derivation of analytical solutions.
In general, there has been little effort to create a “fundamental radar
network theory”, analogous to what information theory is for communi-
cation networks. Hischke’s approach seems the most promising in this
respect: If a probability distribution of the SINR could be derived for a
given radar interferer density, this would allow a stochastic analysis of
the interferer problem. More importantly, it would ground the research
on radar networks with theoretical results and provide benchmarks for
the empirical results – at this point, there is no theoretical bound for
the performance of radar networks. This motivated the results in Chap-
ter 4, which aims to be a first step towards a theoretical understanding
of radars operating under mutual interference.
2.3 Combined Communication and Radar
systems
The idea of combining communication and radar first came up during the
developments triggered by the Second World War [76]. However, active
development on combined systems is rare. One of the few examples
of deployed combined systems was implemented in the NASA Space
Shuttle “Orbiter” [77]. This system could switch between radar and
communications functionality, but not perform both at the same time.
A software defined radio, where the entire signal processing can be mod-
ified, could be an ideal candidate for implementing such a combined
radar and communication device. This was hinted on by Wiesbeck in
2001 [78].
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This idea was first applied to vehicular applications in 1998 by Takeda
et al. [23]. Here, a spread spectrum technique was employed.
The idea to use OFDM for this purpose was first suggested in 2000 by
Levanon [46] and further researched in 2006 by Franken et al. [35] as well
as by Donnet et al. [36]. Garmatyuk et al. were the first to fully describe
how OFDM can be used to perform both radar and communications
without degrading the performance of either subsystem, and presented
both results for the quality of the radar imaging as well as the data link
[39, 40, 41, 42, 44]. However, they did fail to describe the signal pro-
cessing aspect correctly and identify potential optimizations. Sturm and
Wiesbeck were the first to suggest a simple signal processing algorithm
for OFDM radar, which is identified as a two-dimensional periodogram
in Chapter 3, and present some simulations and measurement results to
prove the applicability [19, 18].
Experimental proof of the suitability of OFDM for radar has been given
in various setups by Falcone [38], Sturm [14] and Reichardt [45].
None of these publications address theoretical aspects of the signal pro-
cessing methods. Questions of optimality or theoretical performance are
never discussed, and the aspect of mutual interference and how it affects
radar performance are also unclear. This work aims to close these gaps
in the following two chapters.
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Algorithms
In this chapter, methods to obtain radar measurements from OFDM
signals shall be discussed. For the entirety of this work, the focus will
lie on OFDM radar algorithms based on spectral estimation, as it will
be shown that these are well suited to include a communications sub-
system. Other types of OFDM radar algorithms have been proposed
and will briefly be discussed in Section 3.5.
The following sections will explain how the spectral estimation-based
algorithms work. First, a brief introduction to OFDM signals is given.
From there, the effects of the radar propagation channel on OFDM sig-
nals are derived in a manner that results in the spectral estimation based
algorithms.
3.1 Physical structure of an OFDM signal
Before discussing the details of OFDM radar, this section will briefly
recapitulate the parameters relevant for an OFDM signal. This is not
11
3 OFDM Radar Algorithms
Figure 3.1: Schematic of an OFDM frame
meant as an introduction to OFDM; a more complete description of an
OFDM system can be found in most introductory textbooks on digital
communications, such as [94] or [99].
As the name indicates, OFDM is a frequency multiplexing scheme which
transmits data on several orthogonal frequencies in parallel. Compared
to a single-carrier scheme with identical data rate, OFDM thus has a
lower symbol rate, but transmits several symbols at once.
Fig. 3.1 illustrates how an OFDM signal distributes information in the
time-frequency plane. First, complex symbols ck,l ∈ A are chosen from a
modulation alphabet A ⊂ C. Suitable choices of A for practical applica-
tion in car-to-car scenarios are BPSK (A = {±1}) and QPSK alphabets
(A = {±√2 ± √2j}); however, for the following derivations A could be
any alphabet, including higher PSK and QAM schemes.
Sub-carriers and OFDM symbols The OFDM signal utilizes N carri-
ers, with frequencies f0 through fN−1, respectively. In complex base-
band, f⌈N/2⌉ is at DC. Once the entire signal is shifted to the pass band,
the centre carrier’s frequency shall be defined as the centre frequency
fC . For the radar application, it is assumed that the OFDM signal
has a limited length of M time slots. This is true in any case if the
connected communication system is packet-based, but is also applicable
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for continuously broadcasting transmitters which can be interpreted as
transmitting many time-limited signals one after another.
A set of modulation symbols transmitted in the same time slot is called
an OFDM symbol. The entirety of N ×M transmitted symbols is called
a frame.
Carrier and symbol orthogonality The orthogonality of the frequency
division is achieved by choosing a constant sub-carrier distance ∆f :=
fk+1 − fk of the inverse OFDM symbol duration,
∆f =
1
T
. (3.1)
Assuming a rectangular pulse shape of duration T for the modulation
symbols ck,l, this choice is easily explained with such a pulse’s Fourier
transform
rectT (t) =
{
1 for |t| ≤ T2
0 for otherwise
  T
sin(πfT )
πfT
, (3.2)
which has its first zero crossing at a distance of 1/T from its peak. The
sub-carriers’ frequencies can thus be represented as a function of the
sub-carrier index k,
fk = f0 + k∆f, (3.3)
and the carrier for the symbol ck,l may be written as
sk,l(t) = rectT (t− lTO)ej2pik∆ft. (3.4)
The orthogonality condition now holds in time and frequency,∫ ∞
−∞
sk1,l1(t)s
∗
k2,l2(t)dt =
{
const for k1 = k2 and l1 = l2
0 for otherwise.
(3.5)
To prove this, first assume that l1 6= l2. Then, the product rectT (t −
l1TO) · rectT (t − l2TO) is always zero (as the two rect-functions do not
share any support), and so is (3.5). Next, assume l1 = l2 but k1 6= k2
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and solve (3.5):∫ ∞
−∞
sk1,l1(t)s
∗
k2,l1(t)dt =
∫ T
0
ej2pi(k1−k2)∆ftdt
=
1
2π(k1 − k2)∆f
[
ej2pi(k1−k2)∆ft
]T
0
(∆fT=1)
= 0. (3.6)
Only for k1 = k2 and l1 = l2, (3.6) becomes∫ T
0
ej2pi(k1−k2)∆ft dt =
∫ T
0
1 dt = T. (3.7)
This leaves the question on how to choose ∆f (or T ), which is discussed
in greater depth in Section 3.6.
Cyclic Prefix In a final step, a guard interval is inserted before ev-
ery OFDM symbol. It is of duration TG, which is chosen as an inte-
ger fraction of the symbol duration. Typical values are TG/T = 1/4 or
TG/T = 1/8; choosing a valid guard interval duration is discussed in Sec-
tion 3.6. Of course, this increases the total OFDM symbol duration to
TO = T + TG.
Without a guard interval, a time-dispersive (i.e. frequency-selective) chan-
nel would leak energy from one OFDM symbol into the next, causing
inter-symbol interference (ISI). A guard interval therefore prevents the
loss of orthogonality between adjacent OFDM symbols. The most com-
mon way to create a guard time is to prepend a cyclic prefix (CP), which
is a copy of the last TG/T -th part of the OFDM symbol (see [94] for more
details on cyclic prefixes and why they are used). For the rest of this
work, the usage of a CP is assumed.
Sampling rate and IFFT length These two parameters are relevant for
the implementation and specify the bandwidth of the OFDM signal. It
is well-known that the modulation of an OFDM signal can efficiently be
performed using an inverse fast Fourier transform (IFFT). Consider a
discrete-time representation of the sum of modulation symbols on the 0-
th OFDM symbol, multiplied by their carriers, sampled at time intervals
14
3.1 Physical structure of an OFDM signal
TS :
s(nTS) =
N−1∑
k=0
ck,0rectT (nTS)e
j2pik∆fnTS
=
N−1∑
k=0
ck,0e
j2pik∆fnTS . (3.8)
By setting the sampling time to
TS =
T
N
=
1
∆fN
, (3.9)
(3.8) becomes
s(nTS) =
N−1∑
k=0
ck,0e
j2pi nkN , (3.10)
which shows that the discrete-time signal for an OFDM symbol is the
result of an IFFT of the modulation symbols and the sampling rate for
the modulator fS = 1/TS is fixed to fS = N ·∆f .
Sub-carrier allocation This leaves one open parameter: the sub-carrier
selection. As the previous paragraph indicates, the OFDM sub-carriers
occupy the entire Nyquist zone. For the digital/analog conversion step,
it is advisable to not occupy the entire Nyquist bandwidth, which can
be achieved by setting the modulation symbols closest to ±fS/2 to zero.
The same is also true for the DC carrier, which is usually set to zero as
well.
By extending this notion of disabling individual sub-carriers, a whole
new degree of freedom becomes available. Assume the total number of
available sub-carriers (i.e. the IFFT-length) is NTotal. From these, any
N ≤ Ntotal carriers can be activated for transmission. This could be a
consecutive range of carriers in the middle of the Nyquist bandwidth,
or even a completely random subset of carriers. Different sub-carrier
allocations are discussed in Section 3.3.8.
Fig. 3.2 shows a schematic of an OFDM transmitter and illustrates where
all the individual parameters have an effect. A list of all relevant param-
eters is shown in Table 3.1.
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Figure 3.2: Block diagram of an OFDM transmitter
3.1.1 PAPR
For OFDM systems in particular, the peak-to-average power ratio (PAPR)
is an important metric. It is defined as
PAPR =
max[|s(t)|2]
mean[|s(t)|2] , (3.11)
i.e. as the peak power divided by the mean power of the signal.
In OFDM, PAPR can be very high when compared to other modulation
schemes. Assume s(t) describes a single OFDM symbol with unit mean
power. In this case, PAPR can be as high as the number of sub-carriers
N , which happens when all sub-carriers transmit the same symbol.
Practical OFDM systems scramble the information to be transmitted,
which causes the transmit data to appear pseudo-random. In this case,
it has been shown that PAPR rarely exceeds a value of 2 lnN [33].
For more details on PAPR in OFDM, cf. [94, Chap. 6] and [99, Chap. 16].
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Symbol Parameter
A Modulation alphabet
N Number of sub-carriers
M Number of OFDM symbols
∆f Sub-carrier spacing
T = 1/∆f OFDM symbol duration
TG Duration of cyclic prefix
TO = T + TG Total duration of OFDM symbol
NTotal ≥ N IFFT length
fS = NTotal∆f Sampling rate
n/a Sub-carrier allocation
Table 3.1: Parameters in an OFDM transmitter
Radar
System
s(t)
r(t)
w˜(t)
Figure 3.3: Schematic of a radar system
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3.2 The OFDM radar estimation problem
Before developing algorithms to perform radar imaging,1 it is essential
to understand how OFDM signals are affected by the radar operation.
Fig. 3.3 shows a very basic schematic of a monostatic radar system: To
obtain an image, it transmits a signal s(t). At the exact same time, it
receives a signal r(t) which consists of a superposition of reflections of
the original signal by objects positioned in the way of s(t)’s wave front,
as well as receiver noise. Generally speaking, a radar system analyzes the
received signal to determine range and relative velocity of the objects.
In practice, the direction from which the target backscatters energy to-
wards the radar system is also important. However, this is not discussed
in this chapter, because the detection of the angle is not specific to
OFDM radar, and any established technique such as digital beamform-
ing or MUSIC [88] can be used, whereas the detection of range and
relative velocity is. For this chapter, it is therefore assumed that there
is only one receive antenna, and that the radar is not attempting to
estimate the direction of arrival of the backscattered signal.
Assuming a total of H reflecting objects, the received signal has the
form
r(t) =
H−1∑
h=0
bhs(t− τh)ej2pifD,htejϕ˜h + z˜(t). (3.12)
This includes the following effects:
• First, the magnitude of every signal reflection is attenuated by a
factor bh. This factor depends on the distance of the target dh and
its radar cross section (RCS) σRCS,h. Applying the point scatter
model, the attenuation is
bh =
√
c0σRCS,h
(4π)3d4hf
2
C
, (3.13)
where c0 is the speed of light.
1Radar imaging describes the process of obtaining an estimate of the surroundings
from the backscattered signal.
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• The signal is delayed by the time it takes for it to travel to the
object and back,
τh = 2
dh
c0
. (3.14)
• A relative velocity vrel,h of the object will cause a Doppler shift of
the signal by
fD,h = 2
vrel,h
c0
fC . (3.15)
• Also, the signal is rotated by an additional random phase ϕ˜h.
• Finally, it is overlaid with white Gaussian noise z˜(t).
To apply (3.12) to OFDM signals specifically, a new notation is intro-
duced. A transmitted OFDM frame is represented by a matrix
FTx =


c0,0 · · · c0,M−1
c1,0 · · · c1,M−1
...
. . .
...
cN−1,0 · · · cN−1,M−1

 ∈ AN×M . (3.16)
Each row of FTx represents a sub-carrier; each column represents an
OFDM symbol of the transmitted frame. If sub-carriers are left empty
(such as the DC carrier), the corresponding elements ck,l are set to zero,
although empty sub-carriers at the edge may be discarded (therefore,
the matrix has N rows even if N < NTotal).
In combination with the knowledge of the parameters given in Table 3.1,
this matrix is all that is necessary to describe the time domain signal.
By traversing the transmitter in reverse order, converting the received
signal r(t) to a received frame matrix FRx is straightforward, i.e. by
• analog/digital conversion of the signal,
• removing the CP and
• calculating an FFT of length NTotal for every column of the matrix.
The next step is to derive how a received matrix FRx looks given a
transmit matrix and a set of H reflecting objects.
To simplify this, assume that H = 1 and analyze the effects individually.
First, the Doppler shift is studied. It is useful to think of every row of
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FTx as an individual discrete-time signal sampled at intervals of length
TO. A frequency shift by fD is therefore simply a modulation of every
row of FTx with a discretely sampled complex sinusoid e
j2pifDTO l, l =
0 . . .M − 1.
The delay causes a phase shift of the individual elements ck,l. The
phase shift value is different for every sub-carrier, depending on its fre-
quency. For a delay τ , the phase shift on the k-th sub-carrier is thus
e−j2pi(k∆f+f0)τ .
By combining these effects, FRx for H = 1 becomes
(FRx)k,l = b0(FTx)k,l · ej2piTOfD,0le−j2piτ0(k∆f+f0)ejϕ˜0 + (Z˜)k,l. (3.17)
Z˜ ∈ CN×M is the matrix representation of the AWGN. Its elements
are i.i.d. complex random variables from a circular, zero-mean Gaussian
distribution with variance σ2. As f0 and ϕ˜0 are constant, define ϕh :=
ϕ˜h − 2πf0τh and thus simplify (3.17) to
(FRx)k,l = b0(FTx)k,l · ej2piTOfD,0l · e−j2piτ0∆fk · ejϕ0 + (Z˜)k,l. (3.18)
FRx now contains the parameters τ and fD which are to be estimated,
the nuisance parameters ϕ and b, as well as FTx. The latter serves no
purpose for the estimation problem. It is therefore removed from the
equation by element-wise division,
(F)k,l =
(FRx)k,l
(FTx)k,l
= b0 · ej2pilTOfD,0 · e−j2pikτ0∆f · ejϕ0 + (Z˜)k,l
(FTx)k,l
.
(3.19)
Again, matters can be simplified by defining an alternative noise matrix
(Z)k,l = (Z˜)k,l/(FTx)k,l, which removes the influence of the transmitted
data from the model. How Z and Z˜ are connected depends on the mod-
ulation alphabet utilized; for constant-amplitude modulation alphabets,
such as all PSK variations, they have the same statistical properties. For
other alphabets, such as 16-QAM, a more detailed analysis is presented
in Appendix A. In any case, Z is still a white noise process if Z˜ is white.
Using Z, F results in
(F)k,l = b0e
j2pilTOfD,0e−j2pikτ0∆fejϕ0 + (Z)k,l. (3.20)
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Next, this result is generalised to H targets. Since both operations used
to calculate FRx from r(t) (FFT and removal of the CP) are linear w.r.t.
their input signal, the sum from (3.12) can be reintroduced, yielding
(F)k,l =
H−1∑
h=0
bhe
j2pilTOfD,he−j2pikτh∆fejϕh + (Z)k,l. (3.21)
This last form clearly shows what the estimation problem looks like for
the case of OFDM radar: The estimation of the round trip delay and
the Doppler shift (and, accordingly, the targets’ distance and relative
velocity) is transformed into a spectral estimation problem; more pre-
cisely: the estimation of the frequencies of a superposition of discretely
sampled complex sinusoids, as well as the number of such sinusoids. For
the one-dimensional case, this is a thoroughly researched field, and many
algorithms exist which can be made use of.
Another advantage results from the fact that Doppler and delay estima-
tions are completely independent. They do not influence each other as
is the case e.g. with FMCW radar systems and can be estimated inde-
pendently from each other.
From (3.21), a generic target estimation problem can be formulated:
1. Estimate the number of targets.
2. For every target, estimate the respective sinusoids’ frequencies Ωˆd
(column-wise) and Ωˆr (row-wise).
3. Translate these frequencies into distance and relative velocity by
dˆ =
1
2
τˆ c0 =
Ωˆdc0
2(2π)∆f
, (3.22)
and
vˆ =
fˆDc0
2fC
=
Ωˆvc0
2(2π)fCTO
. (3.23)
4. For every target, obtain an estimate bˆh for the attenuation of the
sinusoids. Use this for an estimate of the radar cross section by
inverting (3.13),
σˆRCS,h =
1
c0
bˆh(4π)
3dˆ4hf
2
C . (3.24)
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At this point, it is worth mentioning that the calculation of F from the
input signal is very simple: it merely consists of the CP removal, a total
of M FFTs of length NTotal (these operations demodulate the OFDM
signal and produce FRx) and the division of the transmit symbols. For
BPSK and QPSK alphabets, the latter operation is as simple as chang-
ing a sample’s sign or swapping registers. All these operations can be
calculated very quickly and efficiently on signal processing components
such as FPGAs.
3.2.1 Accuracy of the sinusoidal model
This derivation of the problem statement – and therefore the validity of
the signal model (3.21) – implies five assumptions, which are listed in
the following.
(A1) No other distortion other than AWGN is induced by the transmit
and receive front-ends.
This assumption is an idealisation which eliminates all hardware-related
issues from the analysis, including the entire signal processing chain.
Direct coupling into the receive antenna is not necessarily a problem, as
it will appear as a very strong and close target, although it will restrict
the dynamic range of the radar system.
(A2) The CP duration is larger than the round-trip propagation time
for the furthermost target.
(A3) The sub-carrier distance is at least one order of magnitude larger
than the largest occurring Doppler shift.
These assumptions can easily be met by choosing the signal parameters
appropriately, which is discussed in greater detail in Section 3.6. The
only problem here is the choice of the maximum values for distance and
Doppler shift. However, these can often be deduced from the applica-
tion. For instance, in car-to-car communication networks radar systems
rarely need to cope with distances larger than a few hundred metres, and
relative velocities usually stay well under 150 m/s. None of these values
pose serious restrictions to the signal design.
(A2) and (A3) guarantee no de-orthogonalisation will occur in the re-
ceived matrix. Simply put, it ensures the element-wise division in (3.20)
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Figure 3.4: If the received signal (indicated as gray boxes) is delayed
for more than the CP, or if it is shifted by a large Doppler
shift, modulation symbols are aligned incorrectly and de-
orthogonalization occurs.
divides the correct elements ck,l. Fig. 3.4 illustrates this: as long as these
assumptions are met, the OFDM symbols are not shifted too far from
their original position and can correctly be demodulated.
It must be noted that while maintaining orthogonality in time is trivial,
perfect orthogonality in frequency can never be achieved when there is a
non-zero Doppler shift. By choosing an appropriate sub-carrier spacing,
this error can be minimized at least for small values of fD.
(A4) The Doppler shift is the same on every sub-carrier.
(A5) The target’s distance remains constant during the transmission of
one frame.
These last assumptions are never exactly true for non-zero Doppler shifts,
but they simplify the design of the algorithm immensely as they imply
that the sinusoids have identical frequencies on all the rows and columns,
respectively. Besides, they are by no means crude approximations: (A4)
is a fair assumption if the centre frequency is much larger than the total
bandwidth. (A5) is also reasonable as OFDM frame durations are usually
on the order of milliseconds. Even fast objects will not move a distance
larger than the available range resolution in this time.
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3.2.2 Unambiguous ranges
The discrete nature of F implies that the estimation result is only non-
ambiguous if |TOfD| < 1/2 and τ∆f < 1 are always true. The maximum
unambiguous range is therefore
dunamb =
c0τunamb
2
=
c0
2∆f
, (3.25)
and the maximum unambiguous velocity is
vunamb =
fD,unambc0
2fC
=
c0
2fC · TO . (3.26)
As long as the true distances stay within d < dunamb and the true relative
velocity stays within |v| < vunamb, there will be no ambiguity due to
aliasing. However, two targets at distances d and d+ dunamb cannot be
distinguished. If the parameters are chosen well, this is not a problem
because either the unambiguous range is large enough to encompass all
targets, or the scattered energy from targets beyond dunamb received is
too small to be detected.
3.3 Periodogram-based estimation algorithms
For the (one-dimensional) case of identifying sinusoids in a discrete-time
signal, the periodogram is a well-understood tool and is in fact the op-
timal solution if the sinusoids are well resolved (i.e. they do not lie too
closely together) [85, Chap. 13]. Given a discrete-time signal s(k) of
length N samples, the periodogram is defined as
Pers(k)(f) =
1
N
∣∣∣∣∣
N−1∑
k=0
s(k)e−j2pifk
∣∣∣∣∣
2
. (3.27)
The common way to calculate this in digital systems is to quantize the
frequency in regular intervals and use the Fast Fourier Transformation
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(FFT),
Pers(k)(n) =
1
N
∣∣∣∣∣
N−1∑
k=0
s(k)e
−j2pi nkNPer
∣∣∣∣∣
2
(3.28)
=
1
N
|FFTNPer [s(k)]|2 , (3.29)
where the notation FFTNPer [s(k)] is used to denote an FFT of length
NPer on the input vector s(k). Note that NPer does not have to be
equal to N . If NPer > N , zero-padding is used to increase the length
of s(k) to NPer. This increases the number of supporting points of the
discrete periodogram and hence the accuracy at which frequencies can
be estimated.
Since OFDM radar algorithms are sinusoidal identification algorithms
(see Section 3.2), the periodogram can be applied here with some modi-
fications, which was first proposed by Sturm et al. in [13, 12, 15] and is
fully described in [18].
The input data for the periodogram is the matrix F. Since this is a
two-dimensional object, the periodogram has to be extended to two di-
mensions. The proposed solution is [18, 4]
PerF(n,m) =
1
NM
∣∣∣∣∣∣∣∣∣∣
NPer−1∑
k=0
N FFTs of lengthMPer︷ ︸︸ ︷(
MPer−1∑
l=0
(F)k,le
−j2pi lmMPer
)
e
j2pi knNPer
︸ ︷︷ ︸
MPer IFFTs of lengthNPer
∣∣∣∣∣∣∣∣∣∣
2
(3.30)
=
1
NM
|CPerF(n,m)|2 . (3.31)
The result of the sums inside the modulus operator is called complex
periodogram (CPer) in the following.
Sinusoids in F will result in a peak in PerF(n,m). Periodogram-based
algorithms therefore must first detect these peaks. Then, if PerF(nˆ, mˆ)
corresponds to a peak value, F has a column-wise oscillation of frequency
Ωˆd = 2πnˆ/NPer and a row-wise oscillation of frequency Ωˆv = 2πmˆ/MPer.
By applying (3.22) and (3.23), this corresponds to a target estimate of
dˆ =
nˆc0
2∆fNPer
and vˆ =
mˆc0
2fCTOMPer
. (3.32)
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To further adapt this periodogram to the radar case, the indices n and
m are chosen such that
n = 0, . . . , NPer − 1 and m = ⌊−MPer
2
⌋, . . . , ⌊−MPer
2
⌋ − 1. (3.33)
This allows for negative Doppler shifts (which correspond to targets mov-
ing away from the sensor) but not for negative distances, which have no
physical meaning. Any periodogram-based estimate must therefore au-
tomatically lie within the intervals 0 ≤ dˆ ≤ dmax and −vrel,max ≤ vˆ ≤
vrel,max introduced in Section 3.2.2.
The target’s RCS can also be estimated from the periodogram if the
point-scatter model (3.13) is used for the signal attenuation. Since the
received power of the backscattered signal depends on the RCS, the am-
plitude of the periodogram at a peak location can directly be translated
into an estimate of the RCS by
σˆRCS = cnorm
PerF(nˆ, mˆ)
PTx ·NM
(4π)3f2c dˆ
4
Gc20
, (3.34)
where cnorm is a hardware-dependant normalization factor (simulations
were configured such that cnorm = 1, but for measurements this value
must be calibrated).
Fig. 3.5 shows an example of a periodogram. The axes have already been
converted from bin indices to range and Doppler values. The colour of
the periodogram bins corresponds to the power received from the target
including the processing gain from the periodogram, as will be discussed
in the next section.
To improve readability, the power axis is omitted in some cases. When-
ever this is the case, the normalization is chosen identically to that in
Fig. 3.5.
Fig. 3.6 shows a block diagram of an entire OFDM radar system. The
individual components will be discussed in the following sections.
3.3.1 Signal-to-noise ratio and processing gain
Before going into a detailed analysis of the periodogram, the signal-to-
noise ratio (SNR) must be defined. Assume a target is present which
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Figure 3.5: Example of a periodogram caused by five objects and WGN
backscatters a signal with power PRx. The relevant SNR is that just
before the signal processing, in the matrix FRx, which is given by
SNRFRx =
PRx
kBϑ · NF︸ ︷︷ ︸
Noise power density
·N∆f . (3.35)
The noise power density consists of the Boltzmann constant kB , the tem-
perature ϑ and the noise figure NF, which incorporates the noise from
all the components of the receiver chain, including the ADC. By mul-
tiplying this with the actual occupied bandwidth (N∆f), this becomes
the total noise power.
Note that the division with FTx in (3.21) does not change the SNR, as it
scales noise and received power alike. The F-matrix thus has the same
SNR as the matrix FRx,
SNRF = SNRFRx . (3.36)
However, the target detection is performed on the periodogram, not
on F. Its signal-to-noise ratio, SNRPer is therefore defined for the bin
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Figure 3.6: Block diagram of a periodogram-based OFDM radar system
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containing the target’s corresponding peak only. Intuitively, it makes
sense that an optimal estimator would accumulate the received energy
from all elements ofF into one bin of the periodogram, thereby increasing
the SNR by factor NM . On a logarithmic scale, this results in
SNRPer = SNRF + PG, (3.37)
where PG = 10 log10(NM) is the processing gain
2 due to the peri-
odogram.
To show this is true, consider F for H = 1 as in (3.20). First, the delay
and Doppler shift are expressed by m and n,
(F)k,l = b0e
j2pil mMPer e
−j2pik nNPer ejϕ0 + (Z)k,l. (3.38)
The signal-to-noise ratio for (3.38) is
SNRF =
b20
E [|(Z)k,l|2] . (3.39)
The SNR of the periodogram is, by the definition given above, the power
of the signal in bin with index (n,m) divided by the noise power in that
bin (note that, due to the whiteness of the noise power, the noise power
is identical in all the bins):
SNRPer =∣∣∣∑NPer−1k=0 (∑MPer−1l=0 b0ej2pil mMPer e−j2pik nNPer ejϕ0e−j2pi lmMPer )ej2pi knNPer ∣∣∣2
E
[∣∣∣(∑MPer−1l=0 Zk,le−j2pi lmMPer ) ej2pi knNPer ∣∣∣2
]
(3.40)
=
b20(NM)
2
NM · E [(Z)k,l] = NM · SNRF. (3.41)
As can be seen, the SNR is indeed increased by a factor NM . The nu-
merator is a coherent accumulation of all the elements in F, whereas the
denominator is a superposition of complex Gaussian random variables.
It is important to realise that this definition of SNRPer is only meaning-
ful on a per-target basis. If several targets are present, more energy is
backscattered towards the receiver–however, unless the targets are very
close, this does not affect the SNR in one individual bin of the peri-
odogram.
2In [98, Chap. 15], the general term chosen for this is integration gain.
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Figure 3.7: Calculation of the periodogram from F. The grey area in-
dicates periodogram elements within n < Nmax and |m| <
Mmax
3.3.2 Efficient calculation of the periodogram
As indicated in (3.30), PerF(n,m) can be calculated from F by means of
FFTs and IFFTs. Fig. 3.7 illustrates how this is done: first, every row
of F is processed with an FFT. From the results of these FFTs, a new
matrix is created which has MPer columns if zero-padding is used for
the FFTs. This new matrix is then further processed by calculating the
IFFT of every column. Again, zero-padding will increase the number of
rows to NPer. Finally, the complex values resulting from the IFFT must
be turned into their magnitude-squared.
Upon further inspection, it turns out that not all NPer ×MPer elements
of the periodogram correspond to useful values. As an example, assume
that there is a peak at row index nˆ = NPer − 1. This would correspond
to a round-trip propagation time of τ = NPer−1NPer T . Unless the guard in-
terval TG equals the OFDM symbol duration (T = TG), this contradicts
assumption (A2) (cf. Section 3.2.1)! Analogously, a peak at column
index mˆ = ⌊MPer−12 ⌋ would contradict assumption (A3). If the signal
parametrization is chosen correctly, there is a confined area within the
periodogram with indices n ≤ Nmax, m ≤ Mmax which contains all the
peaks, where Nmax and Mmax are chosen appropriately.
The exact amount of calculations required to obtain this cropped peri-
odogram from F therefore consists of:
• M IFFTs of length NPer. The resulting vectors are cropped to
length Nmax.
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• Nmax FFTs of lengthMPer. Again, the resulting vectors are cropped
to length 2Mmax + 1.
• One magnitude-square operation for every of the remainingNmax×
(2Mmax + 1) complex values.
Calculating PerF(n,m) thus only consists of basic signal processing steps,
which can easily be implemented on FPGA- or GPP-based platforms.
There are two major ways to implement this:
Serialized implementation Here, the processing is set up as a pipeline,
such that the output of one step can directly be used as an input for the
next, as in the block diagram in Fig. 3.6. This approach requires a very
small memory footprint and is suitable for FPGA platforms which can
operate at high clock rates.
Parallel implementation An alternative way is to load the entire ma-
trix into a buffer and perform the (I)FFT operations in situ. This type of
implementation is ideal for platforms which support Single-Instruction
Multiple-Data (SIMD) operations, which can execute many identical sig-
nal processing operations simultaneously. With maximum paralleliza-
tion, all FFTs can be executed at once (the same is true for the IFFTs),
resulting in a very small execution time.
For this project, a GPP-based parallel implementation was created us-
ing the GNU Radio framework [119]. Depending on the frame size, it
was possible to calculate a few hundred periodograms per second on a
standard PC platform without even utilizing the entire CPU.
3.3.3 Estimation theoretic observations
The periodogram is a practical method (and, as was shown in the pre-
vious section, computationally inexpensive), but can it be justified by
estimation theory as well? To answer this question, the Maximum Like-
lihood Estimator (MLE) shall be derived for the case where there is
exactly one target and there is no prior information about the target
(e.g. from a tracking system). The derivations in this section largely
follow [4, 6].
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A parameter vector is defined as
θ = (τ, fD, b, ϕ). (3.42)
This vector also includes the phase offset, which is not required for the
radar image. However, since it is unknown, it affects the estimation
process, as will be seen later on.3
The derivation of a maximum likelihood estimator requires the likelihood
function for F for a given parameter vector. As the entries of F are
considered uncorrelated, the likelihood function is
f(F|θ) =
N−1∏
k=0
M−1∏
l=0
1
πσ2N
e
−
|(F)k,l−bej(2pi(lTOfD−kτ∆f)+ϕ)|2
σ2
N , (3.43)
where σ2N is the variance of the elements of Z. The maximization process
is simplified when the log-likelihood function is considered,
ℓ(F|θ) =
N−1∑
k=0
M−1∑
l=0
(
− logπσ2N −
1
σ2N
∣∣∣(F)k,l − bej(2pi(lTOfD−kτ∆f)+ϕ)∣∣∣2) .
(3.44)
This function can be simplified further. The first term does not depend
on any of the estimation parameters and thus does not affect maximiza-
tion; it can safely be ignored. The same goes for the constant positive
factor 1/σ2N in the second term.
The modulus squared is further evaluated using the identity |a|2 = a∗a,
where a∗ denotes the complex conjugate:∣∣∣(F)k,l − bej(2pi(lTOfD−kτ∆f)+ϕ)∣∣∣2 =
|(F)k,l|2 + b2 − 2bRe
[
(F)k,le
−j(2pi(lTOfD−kτ∆f)+ϕ)
] (3.45)
Again, the constant terms can be ignored for maximization. The simpli-
fied log-likelihood function is thus
ℓ˜(F|θ) = 2b
N−1∑
k=0
M−1∑
l=0
Re
[
(F)k,le
−j(2pi(lTOfD−kτ∆f)+ϕ)
]
− b2. (3.46)
3In spectral estimation literature, it is often referred to as a nuisance parameter.
32
3.3 Periodogram-based estimation algorithms
The maximum likelihood estimate (MLE) for the parameter vector is
defined as the value which maximizes the logarithmic likelihood func-
tion [85],
θˆML = argmax
θ
ℓ˜(F|θ). (3.47)
The question remains as to how the MLE can be calculated in accordance
with (3.47). Directly calculating the MLE from (3.46) would require
solving ∇θℓ(F|θˆML) = 0 which is anything but trivial as θˆML is only
given implicitly in a non-linear set of equations.
A simpler approach can be found by rearranging (3.46):
ℓ˜(F|θ) = 2bRe
[
ejϕ
N−1∑
k=0
(
M−1∑
l=0
(F)k,le
−j2pilTOfD
)
ej2pikτ∆f
]
− b2.
(3.48)
The sum inside the real operator can be interpreted as a continuous
complex periodogram. By discretizing it in the same manner as (3.29)
and (3.30), a quantized log-likelihood function is given as
ℓQ(F|n,m, b, ϕ) = 2bRe
[
ejϕ CPerF(n,m)
] − b2, (3.49)
which is maximized w.r.t. n and m. These values can be translated into
Doppler shift and delay by
τ(n) =
n
NPer∆f
, (3.50)
fD,(m) =
m
MPerTO
. (3.51)
The maximum of ℓQ(F|n,m, b, ϕ) can still not be evaluated analytically,
but as there is only a finite number of values for n and m, it can be
solved algorithmically by searching the range of all possible values.
Finally, the phase ϕ has to be taken care of. If b > 0, then the value ϕ
which maximizes ℓQ(F|n,m, b, ϕ) is ϕ = arg [CPerF(n,m)]. By inserting
this into (3.49), ℓQ(F|n,m, b, ϕ) becomes
ℓQ(F|n,m, b) = 2b |CPerF(n,m)| − b2, (3.52)
As b > 0, the values (n,m) which maximize (3.52) are those which
maximize |CPer(n,m)|, or, equivalently, |CPerF(n,m)|2 = PerF(n,m).
Finding the periodogram’s peak is thus equivalent to the MLE.
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Finding the value b which maximizes (3.52) can be obtained by solving
∂/∂b ℓQ(F|n,m, b) != 0, which results in bˆ = |CPerF(nˆ, mˆ)|. Given the
point scatter model, (3.34) is thus the ML estimate for the RCS.
As discussed in the previous section, not all values (n,m) correspond
to useful results. There exist values Mmax, Nmax which limit the search
range, which means not all NPer ×MPer values need to be searched for
a maximum. This reduces both the computational load as well as the
chance of false detections.
Quantization Error
The estimates (nˆ, mˆ) are ML estimates, but the discretization of fD
and τ causes a quantization error. There are two ways to mitigate this:
Either create a finer mesh (i.e. increase NPer andMPer), or find a way to
locally maximize ℓ˜(F|θ) near τ(nˆ), fD(mˆ). Both solutions are discussed
in Section 3.3.5.
Crame´r-Rao Bound
The Crame´r-Rao lower bound (CRB) for the frequency estimate of line
spectra in discrete-time, one-dimensional processes is well known, its
derivation is found in [86, 87] among others.
For a single complex sinusoid with unit amplitude in AWGN with noise
power σ2N and N discrete samples, the CRB for the estimate of the
frequency assuming unknown phase is
var[ωˆ] ≥ 6σ
2
N
(N2 − 1)N . (3.53)
To transfer this to the case of distance estimation, first assume there
is only one OFDM symbol available (M = 1). It consists of N values,
and using (3.32), (3.53) can directly be converted into a CRB for the
distance estimate:
var{dˆ} ≥ 6σ
2
N
(N2 − 1)N
(
c0
4π∆f
)2
. (3.54)
34
3.3 Periodogram-based estimation algorithms
Calculating the CRB for the entire frame is highly complex due to
the fact that the matrix F consists of M OFDM symbols, each with
a different, random and unknown initial phase, due to the unknown
Doppler shift. Here, use is made of the fact that the presented esti-
mators have some kind of implicit averaging to identify a simpler lower
bound: First, realize that every OFDM symbol can be used for one es-
timation di, i = 1 . . .M . As white noise is postulated as the source of
error, the di represent independent estimates of d. Probability theory
dictates that by averaging, an estimate dˆ is obtained with variance
var [d] =
1
M
var {di} . (3.55)
This is now applied to (3.54), yielding
var[dˆ] ≥ 6σ
2
N
(N2 − 1)NM
(
c0
4π∆f
)2
. (3.56)
This bound is called the averaged CRB because it is not a true CRB any
more, but is still a useful lower bound for the analyses presented here.
In a similar fashion, a lower bound for vˆrel can be given,
var[vˆrel] ≥ 6σ
2
N
(M2 − 1)MN
(
c0
4πTOfC
)2
. (3.57)
It is worth pointing out the influence of SNR on the bounds, since they
both share dependencies. By using SNR = 1/σ2N and B = N∆f , insert
(3.13) into (3.56) and (3.57), yielding
var[dˆ] ≥ 6(4π)N0
PTxG
· r
4
σRCS
· f
2
C
(N2 − 1)M∆f , (3.58)
var[vˆ] ≥ 6(4π)N0
PTxG︸ ︷︷ ︸
Hardware
· r
4
σRCS︸ ︷︷ ︸
Target
· ∆f
(M2 − 1)MT 2O︸ ︷︷ ︸
Signal parameters
. (3.59)
Interpreting (3.58) and (3.59) gives three insights in particular into the
system design:
• Given the point-scatter approximation, fC only influences dˆ in a
manner that lowering the frequency decreases the lower bound,
whereas vˆrel is unaffected.
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• IncreasingM decreases the lower bound for both estimates, but as
this means increasing the signal duration, it also increases medium
access and allows for fewer measurements per time unit.
• When increasing the bandwidth, it is advantageous to increase N
rather than ∆f . This is only possible within limits given by the
channel characteristics, most importantly the channel’s coherence
bandwidth (see also Section 3.6 and [1]).
Finally, it must not be forgotten that the CRB is a suitable quality metric
only for unbiased estimators, and comparing to the actual estimates only
makes sense above a certain SNR as will be discussed in the following.
Estimation error
In [87], Rife argues that below a certain SNR (the SNR threshold), any
point in the periodogram has an equal chance of being the largest due
to the whiteness of AWGN. In OFDM radar, this is the same: When
the energy backscattered by the target is too small, it becomes indis-
tinguishable from noise in the periodogram, and any point can be the
largest.
Already, this reveals several things about the estimator: At low SNR, it
cannot be unbiased, and it can potentially “detect” targets which are in
reality artefacts of noise (false alarms). This motivates the introduction
of a threshold test to the estimation process, which involves comparing
the amplitude of the detected target with a predetermined threshold to
verify it as a valid target. Section 3.3.6 discusses this in greater detail.
The metric to test the performance of the MLE is thus the probability
with which the estimates (nˆ, mˆ) are correct. Let (n0,m0) be the true
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values, and define a “root periodogram”,
C(n,m) :=
√
PerF(n,m)
=
1√
NM
∣∣∣∣∣
NPer−1∑
k=0
(
MPer−1∑
l=0
(F)k,le
−j2pi lmMPer
)
e
j2pi knNPer
∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣
Signal term A(n,m)︷ ︸︸ ︷
NPer−1∑
k=0
(
MPer−1∑
l=0
e
−j2pil
m−m0
MPer
)
e
j2pik
n−n0
NPer +(Z)m,n
∣∣∣∣∣∣∣∣∣∣
. (3.60)
The signal term is given by
A(n,m) = b
√
NM
∣∣∣∣∣ sin(πN
n−n0
NPer
)
N sin(π n−n0NPer )
sin(πM m−m0MPer )
M sin(πm−m0MPer )
∣∣∣∣∣ . (3.61)
As discussed in Section 3.3.1, the summation causes the amplitude to
be scaled by
√
NM , whereas the noise term is still AWGN with noise
power σ2N , the same as on the input.
Every value C(n,m) is thus a random variable with a Rician distribution
of the form
fC(n,m)(x) =
2x
σ2N
e
−
(x2+A2(n,m))
σ2
N I0
(
2xA(n,m)
σ2N
)
, (3.62)
where x ≥ 0 and I0(x) denotes the modified Bessel function of order
zero.
The estimator result is also a random variable and shall be denoted
by (mˆ, nˆ). Its PDF is given by f(nˆ,mˆ)(n,m|n0,m0) and depends on
(n0,m0). From all (n,m) within the search range, the estimator decides
for the particular value (nˆ, mˆ) whenever C(nˆ, mˆ) is larger than any other
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C(n,m). The probability for this is
fnˆ,mˆ(nˆ, mˆ|n0,m0) = Pr [C(nˆ, mˆ) > C(n,m)|∀n 6= nˆ,m 6= mˆ]
=
∫
x
Pr[C(n,m) < x|n 6= nˆ,m 6= mˆ]fC(nˆ,mˆ)(x) dx
=
∫ ∞
0
fC(nˆ,mˆ)(x)

 ∏
n6=nˆ
m 6=mˆ
∫ x
0
fC(n,m)(y) dy

 dx
=
∫ ∞
0
fC(nˆ,mˆ)(x)

 ∏
n6=nˆ
m 6=mˆ
FC(n,m)(x)

 dx
(3.63)
where FC(n,m)(x) is the cumulative density of the value of C(n,m),
FC(n,m)(x) = 1−Q1
(
A(n,m)
√
2
σN
,
x
√
2
σN
)
(3.64)
and Q1(·, ·) is the Marcum Q-function.
The complete PDF for (nˆ, mˆ) is calculated for a given (n0,m0) and SNR
by solving the integral for every possible value of (nˆ, mˆ) in the search
range.4
Having calculated the PDF fnˆ,mˆ(nˆ, mˆ|n0,m0), it is now possible to cal-
culate the expected value and variance of the estimator. Using these
and (3.32) to translate nˆ and mˆ into a range and velocity, respectively,
4(3.63) can be solved numerically, but requires special attention due to the com-
bination of Bessel and exponential functions, which can have extremely large or
small values and can thus become numerically unstable. Numerically demand-
ing calculations were done with the help of the arbitrary precision tools for the
Python programming language. The methods used to calculate Q1(·, ·) are those
explained in [70].
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equations for bias and variance of the range and Doppler are
bias [d] =
c
2NPer∆f
(E{nˆ} − n0), (3.65)
var [d] =
(
c
2NPer∆f
)2
E{(nˆ− E{nˆ})2}, (3.66)
bias [vrel] =
c
2MPerTOfC
(E{mˆ} −m0), (3.67)
var [vrel] =
(
c
2MPerTOfC
)2
E{(mˆ− E{mˆ})2}. (3.68)
Fig. 3.8 shows bias and variance for an OFDM radar system parametrized
as described in Section 3.6.2 (wideband signal). The target RCS was
fixed to σRCS = 10m
2, which means the SNR is directly proportional to
∝ 1/d4. It can be seen that bias and variance stay close to zero until
a certain range is exceeded (i.e. SNR falls below a certain value). As
soon as this occurs, the estimation error rises very quickly, making the
estimator unusable in practice beyond this SNR threshold.
Fig. 3.9 shows the probability Pr [nˆ = n0, mˆ = m0] of estimating the cor-
rect values. The results confirm that the estimator works very well above
the SNR threshold, but very poorly below.
It is emphasized that (3.65) through (3.68) are calculated from an es-
timator for (n,m), and not (d, vrel)! Because of the aforementioned
quantization error, the range and Doppler estimates are worse than the
estimates for n and m. The value of this analysis is that it provides a
way to numerically calculate bias and variance of an otherwise mathe-
matically intractable problem.
To obtain true bias and variance of a complete OFDM radar system,
including quantization error and interpolation algorithms to remove the
latter, simulations are required which are presented in Section 5.2.
It can be argued that the bias is not a useful metric in this case, as it
does not show a systematic error of the estimation, but rather a random
offset. A large bias is thus more of an indicator that the estimation is
not working correctly, the numeric value of the bias itself does not hold
any useful information about the estimation process. For this reason,
the probability of estimating the correct bin can be chosen to determine
the quality of the estimator, which is less misleading.
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(a) Bias of the distance and velocity estimates.
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(b) Variance of the distance and velocity estimates.
Figure 3.8: Performance of target velocity and distance estimation
against actual distance
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Figure 3.9: Probability of correct value estimation.
3.3.4 Window functions
In periodogram-based spectral estimation, window functions5 are com-
monly applied to the input data. Window functions have two relevant
properties: the width of the main lobe Ωs, where −π ≤ Ωs ≤ π, and the
sidelobe attenuation amin, given in dB.
The main advantage is the precise control of sidelobe levels, which is
useful for the reliable detection of targets. Fig. 3.10 shows the same
periodogram for two identical cases, but each using a different window.
In the first case, the main lobe width is very small and close targets
can be distinguished (i.e. the resulting radar resolution is better). The
second periodogram uses a window with high sidelobe attenuation; this
allows weaker targets to be distinguished from sidelobes of the stronger
targets, but reduces the resolution.
For the two-dimensional periodogram, a two-dimensional window matrix
W ∈ RN×M is defined, which is multiplied element-wise with the matrix
5Sometimes referred to as taper functions.
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(b) Dolph-Chebyshev window. The
target at 30m now clearly
stands out.
Figure 3.10: Periodogram of three targets.
F. (3.30) is thus refined to
PerF(n,m) =
1
NM
∣∣∣∣∣∣∣∣∣∣
NPer−1∑
k=0
N FFTs of length MPer︷ ︸︸ ︷(
MPer−1∑
l=0
(F)k,l(W)k,le
−j2pi lmMPer
)
e
j2pi knNPer
︸ ︷︷ ︸
MPer IFFTs of length NPer
∣∣∣∣∣∣∣∣∣∣
2
.
(3.69)
If W is left out, as in (3.30), a boxcar window ((W)k,l = 1) is implicitly
used.
Window matrices are designed by calculating the outer product of two
one-dimensional windows,
W =
1
‖wd‖2‖wv‖2w
T
d ⊗wv, wd ∈ R1×N , wv ∈ R1×M . (3.70)
The normalization factor is introduced to ensure that the total energy
in the periodogram is independent of the chosen window matrix.
It is possible to chose different window types for wd and wv, but this
would only be useful for some rare cases, e.g. if there is a large difference
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Window Main lobe width Sidelobe attenuation
Rectangular Ωs = 2pi/N amin = 13.3 dB
Hamming Ωs = 4pi/N amin ≈ 42 dB7
Blackman-Harris Ωs ≈ 8pi/N amin = 92.1 dB
Dolph-Chebyshev Ωs ≈ 1.46pi(log10 2+amin/20)N−1 user-defined
Table 3.2: Properties of window functions used.
between the values of N and M . Here, only window matrices with
identical window types for rows and columns are considered (for the sake
of readability, only the definition for wd is given; wv can be calculated
in an analog fashion by replacing N with M). The following window
types are of interest for the OFDM radar application:6
Rectangular (boxcar) windows This can also be interpreted as a “lack”
of a window function as all entries are of unit value,
(wd)k = 1, k = 0, . . . , N − 1. (3.71)
The rectangular window has the smallest main lobe width (which is
optimal for the radar resolution). However, it also has the smallest side
lobe attenuation (which is bad for the dynamic range), which makes it
generally not a good choice for the radar system.
Hamming windows Compared to the rectangular window, these win-
dows have a higher sidelobe attenuation (see Table 3.2), but twice the
main lobe width. Hamming windows have been used in combination
with radar systems before (e.g. in [38]) and therefore were analyzed here
as well. They are defined by
(wd)k = 0.54− 0.46 cos
(
2πk
N − 1
)
. (3.72)
6For more information on these windows, cf. [102, Chap. 7], and [101] for details on
the Blackman-Harris window.
7This value is only correct for N ≥ 32.
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Blackman-Harris windows An alternative to the Hamming window
with an extremely high sidelobe attenuation is the Blackman-Harris win-
dow, which is defined as
(wd)k = a0 − a1 cos
(
2πk
N − 1
)
− a2 cos
(
4πk
N − 1
)
− a3 cos
(
6πk
N − 1
)
a0 = 0.35875, a1 = 0.48829, a2 = 0.14128, a3 = 0.01168.
(3.73)
The main lobe is nearly twice as wide as that of the Hamming window,
but the very high sidelobe attenuation effectively allows sidelobes to be
treated as if they were non-existent, because in most cases the dynamic
range will actually be smaller than amin.
Dolph-Chebyshev windows Dolph-Chebyshev windows have a unique
property: the sidelobe attenuation is constant over the entire frequency
band. It is also parametrizable, which means the sidelobe attenuation
can be configured according to the required dynamic range. The main
lobe width depends on the chosen sidelobe attenuation (see Table 3.2).
Because the sidelobe energy is constant outside the main lobe and does
not decrease with Ω as with the other windows, the main lobes of Dolph-
Chebyshev windows are usually slightly smaller than those of the other
windows at equivalent sidelobe attenuations (e.g. a Dolph-Chebyshev
window with 92.1 dB sidelobe attenuation has a slightly smaller main
lobe than a Blackman-Harris window of equal length).
Dolph-Chebyshev windows are designed in the frequency domain, the
final window is calculated with an Inverse Discrete Fourier Transforma-
tion (IDFT) (or Inverse Fast Fourier Transformation (IFFT)):
wd = IFFTN
[
Wde
−j(N−1)Ω/2
]
, (3.74)
where
(Wd)k =


cosh
(
(N − 1) · arccosh
(
cos(pikN )
cos(Ωs/2)
))
, 0 ≤ Ω ≤ Ωs,
cos
(
(N − 1) · arccos
(
cos(pikN )
cos(Ωs/2)
))
, Ωs ≤ Ω ≤ π.
(3.75)
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SNR loss by windowing
The application of a window does not affect the signal-to-noise ratio at
the input of the periodogram, because the element-wise multiplication
with W affects noise and signal in the same manner. The choice of
the window function has an impact on the signal-to-noise ratio in the
periodogram, though. Because the main lobe’s widths differ between the
presented windows, the height of their peaks also varies, resulting in an
SNR loss.
Fig. 3.19 shows several windows both in time- and frequency domain.
The SNR loss can be seen in the frequency domain; the rectangular
window has the highest peak.
Such a loss needs to be factored into the processing gain. For arbitrary
windows, it is therefore calculated as
PG = 10 · log10(NM) + SNRwd + SNRwv , (3.76)
where SNRwd and SNRwv are the SNR losses for the row- and column-
wise windows, respectively. They are given by
SNRwd =
1
‖wd‖2N |
N−1∑
k=0
(wd)k|2, (3.77)
SNRwv =
1
‖wv‖2M |
M−1∑
k=0
(wv)k|2, (3.78)
(3.79)
which corresponds to the DC bin of the individual windows’ periodogram
normalized to the height of the rectangular window. Table 3.3 gives some
values for different types of windows and lengths. It should be noted that
some windows induce a significant loss of SNR.
3.3.5 Quantization issues and interpolation
Up until now, the range of possible estimates is quantized on a regular
grid, as the values nˆ and mˆ in (3.32) are integer values. This introduces
two negative effects: quantization noise and scalloping loss. These are
discussed in the following, as well as a solution for the quantization
problem.
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Figure 3.11: Different window functions in one dimension with length
N = 128.
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Rectangular Hamming Blackman-
Harris
Dolph-
Chebyshev
N = 52 0dB −1.40dB −3.10dB −1.88dB
N = 256 0 dB −1.36dB −3.04dB −1.82dB
N = 1024 0 dB −1.35dB −3.02dB −1.81dB
Table 3.3: SNR loss for different window types and -lengths
Quantization noise
On a quantized grid, estimates are only correct up to a quantization error.
Assuming a uniform distribution of true range and Doppler shifts, the
estimation is distorted by zero-mean, uniformly distributed quantization
noise with variances (or quantization noise power)
varQ[dˆ] =
1
12
(
c0
2∆fNPer
)2
, (3.80)
varQ[vˆ] =
1
12
(
c0
2fCTOMPer
)2
. (3.81)
Not only does this mean that the estimates are incorrect, but also that
the error on the estimates is non-Gaussian, and possibly not uncorre-
lated between measurements. This can affect some post-processing com-
ponents, such as tracking algorithms, if they assume a Gaussian distri-
bution of the estimation error, such as Kalman filters do (cf. also [98,
Chap. 19]).
Scalloping loss
Scalloping loss8 is another effect caused by the regular grid of FFT-based
processing.9 If the true frequency of a sinusoid does not lie directly on
one of the DFT bins, not only is the frequency estimate incorrect (which
distorts the range or the Doppler estimation), but also its amplitude. In
the worst case, this can cause a valid target to be mistaken for noise,
but even if it is detected, the estimated amplitude is probably too low,
thereby increasing the error of the Radar Cross Section (RCS).
8In radar literature [98], this effect is usually referred to as straddle loss.
9R. Lyons [108] gives an excellent introduction to this topic.
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nˆ− 1 n˜ nˆ nˆ+ 1
Frequency index
Per(nˆ− 1)
Per(nˆ)
Per(nˆ+ 1)
Per(n˜)
Figure 3.12: Part of the periodogram of a sinusoid with a frequency be-
tween the discrete DFT bins, normalized to its maximum
value. If the maximum value of the discrete periodogram is
used, the estimate will have a quantization error of nˆ − n˜
and a scalloping loss of Per(nˆ)− Per(n˜).
Fig. 3.12 shows the periodogram of a one-dimensional sinusoid, multi-
plied with a rectangular window. The maximum value of the continuous
periodogram is between two bins, thereby causing scalloping loss and
quantization noise if the FFT’s peak is used as an estimate.
Interpolation
To overcome these problems, the estimation can be augmented by inter-
polation. One way to interpolate is to simply increase NPer and MPer,
i.e. to pad with more zeros. While this does not change the fact that the
quantization noise is uniformly distributed, its power can be decreased
until the receiver noise dominates the estimation error. However, this
method is not very efficient, as it interpolates the entire periodogram
and thereby increases memory usage and computational cost.
A more efficient way is to use a periodogram with little or no zero
padding to first get a coarse, quantized estimate and then interpolate
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locally, which means the computational cost increases as a function of
the number of detected targets.
In the following, three interpolation methods are discussed, which differ
by complexity and accuracy. All three methods assume that the results
from the coarse estimate are accurate within quantization, i.e. that the
coarse estimate correctly identified a target (and not detected a false
alarm). Also, these methods make use of the shape of the windows’
main lobes, which means they work less accurately when two targets
are closer to each other than the available resolution. This highlights
the fact that the accuracy of a radar system can be improved with such
methods, but the range and Doppler resolution are always fixed by the
bandwidth and frame duration, respectively.
Relying on a correct initial estimate also implies that missed detections
caused by scalloping loss cannot be improved using interpolation.
All interpolation methods result in fractional (i.e. real-valued) periodogram
indices (n˜, m˜). These indices can be used instead of nˆ and mˆ in (3.32)
to obtain a non-quantized estimate for range and Doppler.
Linear interpolation Here, not only PerF(nˆ, mˆ) is considered but also
the four points in the periodogram directly adjacent. The periodogram
must have a local maximum at PerF(nˆ, mˆ). Fractional periodogram
indices n˜ and m˜ are calculated by
n˜ =
(nˆ− 1)PerF(nˆ− 1, mˆ) + nˆPerF(nˆ, mˆ) + (nˆ+ 1)PerF(nˆ+ 1, mˆ)
PerF(nˆ− 1, mˆ) + PerF(nˆ, mˆ) + PerF(nˆ+ 1, mˆ) ,
(3.82)
m˜ =
(mˆ− 1)PerF(nˆ, mˆ− 1) + mˆPerF(nˆ, mˆ) + (mˆ+ 1)PerF(nˆ, mˆ+ 1)
PerF(nˆ, mˆ− 1) + PerF(nˆ, mˆ) + PerF(nˆ, mˆ+ 1) .
(3.83)
The linear interpolation offers no way to interpolate the height of the
periodogram at (n˜, m˜) and is therefore as susceptible to scalloping loss
as the coarse estimate.
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Quadratic interpolation By approximating the main lobe of the win-
dow with a two-dimensional parabola, the estimation can be further
improved. Because no window’s lobe is exactly shaped like a parabola,
an error still remains, but the calculation of the estimate is very simple;
if (nˆ, mˆ) are the coordinates of a peak in the periodogram, fractional
indices are calculated by
n˜ = nˆ+
PerF(nˆ− 1, mˆ)− PerF(nˆ+ 1, mˆ)
2(PerF(nˆ− 1, mˆ) + PerF(nˆ+ 1, mˆ)− 2PerF(nˆ, mˆ)) , (3.84)
m˜ = mˆ+
PerF(nˆ, mˆ− 1)− PerF(nˆ, mˆ+ 1)
2(PerF(nˆ, mˆ− 1) + PerF(nˆ, mˆ+ 1)− 2PerF(nˆ, mˆ)) . (3.85)
As before, the interpolated values for the range and Doppler estimation
are then calculated by replacing the integer values with the fractional
values m˜ and n˜ in (3.32), respectively.
Another advantage is that the interpolated value of the parabola at po-
sition (n˜, m˜) can be used for the RCS estimation, thereby reducing the
scalloping loss. The periodogram amplitude at the interpolated position
is
PerF(n˜, m˜) :=PerF(nˆ, mˆ)−
1
4
((PerF(nˆ− 1, mˆ)− PerF(nˆ+ 1, mˆ))(n˜− nˆ)
+ (PerF(nˆ, mˆ− 1)− PerF(nˆ, mˆ+ 1))(m˜− mˆ))
(3.86)
See Appendix B for a derivation.
To use the quadratic interpolation, the dimensions of the quantized pe-
riodogram must be at least twice as large as those of F, i.e. NPer ≥ 2N
and MPer ≥ 2M . Otherwise, one of the supporting points in (3.84) or
(3.85) might actually not be on the parabola, but caused by noise or
other spurs, potentially causing a large error.
Interpolation by optimization A different approach to interpolation is
to re-cast the ML estimate as an optimization problem. Consider (3.47):
while there is no explicit solution to this maximization problem, it could
be solved by defining the periodogram with continuous arguments as an
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objective function
PerF(n˜, m˜) =
1
NM
∣∣∣∣∣
NPer−1∑
k=0
(
MPer−1∑
l=0
(F)k,le
−j2pi lm˜MPer
)
e
j2pi kn˜NPer
∣∣∣∣∣
2
,
(3.87)
which is similar to the periodogram (3.30), but uses continuous values
as well as a rectangular window. Without any prior knowledge of the
estimates, this is not a practical optimization problem, but if a previous,
coarse estimate exists, the optimization problem becomes convex and
can be solved with numerical methods.
Consider Fig. 3.12, which shows both the discrete and continuous peri-
odogram of a one-dimensional discrete-time sinusoid,
s(k) = ej2pi
n˜
N k , k = 0, . . . , N − 1. (3.88)
nˆ is the coarse estimate for n˜, which is offset from the true value by
the quantization error. Because the coarse estimate is chosen as the
maximum of the discrete periodogram, it must be a point on the main
lobe. Consequently, nˆ must be the integer value that minimizes |nˆ− n˜|.
Also, the double zero-padding ensures that the values Pers(k)(nˆ+1) and
Pers(k)(nˆ − 1) also lie on the main lobe (a rectangular window’s main
lobe is four samples wide for NPer = 2N). The main lobe is convex (as
sin(pix)
pix is convex on the interval x ∈ [−1, 1]). Therefore, estimating the
true peak position of the continuous periodogram is identical to finding
the maximum of a convex function on the interval nˆ− 1, . . . , nˆ+ 1.
Going back to the two-dimensional periodogram, and given coarse esti-
mates (nˆ, mˆ), the fractional indices are obtained by solving the optimiza-
tion problem
(n˜, m˜) = argmax
(n,m)
PerF(n,m)
subject to (3.89)
nˆ− 1 ≤ n ≤ nˆ+ 1 and mˆ− 1 ≤ m ≤ mˆ+ 1
using the continuous periodogram from (3.87). At the same time, be-
cause the continuous periodogram is used as the objective function, the
result PerF(n˜, m˜) can be used to estimate the target’s RCS without scal-
loping loss.
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One algorithm able to solve this bounded, two-dimensional optimiza-
tion problem is the Nelder-Mead simplex algorithm [75]10 (for one di-
mension, [87] suggests a secant method which would not work for this
two-dimensional problem). This algorithm requires initial values, which
can either be the coarse indices (nˆ, mˆ) or even fractional indices from a
previous quadratic interpolation for faster convergence.
3.3.6 Signal detection and false alarm rate
The algorithms presented in the previous section assumed a-priori knowl-
edge; specifically, a coarse estimate of a target’s position. In order to
extract targets’ positions from PerF(n,m), a target detector must be part
of the periodogram-based OFDM radar system (as depicted in Fig. 3.6).
The target detector’s job is to identify the peaks in the periodogram
originating from valid radar targets, discriminating them from peaks
originating from spurious influences. The two major sources for errors
in this case are
• peaks caused by the AWGN, and
• ambiguities caused by targets’ side lobes.
The latter case was already discussed in Section 3.3.4; essentially, two
types of errors can arise from this:
1. Missed target: A valid target can be missed because it is identified
as a side lobe of another, previously detected, target with higher
backscattered power (decreased detection probability)
2. False alarm: A side lobe of a previously detected target can be
identified as the main lobe of a non-existent target.
As mentioned previously, the choice of a suitable window matrixW can
alleviate this problem to a great extent, at the cost of reduced resolution.
This leaves the question of how to deal with peaks caused by AWGN.
10MATLAB implements this algorithm in the fminsearch function.
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Constant False Alarm Rate
Most radar systems are configured for a constant false alarm rate (CFAR),
and this solution is also chosen for the OFDM radar system. The pre-
cise definition of the CFAR varies in literature (compare [98] and [97],
for instance), which is why the following definitions are introduced:
A false alarm is the event where the target detector decides that there
is a target at a range and relative speed which did not contribute to
the received matrix FRx. The probability of a false alarm PFA is the
probability that, during the processing of a single frame, one or more
false alarms occur when only noise was present (FRx = Z). Finally,
the false alarm rate (FAR) is the expected number of detections per
processing of one frame, for the case that only noise was present.
This definition differs from other definitions of false alarm probability
(and FAR) in several respects:
• The time base for the false alarm rate is the duration of one frame
(as a comparison, [98] suggests the number of false alarms per sec-
ond for the FAR). This makes the results discussed here indepen-
dent of the update rate.
• Clutter is explicitly not discussed in this context. The detection
of an object that backscatters energy, but is not of interest for
the application, thus does not count as a false alarm (an example
would be the detection of a traffic sign in a vehicular context).
• Other systems, such as target tracking algorithms [138], might fur-
ther process the output of the target detector (cf. Fig. 3.6), thereby
possibly further reducing the false alarm rate.
In order to discriminate noise from signal power, a threshold η is intro-
duced, and the periodogram is subjected to a hypothesis test,
PerF(n,m)
H0
≶
H1
η, (3.90)
where H0 is the null hypothesis (no target is present) and H1 is the
hypothesis that a target contributes to the amplitude of the given bin.
To calculate the false alarm probability, let Z denote the (random) am-
plitude of any bin of PerF(n,m) when only noise is present (due to the
whiteness of the noise, Z is i.i.d. for all bins).
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The probability that any single bin of the periodogram exceeds the
threshold is
pFA,bin := Pr [z > η] =
∫ ∞
η
fz(z|H0) dz = 1− FZ(η|H0) (3.91)
= e
− η
σ2
N , (3.92)
where fZ(z|H0) and FZ(η|H0) are the PDF and CDF, respectively, of the
random variable Z. The exponential term (3.92) is the result of Z being
the magnitude-squared of AWGN with power σ2N , and thus exponentially
(χ22) distributed.
To achieve a certain per-bin false alarm rate, solve (3.92) for η:
η = −σ2N ln pFA,bin. (3.93)
The optimality of this detection method is discussed in [98, Chap. 15].
In order to achieve a specific false alarm probability, note that, for a
non-zero-padded periodogram, the false alarm probability is
pFA = 1− (1 − pFA, bin)NM . (3.94)
Solving this for pFA, bin and inserting into (3.93) yields
η = σ2N ln(1− (1− pFA)
1
NM ). (3.95)
If the requirement is a certain FAR, which is calculated by
FAR = NMpFA, bin, (3.96)
the threshold is set by
η = −σ2N ln
FAR
NM
. (3.97)
The choice between (3.95) and (3.97) is determined by a trade-off: Fixing
a FAR ≥ 1 results in a lower threshold than using (3.95), and thus higher
detection probability, but increases the burden on post-processing com-
ponents downstream, as it also increases the number of false alarms.
When using the cropped periodograms as described in Section 3.3.2, the
factor NM is replaced by Nmax(2Mmax + 1) in (3.95) and (3.97). How-
ever, when zero-padding is used, these values are not increased by the
interpolation factor. It is true that if there are more bins in the peri-
odogram due to zero-padding there are potentially more bins to cause
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false alarms. However, zero-padding does not add information to the
periodogram, it merely reduces quantization error, and adjacent bins in
zero-padded periodogram are correlated. A single peak in a non-zero-
padded periodogram will thus cause multiple elements of a zero-padded
periodogram to lie above the threshold, but as they are contiguous, the
detection algorithm (see Section 3.3.7) will only detect this peak once.
Noise power estimation
Usually, the noise power σ2N is not known at the receiver. To still be
able to specify a threshold, the noise power may be estimated from the
periodogram by averaging over those bins which do not contain a target.
As this happens before the target detection, it is unclear which bins
correspond to targets.
The solution is to rely on the correct parametrization of the OFDM radar
system: As discussed in Section 3.3.2, there is a maximum index (Nmax)
after which no more peaks should appear. By averaging over one or more
rows beyond Nmax, a maximum likelihood estimate for σ
1
N can be found
by
σˆ2 =
1
MPerK
K∑
k=1
MPer∑
m=0
PerF(NPer,m), (3.98)
where K is the number of rows over which to average. Unless MPer is
very small, a value of 1 or 2 for K is sufficient.
3.3.7 Multi-target detection
The periodogram is a two-dimensional matrix which contains power lev-
els for range and Doppler values. An application using a radar system as
a sensor requires a precise list of targets, together with their individual
range, Doppler and RCS.
To obtain such a list from the PerF(n,m), a multi-target detection algo-
rithm is necessary.11
The previous section discussed how to separate noise from single targets.
With multiple targets, additional problems arise, most importantly:
11In long-range radar applications, this process is usually referred to as automatic
target recognition (ATR).
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• Sidelobes from strong peaks might be misidentified as separate
targets.
• Weak targets close to strong targets might be overshadowed, even
if they are further apart than the radar resolution.
These problems are not independent, and there is a trade-off when trying
to minimize them. This becomes clear when taking a look at the window
functions in Section 3.3.4: A window with a very high sidelobe attenu-
ation might entirely mitigate the first problem, but will also decrease
the radar resolution and thus amplify the possibility of overshadowing
smaller targets (cf. also Fig. 3.10).
Also, computational complexity can be a problem. For a high update
rate, the multi-target detector has to run very fast to allow real-time
operation.
Two methods of detecting multiple targets are presented. Both methods
use successive target cancellation, one coherent, the other binary.
One aspect of target recognition commonly discussed in long-range radar
systems (e.g. air traffic surveillance radars) is the separation of clutter
and targets. In short-range radar systems, such as vehicular radar, there
really is no distinction between clutter and valid targets, since any scat-
tering object might also be a relevant target, e.g. an automobile parked
by the roadside might be clutter for one application, but relevant for
another. More importantly, there is no distinction between potential
clutter and targets in the periodogram. Clutter analysis is therefore not
a part of this section, and will be left to other sub-systems in practice.
Binary Successive Target Cancellation
This algorithm is the simplest, both in terms of computational complex-
ity as well as memory requirement. It relies on the assumption that
a window function with a high sidelobe attenuation is used, such that
sidelobes are always attenuated below the threshold.
It requires a binary map B ∈ {0, 1}NPer×MPer with the same dimensions
as the periodogram, which is used to track the position of previously
identified targets. It also requires the size of the window’s main lobe in
number of bins for range (Nwin) and Doppler (Mwin).
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The algorithm works as follows:
1. Initialize all elements of the binary map to one, (B)k,l = 1, and an
index value i = 0.
2. Find the largest peak
(nˆi, mˆi) = argmax
n,m
PerF(n,m) s.t. (B)n,m = 1
3. If PerF(nˆi, mˆi) < η, stop searching.
4. Identify range, Doppler and RCS of the i-th target through a suit-
able interpolation algorithm from (nˆi, mˆi), e.g. quadratic interpo-
lation, and add those to the list of targets.
5. Set
(B)k,l = 0 ∀ k, l s.t. (k − nˆi)
2
(Nwin2 )
2
− (l − mˆi)
2
(Mwin2 )
2
≤ 1
6. Increment i
7. Continue at 2)
Fig. 3.13 shows an example for a periodogram with three targets, the
estimator result as well as B for iterations i = 0 and i = 2.
The major advantage of this algorithm is its simplicity. This comes
at a cost: If the assumption that all sidelobes are attenuated below η
is incorrect, the sidelobes will cause false detections. Furthermore, the
window functions employed increase the resolution of the radar system.
Another disadvantage stems from the binary nature of the cancellation
algorithm: When two targets lie very close together (on the order of the
resolution), the peak of the weaker target may lie inside the main lobe
of the stronger one. The maximum of PerF(n,m) for which (B)n,m = 1
may thus not be the true peak of the target. This can cause a target to
be incorrectly identified as further away, and with a smaller RCS (see
Fig. 3.13c).
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(d) Binary map B for i = 2.
Figure 3.13: Target detection with the binary target cancellation algo-
rithm (using a Dolph-Chebyshev window, amin = 60dB)
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Coherent Successive Target Cancellation
The disadvantages of the previous algorithm stem from the binary nature
of the cancellation; once a bin is marked with zero in B, it can’t be
used for other targets. This can be avoided by coherently cancelling out
targets, as described in [9]. To achieve this, the algorithm must have
access to both the periodogram and the complex periodogram. This is
an iterative process, and as before, i shall be used to denote the current
iteration, and PerF,i(n,m) shall denote the periodogram during the i-th
iteration.
Unlike the previous algorithm, it successively removes targets from the
periodogram, including their sidelobes. This makes it possible to use it
even with a random sub-carrier selection. The algorithm consists of the
following steps:
1. Initialize an iteration counter i = 0.
2. Find the largest peak
(nˆi, mˆi) = argmax
n,m
PerF(n,m)
3. If PerF(nˆi, mˆi) < η, stop searching.
4. Check if the peak at PerF(nˆi, mˆi) is caused by a residual or a target
(see below).
5. If the peak describes a target, identify range, Doppler and RCS
of the i-th target through a suitable interpolation algorithm from
(nˆi, mˆi), e.g. quadratic interpolation, and add those to the list of
targets.
6. Calculate the radar processing matrix of this single target,
(Fnˆi,mˆi)k,l = e
j2pi(l−mˆi)
mˆi
MPer e
j2pi(k−nˆi)
nˆi
NPer . (3.99)
Using this, calculate the complex periodogram of Fnˆi,mˆi ,
CPerFnˆi,mˆi ,i(n,m) =
NPer−1∑
k=0
(
MPer−1∑
l=0
(F)k,le
−j2pi lmMPer
)
e
j2pi knNPer
(3.100)
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7. Subtract this from the original complex periodogram, using the
complex amplitude at (nˆi, mˆi):
CPerF,i+1(n,m) = CPerF,i+1(n,m)−
CPerF,i+1(nˆi, mˆi) · CPerFnˆi,mˆi ,i(n,m).
(3.101)
8. Update the real-valued periodogram,
PerF,i+1(n,m) =
1
NM
|CPerF,i+1(n,m)|2 . (3.102)
9. Increment i
10. Continue at 2)
In every step, a single target is identified and its influence is removed
from the periodogram, until only noise components remain.
One critical element is the identification of residuals, as mentioned in
step 4). A residual may occur when the estimated position, phase or
amplitude of the target’s peak is incorrectly estimated, which is usually
the case in a noisy environment.
Fig. 3.14 illustrates this effect for real, one-dimensional signals. The
true periodogram is incorrectly estimated, with a slight offset in both
amplitude as well as position. When subtracting the incorrect estimate
from the true periodogram, the difference is still significant, with two
significant peaks. If these peaks lie above η, they are a residual and will
be detected eventually in step 2).
Even with an estimation error, the residual will always lie within the
main lobe of the estimated periodogram, as the maximum-search always
returns a point on the main lobe (see Section 3.3.5). A residual can
therefore be identified as lying within a main lobe of a previously detected
target.
To mitigate residuals, the estimation error must be minimized. For tar-
gets with a high SNR, this can be achieved by using the interpolated
values (ˆ˜n, ˆ˜m) to calculate Fˆ˜n, ˆ˜m and, consequently, CPerFˆ˜n, ˆ˜m,i. To calcu-
late the latter, the interpolation algorithm must be extended to calculate
an interpolated value for the amplitude and phase as well as the posi-
tion, which cannot be achieved by the linear and quadratic interpolation
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Figure 3.14: Real valued periodogram of a single target, an incorrect
estimate thereof, and their difference
algorithms from Section 3.3.5 (the quadratic algorithm can interpolate
the amplitude, but not the phase, whereas in the optimization algorithm,
CPerFˆ˜n, ˆ˜m,i is calculated as a intermediate step in (3.89)).
The simplest way to reduce the effect of residuals is to increase the size
of the periodogram NPer×MPer with additional zero-padding, although
this increases the memory consumption and computational complexity.
None of these efforts can completely remove the need to identify residuals,
however, as noise will always cause an estimation error.
Because of the coherent subtraction from the periodogram between it-
erations, less information is destroyed per iteration when compared to
the binary target cancellation. This makes the algorithm more suitable
for a higher number of targets, with the increased computational effort
being the only downside.
Also, as sidelobes are removed in every step, there is no requirement to
use any other window than rectangular windows. In practice, a use of
a window has sometimes proven beneficial as the reduced sidelobe levels
prove to be more forgiving when incorrectly estimating a target in step
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2).
Fig. 3.15 shows the result of the coherent cancellation algorithm for a
scenario with four targets, showing some intermediary periodograms. In
this simulation, the dimension of the periodogram was four times that
of F, MPer = 4M,NPer = 4N , and no interpolation was applied, which
leads to slightly exaggerated residuals. They are correctly detected, how-
ever, and do not appear in the final list of estimated targets.
Coherent successive target cancellation is very similar to the CLEAN
algorithm [59] which is often applied in radar. CLEAN factors in more
problems, such as antenna positioning error, which is not relevant for
the case of OFDM radar.
3.3.8 Non-contiguous sub-carrier allocations
Up until now, it was assumed that a contiguous range of N sub-carriers
had been allocated. As already hinted in Section 3.1, this is only one
possible way to configure an OFDM frame. This section will highlight
three variants of sub-carrier allocations and discuss how they affect the
radar processing.
Influence of the DC carrier
Most OFDM standards allocate a contiguous set of sub-carriers, leav-
ing out the DC carrier, i.e. the carrier which is at 0 Hz in baseband.
This avoids DC offset-related problems which typically occur in direct-
conversion architectures.
This “missing” carrier causes problems for the radar component. To
identify these, assume the window function for the columns wd is modi-
fied such that the centre tap is set to zero (see Fig. 3.16). Since the rows
of F are unaffected by this, it is possible to only analyze the effect in one
dimension. How the DC carrier influences the OFDM radar can thus be
expressed as the effect of this modified window on a sinusoid function in
the periodogram.
To simplify the analysis and increase the readability, this following nota-
tion applies during this Section:
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(d) Position of original targets and
estimates.
Figure 3.15: Target detection with the coherent target cancellation algo-
rithm (using a Hamming window)
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Figure 3.16: Modified Blackman-Harris window for an OFDM symbol
with 52 active carriers. The centre carrier is nulled out.
• The carrier indices are rearranged such that the DC carrier has
the index 0. The carrier indices therefore lie in the range k =
−⌊N2 ⌋ . . . ⌊N2 ⌋ − 1.
• The modified window is expressed as a discrete function w˜(k).
• For sums, the following shorthand is defined:
∑
k
:=
⌊N2 ⌋−1∑
k=−⌊N2 ⌋
. (3.103)
First, define the modified window function. If w(k) is an unmodified
window function (e.g. a Blackman-Harris window as shown in Fig. 3.16),
then the modified function is given by
w˜(k) = w(k)− δ(k)w(0). (3.104)
The approximation w(0) ≈ 1 is applied here (this is in fact an equality
if N is odd for the window functions used here), which further simplifies
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the modified window to
w˜(k) = w(k) − δ(k). (3.105)
The periodogram of a sinusoid with a normalised frequency −0.5 ≤ f <
0.5 and phase ϕ
x(k) = ej2pifkejϕ (3.106)
using (3.105) is thus
P˜erx(k)(n) =
1
N
∣∣∣∣∣∑
k
w˜(k)x(k)e
−j2pi knNPer
∣∣∣∣∣
2
=
1
N
∣∣∣∣∣∑
k
w(k)x(k)e
−j2pi knNPer − x(0)
∣∣∣∣∣
2
. (3.107)
By using the identity |a + b|2 = |a|2 + |b|2 + 2Re[ab∗], this is further
modified to
P˜erx(k)(n) =
1
N
∣∣∣∣∣∑
k
w(k)x(k)e
−j2pi knNPer
∣∣∣∣∣
2
+
1
N
|x(0)|2
− 2
N
ℜ
[
x∗(0)
∑
k
w(k)x(k)e
−j2pi knNPer
]
. (3.108)
The first summand is identical to the periodogram using the unmodified
window; and |x(0)|2 = w(0)2 = 1. The third summand requires some
closer scrutiny. By inserting (3.106), the term inside the real operator
becomes
x∗(0)
∑
k
w(k)x(k)e
−j2pi knNPer = e−jϕ
∑
k
w(k)ej2pikf ejϕe
−j2pi knNPer
=
∑
k
w(k)e
−j2pik( knNPer
−f)
. (3.109)
It is identical to the discrete Fourier transform of the unmodified window,
but shifted by the frequency of the sinusoid.
Finally, by taking the real part, this becomes
ℜ
[
x∗(0)
∑
k
w(k)x(k)e
−j2pi knNPer
]
=
∑
k
w(k) cos(2πk(f − kn
NPer
)),
(3.110)
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Figure 3.17: Periodogram with full set of carriers and an empty DC car-
rier.
and therefore the modified periodogram is
P˜erx(k)(n) =
1
N
∣∣∣∣∣∑
k
w(k)x(k)e
−j2pi knNPer
∣∣∣∣∣
2
︸ ︷︷ ︸
Unmodified periodogram
+
1
N
−
(
2
N
∑
k
w(k) cos(2πk(f − n
NPer
))
)
︸ ︷︷ ︸
Spur term
. (3.111)
Two effects are noteworthy, depending on the position in the peri-
odogram. Near the frequency of the sinusoid, the cos(·) function in
the spur term is of unit value, and the spur term itself is negative:
1
N
(1−
∑
k
w(k)) < 0. (3.112)
In Fig. 3.17 it can be seen that shape of the periodogram is largely un-
affected in this region, only the maximum value is reduced by a small
amount. This is to be expected, since the modified window removes
energy from the sinusoid. However, a far worse effect is visible for fre-
quencies far from the sinusoid’s, where a constant spur floor is evident.
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Figure 3.18: Two targets at 10 m are clearly visible; a third target at
100 m and zero Doppler can be barely distinguished from
the spur floor from the closer target.
The sum in the spur term is a sum over one period of a cosine, and thus
approximately zero, leaving the constant term 1/N . As the unmodified
periodogram drops to its sidelobe attenuation, the modified periodogram
is kept at a minimum value of 1/N . The peak-to-spur ratio12 (PSR) is
exactly the peak periodogram value of the modified window,
PSR =
∣∣∣∣∣∑
k
w˜(k)
∣∣∣∣∣
2
. (3.113)
For the radar, this means a loss of dynamic range. If two targets with
the same Doppler shift are present, the difference of their respective
backscattered energies cannot be larger than the PSR if both are to be
detected. Fig. 3.18 illustrates this problem in the 2D periodogram. Also,
the detection threshold must be adapted once a target was detected such
that it is always higher than the spur floor.
12For a Hamming window and the carrier setup of IEEE 802.11a, PSR is approx.
27 dB. This was first observed (but not explained) by Falcone et al. [38].
67
3 OFDM Radar Algorithms
To solve this problem, one solution is to simply use every second sub-
carrier as in Section 3.3.8 and configure the system such that the centre
carrier is left unused. If the signal parametrization is fixed (e.g. because
a IEEE 802.11a system is used as a transmitter), this means ignoring
half of the transmitted energy. However, losing 3 dB of dynamic range
due to half the transmit power is still superior to fixing the dynamic
range to the PSR.
Regular sub-carrier spacing at larger intervals
In section 3.1, it was discussed that the sub-carrier distance must be
the reciprocal value of the OFDM symbol time to ensure orthogonal-
ity between carriers. Of course, this is also the case if the sub-carrier
distance is an integer multiple of the inverse OFDM symbol duration,
∆f = U/T, U ∈ N.
Using a larger sub-carrier distance is equivalent to only allocating every
U -th sub-carrier, leaving the others idle. Note that this does not affect
the bandwidth (and hence the range resolution), but increasing ∆f by
a factor U will decrease the unambiguous range in (3.25) by the same
factor,
dunamb =
c0
2U∆f
. (3.114)
Also, the number of active sub-carriers is decreased which results in
a higher transmit power per sub-carrier. While this does increase the
signal-to-noise ratio at the receiver on each sub-carrier, the processing
gain is reduced in the same manner, thereby resulting in the same SNR
in the periodogram.
To summarize, a regular sub-carrier spacing only modifies the unam-
biguous range, the total received energy stays the same, as well as the
resulting periodogram.
One reason to choose a higher sub-carrier spacing is the possibility to
create multiple, orthogonal channels. If only every U -th sub-carrier is
allocated, this results in U orthogonal sets of sub-carriers, which can be
used by different sub-carriers. This method was first described in [18]
and more elaborately in [21].
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On a side note, this method can be used to avoid the problem of al-
locating the DC carrier by simply not using that particular set of sub-
carriers.
Random sub-carrier allocations
The previous method states that up to U users can access the medium
at the same time, but does not elaborate on how the users decide which
sub-carrier set to transmit on. In an ad-hoc scenario, there is no guaran-
tee that two users will not use the same channel, thereby causing mutual
interference. Of course, if more than U transmissions are active, inter-
ference is guaranteed – but it is not distributed fairly among the users,
as would be desirable.
A method to achieve a fair distribution of interference is to randomly
select K = N/U carriers for transmission, leaving the rest of them idle
[11, 139]. On the radar side, such a system is simple to implement:
Prior to transmission, an active carrier list N is generated by randomly
selecting K values from the range of total carriers, N ∈ {0, . . . , N − 1}K .
The transmit matrix then has the following form:
(FTx)k,l =
{√
Uck,l if k ∈ N
0 otherwise.
(3.115)
Only the randomly selected sub-carriers are utilized, the rest are initial-
ized with zeros (as in the previous section, the amplitude of the carriers
utilized is increased by
√
U to achieve the same total transmit power).
The radar processing as described in Section 3.3 is unaffected by the
fact that some sub-carriers are idle, only the division (3.19) needs to be
adapted to avoid a division by zero,
(F)k,l =
{
(FRx)k,l
(FTx)k,l
if k ∈ N
0 otherwise.
(3.116)
This affects the estimation of the number of sinusoids and their frequen-
cies: They now have to be estimated from a set of non-regularly sampled
data.
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Spectral analysis of irregularly sampled data is a topic of its own, but a
number of solutions have been found for this problem, such as the lin-
ear and non-linear least squares algorithms [91, 92, 139]. Unfortunately,
these require knowledge on the number of targets, which is usually un-
known in radar processing.
A method which does not have this problem and is also efficiently cal-
culable is the periodogram. For one-dimensional signals x(t) sampled at
times tk it is defined as
Perx(tk)(ωn) =
1
K
∣∣∣∣∣
K−1∑
k=0
x(tk)e
−jωntk
∣∣∣∣∣
2
. (3.117)
If the sampling times are chosen from a regular grid, and the signal is
set to zero at all other times,
x(k) =
{
x(tk = kTS) if k ∈ N
0 otherwise,
(3.118)
the discrete periodogram has nearly the same form as for the regular
sampled case:
Perx(k)(n) =
1
K
∣∣∣∣∣
N−1∑
k=0
x(k)e−j2pi
k
N
∣∣∣∣∣
2
, (3.119)
the only difference being the normalization factor.
As the radar processing matrix (3.21) represents a regular grid (the sub-
carrier spacing) with the idle sub-carriers set to zero, this means that
extending the periodogram to an irregular sub-carrier selection is done
in the same manner as for the regular sub-carrier case,
PerF(n,m) =
1
KM
∣∣∣∣∣
NPer−1∑
k=0
(
MPer−1∑
l=0
(F)k,le
−j2pi lmMPer
)
e
j2pi knNPer
∣∣∣∣∣
2
.
(3.120)
Most importantly, the efficient FFT-based processing is still valid.
Fig. 3.19 shows two periodograms from a simulated radar measurement
using regular and irregular sub-carrier selection, respectively. One can
see while the latter does not suffer from a reduction of unambiguous
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(a) Regular sub-carrier spacing. An
alias target can be seen at 4m.
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(b) Random sub-carrier spacing.
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Figure 3.19: Scenario with a close target at 20m and a far target with
large RCS at 210m.
range (there are no alias targets), it does exhibit elevated spur levels
next to existing targets, similar to those in Fig. 3.18. Unlike with the
missing DC carrier, the exact shape of the spur floors is random as it
depends on the choice of N. Such spurs prohibit the use of the binary
target cancellation algorithm for multi-target scenarios.
Using a random sub-carrier allocation has one major advantage over
the regular sub-carrier variant: If a specific sub-carrier is overlaid with
strong interference, it may be discarded a-posteriori. This does decrease
the total received power, but might increase the signal-to-interference
ratio after the radar processing.
The disadvantages go beyond the increased spur level. On the communi-
cation side, the receiver has to detect the allocated sub-carriers, which
puts additional burden on the synchronisation, equalization and demod-
ulation.
Also, as will be discussed in Chapter 4, the interference caused by simul-
taneous access to the medium is not necessarily a problem for the radar
system, as long as the density of the interfering transmitters is not too
high.
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These considerations make the random carrier allocation an interesting
academic problem, but of little practical use.
3.4 Parametric target estimation
The periodogram is the most common non-parametric tool in spectral
estimation, which also makes it a versatile tool for OFDM radar pro-
cessing. However, the radar estimation problem is a very specific subset
of spectral estimation, and can therefore also be solved by parametric
methods.
Consider of the radar processing matrix (3.21):
(F)k,l =
H−1∑
h=0
bhe
j2pilTOfD,he−j2pikτh∆fejϕh + (Z)k,l. (3.121)
Since this matrix is known in its entirety (albeit with a random noise
component), the question arises if there is a way to directly estimate
the parameters fD,h, τh, bh and H . The solution is to adapt parametric
estimators for one-dimensional sinusoid estimation.
Out of the existing estimators, the ESPRIT algorithm was deemed the
most suitable for OFDM radar [123]. Other estimators were also consid-
ered for further analysis, but later discarded for different reasons: The
Burg algorithm [102] and the High-Order Yule-Walker method [86] are
not optimized for line spectra, as they estimate rational spectra, and
the non-linear least-squares algorithm was deemed computationally too
complex.
3.4.1 ESPRIT
The ESPRIT13 algorithm, first presented 1986 by Roy and Kailath [95]
is a subspace-based method for the estimation of line spectra, and there-
fore a valid choice for the application in OFDM radar. A very similar
method, MUSIC,14 was first applied to OFDM radar in [6]. ESPRIT
13Estimation of Signal Parameters via Rotational Invariance Techniques
14Multiple Signal Classification
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often outperforms MUSIC both in accuracy [86, Chap. 4.7] and compu-
tational cost [134] and is therefore the preferred choice.
A comprehensive description of ESPRIT can be found in [86]. Only the
most relevant steps are recapitulated here.
Let x(k) =
∑H−1
h=0 bhe
j(ωhk+ϕh) + z(k) be a superposition of H sinu-
soids with unknown phase, frequency, and amplitude as well as a white
Gaussian noise process z(k). If x ∈ C1×N is a vector representing the
time-domain signal, Rxx ∈ CN×N is the auto-covariance matrix of x(k),
which can be decomposed into its eigenvalues and -vectors,
Rxx = UΛU
∗ , Λ = diag(λ0, λ1, . . . , λN−1). (3.122)
If the eigenvalues are sorted by size (λi < λi+1, i = 0, . . . , N − 1), the
first H columns of U (i.e. the eigenvectors corresponding to the largest
eigenvalues) span the signal subspace of x(k), and the remaining N −H
eigenvectors span the noise subspace,
U = [S G] , S ∈ CN×H ,G ∈ CN×(N−H) (3.123)
The noise subspace is of no interest for this estimator. The signal sub-
space is used to create two new matrices,
S1 = [IN−1 0]S (3.124)
S2 = [0 IN−1]S (3.125)
These are in turn used to create
Φ = (S∗2S2)
−1S∗2S1. (3.126)
It can be shown that Φ = C−1DC, where C is a nonsingular matrix and
D = diag(e−jω0,...,−jωN1 ). The eigenvalues of Φ can therefore be used
to estimate the frequencies in x(k), ωˆk = − arg [λk].
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Estimation of the auto-covariance matrix
ESPRIT requires the auto-covariance matrix Rxx as input, whereas a
digital receiver only provides the time-domain signal x. The definition
of the auto-covariance matrix is
Rxx = E [x
∗x] . (3.127)
To estimate the auto-covariance matrix, L independent representations
of x are required. Because the noise component in x is white Gaussian
noise (WGN), the maximum likelihood estimate for the auto-covariance
matrix is [86]
Rˆxx =
1
M
L−1∑
i=0
x∗ixi. (3.128)
Application to OFDM radar
As discussed, there will be two one-dimensional estimation problems to
solve. For ESPRIT, this requires two auto-covariance matrices, for range
and Doppler, respectively.
Given the radar processing matrix F, this is achieved quite simply. Since
the column-wise oscillations correspond to the range of the individual
targets, and every row is a representation of the same process, the auto-
covariance matrix is estimated by
RˆFF,d =
1
N
FF∗ ∈ CN×N . (3.129)
In an analog fashion, the auto-covariance matrix for the row-wise os-
cillations (corresponding to the Doppler, or relative velocity) are calcu-
lated:
RˆFF,vrel =
1
M
F∗F ∈ CM×M . (3.130)
The algorithm to determine Doppler and range of targets from F using
the ESPRIT algorithm is thus straightforward:
1. Calculate RˆFF,d from F as shown in (3.129).
2. Using (3.122) through (3.126), calculate the matrix Φd.
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3. For every one of the P (this value is discussed in Section 3.4.2)
largest eigenvalues of Φd, the range of the object is calculated by
dˆi = − arg
[
λˆi
]
· c0
2π · 2U∆f , i = 0, . . . , P − 1 (3.131)
similarly to the way d is estimated from the periodogram in (3.32).
U is the optional sub-carrier spacing explained in Section 3.3.8.
4. Analogously, calculate RˆFF,vrel from (3.130).
5. Compute a new matrix Φvrel from RˆFF,vrel .
6. The eigenvalues λˆi of Φvrel can then be used to calculate the rela-
tive velocities of the objects,
vˆrel,i = − arg
[
λˆi
]
· c0
2π · 2U∆f . (3.132)
Dimensionality reduction of the auto-covariance matrices
The computational bottleneck in the ESPRIT is the eigenvalue decom-
position of the auto-covariance matrices. Decreasing the dimension of
the auto-covariance matrices will also decrease the computational com-
plexity [3]. For the range estimation, this is easily achieved by splitting
F vertically into K sub-matrices,
F =


F0
F1
...
FK−1

 , (3.133)
where each sub-matrix has the dimension Fi ∈ CNK×M . The auto-
covariance for the range estimation is then the average of the auto-
covariance matrices of the sub-matrices,
RˆFF,d =
1
N
K−1∑
i=0
F∗iFi ∈ C
N
K×
N
K . (3.134)
Analogously, the auto-covariance matrix for the Doppler estimation is
obtained by splitting F horizontally into sub-matrices, and averaging
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their auto-covariance matrices
RˆFF,d =
1
N
K−1∑
i=0
F∗iFi ∈ C
N
K×
N
K . (3.135)
These auto-covariance matrices with reduced dimension can be used in
exactly the same fashion as before.
3.4.2 Comparison to periodogram-based processing
The advantage of the ESPRIT algorithm is its simplicity: To acquire
the estimates from the matrix F, only a few algebraic operations are
required. No target detection algorithms are necessary. Also, ESPRIT
does not suffer from quantization issues and therefore does not need the
interpolation algorithms described in Section 3.3.5.
However, it has three major disadvantages over the periodogram: First,
the estimation order P is required as an input to the estimator, although
the number of targets might not be known a-priori. It is possible to
over-estimate P , but that results in additional estimates, which do not
correspond to existing targets.15 Second, the list of values for the range
and Doppler estimates are not linked–it is not clear which range estimate
corresponds to which Doppler estimate.
Gansman et al. [96] have described a method to perform a coupled es-
timation using two-dimensional ESPRIT algorithm, but that makes as-
sumptions towards the matrix F which are not generally fulfilled for
radar, e.g. that no two objects have the same distance or velocity.
If there are only a few targets with large difference in backscattered
power, there is a high probability that the order of the target’s eigenval-
ues is most likely the same for both estimates, and sorting the eigenvalues
by amplitude can solve this problem (i.e. the estimate for range corre-
sponding to the largest eigenvalue of RˆFF,d and the estimate for velocity
corresponding to the largest eigenvalue of RˆFF,vrel belong to the same
target). However, this is not a reliable method. If ESPRIT is to be used
15Preliminary research was done to combine the periodogram and ESPRIT algo-
rithms [136], but very little benefit was found of adding the ESPRIT algorithm
after the periodogram, see also 5.2.
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for two-dimensional estimation in the same way as the periodogram, ad-
ditional heuristics must be implemented to create a useful radar estimate.
In any case, this method only works for a very small number of targets.
The third disadvantage is the required SNR. ESPRIT-based estimators
require a better SNR than the periodogram (cf. [6] and the results in
Section 5.2.1). This can be explained with the matched filter analogy of
the periodogram (Section 3.3.3), which suggests that the periodogram is
the optimal estimator with regard to SNR.
For practical use, the disadvantages outweigh the advantages. Unless
the application is very specific, such as the tracking of a single object
in an otherwise uncluttered environment, the robustness and versatility
of the periodogram make it the better choice for OFDM radar signal
processing.
3.5 Non-spectral estimation based algorithms
All estimation techniques presented make use of the sinusoidal form of
F, i.e. the fact that target detection is turned into a sinusoidal detection
problem.
Other possible methods of performing radar estimation have also been
suggested. One way to obtain a radar image is to cross-correlate the
received signal with the transmitted signal both in time and frequency,
such as discussed in [37]. The resulting two-dimensional cross-correlation
function is then further subjected to a peak detector in the same way
as the periodogram to determine the number of peaks as well as their
corresponding range and Doppler.
A detailed comparison of this method with the periodogram method is
given in [18, Chap. 3]. The two biggest disadvantages of the cross-
correlation are the increased computational complexity and the lower
peak-to-spur ratio. The former is due to the fact that the efficient FFT-
based algorithm for the periodogram presented in Section 3.3 cannot be
as effectively applied to the two-dimensional cross-correlation. The in-
creased spur levels are caused by the structure of the transmitted data,
which cause additional peaks in the auto-correlation function of the time-
domain OFDM signal. These are not a problem if the transmit sym-
bols are removed a-priori, as in (3.19). Algorithms have been developed
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to remove these spurs [38], but this only increases the computational
cost. To summarize, the correlation method does not make efficient use
of the OFDM signal structure and is thus inferior to the periodogram
method.
A different approach to perform OFDM radar was described in [36], one
of the earliest publications suggesting to use OFDM for a combination of
radar and communications. The paper describes a MIMO radar system
which uses a very specific encoding of the OFDM frames. This encod-
ing severely reduces the maximum achievable data rate and makes such
a system incompatible with existing OFDM communication standards.
Also, not all OFDM sub-carriers are used for radar processing, thereby
reducing the total SNR. As with the correlation method, this type of
radar processing was therefore not further considered for this work.
3.6 Signal Parametrization
An open question is that of the signal parametrization. For the most
part of this work, the actual parameter values were irrelevant, but for an
implementation, choices for the signal parameters (listed in Table 3.1)
must be made.
OFDM signal specifications for joint communications and radar are con-
strained by a large number of factors, as first discussed in [1] and later
in [5] ([18] also discusses the parameter requirements for a specific radar
system, without the communication requirements). Both subsystems
have their own requirements towards the signal parameters, which sug-
gests that signals optimized only for communications (as most OFDM sig-
nals used in current systems are) might not also be suitable for radar.
As will be shown in the following, there is not one optimal parametriza-
tion. Instead, a comprehensive list of constraints for the individual pa-
rameters is presented in Section 3.6.1. Within those constraints, any
parametrization can then be chosen. This degree of freedom allows the
developer to choose a set of parameters which can be implemented effi-
ciently.
Section 3.6.2 then gives examples of how a specific parametrization is
chosen. Also, OFDM signals used by current standards are analysed for
their radar performance.
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Where relevant, the assumption is that the periodogram-based estimator
is used.
3.6.1 Constraints and Requirements
Radar Requirements
The first and foremost requirement a short- or medium range radar sys-
tem has is that of resolution, i.e. the capability of distinguishing close
targets. The periodogram method can separate objects both in range
and Doppler, which means the resolution needs to be established in both
dimensions.
Let ∆d be the range resolution, i.e. the minimum distance two objects
with the same relative velocity may have that can still be distinguished.
It is inversely proportional to the bandwidth [98],
∆d =
c0
2N∆f
. (3.136)
Given a maximum tolerable resolution ∆dmax, this constrains the band-
width to
N∆f ≥ c0
2∆dmax
. (3.137)
In an analog fashion, the velocity resolution ∆vrel is inversely propor-
tional to the frame duration,
∆vrel =
c0
2MTOfC
. (3.138)
Given a maximum tolerable velocity resolution ∆vrel,max, the minimum
frame duration is given by
MTO ≥ c0
2∆vrel,maxfC
. (3.139)
Note that because the Doppler shift is proportional to the target’s rel-
ative velocity and the signal’s centre frequency, the minimum frame
duration can be decreased by increasing either fC or MTO.
Another requirement (as already mentioned in Section 3.2.1) is to pre-
serve orthogonality of the modulation symbols. To preserve orthogonal-
ity in time, the guard time TG must be larger than the time delay caused
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by the furthest target to be detected. If the maximum detection range
is dmax, the guard interval is bounded by
TG ≥ 2dmax
c0
. (3.140)
In frequency, exact orthogonality is impossible for non-zero Doppler
shifts. However, a large sub-carrier distance heavily alleviates the de-
orthogonalizing effect of a frequency offset. Therefore, it must be en-
sured that ∆f is larger than the Doppler shift caused by the object with
the maximum relative velocity vrel,max,
∆f ≫ 2vrel,max
c0
fC . (3.141)
The maximum distance and relative velocity, dmax and vrel,max, of the
targets also limits the unambiguous ranges as described in Section 3.2.2.
For reliable radar operation, dmax ≤ dunamb and vrel,max ≤ vrel,unamb
must be met and therefore
∆f ≤ c0
2Udmax
(3.142)
TO ≤ c0
2fC vmax,rel
(3.143)
Typically, these are the weakest constraints and are usually met implic-
itly when the other requirements are fulfilled.
Communication Requirements
On the communications side, the main restrictions are imposed by the
characteristics of the wave propagation channel.16
When one node is transmitting to another, the transmit signal s(t) is
convolved with a time-variant fading channel impulse response function
h(t, τ).
Within a given multipath propagation channel, the signal parametriza-
tion must be chosen such that there is neither interference between con-
secutive OFDM symbols (Inter-Symbol Interference (ISI)) nor between
16Multipath propagation can also affect the radar sub-component, albeit the target
detection rather than the signal parametrization.
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adjacent sub-carriers (Inter-Carrier Interference (ICI)). Another aspect
is the complexity of demodulation. OFDM typically uses single-tap
equalizers, where the modulation symbols received are multiplied with
complex scalars. For this to work, the channel must be approximately
flat within several OFDM symbols and sub-carriers, respectively [103,
Chap. 5].
The theory of mobile propagation channels is a complex topic, and will
not be discussed in detail here. A thorough description of channels is
found in [109] and [110]; [103] also discusses the effects of channels on
OFDM in particular. Here, the following characteristics of propagation
channels are sufficient:
• The maximum excess delay τe. Radio waves usually reach the
receiver on a variety of paths, and arrive at different times. The
time difference between the first and the last arrival of the same
wave is described by τe.
• The Doppler spread BD. This describes the widening of the spec-
trum, caused by different Doppler shifts on each multipath. It is
inversely proportional to the coherence time TC , which is the time
over which the channel may be assumed constant.
• A similar metric to τe is the delay spread τDS, which is an aver-
age value for the time difference of multipath propagation times.
Paths are weighted by their attenuation, meaning that paths car-
rying more energy contribute more to τDS than paths with large
fading. The delay spread is inversely proportional to the coherence
bandwidth BC , which is the bandwidth over which a channel may
be considered flat.
It must be emphasized that channels are not deterministic, and rarely
static. The characteristics listed above are therefore expected values,
derived from random channels.
ISI can simply be avoided by choosing the guard interval larger than the
maximum excess delay of the channel,
TG > τe, (3.144)
i.e. the time difference between the arrival of the first and the last mul-
tipath signal.
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The sub-carrier spacing is restricted by several factors. To avoid ICI, it is
important that the sub-carrier spacing is chosen larger than the Doppler
spread. However, to make sure that adjacent carriers from one OFDM
symbol experience similar fading coefficients, ∆f must also be smaller
than the coherence bandwidth of the channel,
BD ≪ ∆f ≪ BC . (3.145)
Similarly, the symbol duration T must be smaller than the coherence
time TC of the channel. Because T = 1/∆f , this can be formed into
another constraint for ∆f :
∆f >
1
TC
. (3.146)
Note that as BD ∝ 1/TC, this is already implicitly stated in (3.145).
Technical and Regulatory Constraints
When implementing a system designed for commercial application, there
are limits given by the law and the available technical capabilities. In
particular, the available bandwidth B, the choice of centre frequency fC
and the maximum transmit power Pmax are restricted.
In general, the regulator is more restrictive than the available technical
possibilities. However, if cost also becomes a factor, this might be dif-
ferent. After all, OFDM radar systems perform all signal processing in
the digital, discrete-time domain and therefore need to be able to down-
convert and digitize high-bandwidth signals with sufficient precision.
One figure of merit entirely dependant on the available hardware is the
noise figure NF. Together with the bandwidth, it defines the noise power
(see also Section 3.3.1)
PN = NF · kBϑN∆f. (3.147)
When Pmax, PN , fC , and B are given, this already limits both the
radar and communication subsystems (ϑ is the noise temperature). Sec-
tion 3.3.6 showed that the minimum SNR required to detect a target is
SNRmin = PRx/PN = ln(1 − NM
√
1− pFA). The radar range equation
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relates this value to the maximum distance for which targets can be
detected [98],
SNRmin =
PRx
PN
(3.148)
=
PmaxGRxc20σRCSNM
(4π)3f2CPNd
4
max
. (3.149)
This can be solved for dmax,
dmax,detect =
4
√
PmaxGRxc20σRCS ·NM
(4π)3f2CPN · SNRmin
(3.150)
In practice, dmax can be even smaller due to effects not covered by the
radar range equation, such as close targets overshadowing the desired
target.
Transmit power and bandwidth also concern the data transmission. Us-
ing the free space path loss equation, a receiver with distance dcomm from
the transmitter will receive a total power of
Pcomm =
Pmaxc
2
0GRx
(4π)2f2Cd
2
comm
. (3.151)
On each sub-carrier, the modulation symbol energy per noise power den-
sity ESN0 is thus
ES
N0
=
Pcomm
N T
kBϑ ·NF =
Pmaxc
2
0T
(4π)3kBϑ ·NF · f2Cd2comm
(3.152)
When choosing a modulation alphabet, it must be ensured that the
Eb/N0 is large enough. As an example, assume that every modulation
symbol shall represent one bit using BPSK modulation. In this case,
both Eb/N0 = ES/N0 and (3.152) are used to assess whether the Eb/N0
is large enough for a target bit error rate.
3.6.2 Examples for parameter sets
To illuminate the thought process behind the parametrization, two ex-
amples of OFDM radar parametrizations are discussed: One optimized
for OFDM radar, and one common OFDM standard not optimized for
radar.
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Radar Specifications
Range resolution ∆dmax 2m
Velocity resolution ∆vrel,max 2m/s
Maximum detection range dmax 200m
Maximum relative velocity vrel,max 200 km/h = 55.6m/s
False alarm rate pFA 0.1
Receive gain GRx 15.6 dBi
Communication Specifications
Minimum bit rate R 100 kbps
Communication range dcomm 400m
Hardware Specifications
Transmit power Pmax 0.1W = 20dBm
Noise figure NF 5 dB
Suggested Parameters
Sub-carrier spacing ∆f 90.9 kHz
Symbol duration T = 1/∆f 11µs
Number of carriers N 1024
Number of OFDM symbols M 256
Guard time TG 1/8T = 1.375µs
Table 3.4: Possible specifications for an OFDM radar
24 GHz ISM-band radar
In [18], a parametrization was suggested for the 24 GHz ISM band, with
the intended application of inter-vehicular radar and communication,
and its suitability for OFDM radar was discussed. To show that the
parameters are also suitable for communication, the derivation of pa-
rameters from [18, Chap. 3] is reproduced, albeit with additional con-
straints.
Radar Requirements Table 3.4 shows the specifications of the radar
system. Where relevant, these were chosen to be congruous to [18]. Be-
ginning with the radar requirements, the minimum bandwidth is
c0/(2∆dmax) = 75MHz
84
3.6 Signal Parametrization
and the minimum frame duration is
c0/(2∆vrel,maxfC) = 3.125ms.
To satisfy (3.141), the sub-carrier spacing must exceed 2vrel,maxfC/c0 =
8.9 kHz by at least one order of magnitude. The value chosen in [18] is
∆f = 90.9kHz, resulting in an OFDM symbol duration of T = 11µs.
The length of the cyclic prefix is at least TG ≥ 2dmax/c0 = 1.33µs. In
practice, the CP length is chosen as an integer fraction of T , making
TG = 1/8T = 1.375µs a suitable choice.
Using these parameters, the constraints (3.142) and (3.143) for the range
and Doppler ambiguity are satisfied by a large margin.
With ∆f fixed, the minimum values for the number of carriers and
OFDM symbols are N ≥ 825 and M ≥ 253 in order to achieve the
minimum required bandwidth and frame duration, respectively. The
values N = 1024 and M = 256 are therefore valid.
Communication Requirements To prove that the communication re-
quirements are fulfilled, knowledge of the inter-vehicle channels at 24GHz
is required, which can only be reliably obtained by elaborate measure-
ment campaigns. Because this was outside the technical means of this
work, two sources of information were used: The characteristics of the
inter-vehicular channel at 5.9GHz, which has been researched in detail
as part of the IEEE 802.11p standardization process [22] as well as a
preliminary study of the 24GHz channel obtained by raytracing models
[1].
At 24GHz, the free space path loss is larger than at 5.9GHz, as are
the absolute Doppler shifts, resulting in shorter excess delays, but larger
Doppler spreads.
In both studies, different types of channels (urban, rural and highway)
were analyzed. Table 3.5 shows the worst case results from [22] and
[1],17 respectively. With the exception of τe = 1.5µs, these values are
those obtained for the highway scenarios (in [1], the scenario is called
17[1] actually lists a smaller value for the coherence time, which was caused by an
error in the raytracing setup. The value shown here is repeated with a correct
setup.
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Frequency 5.9GHz 24GHz
τe 1.5µs 0.86µs
BD 1.11 kHz 2.72kHz
BC 410 kHz 293kHz
TC 0.3ms 0.3ms
Table 3.5: Channel characteristics for the 5.9 and 24GHz bands
autobahn), where the velocities are the highest and the waves have more
space to propagate.
If the values for 24GHz are used, TG < τe, BD ≪ ∆f and ∆f > 1/TC are
satisfied. However, the coherence bandwidth of 195kHz is only a factor
of 2.14 larger than ∆f . Of course, the values in Table 3.5 are worst-case;
but to make data transmission reliable, a large percentage of the OFDM
frame must be reserved for pilot symbols.
Regulation Regulation differs from region to region. In Germany, a
bandwidth of 250MHz is available for this kind of application [111],
which is much larger than the OFDM radar bandwidth of 93.09MHz,
with a maximum EIRP of 20 dBm (100 milliwatts), which shall be used
for Pmax.
Radar and Communication Ranges With the given noise figure and
bandwidth, the noise power is PN = kBϑ·NF·N∆f = 1.17× 10−12W (or
−89.3dBm). For the given false alarm rate of pFA = 0.1, the detection
threshold is computed using (3.95),
η = PN ln(1− NM
√
1− pFA) = PN · 14.73 (3.153)
With this value for η, the maximum detection range for a target with
radar cross section σRCS = 10m
2 can be calculated from (3.150) and
is dmax ≈ 456m. This is larger than the specified minimum detection
range by a significant margin.
For the communication range however, the situation is different. On
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each sub-carrier, ES/N0 is
ES
N0
=
Pmaxc
2
0T
(4π)2f2Cd
2
commkBϑN
· T
T + TG
(3.154)
=
Pmax
PN
c20
f2Cd
2
comm
T
TO
= 2.3 dB. (3.155)
If BPSK was used (every sub-carrier transports one bit), the gross bit
rate (not considering pilot symbols) would be 1024/(T+TG) = 82.7Mbps,
exceeding the specified rate by a large margin. The bit error rate can be
calculated by [112]
BER = Q
(√
2Eb
N0
)
≈ 3 · 10−2. (3.156)
Such a BER makes the system unusable, especially in an environment
where the communication can be crucial for safety. In order to decrease
the BER, multiple symbols must be used to encode a single bit (channel
coding), thereby reducing the bit rate in favour of the bit error rate.
Section 3.6.3 discusses this in greater detail.18
To summarize, it could be confirmed that the waveform suggested in [18]
is suitable for OFDM radar. The parametrization also allows for com-
munication, but reliable data transmission is only possible if additional
mechanisms, such as encoding, are in place.
IEEE 802.11a/p waveforms
The previous waveform was a result of first having a specification, and
then deriving suitable parameters. One advantage of OFDM radar is
that it can make use of existing OFDM signals. For this reason two
popular IEEE standards, 802.11a and 802.11p, are analysed with respect
to their radar capabilities. Since these waveforms are explicitly designed
for communication, their capabilities regarding data transmission do not
require additional scrutiny.
18In Section 3.2 and Appendix A, the problem of increased noise is discussed when
higher modulation alphabets, such as 16-QAM, are used. Because Eb/N0 is so
small on each carrier, this would never be used in 24GHz OFDM radar, which is
why the potential noise increase is not considered a problem in practice.
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Standard 802.11a 802.11p
fC 5.5GHz 5.9GHz
Pmax 20-30dBm (depending on region) 33 dBm
∆f 20MHz/64 = 312.5kHz 5MHz/64 = 78.125kHz
TG 1/4T 1/4T
N 52 52
M ≤ 1365 ≤ 1365
Table 3.6: OFDM parameters for the 802.11a and 802.11p standards
802.11a 802.11p
∆d 9.23m 36.92m
∆vrel 5m/s 1.25m/s
dmax ≤ 120m ≤ 480m
vrel,max ≤ 120m ≤ 480m
dunamb 240m 960m
vrel,unamb 6818.18m/s 1588.98m
dmax,detect 450m 1588.98m
Table 3.7: Radar figures of merit for 802.11a/p standards
Table 3.6 shows the signal specifications for the two standards. In both
cases, the 52 carriers are arranged above and below the DC carrier, which
is left free. This causes the DC carrier-related spurs discussed in Sec-
tion 3.3.8, which is why only the carriers with an odd index are used for
radar, implying U = 2. While this also means that half of the transmit-
ted power is not used for radar, this is not a problem since the allowed
transmit power is already higher than in the 24GHz band, and the lower
centre frequency causes less free space loss.
The number of OFDM symbolsM depends on the amount of data trans-
mitted. The value shown in Table 3.6 is the maximum value. In reality,
a 802.11a/p transmitter could be configured to pad bursts to the maxi-
mum length without violating the standard, so this value shall be used
in the following calculations.
Table 3.7 shows the figures of merit for radar operation using these sig-
nals. When compared with the signal specification from the previous
section, the range resolution stands out as much worse. The 802.11p
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(b) A fourth, large target at a dis-
tance appears as an aliased im-
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Figure 3.20: Periodogram using an 802.11a signal parametrization, using
a Hamming window. All three main targets have a RCS of
σRCS = 10m
2.
standard in particular has a range resolution which makes its usage in
traffic scenarios unlikely, which is unfortunate since this standard was
designed for inter-vehicle communication, and an additional usage for
radar would have been highly beneficial.
For this reason, the focus shall lie on the 802.11a standard. While its
range resolution is still fairly coarse, it is small enough to distinguish
vehicles in moving traffic, assuming they keep a safe distance.
A noteworthy effect of the 802.11a is the high detection range. It is
notably higher than the unambiguous range. In practice, this can cause
artefacts in the periodogram when a large target, e.g. a building, is
within the maximum detection ranges, but outside the unambiguous
range. Fig. 3.20b shows such a case, where a large target (σRCS =
300m2) is located 300m from the radar; it appears as a target at 60m.
While the overall performance of IEEE 802.11a OFDM signals is worse
for radar than the wideband signal previously described in this section,
the great advantage is that these signals are ubiquitous. Anywhere a
transmitter for these signals is active (e.g. a wifi base station), radar
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imaging can be performed without additional access to the EM spec-
trum.
A possible use case for this technique is equipping roadside base stations
(or roadside units, RSUs) with radar processing. Such base stations
can be used to provide vehicles with traffic or other information, while
at the same time performing radar measurements (e.g. for speed limit
enforcement), as suggested in [9]. The usage of OFDM-based RSUs is
discussed, among others, in [29, 31].
3.6.3 Frame Design and Channel Coding
In order to encode an OFDM signal from the data bits to be transmitted,
the physical signal parametrization is only one aspect. What is also
relevant is how the data bits are encoded, and how they are mapped to
sub-carriers.
As discussed in Section 3.2, the data encoding is not directly relevant for
the radar algorithm, as the complex modulation symbols are removed
from the received signal before processing. However, there is an indirect
effect of the encoding, as it can affect the PAPR of the OFDM signal.
A high PAPR can reduce the ability to detect targets, as it requires the
amplifier to back off in order not to saturate with the receiver chain.19
To summarize, an OFDM frame has to be constructed so that it accounts
for three things:
1. Pilot symbols have to be arranged so that an equalizer can reverse
the effects of the fading channels.
2. Bits must be encoded in a way which enables decoding with a low
bit error rate.
3. Symbol allocation should ensure a low PAPR.
As indicated above, there is no single optimal solution for the frame
design. In the following, one configuration is presented for the wideband
signal at 24GHz as well as the frame encoding used by IEEE 802.11a.
19Usually, the limiting factor is the direct coupling between receive and transmit
antennas, which will saturate the ADC.
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Figure 3.21: Frame structures for the wideband and 802.11a signals
N M U MC
1024 > 256 8 24
Table 3.8: Frame parameters for wideband OFDM radar
Wideband Frame Design
With this signal parametrization, the number of active carriers increases
to N = 1024 (for U = 1), which can cause considerable PAPR (see
Section 3.1.1).
Given that a higher value for U has several advantages (cf. Sections 3.3.8
and 4.5.3), the only disadvantage being a lower unambiguous range, U
shall be fixed at 8, leaving 128 active sub-carriers on 8 orthogonal sub-
carrier sets.
To occupy these 128 carriers, a frame design is suggested with highly
reduced PAPR [5, 2, 128]. The basic frame structure is as shown in
Fig. 3.21: Every OFDM symbol is the BPSK representation of a code
word from a block code. Every MC OFDM symbols, one pilot OFDM
symbol is inserted for channel estimation and equalization purposes. MC
is chosen such that the time between pilot symbols is less than the co-
91
3 OFDM Radar Algorithms
herence time,
MC ≤ TC
TO
. (3.157)
Using the value TC = 0.3ms from Table 3.5, this leads to a value of
MC = 24.
The reason this solution has low PAPR is the choice of using Reed-
Muller Codes (RM-Codes) as the block code. In [82], Popovic shows
that the PAPR of any Golay-sequence is bounded by a value of two (or
3 dB). In [81] the connection between Golay-sequences and the second
order Reed-Muller-code, which provides efficient encoding and decoding
methods, was recognized. The application of these codes in an OFDM
radar context was also discussed in [37].
The r-th order binary RM-code RM2(r,m) comprises 2
k codewords of
length 2m, where k is given by
k =
r∑
i=0
(
m
i
)
. (3.158)
Of particular importance is the code RM2(2,m) comprising 2
m(m−1)
2
cosets of the code RM2(1,m), each containing 2
m+1 codewords. By
partitioning the codewords of RM2(2,m) into cosets of RM2(1,m), the
codewords with large values of PAPR can be isolated. If the transmit-
ted codewords are restricted to those belonging to the Golay-cosets, the
PAPR is bounded by 3 dB. For convenience of implementation, only one
of the m!/2 Golay-cosets is used, which results in a code rate of
Rc =
m+ 1
2m
.
As the length of the codewords increases, the code rate reduces to a very
low value.
If only one Golay-coset is used, the minimum Hamming distance of the
resulting code is given by dmin = 2
m−1, whereas the minimum distance is
dmin = 2
m−2 if two or more Golay-cosets are used, thereby decreasing the
ability of the code to detect and correct bit errors. Another advantage
of using one single Golay-coset is that it reduces the complexity of the
decoder. After subtracting the Golay-coset representative of a received
codeword, the result can be decoded with a basic RM2(1,m) decoder.
If a large number of cosets is used, this operation has to be done for
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every coset representative, which increases the complexity. The binary
Reed-Muller code of first order RM2(1,m) can be maximum-likelihood
decoded using the fast Hadamard transform (FHT), which can be im-
plemented efficiently in hardware [83]. Furthermore, the decoder can be
realised as hard- or soft-decision decoder without extra complexity.20
As only every U -th sub-carrier is used, the RM-code with m = 7 can be
used, resulting in one code word of length N = 128 per OFDM symbol,
thereby guaranteeing the PAPR of 3 dB.
Every error of weight less than half the Hamming distance wt(e) <
2m−2 = 32 can be corrected if one Golay-coset is used. If the BER
before the decoder is given by p, the frame error rate is thus
Pframeerr = 1− (Fp,n(32))M (3.159)
where Fp,n(x) is the CDF of a binomial distribution with parameters
p being the aforementioned code bit error rate and n = N/U . As an
example, consider the requirements for communication as specified in
Table 3.4, where communication should still be possible at dcomm =
400m distance. Judging by free space attenuation, ES/N0 for U = 8
and therefore 128 active carriers is
ES
N0
=
Pmaxc
2
0TU
(4π)2f2Cd
2
commkBϑN
· T
T + TG
(3.160)
=
Pmax
PN
c20
f2Cd
2
comm
UT
TO
= 11.3 dB. (3.161)
Using (3.156), the probability for incorrectly decoding one code bit with
ES/N0 = 11.3 dB is 10
−7. From (3.159), this corresponds to a near-zero
frame error rate.21 This seems like a very large safety margin, but first,
it should be remembered that the function of the code is also to reduce
PAPR and second, as was shown in [5], ES/N0 can drop down to −5 dB
in heavy fading situations even at 100m distance, which are often those
scenarios where reliable data transmission is crucial.
The achievable data rate of the system using the parameters of Table 3.8
is
r =
N
U
·Rc · 1
TO
MC − 1
MC
≈ 596.7kbps. (3.162)
20This algorithm is often referred to as the “Green Machine” [84, p. 33].
21With double precision (64 bits) floating point calculation, the precise frame error
rate is not calculable.
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While this is far below the possible throughput of a system with a band-
width of nearly 100MHz, it guarantees low PAPR, and it is robust even
in extreme fading scenarios while still being well above the specifications
from Tab 3.4.
IEEE 802.11a
In the previous section the frame structure was open for discussion and
could be configured to serve both the radar and communication compo-
nents. When using 802.11a as the signal source, the frame structure is
dictated by the standard (cf. Fig. 3.21). This has some disadvantages,
as 802.11a was only optimized for short range stationary communication
links. In [22], measurements were taken which show that 802.11a is not
ideally suited for inter-vehicular operations in rural and highway scenar-
ios. It is possible that increase of TG and a different pattern for the pilot
symbols would solve this problem, but this is not an option with this
standard, and was therefore not further researched.
PAPR was not considered in 802.11a, either. According to [33], the
effective PAPR in a random OFDM signal is 2 lnN , which, for N = 52,
results in a PAPR of approx. 9 dB – a 6 dB increase over the RM-encoded
OFDM signal, despite using fewer carriers.
The encoding used in 802.11a is the industry-standard convolutional en-
coder of length 7 and rate Rc = 1/2, followed by an interleaver and op-
tional puncturing to increase the code rate to Rc = 2/3 or even Rc = 3/4.
What is relevant for the radar is that the transmitter may adaptively
select a modulation alphabet (one of BPSK, QPSK, 16-QAM or 64-
QAM), which may cause additional noise as described in Section 3.2
and Appendix A.
The pilot symbols are transmitted on four dedicated sub-carriers (unlike
the proposed wideband configuration, where pilot symbols are fixed to
OFDM symbols), as shown in Fig 3.21. This is possible as the encoding
does not enforce any particular sub-carrier allocation of the code bits,
whereas the RM code words have to be mapped to one OFDM symbol
each.
Further details on the 802.11a frame structure can be found in the ac-
cording standard [58].
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Radar networks
Implementing OFDM radar instead of a more established radar technol-
ogy, such as FMCW radar, is only really useful if multiple devices are
using it to communicate amongst each other, thereby forming an OFDM
radar network.
The example of using OFDM radar in a vehicular context is such a case,
where vehicles and possibly elements of the traffic infrastructure can
use the OFDM signals to simultaneously sense their surroundings and
exchange information. It is evident that both of these components are
critical to traffic safety.
This presents another technical challenge, as the individual OFDM radar
nodes now have to be coordinated. As discussed in Chapter 2, vehicular
communication networks are ad-hoc in nature and have a random and
time-variant topology, which makes it difficult to access the medium
without collision.1 The inclusion of a radar component exacerbates this
1In this context, a collision describes the case when two or more transmitters are
active at the same time, thereby interfering with each other.
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problem: Radar sensors have to access the medium on a regular basis
with frames of a certain minimum length in order to reliably perform,
making collisions even more likely.
This chapter shall discuss the influence of interference from other OFDM
radar nodes (also referred to as co-channel interference) on the radar
performance. First, some basic rules for OFDM radar networks are
discussed which are necessary when operating as a network. Next, a
stochastic model for the co-channel interference is derived. This allows
for an analytical description of the joint performance of a radar network
by introducing the radar network outage as a figure of merit.2
4.1 Multi-user access
The question on how well radar networks perform is closely related to
how the individual nodes access the medium. OFDM radar networks
need at least some kind of coordination between nodes when access-
ing the medium; however, this multiple access scheme must be flexible
enough to allow for an ad-hoc operation.
In the following, it is assumed that the frequency is subdivided as de-
scribed in Section 3.3.8. This allows multiple users to access the channel
at the same time on separate frequencies (a method known as orthogo-
nal frequency division multiple access, OFDMA), but also requires time-
synchronous access to the channel. To understand this, consider the
example shown in Fig. 4.1. The sub-carriers are divided into three sub-
sets, and three users are accessing it at the same time. User 1 and user 2
are transmitting simultaneously, whereas the third user is asynchronous
with regard to the others. When a receiving node tries to demodulate
this symbol by performing the FFT operation (see Section 3.3), it only
demodulates a part of the third user’s symbol, making it appear to have
a shorter OFDM symbol duration. After the FFT operation, the signals
from user 1 and 2 are correctly mapped to orthogonal carriers. The en-
ergy from third user’s OFDM is leaked across all sub-carriers, interfering
with the symbols from the first two users.
Therefore, the following type of multi-user access is postulated:
2The majority of the results in this chapter were previously published in [10].
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Figure 4.1: Three users accessing the medium on three different channels,
but with a timing offset
• Access to the medium can only happen at the beginning of a time-
slot, which is known by all nodes.
• Medium access is allowed on one of U logical channels. Every
channel may only utilize a subset of the OFDM sub-carriers which
consist of every U -th sub-carrier, starting at sub-carrier u, where
u denotes the channel number.
• Medium access is random and independent among nodes, i.e. every
node may randomly access any channel starting at the beginning
of any time slot with probability pTx. While this does not consider
any kind of medium access protocol, such as back-off mechanisms
or similar collision avoidance techniques, it allows a radar system
to access the medium at regular intervals, as required for the radar
system.
In such a system, the only time a collision occurs is when two or more
nodes select the same timeslot and sub-carrier set for transmission. How-
ever, even when different channels are used, transmission in the same
timeslot can cause interference because the Doppler spread on the chan-
nels will cause a lack of orthogonality between signals from different
97
4 Multi-user OFDM Radar networks
receivers, thus leaking interference power into other channels. The local
oscillators of the individual nodes might not be exactly aligned, which
would additionally cause a non-orthogonality between nodes.
4.1.1 Practical considerations
Stipulating simultaneous access by time slots requires a global clock.
This could be provided by GPS – in the context of vehicular technology,
GPS receivers are very common. The guard interval TG must then be
chosen large enough to allow for clock inaccuracies and different signal
arrival times due to variation in distance to the other radar transmit-
ters.
A positive side-effect is the simplified detection and timing synchroni-
sation, as it is only necessary to search for a burst at the beginning of
every time slot. Also, the GPS clock can be used to control the local
oscillator, thereby increasing its accuracy.
4.2 Radar network outage
In communication networks, outage is a common concept to describe
the case where a point-to-point link within the network is unable to
achieve a given minimum rate. Goldsmith [100] defines outage as the case
where SINR (the ratio of received signal energy to the sum of noise and
interference energy) drops below a certain value due to slowly varying,
random channel conditions. This notion can directly be transferred to a
radar network by defining outage as the case when the reflected power at
the receiver is so low that a given object can no longer be distinguished
from noise and interference, caused by collisions with other nodes.
For a meaningful analysis, a reference target is introduced as a fixed
object at range rRef and with a radar cross section σRCS,Ref. The per-
formance of the radar network is then completely characterized by the
detection of the reference target. The values σRCS,Ref and rRef are cho-
sen depending on the application at hand (see Section 3.6). Whether an
object is detected or not depends on the received backscattered power
PRx,Ref =
PTxGc
2
0σRCS,Ref
(4π)3f2c r
4
Ref
. (4.1)
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The outage definition is therefore the same for any object with the same
backscattered power PRx,Ref. Here, G is the total gain of both transmit
and receive paths.
As discussed in Section 3.3.6, detection is only possible if the peak in the
periodogram corresponding to the target has a maximum value higher
than the threshold η, which is a random variable if the interference power
is assumed random as well.
Assume the periodogram has a peak at indices n0,m0, then the peak
value of the periodogram is (cf. Section 3.3.1):
Per(n0,m0) = ‖PRx ·NM + Z‖2. (4.2)
The outage probability is therefore the probability that this peak is
smaller than η,
pout = Pr [Per(n0,m0) < η] (4.3)
The actual value of Per(n0,m0) depends on the received power, the pro-
cessing gain and the random value of the noise at that bin (Section 3.3.6
explains this in greater detail). An approximation which simplifies the
following analyses is found by replacing (4.2) with its expected value
Ppeak := E [Per(n0,m0)] (4.4)
= PRx ·NM + E[|Z|2] (4.5)
≈ Per(n0,m0). (4.6)
This changes the outage definition, which then becomes
pout = Pr [Ppeak < η] (4.7)
≈ 1− pD. (4.8)
By applying this approximation, outage is the complementary event to a
detection; pD is the detection probability. This simplification is discussed
in the following sections in greater detail.
As for the threshold η, the definition from (3.95) can still be used:
η = σ2N ln
NM
√
1− pFA︸ ︷︷ ︸
c
. (4.9)
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G( )f
Figure 4.2: An example of the network topology: the reference node (cen-
tre) is trying to detect a reference target (circle). Other sys-
tems (squares) are randomly distributed and can interfere.
The threshold is the product of the noise power and a constant safety co-
efficient, which is abbreviated c in the following. In a multi-user scenario,
this threshold depends on both thermal noise as well as interference.
On a side note, multi-path propagation of the radar signal does not affect
the outage probability, and is therefore not considered here. A multi-
path backscattering might produce peaks in the periodogram which do
not correspond to true targets, but this is a common problem of all radar
systems and must be treated downstream in the processing chain.
4.3 Interference model
The difference between operating a single radar node and an entire net-
work is the increased interference caused by collisions, or co-channel
interference.
To model this interference, a stochastic model is applied for the interferer
geometry.3 The reference node is located at the origin of a plane. The
position of the other, interfering, nodes are randomly determined by a
3Stochastic geometry as a tool for research on vehicular networks has previously
been proposed in [62], which suggests its suitability in this context.
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two-dimensional Poisson Point Process (PPP) with density λ. Fig. 4.2
illustrates such a scenario.
Choosing a PPP to model the geometry allows the application of results
of stochastic geometry to analyze the interference. The main reason
PPPs are used, however, is the application OFDM radar networks is
intended for, where the nodes are not stationary. This mobility causes
a high amount of “spatial randomness”. Such a spatial model has been
shown to capture properly these random spatial dynamics affecting the
interference [118].
It is important to realise that all nodes represented by this PPP are
OFDM transmitters of the same type as the reference node. Because of
the homogeneous setup, the results for the reference node are represen-
tative for all other nodes as well.
Unlike in the previous chapter, it is no longer possible to neglect the
azimuth dependency. As this is a radar system, the azimuth φ of the
targets must be estimated as well as the range and Doppler. How the
radar system implementation solves this problem is irrelevant for this
study; what matters is that the angular resolution results in a receiver
directivity which can be expressed as azimuth-dependant antenna gain
G(φ). The transmitters are assumed to be omnidirectional so they can
communicate with all other nodes. Section 4.3.1 discusses this in greater
detail.
For the radar processing methods from Section 3.3 to still be applicable,
the total interference must be WGN. Conditioning on a certain spatial
configuration, assume I interferers, with FIx,i being the transmit frame
of the i-th interferer. The noise matrix Z now does not only contain
the receiver noise, but also energy from the interfering transmit symbols.
By assuming synchronous interference (see Section 4.3), the total noise
matrix can be analyzed element-wise:
(Ztotal)k,l = Zk,l +
I−1∑
i=0
√
bi
(FIx,i)k,l
(FTx)k,l
ejϕi . (4.10)
Note that the (FIx)k,l are zero for interferers which use a different channel
from the reference node, assuming perfect orthogonality.
On top of the receiver noise, Ztotal now contains a sum of complex values
with random amplitude bi and phase ϕi; the latter can be modelled
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as uniformly distributed within [0, 2π). The former is modelled by an
exponential path loss,
bi = gi
β
rαi
G(φi), (4.11)
where ri is the distance to the origin, φi the azimuth and α the path
loss exponent. β is a constant attenuation factor which is assumed to
fulfill
β = PTx
c20
(4π)2f2C
(4.12)
in correspondence with free space path loss. gi is an optional random
small-scale power attenuation parameter with distribution function Fg(g)
(as the fading of the nodes is identically distributed, the distribution itself
does not depend on i). Section 4.4 discusses the cases where gi = 1 (i.e.
no fading), or i.i.d. exponentially distributed with unit mean (Rayleigh
fading), but if Fg(g) is known, other types of fading can be analyzed in
the same fashion. This fading parameter covers multi-path propagation
of the interference signals.
In the special case where the modulation has constant amplitude (e.g.
as in PSK) and the amplitude is Rayleigh distributed, Ztotal is a sum
of i.i.d. random variables, and therefore is normal distributed. For the
more general case where the bi follow any distribution (the definition of
the path loss (4.11) states that the bi depend on the distance of the in-
terferers to the reference node and are thus not identically distributed),
the central limit theorem is considered, which suggests that a small num-
ber of summands (ten to twelve) suffice for Ztotal to be approximately
Gaussian [106, Chap. 2].
For the rest of this chapter, the index “total” shall be omitted and
Z is used to describe the compound noise and interference with total
two-sided noise power σ2N + Y˜, where Y˜ denotes the random variable
4
representing the total interference power.
4.3.1 Influence of directivity
As stated above, the nodes transmit omnidirectionally, in order to allow
broadcasting. The radar processing unit however must have a way to de-
4In the following, all the random variables related to the PPP are typeset without
serifs.
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Figure 4.3: Gain functions Gcone(φ) and Gsinc(φ)
tect the azimuth of an object, and therefore have an azimuth-dependant
receiver gain. As a consequence, an interferer causes less interference
when its transmission originates from a different angle than the refer-
ence target (see also Fig. 4.2).
This must be factored in when calculating the total interference power,
note that G(φ) is already part of (4.11).
The actual shape of G(φ) is highly dependent on the specific implementa-
tion. If applicable, an approximation of G(φ) by a simple representation
can help to obtain manageable analytic results.
Two directivity functions used in the following are the cone shape,
Gcone(φ) = 1|φ|<φ0, −
π
2
≤ φ < π
2
(4.13)
and a sinc shape,
Gsinc(φ) = sinc
2
(
φ
φ0
)
, −π
2
≤ φ < π
2
. (4.14)
Both are defined by a beam width φ0 and are depicted in Fig. 4.3. It must
be emphasized that these directivity functions are crude approximations
of realistic beam shapes, but are useful for analytical derivations.
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4.4 Analytical bounds
Having derived a model for the interference, everything is in place to
calculate the target metric, i.e. the outage probability. Because these
derivations depend on results from both Chapters 3 and 4, this section
begins with a full list of assumptions and approximations relevant to the
outage probability.
Assumptions
• The total interference Z can be modelled by AWGN.
This implies a clock synchronisation as discussed in Section 4.1, and that
the data sent by the individual interferers is uncorrelated. Note that
this is accurate for an OFDM radar system as described in Chapter 3;
it merely requires the individual elements of Z to be i.i.d. Gaussian
distributed (cf. Section 4.3).
• The medium access can be described by a slot access probability
pTx, and a transmitting node will randomly choose one of U logical
channels, each with equal probability (cf. Section 4.1).
• The attenuation between interfering transmitters and the reference
system is modelled by path loss and a (random) fading coefficient,
see (4.11).
These two assumptions might be oversimplified for a specific scenario,
but are the most sensible assumptions if the OFDM radar system is not
specified more closely (e.g. if the MAC protocol is unknown).
• Nodes are distributed uniformly and independently.
This assumption allows the use of existing results from stochastic geom-
etry to derive analytical results. It is motivated by the fact that due
to the mobility of the nodes, their relative position changes all the time
and is thus different between timeslots.
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Approximations
• Sub-carriers are always orthogonal, thus, interference on a different
channel does not affect the radar system.
• An ideal radar system can always detect the reference target if
Ppeak > η, i.e. (4.6) is an equality.
These are the only approximations in this model which are designed to
facilitate the derivation of analytical bounds. Their influence is discussed
in Sections 4.5.2 and 5.3.
4.4.1 Stochastic modeling
Given the synchronized slotted medium access of the nodes, the network
is considered in an arbitrarily chosen slot, or snapshot. In this snapshot,
the potentially interfering nodes are assumed to follow a stationary PPP
of density λ. From Slyvniak’s theorem [113, 114] it follows that the law
of the PPP is not changed by adding a node. Due to the stationarity
property, this node can be placed in the origin without loss of generality.
This node shall be known as the reference node as it will be used to
measure the typical performance in a given configuration.
Since the medium access is uncoordinated among the nodes, i.e., each
node accesses the medium independently of each other with probability
pTx, the set of interfering nodes can be obtained by independent thinning
of the original PPP [116]. The resulting point process is again Poisson
distributed with density pTxλ.
To describe the random sub-carrier selection, a mark is attached to every
node. Formally, the sub-carrier chosen by node i is designated by the
mark ui. Since the sub-carriers chosen by the nodes appear random to
the reference node, and all channels are equally likely, ui has a discrete
distribution function Fu(u) = 1/U , which is the same for all i. In the
same fashion, the small-scale fading between the i-th interferer and the
reference node is denoted by another mark, gi. A third mark, xi, de-
scribes the position of the i-th node on the two-dimensional plane. The
coordinates of the interferers are uniformly distributed.
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Having introduced all relevant system parameters, the set of interferers
can now be formally defined by the stationary independently marked
PPP
Φ := {(xi, ui, gi)}∞i=1 (4.15)
of (spatial) density pTxλ, where the xi denote the random interferer
locations, and ui and gi are the previously discussed marks associated
with interferer i. Note that (xi, ui, gi) ∈ R2 × U × R+, where U =
{1, . . . , U}.
As the probability for the choice for u is uniformly distributed, it is
assumed without loss of generality that the reference node is using the
first channel, uref = 1. In this case, the sum interference power measured
at the reference node (in the origin) is given by
Y=
∑
(xi,ui,gi)∈Φ
1(ui=1)G(∠xi)gi‖xi‖−α, (4.16)
where ‖xi‖−α describes the large-scale path loss between interferer loca-
tion xi ∈ R2 and the origin, and ∠xi = φi the interferer’s azimuth.
At the receiver, the sum interference is superimposed by thermal noise of
power σ2N . As shown previously, the interference noise can be assumed to
be conditionally AWGN. Consequently, the total noise is conditionally
AWGN as well with a (random) power equal to Y˜ + σ2N .
Y is a normalized, unit-less interference power term, which is introduced
for its mathematical utility. On the other hand, Y˜ includes the phys-
ical effects, such as frequency-dependence of the free space path loss.
Converting one value into another is done by
Y˜ = Y · Uβ. (4.17)
The factor β plays the same role as in (4.10). U is necessary because
the power on the individual sub-carriers is scaled by the same factor to
retain a constant transmit power.
4.4.2 Outage probability analysis
In Section 4.2, the outage probability was defined as
pout = Pr [Ppeak < η] . (4.18)
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In order to make use of the stochastic geometry, this must be expressed
in terms of (4.16). First, the normalized interference power is converted
into a physical quantity by scaling with Uβ. The threshold can then be
replaced by a function of the interference power by inserting 4.5 and 4.9.
This results in
pout = Pr

PRxNM + UβY︸ ︷︷ ︸
Y˜
+σ2N < (UβY + σ
2
N )c

 (4.19)
= Pr

Y ≥ 1Uβ
(
(c− 1)−1 PRxNM − σ2N
)
︸ ︷︷ ︸
:=ω

 . (4.20)
Note that solving for Y assumes that c − 1 is positive; however, unless
pF is close to 1, this is always the case. ω is now a normalized power
level consisting of all relevant system parameters.
Calculating pout requires the evaluation of the tail probability of Y. Al-
though solving (4.20) directly is an analytically intractable problem, an
upper and lower bound can be derived.
Lower bound
For communication networks, Weber et al. introduced the dominant in-
terferer phenomenon [115] for obtaining lower bounds, which can be
adapted for the case of radar network outage. The idea is to divide
the set of total interferers into the sets of dominant and non-dominant
interferers. Formally, these sets are defined as
Φd :=
{
(xi, ui, gi) ∈ Φ
∣∣∣1(ui=1)G(∠xi)gi‖xi‖−α ≥ ω} (4.21)
and
Φnd :=
{
(xi, ui, gi) ∈ Φ
∣∣∣1(ui=1)G(∠xi)gi‖xi‖−α < ω} . (4.22)
An interferer is termed dominant if it is individually capable of creating
outage at the reference node. All other nodes are called non-dominant.
Note that Φd ∩ Φnd = ∅, and Φd ∪ Φnd = Φ.
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Each set of interferers creates a corresponding interference power
Yd:=
∑
(xi,ui,gi)∈Φd
1(ui=1)G(∠xi)gi‖xi‖−α (4.23)
and
Ynd:=
∑
(xi,ui,gi)∈Φnd
1(ui=1)G(∠xi)gi‖xi‖−α, (4.24)
such that Y = Yd +Ynd. Another way to write the outage probability is
thus
pout = Pr [Yd + Ynd > ω] . (4.25)
The lower bound is constructed by neglecting the non-dominant term:
pout ≥ pout,d := Pr [Yd > ω] (4.26)
= Pr [Φd 6= ∅] , (4.27)
where the equality stems from the fact that the presence of one dominant
interferer already suffices to make the event Y > ω true. The comple-
mentary probability of outage is therefore the probability that Φd is an
empty set. As |Φd| is a Poisson distributed variable, this yields
pout,d = 1− exp (−µ) , (4.28)
where the mean µ can be calculated as (cf. [116])
µ = pTxλ
∫
R2
E
[
1(u=1)1(G(∠x)g‖x‖−α≥ω)
]
dx (4.29)
= pTxλ
∫
R2
Pr [u = 1]Pr
[
G(∠x)g‖x‖−α ≥ ω] dx (4.30)
=
pTxλ
U
∫
R2
Pr
[
g ≥ ω‖x‖
α
G(∠x)
]
dx. (4.31)
At this point, the bound only depends on the probability distribution of
the fading and the gain function.
Pure path loss If no small-scale fading occurs (g ≡ 1), the probability
term (4.31) simply becomes a deterministic function of x,
Pr
[
g ≥ ω‖x‖
α
G(∠x)
]
→ 1(
‖x‖≤(G(∠x)ω )
1/α
), (4.32)
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and therefore
µ =
2pTxλ
U
∫ pi
0
∫ (G(φ)ω ) 1α
0
r dr dφ (4.33)
=
pTxλ
U
∫ pi
0
(
G(φ)
ω
) 2
α
dφ. (4.34)
Inserting this result into (4.28) yields
pout ≥ pout,d = 1− exp
(
−pTxλ
U
ω−
2
α
∫ pi
0
G(φ)
2
α dφ
)
(4.35)
Rayleigh fading If the amplitude of the interferer’s signal is subject to
Rayleigh fading, the interference power is exponentially distributed and
therefore
Pr
[
g ≥ ω‖x‖
α
G(∠x)
]
= exp
(
−ω‖x‖
α
G(∠x)
)
, (4.36)
which allows solving for µ:
µ =
2pTxλ
U
∫ pi
0
∫ ∞
0
r exp
(
− ωr
α
G(φ)
)
dr dφ (4.37)
=
2pTxλ
αU
∫ pi
0
∫ ∞
0
t
2
α−1 exp
(
− ωt
G(φ)
)
dt dφ (4.38)
=
pTxλ
U
Γ
(
1 +
2
α
)∫ pi
0
(
G(φ)
ω
) 2
α
dφ. (4.39)
In this case, the lower bound becomes:
pout ≥ pout,d = 1− exp
(
−pTxλ
U
ω−
2
αΓ
(
1 +
2
α
)∫ pi
0
G(φ)
2
α dφ
)
.
(4.40)
The only difference between the Rayleigh fading and the path loss-only
scenario is the Γ
(
1 + 2α
)
in the exponential function.
If the gain function G(φ) is simple enough, this integral can be solved
analytically. Otherwise (e.g. if the antenna gains are only given in tabular
format), numerical solutions must be applied.
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For the very simple case of a cone-shaped antenna function Gcone(φ), the
lower bound becomes
pout ≥ pout,d = 1− exp
(
−pTxλφ0
U
ω−
2
αΓ
(
1 +
2
α
))
. (4.41)
Upper bound
If there are no dominant interferers (Yd < ω), the total interference
from the non-dominant interferers can still be enough to cause outage.
The outage probability can therefore be expressed as a function of the
outage probability due to dominant interferers and the probability that
the non-dominant interferers cause the outage,
pout = Pr [Yd ≥ ω] + Pr [Yd < ω] Pr [Ynd ≥ ω] (4.42)
= pout,d + (1− pout,d) Pr [Ynd ≥ ω] , (4.43)
where the second equation stems from the fact that dominant interferers
always cause outage when present.
An upper bound of the right-hand term can be found by applying Markov’s
inequality [117],
Pr [Ynd ≥ ω] ≤ 1
ω
E [Ynd] . (4.44)
E [Ynd] can be computed using Campbell’s Theorem [113]:
E [Ynd] = E

 ∑
(xi,ui,gi)∈Φnd
1(ui=1)1(G(∠x)g‖x‖−α<ω)G(∠xi)gi‖xi‖−α


(4.45)
= pTxλ
∫
R2
E
[
1(u=1)1(g<ω‖x‖
α
G(∠x)
)
G(∠x)g‖x‖−α
]
dx. (4.46)
This is further simplified by making use of the fact that the marks are
independent and splitting up the mean,
E [Ynd] = pTxλ
∫
R2
Pr [u = 1]E
[
1
(g<ω‖x‖
α
G(∠x)
)
g
]
G(∠x)‖x‖−α dx (4.47)
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If small-scale fading is neglected, the expected value inside the integral
becomes
E
[
1
(g<ω‖x‖
α
G(∠x)
)
g
]
= 1
(‖x‖≥(G(∠x)ω )
1
α )
(4.48)
and thus
E [Ynd] =
2pTxλ
U
∫ pi
0
G(φ)
∫ ∞
0
r−α+11
(r≥(G(φ)ω )
1
α )
dr dφ (4.49)
=
2pTxλ
U
∫ pi
0
G(φ)
∫ ∞
(G(φ)ω )
1
α
r−α+1 dr dφ (4.50)
=
2pTxλ
U(α− 2)
∫ pi
0
G(φ)
(
G(φ)
ω
) 2
α−1
dφ. (4.51)
In this case, the tail probability Pr [Ynd ≥ ω] is bounded as
Pr [Ynd ≥ ω] ≤ 2pTxλω
− 2α
U(α− 2)
∫ pi
0
G(φ)
2
α dφ. (4.52)
Note that (4.52) has a singularity at α = 2. This is in accordance with
the fact that in theory, an infinitely large area filled with interfering nodes
would cause infinite interference at the reference node for α = 2.
The upper bound for the outage probability is then obtained by inserting
(4.52) into (4.43),
pout ≤ pout,d + (1− pout,d) 2pTxλω
− 2α
U(α− 2)
∫ pi
0
G(φ)
2
α dφ. (4.53)
4.4.3 Empirical verification
To create simulation results, specific values for the parameters must be
chosen. In the following, the parameters for the wideband signal at
24GHz are used, unless stated otherwise (see Section 3.6.2). An em-
pirical verification of these bounds is obtained through the following
Monte-Carlo experiment:
1. For every density λ, a radius R is chosen such that the average
number of nodes satisfies λU πR
2 ≥ 1000, but the radius is not less
than R ≥ 200m. For all simulations, the value λ is interpreted as
average number of nodes per square meter.
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2. A number I˜ of interferers is randomly chosen from a Poisson dis-
tribution with mean parameter λπR2. Every interferer is assigned
a random position x uniformly on the disc with radius R.
3. Out of these interferers, I are chosen randomly with probability
pTx to act as active interferers.
4. The total interference power for this realization is thus
PIx =
I−1∑
i=0
βG(∠xi)
‖x‖αi
, (4.54)
using β from (4.12).
5. If Ppeak < PIx, this counts towards outage, otherwise, this is a
detection. For every set of parameters, 10000 realizations are run
to estimate the outage and detection probability.
Fig. 4.4 shows some simulation results, together with the upper and lower
bounds. Note that both pD and pout are displayed, as the detection rate
is the more intuitive metric. Of course, the lower bound for pout becomes
an upper bound for pD, and vice versa.
Two observations can be made: First, the bounds are correct. More
importantly, the upper bound is very tight and can be used as a good
approximation of the actual detection probability. This concurs with
other research using stochastic geometry [115].
Fig. 4.6 shows the same simulation, but with a variation of α instead
of λ. When α approaches 2, the overall interference increases, as nodes
from further away become more and more influential. As before, the
bound becomes less tight for higher interference levels.
4.5 Consequences for the system
parametrization
Once useful bounds for the outage (or detection) probability are ob-
tained, these can be used to evaluate an OFDM radar network. Two
elements of the radar system are highlighted, which both gain signifi-
cantly from the insights of the previous section: the target detection
algorithm and the choice of the sub-carrier spacing.
112
4.5 Consequences for the system parametrization
10−4 10−3 10−2 10−1
Node density λ
0.7
0.8
0.9
1.0
p
D
U = 1
U = 8
(a) Cone-shaped antenna function
10−4 10−3 10−2 10−1
Node density λ
0.7
0.8
0.9
1.0
p
D
U = 1
U = 8
(b) Sinc-shaped antenna function
Figure 4.4: Empirical results for the detection probability(solid lines)
and bounds (dashed lines) for α = 4, φ0 = π/2 and vary-
ing node densities.
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Figure 4.5: Empirical results for the outage probability (solid lines) and
bounds (dashed lines) for α = 4, φ0 = π/2, sinc-shaped
antenna function and varying node densities.
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Figure 4.6: Simulated results (solid lines) and bounds (dashed lines) for
λ = 10−2, φ0 = π/2, sinc-shaped antenna gain.
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4.5.1 Network feasibility study
The most obvious use for these new metrics is a feasibility check of
a given radar network to determine whether or not a network would
fulfill certain QoS requirements. Given a set of system parameters and
a maximum expected node density, the bounds can be used for a quick
check of the system’s reliability.
As an example, consider the results from Fig. 4.4 and say that a detec-
tion probability of 99% is required for safety reasons. This means that
the node density must not exceed λ = 102.2, which corresponds to one
node per 158.5m2 on average. In a vehicular scenario, this corresponds
to an average of one vehicle equipped with an OFDM radar system every
53m for a lane width of 3m, which seems realistic given that most likely,
not all vehicles would be equipped with such a radar system. For other
node densities, the corresponding detection probability can be read from
Fig. 4.4. If the radar system must work with a specific detection prob-
ability at a higher node density, the parametrization can be changed in
several ways: Either the number of channels U is increased, or φ0 is
reduced.
Of course, this also works conversely: given a node density λ, what kind
of target can the radar detect with a given probability? To answer this
question, the detection probability for different values of Ppeak must be
calculated. Fig. 4.7 shows pD as a function of rRef (Ppeak is recalculated
for every value of rRef using (4.5), (4.1) and the values from Section 3.6).
This time, the PRx,Ref is reduced instead of increasing the average inter-
ference power.
Again, the bounds become less accurate for higher interference levels.
It is worth pointing out that this is analogous to the outage capacity of
communication networks, which is a data rate that can be achieved with
a given probability. Here, a target with peak amplitude Ppeak can be
detected with probability pD.
So far, this could be achieved by simulations instead of using the bounds–
although time-consuming, the results would be very similar. To show the
benefits of using the lower bound for pout as an approximation, (4.53)
115
4 Multi-user OFDM Radar networks
20 40 60 80 100 120
Distance of reference object rref / m
0.0
0.2
0.4
0.6
0.8
1.0
p
D
Figure 4.7: Detection probability over distance of the reference object.
α = 3, λ = 10−2, sinc-shaped antenna gain with φ0 = π/2.
(cone-shaped antenna function, Rayleigh fading) is solved for λ:
λ(pD) =
− log(pD)U
pTxφ0ω−
2
αΓ
(
1 + 2α
) . (4.55)
This way, a maximum node density can be obtained from a given mini-
mum tolerable detection probability. Using (4.55), the expected density
of successfully detecting nodes (pD · λ(pD)) can be plotted as a func-
tion of the required detection probability. Fig. 4.8 shows this value for
different values of pF .
This demonstrates how these simple bounds provide a powerful tool for
benchmarking the network performance of an OFDM radar system, cre-
ating a powerful alternative to computationally expensive simulations.
4.5.2 Evaluation of the detection performance
The results from Section 4.4 assume perfect detection; i.e., the reference
target is guaranteed to be detected when Ppeak > η. In reality, a multi-
116
4.5 Consequences for the system parametrization
0.0 0.2 0.4 0.6 0.8 1.0
Detection probability pD
0.00
0.05
0.10
0.15
λ
(p
D
)
·
p
D
pF = 0.05
pF = 0.01
pF = 0.001
Figure 4.8: Using the lower bound for the outage probability to calcu-
late (4.55). α = 4, cone-shaped antenna function, Rayleigh
fading.
target detection algorithm has to deal with more problems than just
gauging the amplitude and position of peaks; it has to distinguish side-
lobes from targets, handle the case where targets are very close and have
overlapping main lobes, etc. Additionally, such algorithms often come
with constraints regarding computational complexity. Multi-target de-
tectors will therefore perform sub-optimally in most practical cases, and
the bounds presented in this paper are a way of quantifying how much
worse such an algorithm is compared to a perfect detector.
A hypothetical perfect detector could consist of the following steps:
1. Detect any peak larger than η in the periodogram.
2. Exactly (without any error) determine Doppler and range of the
corresponding target.
3. Using these values, calculate the target’s corresponding summand
of (3.21) and subtract it from F.
4. Re-calculate the periodogram with the updated value of F.
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5. Repeat from the beginning until no element of the periodogram
exceeds η.
The second step makes it obvious that no such algorithm can be im-
plemented. Fortunately, it is still possible to simulate: By creating a
scenario where everything except the reference target has zero RCS, the
reference target is therefore the only object reflecting the reference node’s
transmit signal. The interferers only produce interference noise, no radar
backscatter.
The simulation works as follows: for every iteration, a number of inter-
ferers (and their positions) is modelled the same way as in Section 4.4.3.
The reference node, as well as every active interferer node, transmits an
OFDM frame. The signal of the reference node is attenuated according
to (4.1) and delayed by τ = 2 rRefc0 . The interference signals are attenu-
ated according to their azimuth and antenna function as well as the path
loss (with α = 4). No small-scale fading was applied here, as this would
introduce too many random effects for a meaningful simulation.
All signals (reflected reference signal and all interferer signals) and the
thermal noise are added up and passed to an estimator that works as
described in Section 3.3. A detection is considered successful if the
periodogram bin corresponding to the reference target’s distance and
Doppler is larger than the threshold,
Per

 rRefc0 2∆fNPer︸ ︷︷ ︸
Rounded to nearest integer
, 0

 H0≶
H1
η. (4.56)
At every iteration point, 1000 iterations were run. Fig. 4.9 shows the
simulation results. Note that at some points, the simulated curve actu-
ally exceeds the upper bound; this is because the method to estimate the
detection probability by simulation has some variance, and the mean of
the curve is supposed to be very close to the upper bound. This confirms
that the approximation (4.5) is justified, as the simulated curves from
Figs. 4.9 and 4.4 are very close to each other.
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Figure 4.9: Simulation of the ideal detector (α = 4, cone-shaped antenna
function, φ0 = π/2, U = 1, no fading). The solid line shows
the simulation results, the dashed lines the analytical upper
and lower bounds.
Detector loss
In a realistic scenario, a practical multi-target detector algorithm will
never achieve the performance of the hypothetical ideal estimator. Using
the lower bound approximation, the loss incurred hereby can be qualified
for a specific scenario: Given a density λ, assume a multi-target detector
achieves a detection rate of pD.
By solving the lower bound for PRx,Ref, an equivalent power can be cal-
culated which would cause the ideal detector to yield the same detection
rate:
PRx,ideal(λ) =
c− 1
NM
(( −pTxλφ0
U log(1− pout(λ))
)α
2
Uβ + σ2N
)
(4.57)
By comparing the received power with the reflected power of the refer-
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ence object, a detector loss is defined as
L(λ) =
PRx,ideal(λ)
PRx,ref
. (4.58)
4.5.3 Choice of sub-carrier spacing
In Section 4.1, the possibility of using a carrier spacing method (U > 1)
to allow multiple user access to the medium was discussed. This has
two effects: first, it decreases the chance of a collision, as different users
may access the medium on different logical channels. On the other hand,
whenever a collision occurs, the influence of the interfering signal is in
fact worse than it were for U = 1, because the signal power per active
carrier is increased by a factor U . Another way to understand this is by
noticing that the processing gain is reduced by U . Intuitively, it is there-
fore not clear how the choice of U affects the multi-user performance.
These results provide a simple answer for this: consider the lower bound,
pout ≥ pout,d = 1− exp
(
−pTxλ
U
ω−
2
α
∫ pi
0
G(φ)
2
α dφ
)
, (4.59)
where U appears twice: once in the PPP density (pTxλ/U), and once
in ω
2
α . The argument of the exponential function therefore depends on
U−(
2
α−1). Because 2α−1 > 0, the outage probability will always decrease
for higher U , and this can thus be chosen as large as external constraints
permit.
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verification
Chapters 3 and 4 consisted of a theoretical analysis of OFDM radar. To
fully judge the performance of such a system, comprehensive simulations
and measurements are also necessary to complement and confirm the
theoretical results.
In order to perform these tests a suite of tools was developed which is
presented in the next section. The results are presented in the rest of
this chapter.
5.1 Simulation and Measurement Tools
To obtain the results in this chapter, a tool was developed in Matlab to
perform both measurements and simulations. A modular design allows
to switch easily between configurations, and all radar-related simulations
and measurements in this chapter were performed with this tool.
121
5
R
a
d
a
r
p
er
fo
rm
a
n
ce
v
er
ifi
ca
ti
o
n
Figure 5.1: Schematic of the simulation and measurement system
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5.1 Simulation and Measurement Tools
Fig. 5.1 shows a schematic of the components. These shall be presented
in the following.
5.1.1 Simulation Control
This component governs the execution of simulations. In order to run
a simulation, a configuration file must be written which stores all the
relevant parameters. A simulation is then launched by then executing
this configuration file, which guarantees reproducibility of the tests.
Any parameter of the simulation can be changed, including
• Number of iterations per simulation
• Choice of the estimation algorithm
• OFDM signal parametrization
• Switching between live measurements and simulated environments
• Controlling the simulated environment (if applicable)
A feature worth pointing out is the ease of switching between measure-
ments and simulations. When the computer running the tests is con-
nected to the appropriate hardware (see Section 5.1.3), it takes a simple
software switch to either run the measurements through a simulated
environment or a real one.
Another responsibility of this component is to collate data during the
simulations. As an example, the simulation control can repeatedly run
a test with varying distances of a reference target. At every simula-
tion point, the measurement can be repeated several times to obtain an
average result, as was done in Section 5.2.1.
5.1.2 Simulated Environment
A central part of the simulation is a virtual environment. The simulation
creates the transmit signal and then needs to calculate a received signal
according to (3.12) (here including signals from interfering nodes),
r(t) =
H−1∑
h=0
bhs(t− τh)ej2pifD,htejϕ˜h +
I−1∑
k=0
ik(t) + z˜(t). (5.1)
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In order to calculate r(t), the simulation needs to know about the number
of targets, their distance from and velocity relative to the radar, and RCS.
Also, the OFDM signal parameters and hardware specifications need to
be known to calculate the absolute Doppler shift, the attenuation bh, and
the noise power of z˜(t). A full list of configurable parameters is given in
the following.
Target List This component features two ways to generate targets: Ei-
ther through a pre-determined list of targets, or random generation.
When generating targets randomly, upper and lower limits for range, ve-
locity and RCS must be specified. Targets are then distributed uniformly
within these limits.
Hardware settings The hardware is simulated by two parameters: the
noise figure and the amount of direct coupling. Using the OFDM signal
parameters, the actual noise power is calculated from the noise figure
and signal bandwidth, an appropriate noise signal is then added to the
received signal.
Direct coupling is generated by adding an additional target to (5.1) with
τ = 0 s, fD = 0Hz and bh being equal to a user-defined value of isolation
between receive and transmit antennas.
Clutter As discussed in Section 3.3.6, clutter and targets are indistin-
guishable for a medium-range OFDM radar system. In simulations, it
still can be beneficial to introduce clutter to a simulation as an additional
source of interference.
There are three differences between targets and clutter in this context:
Firstly, clutter is always static (i.e. all clutter objects have the same rela-
tive velocity). Secondly, it is always generated randomly, with the range
being uniformly chosen with a given maximum and minimum distance,
and the RCS following an exponential distribution with a given mean.
Thirdly, clutter is stored in a different memory from that of the targets.
As an example, this can be used to simulate the detection probability
pD discussed in Chapter 4: The reference target is defined as the single
relevant target, all other scatterers are defined as clutter. If clutter is
detected by the radar system, the simulation controller can discard this
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Figure 5.2: Example of auto-generated targets, clutter and estimator re-
sults
result, only focussing on the detection and estimation accuracy of the
reference target.
Fig. 5.2 shows an example of what this can look like in a simulation.
Multiple targets and clutter are created randomly (the radar system is
defined to have a non-zero velocity, which is why the clutter all appears
at a relative velocity of −8.3m/s).
Interferers For network performance simulations, it is necessary to also
simulate the signals from other, interfering nodes. This can be done by
adding a list of interferer parameters, which include the attenuation
between the individual interferer and its carrier offset. Oscillator inac-
curacies can be included in the simulation, which results in a uniformly
distributed, random frequency offset within a given limit.
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5.1.3 Software Radio-based Measurement Setup
To perform live measurements, the simulated environment can be re-
placed by a measurement setup, which is was presented in [8] and [7].
It uses a custom-built executable which connects to two Ettus Research
N210 transceivers, one each for transmitting and receiving. Clocks are
synchronized using a MIMO extension cable, which exports the clock
from one device to the other and also allows to control both devices
from one Ethernet connection.
The N210 is a programmable transceiver developed for software radio
purposes, it can therefore transmit any waveform which can be synthe-
sized digitally, as long as it does not exceed the maximum available band-
width. USRP devices use interchangeable daughterboards for mixing and
amplification; in order to transmit in the 5.9GHz range, a XCVR2450
daughterboard was used, which uses a MAX2829ETN IC for mixing and
filtering. The disadvantage of using this board is the limited bandwidth
of 36MHz, which is restricted by the available analog filters.1
In software radio applications, the typical bottleneck for the bandwidth
is the connection between host PC and USRP, in this case a gigabit
Ethernet connection. For the radar measurement setup, this is not a
problem, since the OFDM frames are uploaded to the N210’s memory
prior to transmission. The length of the OFDM radar bursts is then
only limited by the size of the onboard RAM, which can hold 262144
complex samples at 16 bits of precision [7]. For an OFDM symbol size
of Ntotal = 64, this corresponds to 4096 OFDM symbols, which is more
than any of the parametrizations in Section 3.6 requires.
To reduce direct coupling, two highly directive horn antennas were used
with an antenna gain of 15.6 dBi, identical to those in [18].
Compared to the measurement setup described in [14], the software radio-
based setup has many advantages. The power consumption is much less,
and both host PC as well as the USRPs can be battery-powered for
several hours. The smaller form factor allows for higher mobility and
more flexibility when choosing the locations for the measurement. Also,
as the measurement setup is tied into the OFDM radar testing suite, any
1The MAX2829 IC has integrated filters [74], which means the filters cannot be
easily modified.
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modifications to the radar estimation code can directly be tested in both
measurements and simulations.
The clear disadvantages are the available bandwidth and frequency range.
Without designing a custom daughterboard, the 24GHz parametrization
cannot be tested with this setup, although the 802.11a parametrization
can.
Fig. 5.3 shows the measurement setup. At the top, all the components for
a measurement setup are shown. The bottom picture shows an example
of how this measurement setup can be deployed in the field.
Several proof-of-concept measurements were performed to verify the gen-
eral applicability of both the 802.11a waveform for radar as well as the
functionality of this setup.
To test the usability of roadside base stations using 802.11a signals as
radar sensors, the testing rig was set up above a motorway.2 The antenna
beam was wide enough to cover all four lanes in both directions.
Fig. 5.4 shows a photograph of a typical traffic situation on this road, as
well as the corresponding periodogram and detection list. The results are
promising: On every lane, there is one vehicle which is detected. The
velocity of the oncoming truck (vehicle 4 in Fig. 5.4a) was estimated
at approx. 82 km/h, which is consistent with the legal driving speed of
such trucks. The size of both trucks causes artefacts in the periodogram,
however, which are translated into detections. Given the small amount of
power associated with these artefacts, it is a reasonable assumption that
additional post-processing and target tracking will eliminate them.
5.1.4 Radar Estimator
The estimator is designed to be an interchangeable component. An API
is provided to implement various estimators using the radar processing
matrix F and the OFDM signal parameters. For the experiments in
this chapter, two estimators were used, the periodogram-based and the
ESPRIT-based estimators. However, it is a simple task to implement
other estimators.
2On top of a bridge across the B9 near Kuhardt.
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(a) The components of the measurement setup: Two USRP N210, connected
via MIMO cable, horn antennas, host PC.
(b) Performing measurements in the field: The USRPs’ power supply is a 12V
battery; DC/DC converters provide the required 6V supply voltage.
Figure 5.3: Measurement hardware for the OFDM radar testing suite.
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1.
2.
3.4.
(a) Traffic scenario on the B9 motorway.
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(b) Corresponding periodogram.
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(c) Detection results.
Figure 5.4: Measurement and results using the SDR-based measurement
rig. The target detector was configured to ignore stationary
targets. All four vehicles are detected.
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Estimator-specific settings are also parametrized from the configuration
file. For the periodogram-based estimator, the following settings are
available:
• Window function
• Interpolation algorithm (see Section 3.3.5)
• Multi-target detection algorithm (see Section 3.3.7)
• False alarm rate
• Noise power value (either per estimation or by using the known,
correct value)
For the ESPRIT-based estimator, the following settings are available:
• Estimation order (it is possible to pass the estimator the actual
number of targets automatically)
• Size of auto-correlation matrix
5.1.5 Evaluation
The simulation tools include algorithms to evaluate the estimation re-
sults. Using the output of the estimator, the following metrics are auto-
matically calculated:
• Range and velocity error for every target detected
• Relative range and velocity error for every target detected
• Average RMS error for range and velocity
• Number of non-detected targets
• Number of false alarms
As discussed in Section 5.1.2, the evaluation system has a way to distin-
guish targets from clutter. This is done by passing a list of targets and
clutter objects to the evaluation function. For every target detected, the
following steps are performed:
1. For the i-th estimate, find the object with the smallest Euclidean
distance in the range/Doppler plane from the list of targets and
clutter objects.
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2. If the distance between estimate and object lies within a pre-defined
tolerance,
vˆrel,i
vrel,tol
+
dˆi
dtol
≤ 1. (5.2)
If yes, this counts as a detection. Remove that object from the
list to avoid finding it again. If no, this counts as a false alarm;
continue at 1).
3. Calculate the absolute and relative errors for this target,
∆absdi = dˆi − di (5.3)
∆reldi =
dˆi − di
di
(5.4)
∆absvrel,i = vˆrel,i − vrel,i (5.5)
∆relvrel,i =
vˆrel,i − vrel,i
vrel,i
(5.6)
Fig. 5.2 has an example for this: The top right target is too far from any
estimate, so it is considered a missed target. An estimate at the same
distance, but with different relative velocity, is outside the tolerance
range, of any existing target or clutter, and is thus considered a false
alarm. For further evaluation, only the four estimates are considered
which were matched to actual, existing targets. Any estimate coinciding
with a clutter object is discarded.
5.2 Single-node radar performance
This section is dedicated to analyzing the performance of a single radar
system in the absence of any interferers.
Parametrization
A note on the chosen parameters: Unlike the previous chapters, where
the parametrization was only relevant in very few cases, a choice must
be made for the parameters to run the simulations and measurements.
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Transmit power PTx = 20dBm
Antenna gain G = 0dB
Noise figure NF = 5 dB
Maximum distance dmax = 400m
Maximum velocity vrel,max = 150m/s
Periodogram dimensions NPer = 4N , MPer = 4M
Table 5.1: Hardware- and estimator related simulation parameters
Unless stated otherwise, the parametrizations used here are those pre-
sented in Section 3.6. For sake of brevity, they will be referenced as
wideband and 802.11a signals. Similar results (albeit with slightly dif-
ferent parameters) were first presented in [6].
For the parameters of the simulation setup, the values from Table 5.1
were chosen as default values. Most notable is the antenna gain, which is
left at 0 dB. This choice was made to provide worst-case results without
having to specify the antenna. In a practical setup, the antenna gain
will increase the backscattered energy available at the receiver for any
target in the main beam of the antenna, thus improving the results.
5.2.1 Single-target accuracy
The first results are created by simulating the case where there is only
one valid target, and no clutter. The signal processing matrix thus only
consists of the sinusoids corresponding to this target and AWGN, as in
(3.20):
(F)k,l = b0e
j2pilTOfc
2vrel,0
c0 e−j2pik
2d0
c0
∆fejϕ0 + (Z)k,l. (5.7)
In all of these simulations, results were calculated for a value of d0 = 10m
up to d0 = 400m, increasing the distance in steps of 1m. At every
value of d0, 10000 iterations were run. In one iteration, the transmit
matrix FTx, the noise Z and phase ϕ0 were generated randomly. The
attenuation b0 was calculated from the current value of d0 according to
(3.13). This creates a unique value of the SNR at every distance. Note
that this affects the results, as the estimation quality depends on the
SNR, which is in turn a function of the distance (the quantity to be
estimated).
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The velocity was chosen randomly from a uniform distribution within
the interval [ −c02·2fcTOMPer ,
c0
2·2fcTOMPer
] for every iteration. This interval
is the size of one bin in the periodogram, and ensures that quantization
errors will be visible in simulation results.
Because only one target was active, there was no need to implement a
multi-target detector. Instead, the largest peak of the (cropped) peri-
odogram was chosen as the estimate. This will highlight the need for a
threshold and demonstrate the previously discussed threshold effect.
Results are shown in Figs. 5.5 and 5.6. Two observations concerning
the estimation characteristics are to be made: First, the threshold effect
previously discussed is clearly visible. Beyond a certain distance, SNR
becomes too low for the radar system to recognize the target reliably.
This motivates the choice of a threshold to discriminate noise from peaks
caused by targets. Second, the bias for the range estimate is not constant
for distances smaller than the threshold. This is caused by quantization
errors as described in Section 3.3.5.
The ESPRIT-based estimator does not exhibit this quantization error.
However, the threshold is lower for the parametric approach. The thresh-
old is also lower for the wideband signal compared to the 802.11a sig-
nal. This has two causes: The higher centre frequency of the wideband
parametrization causes higher free space path loss, and the higher band-
width causes a higher total noise power.
The bias for the wideband signal exhibits a brief decrease around 200m.
This is because dmax was chosen as 400m here, an estimator which ran-
domly chooses a distance uniformly between zero and dmax thus has a
mean estimate of 200m. The estimation starts to deteriorate at around
150m, which is more evident from Fig. 5.5b. Similarly, note that the
bias for the velocity estimate is not shown. In these simulations, it is
not a meaningful metric, because the mean value for the true velocity is
zero. The worst case for the estimator is when the velocity is randomly
estimated from within [−vmax, vmax], which also has a mean value of
zero.
The quantization errors are removed when using an interpolation algo-
rithm. Figs. 5.7 and 5.8 show the same simulation using the periodogram,
but with the quadratic interpolation and the interpolation by optimiza-
tion. The y-axes are scaled in order to highlight the errors at shorter
distances.
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(b) Estimation variance.
Figure 5.5: Estimation bias and variance as a function of the distance.
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Figure 5.6: Estimation variance for the velocity estimate
Several effects can be observed: When no interpolation is used, the quan-
tization error is clearly visible. For the distance estimate, this can best
be seen in Fig. 5.7a. Because the distance is not random, the estimation
error is also deterministic and bounded by half the grid distance,
max[bias[d]] =
c0
2 · 2NPer . (5.8)
The variance of the velocity estimate also shows the quantization effect.
At small distances, when detection is reliable, the variance is dominated
by the quantization error (the velocity is chosen randomly and indepen-
dently of the distance). The averaged CRLB (see Section 3.3.3) is also
shown. It can be seen that the interpolation by optimization approaches
this bound in all scenarios for smaller distances. The quadratic interpola-
tion lies between the optimization approach and the quantized solution.
Note that quadratic interpolation is a very simple method, as it con-
sists of solving few equations with only basic mathematical operations.
The optimization algorithm takes a non-deterministic number of steps
to converge; the simulations for the optimization approach were between
two and three times slower than those using quadratic interpolation. On
hardware platforms or FPGAs, such an algorithm is therefore much more
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Figure 5.7: Estimation bias and variance as a function of the distance
with interpolation.
136
5.2 Single-node radar performance
50 100 150 200 250 300
Distance / m
0
1
2
3
4
5
V
a
ri
a
n
ce
/
m
2
/
s2
Periodogram only
Quad. interpolation
Optimization
Averaged CRLB
Quantization Noise
Figure 5.8: Estimation variance for the velocity estimate with interpola-
tion.
difficult to implement.
There is another disadvantage of the optimization approach which is not
quite as obvious: The interpolation algorithmmay not converge correctly,
introducing a new source of errors. In any case, the empirical results
indicate that even though this approach is closer to the true MLE, it is
not significantly better than the quadratic interpolation, which suggests
the latter as the method of choice for reducing quantization errors.
As indicated above, both interpolation algorithms also cause the estima-
tion error distribution to become Gaussian. As discussed in Section 3.3.5,
this allows the use of tracking mechanisms which require the initial error
to be normal distributed.
Fig. 5.9 shows the distribution of estimation errors for the velocity esti-
mate in the range between 150 and 200m. In this range, the estimation
quality slowly starts to deteriorate. Two pdfs of normal distributions
are also shown, with zero mean and the same variance as the quantized
periodogram result and the quadratic interpolation result, respectively
(the optimization approach is very close to the quadratic interpolation,
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Figure 5.9: Relative frequencies of estimation errors and equivalent nor-
mal distributions
it is therefore not considered separately). It can be seen that the normal
distribution is very close to the interpolated result, while the quantized
periodogram produces an error distribution closer to a uniform one.
To complement the simulation results, measurements were performed
using the setup described in Section 5.1.3. In this setup, the target
consisted of a single vehicle placed on a sparsely occupied parking lot.
The vehicle was placed at different ranges, with the driver’s door facing
the radar setup at the specified distance of 30, 40, 50, 70, 90 and 110m.
The results are shown in Fig. 5.10.
There are some major differences between the models chosen in the sim-
ulation and the real measurement: First, the hardware itself causes a
signal delay, which will in turn cause a constant offset of the range es-
timate. This can be rectified by calibrating the range estimate. In the
measurements presented here, the measurement at 30m was used for
calibration (and hence has zero measurement error).
Furthermore, a vehicle is not a point scatterer, especially at close dis-
tances. The true distance is therefore not necessarily a single range, as
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Figure 5.10: Measurement results using the 802.11a parametrization and
the SDR-based setup
the scattered signal will consist of several reflections. Nevertheless, the
results are promising and confirm that 802.11a based signals are usable
for radar applications.
5.2.2 Multi-target accuracy
The previous results used a single target to evaluate the performance of
the estimation process, but are not indicative of the performance of an
OFDM radar system in a practical setup, where there are always multiple
targets (including clutter). First of all, a realistic setup would use a
threshold to discriminate between noise and targets, so the threshold
effect is no longer an issue. Furthermore, a multi-target detector must
be implemented as described in Section 3.3.7.
When simulating multiple targets, the chosen metric for the evaluation of
the radar accuracy is the root mean square (RMS) error of the estimates
for d and vrel. To gauge the quality of the multi-target detector, the
number of correctly estimated targets is compared is chosen.
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Figure 5.11: Detection rates for binary and successive target cancellation
Fig. 5.11 shows a comparison of the binary and coherent target cancel-
lation algorithms. The wideband signal was used for simulations. In
every iteration, a fixed number of targets was randomly distributed such
that the minimum possible distance between two targets was 10m in
range and 10m/s in velocity. Furthermore, the area was restricted to a
maximum distance of 220m and a maximum relative velocity of 10m/s.
These values are chosen such that no two targets are closer than the reso-
lution allows, and no target is so far away that it cannot be detected due
to the amount of backscattered energy. Shadowing effects were not con-
sidered, i.e. a target located directly behind another will still backscatter
its full energy to the radar receiver.
The results are promising: In both cases, the percentage of targets de-
tected remains above 70%. The binary target cancellation algorithm
clearly outperforms the coherent algorithm, staying close to 100% for
all numbers of targets. The reasons are twofold: First, the experiment
was geared towards the binary algorithm, since it assumes that no two
targets are within the radar resolution. This is not something that can
be expected in reality (although the large number of targets may also
be considered unrealistic). The second reason the binary algorithm is
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better is its increased robustness. The weak spot of the coherent target
cancellation algorithm is the assumption that the estimation is without
errors. Any error in the estimation process will therefore lead to residu-
als, which need to be handled separately as discussed in Section 3.3.7. In
some cases, a large number of residuals can be created for a single target
and since every detection (residual or true target) modifies CPerF(n,m),
the subsequent iterations are also affected. This can cause situations
where the algorithm will simply fail to estimate more than a certain
number of possible targets due to algorithmic instability.
The binary successive target cancellation algorithm does not have this
problem: It is always stable since a detection will only occur once within
the main lobe area. This also makes the binary variant more predictable
in terms of processing time.
5.3 Multi-node performance
When operating in a network, interference signals from other nodes affect
the performance of the radar system. As discussed in Chapter 4, this is
perceptible as an increase of noise.
The metric to evaluate the degradation of the radar is the previously
introduced outage probability. Section 4.5.2 already gave preliminary
results for the case of ideal detection, which are shown in Fig. 4.9. As
discussed, this result suggests the suitability of the derived bounds, but
the simulation does not encompass all effects encountered in live experi-
ments.
To create more realistic results, the simulation is modified as follows:
Every interferer is assigned a random RCS which obeys an exponential
distribution with pdf p(σRCS) =
1
σRCS,m
e
−σRCS
σRCS,m , σRCS > 0. The mean
RCS was chosen as σRCS,m = 10m
2. Instead of an ideal detector, the
coherent STC method is used to detect and distinguish targets.
Furthermore, three additional static objects were included close to the
first: Two at the same distance of 50m, but with relative velocities of
10m/s. Another object is placed at a 70m distance, with the same
relative velocity of 0m/s as the first reference target. This resembles a
typical traffic scenario, with opposite lanes and overtaking vehicles.
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(b) Average number of detected targets (out of four).
Figure 5.12: Simulation using the cancellation algorithm (α = 4, cone-
shaped antenna, φ0 = π/2, U = 1, no fading).
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The results for the detection probability of the main reference target
in this scenario are shown in Fig. 5.12a. A significant reduction of the
detection probability compared to the ideal detector can be observed,
although it must be noted that for higher node densities, the detector is
forced to handle several hundred clutter objects (the interferers), which
is a difficult task for radar systems in general. The root mean square
(RMS) error of the estimation was also measured during the simulations,
but as a successful detection is a prerequisite of calculating an error,
the RMS error constantly stayed below 0.6m for the range and below
0.6m/s for the Doppler estimation.
The number of correctly detected targets out of the four static targets
is shown in Fig. 5.12b.
From these results, the detector loss for this scenario can be determined.
For a value of λ = 10−3, the detection rate is pD = 0.85 in the cancella-
tion scenario. Using (4.57), the equivalent power for an ideal detector can
be calculated as −127dBm, or 18 dB lower than the reference power.
It is emphasized that while this quantification of detector loss can be
useful for testing detection algorithms, it is only valid for a fixed sce-
nario.
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To conclude this work, the major contributions shall be recapitulated. A
brief discussion of possible applications will then wrap up this thesis.
6.1 Contributions
While the basic principle of OFDM radar and the processing methods
had been presented in the past (mainly by Garmatyuk and Sturm), a
comprehensive theoretical analysis of the radar processing methods was
lacking. In Chapter 3, the algorithm presented by Sturm is given a sound
theoretical foundation and the estimation process for range and velocity
of targets is analyzed.
By drawing the connection to spectral estimation, methods for the es-
timation of line spectra can be modified to be applicable here. Using
from spectral estimation theory, an alternative radar imaging algorithm
was derived, based on the ESPRIT method for line spectra estimation,
although it is shown that this does not scale well with the number of
targets, and is considered impractical for live implementations.
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The focus was therefore on the periodogram method. Besides the afore-
mentioned estimation theoretic analyses, implementation aspects were
discussed as well as methods to combat quantization-related effects.
The choice of a suitable signal parametrization was also discussed. Unlike
previous efforts to derive criteria for the suitability of parameters (such as
the sub-carrier spacing or the frame structure), both communication and
radar requirements were considered. It is evident that every subsystem
has different requirements towards the waveform, in some cases even
competing ones. Using these new insights, two parametrizations were
evaluated: a custom, wideband waveform, and the commonly available
IEEE 802.11a waveform.
Chapter 4 extends the theoretical analyses to radar networks. Here, the
radar network outage probability is suggested as a novel metric for their
performance, which is a new angle of approach to a field of research oth-
erwise dominated by empirical methods. Using insights from stochastic
geometry, it is possible to derive tight bounds for the outage probability,
which can be used as a good approximation. Obtaining such metrics
through empirical methods is cumbersome, and can now be avoided.
To validate these results, Chapter 5 provides simulation and measure-
ment results to corroborate the theoretical results from the previous
chapters. The implementation of an OFDM radar system on a software
defined radio platform is also discussed.
6.2 Future Applications
Despite several suggestions since the early 2000s, OFDM radar has never
been commercialized until very recently [47]. However, the results ob-
tained in this thesis and other works do suggest that OFDM is a viable
option, and can compete with other types of radar.
The dual usability for both communication and radar without having to
sacrifice the functionality of one system in order to improve the other is
a new aspect and an advantage of OFDM as a radar waveform. Since
spectrum is considered more and more to be a scarce resource, the idea of
re-using it for more than one application is attractive. Using the signal
processing methods described in Chapter 3, any OFDM transmitter can
be considered a radar beacon. The example of IEEE 802.11a signals was
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covered in this thesis, although other examples such as OFDM-based
broadcasting signals have been suggested as passive radar beacons [37,
48].
Automotive networks can also benefit from this technique, since they
combine the fields of VANETs and radar. Researching mobile networks
of combined radar and communications asks for new theoretical insights
such as the radar network outage. The results here might therefore be
one of many steps towards a theory of radar networks.
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AInfluence of
modulation schemes
with variable
amplitude
In the calculation of the radar processing matrix F, the noise component
is affected by the division by the transmitted data,
(Z)k,l =
(Z˜)k,l
(F˜Tx)k,l
. (A.1)
To understand the effect of this division on the noise, consider how phase
and amplitude of a single element of Z (z = (Z)), is affected by division
with a single complex modulation symbol c. Both are split into ampli-
tude and phase components,
z = bze
jϕz =
bz˜e
jϕz˜
bcejϕc
. (A.2)
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Figure A.1: Estimated PDFs of noise after division with different modu-
lation schemes
First, the phase is considered. As Z˜ was complex, circular Gaussian
noise, ϕz˜ is uniformly distributed within [0, 2π). Adding or subtracting
a random phase will not change the statistics of the noise’s phase.
For the amplitude, things are different. Only if c is a symbol from a
PSK alphabet, then bc = 1, and the amplitude is unchanged. For phase-
amplitude modulation alphabets this can be problematic, as the symbol’s
amplitude varies within several, discrete steps, and therefore the PDF if
z is non-Gaussian.
Fig. A.1 shows the PDF of the amplitude of (Z)k,l obtained through
simulation. It is generated by plotting the histograms of amplitudes of
Z˜ after dividing it by random symbols from diverse modulation alpha-
bets.
Two effects can be observed: First, BPSK indeed does not affect the
noise’s statistics, and second, the PDF of bz is clearly not Gaussian for
higher modulation alphabets. Also shown is a Gaussian distribution
which has the same variance as the noise after the division with the 16-
QAM symbols. This is the noise distribution a radar system will assume
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is correct (e.g. for the threshold calculation in 3.93). For the radar
system, this means that effectively, a 16-QAM modulation will increase
the noise when compared to BPSK/QPSK (by approx. 2.7 dB).
Since the Gaussian distribution has the highest entropy for a given vari-
ance, it can be seen as a worst-case assumption. For the radar system,
this means that the simplest solution is to ignore the problem and always
work with the Gaussian assumption. Any other solution would require
the radar system to know which modulation scheme was used, which was
never a requirement.
For higher modulations, this means that the noise power estimation will
slightly overestimate the noise power, and consequently will place the
threshold higher than necessary, which in turn can decrease the detection
rate.
In practice, this is not a big problem. The signal parametrizations sug-
gested in Section 3.6 always use BPSK for the wideband signal, and only
uses 16-QAM or higher for IEEE 802.11a if the SNR is high enough to
warrant this kind of modulation (besides, the transmitter decides the
modulation scheme and does not have to choose anything higher than
8-PSK in any case). In the rare cases where higher modulations are
used, the slightly reduced detection rate is a smaller price to pay than
the increased complexity due to having to re-calculate the threshold for
different modulations.
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BQuadratic
Interpolation
To interpolate the true peak position of a target in a quantized peri-
odogram with quadratic interpolation,1 the peak of the window function
is approximated by a two-dimensional parabola, which touches five sup-
porting points: The point PerF(nˆ, mˆ), which is a local maximum corre-
sponding to a target’s peak (nˆ, mˆ) are the integer indices of the peak
in the periodogram), and the four adjacent points, PerF(nˆ ± 1, mˆ) and
PerF(nˆ, mˆ± 1).
Without loss of generality, a coordinate-shifted periodogram is created
from PerF(n,m) which has the peak value at its origin,
ˇPerF(nˇ, mˇ) = PerF(nˇ+ nˆ, mˇ+ mˆ). (B.1)
The parabola is denoted as g(nˇ, mˇ) and takes the form
g(nˇ, mˇ) = an(nˇ− ˜ˇn)2 + am(mˇ− ˜ˇm)2 + ˇPerF(˜ˇn, ˜ˇm), (B.2)
1Also known as biquadratic interpolation, as it interpolates a two-dimensional peri-
odogram
150
where an and am are the gradient parameters for the parabola, and ˜ˇn,
˜ˇm and ˇPerF(˜ˇn, ˜ˇm) are the sought-after interpolated values.
From the five supporting points, an equal number of equations can be
formed:
ˇPerF(−1, 0) = an + 2an ˜ˇn+ an ˜ˇn2 + am ˜ˇm2 + ˇPerF(˜ˇn, ˜ˇm) (B.3)
ˇPerF(0,−1) = am + 2am ˜ˇm+ an ˜ˇn2 + am ˜ˇm2 + ˇPerF(˜ˇn, ˜ˇm) (B.4)
ˇPerF(1, 0) = an − 2an ˜ˇn+ an ˜ˇn2 + am ˜ˇm2 + ˇPerF(˜ˇn, ˜ˇm) (B.5)
ˇPerF(0, 1) = am − 2am ˜ˇm+ an ˜ˇn2 + am ˜ˇm2 + ˇPerF(˜ˇn, ˜ˇm) (B.6)
ˇPerF(0, 0) = an ˜ˇn
2 + am ˜ˇm
2 + ˇPerF(˜ˇn, ˜ˇm). (B.7)
By subtracting (B.5) from (B.3) and (B.6) from (B.4), this leaves
an ˜ˇn =
ˇPerF(−1, 0)− ˇPerF(1, 0)
4
(B.8)
am ˜ˇm =
ˇPerF(0,−1)− ˇPerF(0, 1)
4
. (B.9)
Also, (B.7) can be inserted into (B.3), yielding
ˇPerF(−1, 0) = an + 2an ˜ˇn+ ˇPerF(0, 0). (B.10)
If the central summand is expressed by (B.8), this can be solved for the
only unknown remaining,
an =
1
2
( ˇPerF(−1, 0) + 2 ˇPerF(1, 0)− 2 ˇPerF(0, 0)). (B.11)
In an analog fashion, am can be determined by inserting (B.7) into (B.4)
and inserting (B.9) into the result, which leaves
am =
1
2
( ˇPerF(0,−1) + ˇPerF(0, 1)− 2 ˇPerF(0, 0)). (B.12)
Going backwards, (B.11) can be inserted into (B.8) and (B.12) can be
inserted into (B.9) to solve for ˜ˇn and ˜ˇm, respectively
˜ˇn =
ˇPerF(−1, 0)− ˇPerF(1, 0)
2( ˇPerF(−1, 0) + ˇPerF(1, 0)− 2 ˇPerF(0, 0))
(B.13)
˜ˇm =
ˇPerF(0,−1)− ˇPerF(0, 1)
2( ˇPerF(0,−1) + ˇPerF(0, 1)− 2 ˇPerF(0, 0))
(B.14)
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In order not to have to solve for an and am, insert (B.8) and (B.9) into
(B.7) before solving that for ˇPerF(˜ˇn, ˜ˇm), which returns
ˇPerF(˜ˇn, ˜ˇm) = ˇPerF(0, 0)−
1
4
(( ˇPerF(−1, 0)− ˇPerF(1, 0))˜ˇn+ ( ˇPerF(0,−1)− ˇPerF(0, 1)) ˜ˇm)
(B.15)
To return the equations from Section 3.3.5, the indices must be shifted
back to their original position,
n˜ = ˜ˆn+ nˆ (B.16)
m˜ = ˜ˆm+ mˆ. (B.17)
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Notations
(·)k,l Element at indices k, l of a matrix
⊗ Outer product
s(t) Time-continuous one-dimensional signal
s(k) Time-discrete one-dimensional signal
sinc(x) Normalized sinc function, sinc(x) = sin(pix)pix
xˆ Estimate of quantity x
Re [·] Real part of a complex variable
var [·] Variance of a random variable (second central moment)
bias [·] Bias of the estimate of a random variable
Pr [·] Probability of an event
Symbols
A Modulation alphabet, e.g. QPSK 11
b Signal attenuation (target-dependant) 20
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c0 Speed of light 21
cnorm Hardware-dependant normalization factor 26
dh Distance of target with index h 18
fC Centre frequency 12
fD,h Doppler shift of receive signal with respect to transmit
signal, caused by vrel,h
19
F Two-dimensional complex sinusoid matrix 21
FTx Transmitted OFDM frame 19
FRx Received OFDM frame 20
G(φ) Total antenna gain (transmit and receive paths) for angle
φ
102
H Number of backscattering objects (including clutter) 18
I Number of interfering nodes 101
IN Identity matrix of dimension N ×N 101
L Number of multipaths for communications links 80
N Number of active OFDM carriers 19
NPer Number of rows per two-dimensional periodogram 25
Nmax Number of relevant rows from the two-dimensional peri-
odogram
30
NTotal Number of available OFDM carriers (typically the IFFT
length)
17
M Number of OFDM symbols per frame 20
MPer Number of columns per two-dimensional periodogram 25
Mmax Number of relevant columns from the two-dimensional
periodogram
30
pD Detection probability 99
pF False alarm probability 20
pTx Transmit probability per node and timeslot 97
pout Radar network outage probability 99
Pmax Maximum transmit power 82
T Duration of one OFDM symbol 13
TG Duration of one guard interval 14
TO Duration of one OFDM symbol, including guard interval 14
TS Sampling time (inverse of sampling frequency) 15
U Number of orthogonal channels in the frequency domain
(sub-carrier subsets)
68,97
vrel,h Relative velocity of target with index h 19
w Tapering window vector 41
W Tapering window matrix 41
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Y Normalized, random interference caused by network ge-
ometry (unit-less)
106
Y˜ Total random interference caused by network geometry
(Watts)
102
Z WGN Matrix 20
α Path loss exponent 102
β Constant signal attenuation (independent of targets) 102
∆f Sub-carrier spacing 12
∆d Range resolution 79
∆vrel Velocity resolution 79
∆absx Absolute error of quantity x 131
∆relx Relative error of quantity x 131
Γ(·) Gamma function 109
λ Network density 100
σN Power (variance) of thermal noise 20
σRCS Radar cross-section 18
τh Time delay of receive signal with respect to transmit sig-
nal, caused by dh
18
ϕ Phase offset 18
φh Azimuth of target with index h 102
φ0 Beam width of receiver gain 103
ω Normalized power threshold 107
Ω Normalized frequency, |Ω| ≤ π 20
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Abbreviations
ADC Analog-to-Digital Converter
AGC Automatic Gain Control
AWGN Additive white Gaussian noise
BPSK Binary Phase-Shift Keying
CFAR Constant False Alarm Rate
CP cyclic prefix
DAC Digital-to-Analog Converter
DSP Digital Signal Processor
FDMA Frequency Division Multiple Access
FFT Fast Fourier Transformation
FPGA Field Programmable Gate Array
GPP General Purpose Processor
ICI Inter-Carrier Interference
IDFT Inverse Discrete Fourier Transformation
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IFFT Inverse Fast Fourier Transformation
ISI Inter-Symbol Interference
LNA Low Noise Amplifier
LO Local Oscillator
MAC Medium Access Control
MANET Mobile ad-hoc network
MLE Maximum Likelihood Estimator
OFDMA Orthogonal Frequency Division Multiple Access
OFDM Orthogonal Frequency Division Multiplexing
PA Power Amplifier
PAPR Peak-to-average Power Ratio
pdf Probability density function
PHY Physical Layer
PPP Poisson Point Process
PSR Peak-to-spur Ratio
QAM Quadrature Amplitude Modulation
QPSK Quadrature Phase-Shift Keying
RCS Radar Cross Section
RMS Root Mean Square
SIMD Single-Instruction Multiple-Data
SNR Signal-to-Noise Ratio
TDMA Time Division Multiple Access
USRP Universal Software Radio Peripheral
VANET Vehicular ad-hoc network
WGN white Gaussian noise
WLAN Wireless Local Area Network
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Index
auto-covariance matrix, 73
car-to-car communication, 5
centre frequency, 12
CFAR, see constant false alarm
rate
clutter, 131
code rate, 92
coherence bandwidth, 82
collision, 95
complex periodogram, 25
constant false alarm rate, 53
Crame´r-Rao lower bound, 34, 135
averaged, 35
delay spread, 81
detection probability, 99
detector loss, 119, 143
Doppler spread, 81
ESPRIT, 72
estimator
bias, 39
maximum likelihood, 31
parametric, 72
variance, 39
fading parameters, 102
implementation
parallel, 31
serialized, 31
intelligent transportation systems,
5
inter-carrier interference, 82
inter-symbol interference, 81
interpolation, 48
by optimization, 50
linear, 49
quadratic, 50
irregular sampling, 70
MANETs, 5
Marcum Q-function, 38
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Index
maximum excess delay, 81
maximum likelihood estimator,
31
monostatic radar, 18
multipath propagation channel,
80
mutual interference, 8
noise power density, 27
noise power estimation, 55
OFDM
cyclic prefix, 14, 81
DC carrier, 62
frame, 13
frame structure, 90
orthogonality, 13
PAPR, 16
physical structure, 11
radar network, 95
received frame matrix, 19
sub-carrier spacing, 82
outage probability, 99
lower bound, 107
upper bound, 110
path loss, 106
peak-to-spur ratio, 67
perfect detector, 117
periodogram
irregular, 70
two-dimensional, 25
platooning, 6
point-scatter model, 26
PPP, 101
processing gain, 29
PSR, 67
quantization error, 34, 45, 138
quantization noise, 47
radar
combined with communica-
tion, 9
passive, 2
vehicular, 6
radar imaging, 18
radar network outage, 98
range resolution, 79
received frame matrix, 19
Reed-Muller codes, 92
reference target, 98
roadside units, 90
sampling rate, 14
scalloping loss, 47
signal constraints, 79
signal requirements, 79
signal subspace, 73
signal-to-noise ratio, 26
SIMD, 31
simulations, 121
SNR, 26
software radio, 126
spatial randomness, 101
sub-carrier allocation, 62
random, 69
regular, 68
successive target cancellation, 56
binary, 56
coherent, 59
residual, 59
thermal noise, 27
transmit frame matrix, 19
unambiguous range, 24, 80
USRP, 126
VANETs, 5
velocity resolution, 79
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window
Blackman-Harris, 44
Dolph-Chebyshev, 44
Hamming, 43
rectangular, 43
SNR loss, 45
window functions, 41
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