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Abstract
Since the beginning of early civilizations, social relation-
ships derived from each individual fundamentally form the
basis of social structure in our daily life. In the computer
vision literature, much progress has been made in scene un-
derstanding, such as object detection and scene parsing.
Recent research focuses on the relationship between ob-
jects based on its functionality and geometrical relations.
In this work, we aim to study the problem of social relation-
ship recognition, in still images. We have proposed a dual-
glance model for social relationship recognition, where the
first glance fixates at the individual pair of interest and the
second glance deploys attention mechanism to explore con-
textual cues. We have also collected a new large scale Peo-
ple in Social Context (PISC) dataset, which comprises of
22,670 images and 76,568 annotated samples from 9 types
of social relationship. We provide benchmark results on the
PISC dataset, and qualitatively demonstrate the efficacy of
the proposed model.
1. Introduction
Social relationships derived from each individual fun-
damentally form the basis of social structure in our daily
life. Naturally, we perceive and interpret a scene with an
understanding of the social relationships of the people in
the scene. Sociology research shows that such social under-
standing of people permits inference about their character-
istics and their possible behaviors [32].
In computer vision, social information has been ex-
ploited to improve several analytics tasks, including human
Figure 1: Example images from the new People in Social Context
(PISC) dataset.
trajectory prediction [1, 30], multi-target tracking [4, 26],
and group activity recognition [9, 22, 23]. In image under-
standing task, visual concepts recognition is gaining more
attention, which include visual attribute [19] and visual rela-
tionship [25]. On the other hand, social attribute and social
relationship [35] are equally important concepts for scene
understanding, but have received less attention in the re-
search community. In this work, we aim to address the prob-
lem of social relationship recognition. Understanding such
relationship can enable a well designed algorithm to gen-
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erate better descriptions for a scene. For instance, the first
image in Figure 1 can be described as ‘Grandma is holding
her grandchild’, rather than ‘A person is holding a baby’.
With reference to the relational models theory [12], we
define a hierarchical social relationship categories which
embed the coarse-to-fine characteristic of common social
relationships (as illustrated in Figure 2). Our definition
follows a prototype-based approach, where we are inter-
ested in finding exemplars that most parsimoniously de-
scribe the most common situations, rather than an ambigu-
ous definition that could cover all possible cases. The pre-
sented recognition problem differs from the visual relation-
ship detection problem in [25]. We argue that inferring
social relationship requires a higher level of understanding
about the scene. This is because humans make such infer-
ences not only based on the physical appearance (e.g., color
of clothes, gender, age, etc.), but also from subtler cues
(e.g., expression, action, proximity, and context) [2, 27, 42].
Recognizing social relationships from still images is
challenging due to the wide variations in scale, scene, pose,
and appearance. In this work, we propose a dual-glance
model, which exploits information from a target individual
pair as well as the surrounding contextual cues. The key
contributions can be summarized as:
• The proposed dual-glance model mimics human visual
system to explore useful and complementary visual
cue for social relationship analysis. The first glance
fixates at the individual pair of interest, and performs
coarse prediction based on its appearance and geomet-
rical information. The second glance exploits contex-
tual cues from regions generated from Region Proposal
Network (RPN) [28] to refine the coarse prediction.
• We propose Attentive RCNN, where attention is allo-
cated for each contextual region. The attention mech-
anism is guided by both bottom-up and top-down sig-
nals. Better performance is achieved by selectively fo-
cusing on the relevant regions.
• To enable this study, we collected a novel People in
Social Context (PISC) dataset1. It consists of 22,670
images and 76,568 manually annotated labels from 9
types of social relationship. In addition, PISC also
consists of 66 annotated occupation categories. To the
best of our knowledge, PISC is the first public dataset
for social relationship analysis.
The remaining of the paper is organized as follows. Sec-
tion 2 reviews the related work. Section 3 delineates the
details of the new PISC dataset. Section 4 elaborates on the
details of the proposed framework, and the empirical evalu-
ation is shown in Section 5. Section 6 concludes the paper.
1https://doi.org/10.5281/zenodo.832013
Intimate Relation
Non-Intimate RelationNo Relation
Friends
FamilyMembers
Couple
Professional
Commercial
Has Relation
Figure 2: Defined hierarchical social relationship categories.
2. Related Work
2.1. Social Relationship
The study of social relationships lies at the heart of so-
cial sciences. There are two forms of representations for
relational cognition. The first approach represents relation-
ship with a set of theorized or empirically derived dimen-
sions [5]. The other form of representation proposes im-
plicit categories for relation cognition [17]. One of the
most extensively accepted categorical theory is the rela-
tional models theory [12]. It offers a unified account of
social relations by proposing four elementary prototypes,
namely communal sharing, equality matching, authority
ranking, and market pricing.
In the computer vision literature, social information has
been widely adopted as supplementary cues to other tasks.
Gallagher et al. [13] extract features describing group struc-
ture to aid demographic recognition. For group activity
recognition, social roles and relationship information have
been implicitly embedded into the inference model [4, 6,
9, 22, 23]. Alletto et al. [2] define ‘social pairwise fea-
ture’ based on F-formation and use it for group detection
in egocentric videos. Recently, [1, 30] model social factor
for human trajectory prediction.
There have been studies that explicitly focus on recog-
nition of social attributes and social structures. Wang et
al. [35] first study familial social relationship recognition in
personal image collections. Kinship verification [7, 11, 37]
and kinship recognition [3, 15] have been extensively stud-
ied. Zhang et al. [42] study facial traits (e.g., friendly, dom-
inant, etc.) that are informative of social relationships. For
video based analysis, Ding and Yilmaz discover social com-
munities formed by actors in movies [8]. Ramanathan et
al. [27] study weakly supervised social role discovery in
events.
Our study partially overlaps with the field of social sig-
nal processing [34], which aims to understand social signals
and social behaviors using multiple sensors, such as role
recognition, influence ranking, and dominance detection in
group meeting [20, 29, 31]. Our work substantially differs
from the aforementioned studies. Unlike facial attributes
based social relationship study [3, 15, 35, 42], we study peo-
ple in complex daily scenes with uncontrolled poses and ori-
entations. Furthermore, we focus on general social relation-
ships, rather than kinship in family photos [3, 7, 11, 35, 37].
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Table 1: Instructions provided to annotators.
Relationship Description Examples
Professional The people are related based on co-worker; coach & player;
their professions boss & staff
Commercial One person is paying money to receive salesman & customer;
goods/service from the other tour guide & tourist
Figure 3: Example of social relationship labels that are not agreed
among annotators.
Different from video-based studies [8, 27], we focus on vi-
sual information from a single image.
2.2. Multiple-Instance Learning
The proposed Attentive RCNN is inspired by Multiple-
Instance Learning (MIL). MIL is a weakly-supervised
learning approach which trains a classifier with bags of in-
stances and bag-level labels. Recently, researchers explored
MIL with deep feature representations. Wu et al. [36] pro-
pose a deep MIL framework to exploit correspondences be-
tween keywords and image regions for image classification
and annotation, while a similar technique was adopted to
detect salient concepts for image captions generation [10].
Inspired by MIL, Gkioxari et al. [14] propose R*CNN. Dif-
ferent from previous approaches, it localizes target region
for action recognition by exploiting complementary repre-
sentative cue from a set of candidate regions in an image.
Attention model has been recently proposed and ap-
plied to image captioning [39, 41], image question answer-
ing [40] and fine-grained classification [38]. We modify
R*CNN with attention mechanism to better exploit contex-
tual cues. We treat the attention weights for the contextual
regions as latent variable, which can be inferred with a for-
ward pass of the model.
3. People in Social Context Dataset
The People in Social Context (PISC) dataset is the first of
its kind that focuses on social relationships. It was collected
through a pipeline of three stages. In the first stage, we col-
lected around 40k images containing people from a variety
of sources, including Visual Genome [21], MS-COCO [24],
YFCC100M [33], Flickr, Instagram, Twitter and commer-
cial search engines (i.e. Google and Bing). We used a
combination of key words search (i.e. co-worker, people,
friends, etc.) and people detector (Faster RCNN [28]) to
collect the image. The collected images have high variation
in image resolution, people’s appearance, and scene type.
In the second and third stage, we hired workers from
CrowdFlower platform to perform labor intensive task of
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Figure 4: Annotation statistics of the relationship categories.
manual annotation. The second stage focused on the an-
notation of person bounding box in each image. Follow-
ing [21], each bounding box is required to strictly satisfy
the coverage and quality requirements. To speed up the an-
notation process, we first deployed Faster RCNN to detect
people on all images, followed by asking the annotators to
re-annotate the bounding boxes if the computer-generated
bounding boxes were inaccurately localized. Overall, 40%
of the computer-generated boxes are kept. For images col-
lected from MSCOCO and Visual Genome, we directly
used the provided groundtruth bounding boxes.
Once the bounding boxes of all images had been anno-
tated, we selected images consisting of at least two people
who occupy a significant amount of region, and avoided im-
ages that contain crowds of people where individuals can-
not be distinguished. In the final stage, we requested the
annotators to identify the occupation of all individuals in
the image, as well as the social relationships of all potential
individual pairs. To ensure consistency in the occupation
categories, the annotation is based on a list of reference oc-
cupation categories. The annotators could manually add a
new occupation category if it was not in the list.
For social relationships, we formulate the annotation
task as multi-choice questions based on the hierarchical
structure in Figure 2. We provide instructions (see Table 1)
to help the annotators distinguish between professional and
commercial relationship. Annotators can choose the option
‘not sure’ at any level if they cannot confidently identify the
relationship. Each image was annotated by five workers,
and the final decision is determined by majority voting. If
the five workers do not reach an agreement (e.g. 2-2-1), the
annotation will be treated as invalid (see Figure 3). Overall,
7,928 unique workers have contributed to the annotation.
The PISC dataset consists of 22,670 images. The av-
erage number of people per image is 3.11. For the social
relationships, we consider each individual pair as one sam-
ple. In total, we collected 76,568 valid samples. The dis-
tribution for each types of relationships and their agreement
rate is shown in Figure 4. The agreement rate is calculated
by dividing the number of correct human judgments (judg-
ments that agree with the majority) with the total number
of judgments. For occupations, 10,034 images contain peo-
ple that have recognizable occupations. In total, there are
66 identified occupation categories. The number of occu-
pation occurrence and the workers’ agreement rate for the
3
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Figure 5: Annotation statistics of the top 26 occupations.
26 most frequent occupation categories are shown in Fig-
ure 5. A lower agreement rate indicates that the occupation
is harder to visually discriminate (e.g. ‘politician’ and ‘of-
fice clerk’). Since two source datasets, i.e. MS-COCO and
Visual Genome, are highly biased towards ‘baseball player’
and ‘skier’, we limit the total number of instances per oc-
cupation to 2000 based on agreement rate ranking to ensure
there are no bias towards any particular occupation.
4. Proposed Dual-Glance Model
Given an image I and a target pair of people highlighted
by bounding boxes {b1, b2}, our goal is to infer their social
relationship r. In this work, we propose a dual-glance rela-
tionship recognition model, where the first glance fixates at
b1 and b2, and the second glance explores contextual cues
from multiple region proposals R. The final score over pos-
sible relationships, S, is a weighted sum of the two scores
via
S = S1(I, b1, b2) + αS2(I, b1, b2,R). (1)
We use softmax to transform the final score into a prob-
ability distribution. Specifically, the probability that a given
pair of people having relationship r is given as
pr =
exp(Sr)∑
r exp(Sr)
. (2)
An overview of the proposed model is shown in Figure 6.
4.1. First Glance
The first glance takes in input I and two bounding boxes.
We first crop three patches from I, where the first two cover
each person, p1 and p2, and one for the union region, p∪,
that tightly covers both people. These patches are resized
to 224 × 224 pixels and fed into three CNNs, The outputs
from the last convolutional layer are flattened and concate-
nated. p1 and p2 are processed by CNNs that share the same
weights.
We denote the geometry feature of the bounding box i as
bposi = {xmini , ymini , xmaxi , ymaxi , areai} ∈ R5, where all the
parameters are relative values, normalized with zero mean
and unit variance. bpos1 and b
pos
2 are concatenated and pro-
cessed by a fully-connected (fc) layer. We concatenate its
output with the CNN features for p1, p2 and p∪ to form a
single feature vector, which is subsequently passed through
another two fc layers to produce first glance score, s1. We
use vtop ∈ Rk to denote the output from the penultimate fc
layer. vtop serves as a top-down signal to guide the attention
mechanism in the second glance. We experimented with
different values of k, and set k as 4096.
4.2. Attentive RCNN for Second Glance
For the second glance, we adapt Faster RCNN [28] to
make use of multiple contextual regions. Faster RCNN pro-
cesses the input image I with Region Proposal Network
(RPN) to generate a set of region proposals P I with high
objectness. For each target pair with bounding boxes b1 and
b2, we select the set of contextual regions R(b1, b2; I) from
P I as
R(b1, b2; I) = {c ∈ P I : max(G(c, b1), G(c, b2)) < τu} (3)
where G(b1, b2) computes the Intersection-over-Union
(IoU) between two regions, and τu is the upper threshold for
IoU. The threshold encourages the second glance to explore
cues different from the first glance. It’s effect is reported in
Section 5.4.
We then process I with a CNN to generate a convolu-
tional feature map conv(I). For each contextual region c ∈
R, ROI pooling is applied to extract a fixed-length feature
vector v ∈ Rk from conv(I). Denote {vi|i = 1, 2, . . . , N} as
the bag ofN feature vectors forR, also given the high-level
feature vector from the first glance vtop, we first combine
them into a hidden vector hi ∈ Rk via
hi = vi +wtop ⊗ vtop, (4)
where wtop ∈ Rk, and ⊗ is the element-wise multiplication
of two vectors. Then, we calculate the attention ai ∈ [0, 1]
over the ith region proposal as
ai =
1
1 + exp(−(W h,ahi + ba)) , (5)
where W h,a ∈ R1×k is the weight matrix, and ba ∈ R is
the bias term. The attention over each contextual region is
guided by both bottom-up signal from local region vi and
top-down signal from the first glance model vtop. Hence, the
weighted feature vector for region i is computed via
vatti = aivi. (6)
The obtained vatti is processed by the last fc layer to gen-
erate the output score for the ith region proposal
si =W sv
att
i + bs. (7)
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Figure 6: An overview of the proposed dual-glance model. The first glance looks at the pair of people in question and makes a coarse
prediction. The second glance looks at region proposals, allocates attention to each region, and aggregates their outputs to refine the score.
The attention is guided by both top-down signal from the first glance, and bottom-up signal form the local context.
Functions to aggregate scores, i.e., f(si), from a bag
of instances i = 1, 2, . . . , N include max(si), avg(si), and
log[1 +
∑N
i=1 exp(si)] (log-sum-exp, denoted as lse(si)). In
our experiment (Section 5.3), we evaluated all three variants
of f(si) and the results show that lse(si) provides the best
performance. Hence, the score of the second glance model
is
S2 = log[1 +
∑N
i=1
exp(si)]. (8)
5. Experiment
5.1. Dataset and Training Details
In this work, we conducted experiments on the pro-
posed PISC dataset (Section 3) and evaluated our proposed
method with two recognition tasks. The first task, denoted
as 3-relationship recognition, focuses on three coarse-level
relationship categories, namely No Relation, Intimate Re-
lation, and Non-Intimate Relation. We randomly select
4,000 images (14,852 samples) as test set, and use the re-
maining images as training set. The second task, denoted
as 6-relationship recognition, focuses on finer relationships
listed in Figure 2. Since the data label is unbalanced (fewer
images with Couple or Commercial relationship), we split
1,500 images (3,517 samples) into test set and ensure it con-
tains around 600 samples for each of the six relationships.
The relationship imbalance reflects their frequency of
occurrence, which is also observed in [25]. To address
this, we adopt oversampling and undersampling strategies.
Specifically, we oversample the minority labeled samples
by reversing the pair of people (i.e., if p1 and p2 are a cou-
ple, then p2 and p1 are also a couple), and by horizontally
flipping the image. We undersample the majority labeled
samples using stratified sampling scheme to ensure the sam-
ples in each batch is balanced.
In this work, we train our model with Stochastic Gradi-
ent Descent using backpropagation. First, we train the first-
glance model until the loss converges, then we freeze the
first-glance model, and train the second-glance model. For
the first glance model, we fine-tune the ResNet-101 model
pre-trained on ImageNet classification task [18]. For the
second glance model, we fine-tune the VGG-16 model pre-
trained on ImageNet detection task [28]. We set the learn-
ing rate as 0.001, while the fine-tuning model has a lower
learning rate of 0.0001. We use a batch size of 32 and a
momentum of 0.9 during training.
During the test stage, we found that the performance
would slightly improve if we feed the model twice with
{b1, b2} and {b2, b1}, and take their average as the final
score. However, the performance gain (0.5%-1%) doubles
the time budget, and we do not recommend it in practice.
5.2. Single-Glance vs. Dual-Glance
As there exists limited literature on this problem, we
evaluate multiple variants of our model as baseline and
compare them to the proposed dual-glance mode to show its
efficacy. Formally, the compared methods are as followed:
1. Union-CNN: Following the predicate prediction
model in [25], a single CNN model is used to classify
the union region of the individual pair of interest.
2. BBox: We only use the geometry feature of the two
bounding boxes to infer the relationship.
3. Pair-CNN: The model consists of two CNNs with
shared weights. The input is the cropped image
patches for the two individuals.
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Table 2: Recall-per-class and mean average precision (mAP) of baselines and our proposed dual-glance model on the PISC dataset.
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Union-CNN [25] 72.1 81.8 19.2 58.4 29.9 58.5 70.7 55.4 43.0 19.6 43.5
BBox 42.4 33.0 41.9 34.9 20.7 36.4 42.7 31.8 23.2 32.7 28.8
Pair-CNN 70.3 80.5 38.8 65.1 30.2 59.1 69.4 57.5 41.9 34.2 48.2
Pair-CNN+BBox 71.8 80.3 50.6 69.6 30.7 60.2 72.5 58.1 43.7 50.7 54.3
Pair-CNN+BBox+Union 71.1 81.2 57.9 72.2 32.5 62.1 73.9 61.4 46.0 52.1 56.9
Pair-CNN+BBox+Global 70.5 80.9 53.7 70.5 32.2 61.7 72.6 60.8 44.3 51.0 54.6
Pair-CNN+BBox+Scene 71.0 80.6 46.7 68.0 30.2 59.4 71.7 57.6 43.0 49.9 51.7
RCNN 72.9 83.3 14.8 63.5 29.7 61.9 71.2 60.1 45.9 20.7 48.4
Dual-Glance 73.1 84.2 59.6 79.7 35.4 68.1 76.3 70.3 57.6 60.9 63.2
4. Pair-CNN+BBox: We extend Pair-CNN by using the
geometry feature of the two bounding boxes.
5. Pair-CNN+BBox+Union: The first glance model
as illustrated in Figure 6, which combines Pair-
CNN+BBox and Union-CNN.
6. Pair-CNN+BBox+Global: Instead of the union re-
gion, we use the entire image as input to Union-CNN.
7. Pair-CNN+BBox+Scene: The Union-CNN is re-
placed with a Scene-CNN pre-trained on Places [43].
It extracts scene information using the entire image.
8. RCNN: We train a RCNN using the region proposals
P I , and adopt average pooling to combine the features.
9. Dual-Glance: Our proposed model (Section 4).
Table 2 shows the results on the test set for both the 3-
relationship recognition task and the 6-relationship recog-
nition task. Union-CNN and RCNN, are incapable to rec-
ognize No Relation. This is because these model don’t
know the pair of people in question, and would recognize
other salient relationships. Pair-CNN+BBox outperforms
Pair-CNN, which suggests that peoples’ geometric posi-
tion in an image contains information useful to infer their
relationship, especially for No Relation. This is supported
by the law of proxemics defined in the book ”The Silent
Language” [16]. However, the position of bounding boxes
alone cannot be used to predict relationship, as shown by
the results of BBox.
Adding Union-CNN to Pair-CNN+BBox improves per-
formance. However, the performance gain is slight if we
use the global context (entire image) rather than local con-
text (union region). Furthermore, the performance even de-
grades when the global context incorporates scene informa-
tion, suggesting that social relationships are independent of
Figure 7: Examples where dual-glance model correctly predict
the relationship (yellow label) while the first-glance model fails
(blue label). GREEN boxes highlight the pair of people in ques-
tion, and the top two contextual regions with highest attention are
highlighted in RED.
scene types. RCNN demonstrates the effectiveness of using
contextual regions, particularly for Intimate Relation and
Non-Intimate Relation.
The proposed Dual-Glance significantly outperforms all
baseline models. Figure 7 shows some intuitive illustrations
where proposed model correctly classifies relationships
misclassified by the first-glance (Pair-CNN+BBox+Union)
model.
Across all models, Friends and Commercial are more
difficult to recognize. This is consistent with the agreement
rate in Figure 4, which indicates that Friends and Commer-
cial are less visually distinguishable. Figure 8 shows the
confusion matrix of 6-relationship recognition task. The
three intimate relationships (Friends, Family, Couple) are
more often to be confused with each other than with non-
intimate relationships, suggesting they share similar visual
6
Figure 8: Confusion matrix of 6-relationship recognition task
with the proposed dual-glance model.
Table 3: mAP (%) of the proposed dual-glance model with and
without attention mechanism using various aggregattion functions.
Without Attention With Attention
avg(·) lse(·) max(·) avg(·) lse(·) max(·)
3-relationship 71.7 73.0 74.8 76.9 79.7 77.6
6-relationship 55.9 57.5 58.2 61.8 63.2 62.1
features. However, the non-intimate relationships (Profes-
sional, Commercial) do not tend to be easily confused with
each other.
5.3. Analysis on Attention Mechanism
Here, we remove the attention module and compare
it with our proposed dual-glance model. For the second
glance, we experiment with three widely used aggregation
functions f(·), which are avg(·), lse(·) and max(·). The
results are shown in Table 3. Adding attention mechanism
improves performance for all three aggregation functions.
For Dual-glance without attention, max(·) performs best,
which conforms to the results in [14, 36]. While for Dual-
glance with attention, lse(·) performs best.
The reason is that max(·) uses a single instance to infer
the label for an entire bag. It works well in the presence of a
‘strong’ instance, but sometimes there is no strong instance,
but several ‘weak’ instances. On the other hand, lse(·) and
avg(·) consider all instances in a bag, but could be distracted
by irrelevant instances. However, with properly guided at-
tention, lse(·) and avg(·) can better exploit the collaborative
power of relevant instances for more accurate inference.
5.4. Variations of Contextual Regions
Since RPN can generate hundreds of region proposals
per image, we suppress those proposals with non-maximum
suppression (NMP). We vary m, the maximum number of
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Figure 9: Evaluation of dual-glance model over variations in
maximum number of region proposals (Left) and upper threshold
of overlap between region proposals and the pair of people (Right).
Professional Commercial
Couple Family
Professional No	Relation
Figure 10: Illustration of the proposed attentive RCNN. GREEN
boxes highlight the pair of people in question, and RED box high-
lights the context region with the highest attention. For each target
pair, the attention mechanism fixates on different region.
region proposals used, as well as τu, the upper threshold
of overlap between a region proposal and the target people.
We experimented with different combinations of m and τu
with the dual-glance model. As shown in Figure 9, m = 30
and τu = 0.7 produce the best performance.
5.5. Visualization of Examples
The attention mechanism enables different pairs of peo-
ple in question to exploit different contextual cues. Some
examples are shown in Figure 10. In the second row, the
little girl in red box is useful to infer that the other girl on
her left and the woman on her right are family members, but
her existence indicates little of the couple in black.
Figure 11 shows examples of correct recognition for
each relationship category in the test set. We can observe
that the proposed model learns to recognize social rela-
tionship from a wide range of visual cues including cloth-
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Family CoupleFriends
Intimate Relation
Commercial Professional
Non-Intimate Relation No Relation
Figure 11: Example of correct predictions on PISC dataset. Green boxes highlight the targets, and red box highlights the contextual region
with highest attention.
Figure 12: Examples of incorrection predictions on PISC dataset.
Yellow labels are the ground truth, and blue labels are the model’s
predictions.
ing, environment, surrounding people/animals, contexual
objects, etc. For intimate relationships, the contextual cues
varies from beer (friends), gamepad (friends), TV (family),
to cake (couple) and flowers (couple). In terms of non-
intimate relationships, the contextual cues are related to the
occupations of the individuals. For instance, goods shelf
and scale indicate commercial relationship, while uniform
and documents imply professional relationship. Figure 12
shows the misclassified cases. The proposed model fails to
recognize the gender (misclassifies friends as couple in the
image at row 3 column 3), or picks up the wrong cue (the
white board instead of the vegetable in the image at row 2
column 3).
6. Conclusion
In this study, we aim to address pairwise social relation-
ship recognition, a key challenge to bridge the social gap
towards higher-level social scene understanding. To this
end, we propose a dual-glance model, which exploits use-
ful information from the individual pair of interest as well
as multiple contextual regions. We incorporate attention
mechanism to assess the relevance of each region instance
with respect to the target pair. We evaluate the proposed
model on PISC dataset, a large-scale image dataset we col-
lected to facilitate research in social scene understanding.
We demonstrate both quantitatively and qualitatively the ef-
ficacy of the proposed model. We also experiment with a
few variants of the proposed system to explore information
useful for social relationship inference.
Our work is the first step towards general social scene
understanding in a data-driven fashion. The PISC dataset
provides further potential in this line of research, including
but not limited to group social relation analysis, occupation
recognition, and joint inference of social role and social re-
lationships. We intend to address some of those challenges
in future work.
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