Conjugate gradient (CG) methods play significant role in solving large scale unconstrained optimization problem, due to their low memory requirement and global convergent properties. For many years, different studies and modification have been carried out to improve this method. In this paper, we present a new CG method based on modifying the Abashar et al.
Introduction
Conjugate gradient (CG) methods are algorithms, used to determine the smallest possible value of the function for unconstrained optimization problem in the form ( )
where
is continuously differentiable function, whose gradient is given as ( ) ( ). and k x are the current and previous iterate point, respectively, 0 > α k is called the step length, it value is obtained using exact or inexact line searches technique. Exact line search is the most common line search technique, often defined as
Another Modified DPRP Conjugate Gradient Method … 565 This technique gives the exact value of the step size and is too expensive [3] . Other line search technique includes Armijo [1] , Wolfe [5] and Goldstein [9] . Many researchers prefer inexact line search over exact line because it is faster less expensive [3] . In this paper, we suggest that the innovation of new fast generation computer processors would address the expensive behaviour of exact line search technique.
The search direction k d is defined as
where k β is a scalar, whose different form means various CG methods, some [3] and recently, Abdelrhaman, Mustafa, Rivaie and Ismail (AMRI) [12] . For their definition please see [28] . When the objective function is strictly convex quadratic function, all these methods under exact line search have the same convergence properties. However, for general non-quadratic functions or under inexact line search, their behaviour is quite different [24, 29] .
For many years different authors using these formulas studied the convergence behaviour of CG methods under various line search technique [20] . FR method performs badly in numerical computation but is globally convergent [10] .
Conjugate method with restart property such as PRP and HS methods has a good numerical result, but there global convergent is uncertain [13] . Touati-Ahmed and Storey [25] , Gilbert and Nocedal [17] separately provide an alternative way which shows that PRP method is globally convergent using weak Wolfe-Powell line search. In that approach the PRP coefficient is allowed to be positive always. Since that time, various researchers have continuously studied and analysed the behaviour of PRP method. In their attempt in 2006, Wei et al. [6] proposed a new PRP variant. Later Zhang [30] and Dai and Wen [15] separately proposed a modified Wei et al. [6] [26] and Rivaie et al. [14] .
In this paper, we propose a new modified nonlinear conjugate gradient method for solving large scale optimization problem based on modifying the ADPRP coefficient [4] .
Our new modified parameter and algorithm are presented in Section 2. The proof of the sufficient and global convergence property of the proposed parameter under exact line search is presented in Section 3. The numerical result generated using standard optimization test problem is also offered in Section 4. At the end, we present the conclusion.
New CG Method
Based on Wei et al. [6] CG method, Zhang [30] and Dai and Wen [15] separately proposed new CG method recently Abashar et al. [4] suggest a new formula defined as ( )
Based on this idea, we present our new modified method below, called KMA which means Kamilu, Mustafa and Abashar. The stands for absolute value,
The algorithm below is the general CG algorithm:
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Step
Step 2. Find k β using (6).
Step 3.
Step 4. Find k α using (3).
Step 5. Updating new point using (2).
Step 6. Convergent test and stopping criteria.
Otherwise go to Step 1 and set
The following assumption and simplification are important in the proof of global convergence properties of our new CG methods.
is bounded.
(ii) In some neighbourhood N of Ω, f is continuously differentiable and 
also on the other hand, using Cauchy-Schwarz inequality, we have
Hence the result is true. For more information please see [3, 15, 17] .
The Convergence Analysis
In this section, the convergence properties of KMA β will be discussed.
For an algorithm to converge, it must satisfy the sufficient descent and global convergent properties [19] . 
This is equivalent to
This lemma indicates that our new method will have an improvement
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Sufficient descent conditions
For sufficient descent condition to hold 
[6].
From (6) 
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Similarly, 2 S will also have
therefore, from (11) and (12) .
The proof is complete. 
Proof. Assuming Theorem 2 is not true, i.e., there exist 0
taking square of both sides of (4), we get ( )
by orthogonality conditions, equation (15) can be reduced to ( )
Substituting KMA β as in (7) into (16), we get
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Utilizing (19) recursively and also setting ,
Therefore from (12) and (19), we get
Hence, we get
This contradicts the Zoutendijk condition (8), therefore (13) holds true, and hence the proof is completed.
~

Numerical Results and Discussion
In this section, we present the numerical performance of our new parameter using the test problems considered in Andrei [7] , based on comparing the number of iteration and CPU time with other well-known CG parameters such as PRP, FR and ADPRP. The result is generated using a MATLAB computer program, which is run on the PC Intel® Core™ i3-3217U CPU @ 1.8GHz processor, 4GB RAM and Windows 7 Professional operating system, with criteria as suggested by Hillstrom [21] . For each test problem two different initial points, ranges from the one close to the solution point to the one far from it, were considered. The complete list of the test problems is given as Table 1 attached with the corresponding initial points. 14 Shallow 2 4, 10, 100, 500, 1000, 10000 (5, 5) , (20, 20) , (5, 5,…, 5) , (20, 20,…, 20) (8, 8,…, 8) The performance result is shown in Figures 1 and 2 based on comparing the number of iteration and CPU time with other CG method, using a performance profile introduced by Dolan and More [18] . In this profile, we plot the fraction of a test set p assuming s n solver and p n problem exist. For which any given method is within a factor t of the best. For more detail please see [12] and [28] . In fact, in plotting the performance profiles, any top curved shaped of the algorithm is considered the best. In addition, the right of the plot indicates the algorithm robustness. From the figures above, KMA curve lies above FR, ADPRP and PRP curves, respectively, because it solve all the test problems. Even though PRP appear a little bit above KMA at some stage but it robustness is not efficient enough to solve all the test functions, it only solved 95%. FR method appears at the bottom because it is the slowest method although it reached 97%. The performance of ADPRP is moderate with 96% efficiency.
Conclusion
Various studies on CG method give rise to a new variety of these methods. Although their performance has been shown to be better than the previous methods, they seem to be more challenging and complex than the older ones previously suggested. In this paper, however, we have proposed new and simple CG parameter that is easy to implement. Our numerical results have shown that our new method has the best performance when compared with other well-known CG methods. We have also provided proofs which show this method converges globally with sufficient descent direction. In future we intended to test this parameter using inexact line search.
