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DIFFERENTIAL K-THEORY AND LOCALIZATION FORMULA FOR
η-INVARIANTS
BO LIU AND XIAONAN MA
Abstract. In this paper, we obtain a localization formula in differential K-theory for S1-
action. Then by combining an extension of Goette’s result on the comparison of two types
of equivariant η-invariants, we establish a version of localization formula for equivariant
η-invariants. An important step of our approach is to construct a pre-λ-ring structure in
differential K-theory which is interesting in its own right.
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0. Introduction
The famous Atiyah-Singer index theorem [6] announced in 1963 computed the index of an
elliptic operator, which is defined analytically, in a topological way, more precisely, by using
the characteristic classes. We can understand the index as a primitive spectral invariant of an
elliptic operator, and the more refined spectral invariants such as the η-invariant of Atiyah-
Patodi-Singer and the analytic torsion of Ray-Singer as the secondary spectral invariants
of an elliptic operator. In [5, Proposition 2.10], Atiyah and Segal established a localization
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formula for the equivariant index using topological K-theory which computes the equivariant
index via the contribution of the fixed point set of the group action. Thus it is natural
to ask if the localization property holds for these secondary spectral invariants. Note that
these secondary spectral invariants are not computable in a local way and not a topological
invariant as the index.
Note that the holomorphic analytic torsion of Ray-Singer [48] (and its family version :
Bismut-Ko¨hler torsion form [18]) is the analytic counterpart of the direct image in Arakelov
geometry [52]. Bismut-Lebeau’s [19] embedding formula for the analytic torsion and Bismut’s
family extension [13] are the essential analytic ingredient of the arithmetic Riemann-Roch-
Grothendieck theorem [32, 30]. In the way to establish a version of the equivariant arithmetic
Riemann-Roch theorem, in [35, Theorem 4.4], Ko¨hler-Roessler established a version of the
fixed point formula of Lefschetz type in the equivariant arithmetic K-theory. At least in
the arithmetic context, Ko¨hler and Roessler’s result gives some relation of the equivariant
holomorphic torsions on the whole manifold and its contribution on the fixed point set for a
n-th roots of unity. In [36, Lemma 2.3], they discussed in detail this problem by combining
their result and Bismut-Goette’s result [16] on the comparison of two different versions of
equivariant holomorphic torsions, and made a conjecture for complex manifolds [36, Conjec-
ture, p82]. For more applications of the equivariant arithmetic Riemann-Roch theorem, cf.
[45] and later works.
Let’s consider the η-invariant now. Originally, the η-invariant for Dirac operator is the
spectral invariant introduced by Atiyah-Patodi-Singer (APS) [3] as the boundary contribution
in the course of establishing their famous APS index theorem for compact manifolds with
boundary. Formally, it is equal to the number of positive eigenvalues of the Dirac operator
minus the number of its negative eigenvalues. Cheeger-Simons [24] could give a formula
in R/Q for the η-invariant by using their differential characters, cf. also the recent work of
Zhang [57]. We notice that the η-invariant (or its family version: Bismut-Cheeger η-form [14])
plays a similar role in differential K-theory as the holomorphic analytic torsion in Arakelov
geometry. In particular, in Freed-Lott’s index theorem [28, Theorem 7.35] in differential K-
theory, the embedding formula of Bismut-Zhang [21, Theorem 2.2] for the η-invariant plays
an important role. Various extension of Bismut-Zhang’s embedding formula are recently
established by B. Liu [39] and later work.
In this paper, we will establish a version of the localization formula in differential K-
theory, even there is some similarity with [35, Theorem 4.4] in the final form, we need to
apply totally different arguments. In certain sense for S1-action, we get pointwise a relation
of the equivariant η-invariant and its contribution on the fixed point set (its definition is an
important part of the localization formula), modulo the values at g ∈ S1 of rational functions
with coefficients in Z. By combining it with our recent result [41], which is an extension
of Goette’s comparison formula for two kinds of equivariant η-invariants [33], we finally
conclude our main result: except a finite set on the circle S1, the difference of the equivariant
η-invariant and its contribution on the fixed point set is the restriction of a rational function
of g ∈ S1 with coefficients in Z. It seems that our result is the first geometric application of
differential K-theory.
Let’s recall first the Atiyah-Segal localization formula for equivariant index. Let Y be an
S1-equivariant compact Spinc manifold, in particular, there exists an S1-equivariant complex
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line bundle L such that ω2(TY ) = c1(L)mod (2), where ω2 is the second Stiefel-Whitney class
and c1 is the first Chern class [37, Appendix D]. Let E be an S
1-equivariant complex vector
bundle over Y . Let DY ⊗ E be the spinc Dirac operator on S(TY, L) ⊗ E, where S(TY, L)
is the spinor associated with L (cf. (1.13)).
For any complex vector bundle F over a manifold Y , we use the notation
Symt(F ) = 1 +
∑
k>0
Symk(F )tk, λt(F ) = 1 +
∑
k>0
Λk(F )tk(0.1)
for the symmetric and exterior power of K(Y )[[t]] respectively and denote by Sym(F ) :=
Sym1(F ). Here 1 is understood as the trivial complex line bundle on Y in K(Y ), the K-
group of Y .
Let Y S
1
be the fixed point set of the circle action on Y , then each connected component
Y S
1
α , α ∈ B, of Y S1, is a compact manifold. Let Nα be the normal bundle of Y S1α in Y and we
can choose a complex structure on Nα through the circle action. For any α ∈ B, Y S1α also has
an equivariant spinc structure with associated equivariant line bundle Lα = L|Y S1α ⊗(detNα)−1
(see (1.30) for instance).
Let K0S1(Y
S1
α )I(g) be the localization of the equivariant K-group K
0
S1(Y
S1
α ) at the prime
ideal I(g), which consists of all characters of S1 vanishing at g.
Assume temporary that Y is even dimensional, then the spinor is naturally Z2-graded:
S(TY, L) = S+(TY, L)⊕S−(TY, L). LetDY±⊗E be the restriction ofDY⊗E on C∞(Y,S±(TY,
L)⊗E), the space of smooth sections of S±(TY, L)⊗E on Y . Then Ker(DY±⊗E), the kernel
of DY± ⊗ E, are finite dimensional S1-complex vector spaces. Set
Indg(D
Y ⊗ E) = Tr |Ker(DY
+
⊗E)[g]− Tr |Ker(DY−⊗E)[g](0.2)
be the equivariant index of DY ⊗ E for g ∈ S1. For x = (F+ − F−)/χ ∈ K0S1(Y S
1
α )I(g) with
χ a character of S1 such that χ(g) 6= 0, the equivariant index of DY S1α ⊗ x is defined by
Indg(D
Y S
1
α ⊗ x) := χ(g)−1
(
Indg(D
Y S
1
α ⊗ F+)− Indg(DY S
1
α ⊗ F−)
)
for g ∈ S1,(0.3)
which does not depend on the choices of F+, F− ∈ K0S1(Y S
1
α ) and χ. Here D
Y S
1
α ⊗ F± are
the spinc Dirac operators on Y S
1
α defined in a similar way.
Theorem 0.1. [5, Lemma 2.7 and Proposition 2.8] If Y S
1
is the fixed point set of g ∈ S1,
then there exists an inverse λ−1(N∗α)
−1 in K0S1(Y
S1
α )I(g). Moreover,
Indg(D
Y ⊗ E) =
∑
α
Indg
(
DY
S1
α ⊗ λ−1(N∗α)−1 ⊗ E|Y S1
)
.(0.4)
For simplicity, we fix a complex structure on Nα such that the weights of the S
1-action on
Nα are all positive. Then by [43, (1.15)], we can reformulate Theorem 0.1 as
Indg(D
Y ⊗E) =
∑
α
Indg
(
DY
S1
α ⊗ Sym(N∗α)⊗ E|Y S1
)
as distributions on S1.(0.5)
Notice that Ind(DY ⊗ E) = Ker(DY+ ⊗ E)− Ker(DY− ⊗ E) ∈ R(S1), the representation ring
of S1, is a finite dimensional virtual representation of S1 and for each α,
Ind
(
DY
S1
α ⊗ Sym(N∗α)⊗E|Y S1
)
∈ R[S1](0.6)
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is a formal representation of S1, i.e., each weight k part of (0.6), denoted by
Ind
(
DY
S1
α ⊗ Sym(N∗α)⊗E|Y S1
)
k
is a finite dimensional virtual vector space. As a consequence of (0.5), for any |k| ≫ 1,∑
α
Ind
(
DY
S1
α ⊗ Sym(N∗α)⊗ E|Y S1
)
k
= 0.(0.7)
From now on, we assume that Y is odd dimensional. Let gTY be an S1-invariant Rie-
mannian metric on TY , and ∇TY be the Levi-Civita connection on (Y, gTY ). Let hL and hE
be S1-invariant metrics and ∇L and ∇E be S1-invariant Hermitian connections on (L, hL),
(E, hE). Denote by
TY = (TY, gTY ,∇TY ), L = (L, hL,∇L), E = (E, hE,∇E).(0.8)
We call them equivariant geometric triples.
For g ∈ S1, let η¯g(TY , L, E) be the associated equivariant APS reduced η-invariant (cf.
Definition 1.2).
In the rest of this paper, we always assume that Y S
1 6= ∅ except in Section 3.5.
Let Lα, N
∗
α and λ−1(N
∗
α) be the induced geometric triples on Y
S1
α . In view of (0.5), it is
natural to ask whether we can define η¯g
(
TY S
1
α , Lα, Sym(N
∗
α)⊗ E|Y S1
)
as certain distribution
on S1 for each α and how to compute the difference
η¯g(TY , L, E)−
∑
α
η¯g
(
TY S
1
α , Lα, Sym(N
∗
α)⊗ E|Y S1
)
(0.9)
as certain distribution on S1 by using geometric data on Y .
In this paper, we give a realization of λ−1(N∗α)
−1 in the localization of equivariant differ-
ential K-theory, such that ∑
α
η¯g
(
TY S
1
α , Lα, λ−1(N
∗
α)
−1 ⊗ E|Y S1
)
(0.10)
is well-defined, and then we identify it to η¯g(TY , L, E) up to a rational function on S
1 with
coefficient in Z. The reminder challenging problem is to compute precisely this rational
function on S1 in a geometric way.
For g ∈ S1, let K̂0g (Y ) be the g-equivariant differential K-group in Definition 2.14, which is
the Grothendieck group of equivalent classes (see (2.85) for the equivalent relation) of cycles
(E, φ), where E is an equivariant geometric triple and φ ∈ Ωodd(Y g,C)/dΩeven(Y g,C), the
space of odd degree complex valued differential forms on the fixed point set Y g of g, modulo
exact forms. Let K̂0g (Y )I(g) be its localization at the prime ideal I(g).
With respect to the S1-action, we have the decomposition of complex vector bundles Nα =⊕
v>0Nα,v such that g ∈ S1 acts on Nα,v by multiplication by gv.
Using the pre-λ-ring structure of the differential K-theory constructed in Theorem 2.6, we
obtain the differential K-theory version of the first part of Theorem 0.1:
Theorem 0.2 (See Theorem 2.16). There exists a finite subset A ⊂ S1 (cf. Proposition 1.1),
such that for g ∈ S1\A,
[
λ−1(N∗α), 0
]
is invertible in K̂0g (Y
S1
α )I(g) and there exists N0 > 0,
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which does not depend on g ∈ S1\A, such that for any N ∈ N,N > N0, we have[
λ−1(N∗α), 0
]−1
=
[
λ−1(N∗α)
−1
N , 0
]
∈ K̂0g (Y S
1
α )I(g).(0.11)
Here λ−1(N∗α)
−1
N is defined by cutting out up to degree N > N0 from the expansion of
λ−1(N∗α)
−1 by using the γ-filtration (see the precise definition in (2.61), (2.63), (2.64) and
(2.95)).
Note that λ−1(N∗α)
−1
N is a sum of virtual vector bundles on Y
S1
α with coefficients in
F (g)/
∏
v:Nα,v 6=0
(gv − 1)rkNα,v+N(0.12)
with F (x) ∈ Z[x], here Z[x] means the ring of polynomials on x with coefficients in Z and
rkN is the rank of the complex vector bundle N .
For g ∈ S1, set
Qg := {P (g)/Q(g) ∈ C : P,Q ∈ Z[x], Q(g) 6= 0} ⊂ C.(0.13)
Let ι : Y S
1 → Y be the natural embedding. Let ιˆ∗ : K̂0g (Y )I(g) → K̂0g (Y S1)I(g) be the
induced homomorphism.
Theorem 0.3. For g ∈ S1, the push-forward map f̂Y ∗ : K̂0g (Y )I(g) → C/Qg,
(E, φ)/χ 7→ χ(g)−1
(
−
∫
Y g
Tdg(∇TY ,∇L) ∧ φ+ η¯g(TY , L, E)
)
(0.14)
is well-defined.
For any g ∈ S1\A, ιˆ∗ is an isomorphism and the following diagram commutes
(0.15)
K̂0g (Y
S1)I(g) K̂
0
g (Y )I(g)
C/Qg,
[
λ−1(N
∗), 0
]
−1
∪ ιˆ∗
f̂
Y S
1
∗
f̂Y ∗
here the product ∪ is defined in (2.86). In particular, from (0.14), for any N ∈ N and
N > N0 with N0 in Theorem 0.2, we have
η¯g (TY , L, E)−
∑
α
η¯g
(
TY S
1
α , Lα, λ−1(N
∗
α)
−1
N ⊗ E|Y S1α
)
∈ Qg.(0.16)
The final main result of our paper is as follows:
Theorem 0.4. For A ⊂ S1, N0 ∈ N in Theorem 0.2, for any N ∈ N, N > N0, for any
equivariant geometric triple E over Y ,
η¯g (TY , L, E)−
∑
α
η¯g
(
TY S
1
α , Lα, λ−1(N
∗
α)
−1
N ⊗E|Y S1α
)
(0.17)
is the restriction over S1\A of a rational function with coefficients in Z of g ∈ S1, and it has
no poles on S1\A.
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In the last part of this paper (see Section 3.5), we discuss the case when Y S
1
= ∅.
Theorem 0.5 (See Theorem 3.11). If Y S
1
= ∅, A = {g ∈ S1 : Y g 6= ∅}, then η¯g(TY , L, E)
as a function on S1\A is the restriction of a rational function on S1 with coefficients in Z,
and it has no poles on S1\A.
A natural question is that why we do not work directly for all elements g ∈ S1\A in
Theorems 0.2, 0.3. Note that the equivalent relation defined by (2.85) in Definition 2.14 for
K̂0g (Y ) depends really on g ∈ S1 even for g ∈ S1\A. Thus we could not even start to define
the differential K-group K̂0S1(Y ), neither do the localization uniformly on g ∈ S1\A. On
the other hand, even in the classical situation in Theorem 0.1, we also localize only at each
element. To get our final result Theorem 0.4, which is certain uniform version of Theorem
0.3 on g ∈ S1\A, we need to use Theorems 1.9, 1.10, i.e., our extension of Goette’s result
that the equivariant η-invariant is a meromorphic function on g ∈ S1 with possible poles on
g ∈ A whose singularity is locally computable on Y g.
As the end of the introduction, we like to give a proof of Theorem 0.5 and a formal vanishing
of (0.9) in a special case.
We suppose that there exists an oriented even dimensional S1-equivariant Spinc Riemann-
ian compact manifold X with boundary Y = ∂X and associated S1-equivariant Hermitian
line bundle L = (L, hL,∇L), and an S1-equivariant Hermitian vector bundle (E , hE) with
S1-invariant connection ∇E such that (X, gTX), E and L are of product structure near the
boundary and
S(TX,L) = S+(TX,L)⊕ S−(TX,L), S+(TX,L)|Y = S(TY, L).(0.18)
Consider the index IndAPS(D
X ⊗ E) of the Dirac operator DX ⊗ E with respect to the APS
boundary condition in [3, 26]: For g ∈ S1\A1, with A1 = {h ∈ S1 : XS1 6= Xh}, we have
IndAPS,g(D
X ⊗ E) =
∫
XS1
Tdg(TX,L) chg(E)− η¯g(TY , L, E).(0.19)
Note that IndAPS(D
X ⊗ E) is a finite dimensional virtual S1-representation.
If Y S
1
= ∅, thenXS1 is a manifold without boundary. Thus (0.19) implies that η¯g(TY , L, E)
on S1\A1 is the restriction of a rational function on S1 with coefficients in Z.
Assume now Y S
1 6= ∅. We denote by IndAPS(DX ⊗ E , n) the multiplicity of weight n part
of S1-representation in IndAPS(D
X ⊗ E). Then
IndAPS,g(D
X ⊗ E) =
∑
n
IndAPS(D
X ⊗ E , n) · gn, for any g ∈ S1.(0.20)
Introduce the notation (cf. (1.18) and (3.40))
(0.21) R(q) = q−
1
2
∑
v v rkN
X
v +
1
2
l
⊗
v>0
Symq−v(N
X
v )⊗
(∑
v
Evq
v
)
=
∑
k
Rkq
k ∈ K(XS1)[[q, q−1]],
where we denote by ⊕v>0NXv the normal bundle of XS1 in X as in (1.5). Now in view of (0.5),
as XS
1
is a manifold with boundary Y S
1
= ∂XS
1
, we apply the usual APS-index theorem [3]
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for the operator DX
S1 ⊗ Rk and then obtain
IndAPS(D
XS
1 ⊗Rk) =
∫
XS1
Td(TXS
1
,L′) ch(Rk)−
∑
α
η¯(TY S
1
α , Lα, Rk),(0.22)
where L′ is the associated line bundle over XS1 defined as in (1.30). By the general analytic
localization technique in local index theory by Bismut-Lebeau [19], we can expect that the
arguments in [43, §1.2] extend to the APS-index case, i.e., we can expect that
IndAPS(D
X ⊗ E , k) = IndAPS(DXS
1 ⊗Rk), for any k ∈ Z.(0.23)
Now formally as for manifolds without boundary, we have∑
k∈Z
Td(TXS
1
,L′) ch(Rk) · gk = Tdg(TX,L) chg(E).(0.24)
Thus at least formally, for g ∈ S1\A1,
η¯g(TY , L, E) =
∑
k∈Z
∑
α
η¯(TY S
1
α , Lα, Rk) · gk.(0.25)
Thus we show formally that (0.9) is zero. Of course, from the above argument for the case
Y S
1
= ∅, we also understand that in general, (0.9) will not be zero. At least this discussion
indicates the possibilities to compute (0.9) in geometric way.
However, the authors do not know a theorem stating that for (TY , L, E) as above, there
exist k > 0 and S1-equivariant X,L, E such that ∂X consists of k properly oriented copies
of Y and on the restriction of ∂X , we get TY , L, E. Another difficulty is that how to make
a proper sense for the right-hand side of (0.25). This explains that our intrinsic formulation
of Theorem 0.4 does not rely on the existence of such an X , also that the usefulness of the
γ-filtration we introduced in differential K-theory.
Finally, it is natural to ask whether there is the similar localization formula (0.17) for the
real analytic torsion [47, 20]. However, unlike the holomorphic torsion and the η-invariant, a
suitableK-theory where the real analytic torsion is the analytic ingredient of a Riemann-Roch
type theorem in this theory (cf. [17]) is still lacking.
The main result of this paper is announced in [40].
This paper is organized as follows. In Section 1, we introduce the main object of our paper:
the equivariant η-invariant, and we review some of its analytic properties, which we will use
in this paper, such as the variation formula, the embedding formula and the comparison of
equivariant η-invariants. In Section 2, we prove that the differential K-ring is a pre-λ-ring
and construct the inverse of [λ−1(N∗α), 0] in K̂
0
g (Y
S1
α )I(g) explicitly. In Section 3, We prove
Theorems 0.3 and 0.4 and study the case for Y S
1
= ∅. We compute also in detail the equi-
variant η-invariant in the case Y = S1.
Notation: For any vector space V , B ∈ End(V ), we denote by Tr[B] the trace of B on V .
We denote by dim the real or complex dimension of a vector space, if it’s clear in the context,
otherwise, we add the subscript R or C. For a complex vector bundle E, we will denote by
rkE its rank as a complex vector bundle, and ER the underlying real vector bundle.
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For K = R or C, we denote by Ω•(X,K) the space of smooth K-valued differential forms
on a manifold X , and its subspaces of even/odd degree forms by Ωeven/odd(X,K). Let d be
the exterior differential, then the image of d is the space of exact forms, Im d.
Let R(S1) be the representation ring of the circle group S1. For any finite dimensional
virtual S1-representation V = M−M ′ ∈ R(S1) and h ∈ S1, the character χV (h) = Tr |M [h]−
Tr |M ′[h] ∈ Z[h, h−1], a polynomial in h and h−1. Conversely, for any f ∈ Z[h, h−1], there
exists a finite dimensional virtual S1-representation Vf ∈ R(S1) such that f = χVf on S1.
So in this paper, we will not distinguish the finite dimensional virtual S1-representation and
f ∈ Z[h, h−1] as an element of R(S1).
Acknowledgments. We would like to thank Professors Jean-Michel Bismut and Weiping
Zhang for helpful discussions. B. L. partially supported by the China Postdoctoral Sci-
ence Foundation No.2017M621404 and Shanghai Key Laboratory of Pure Mathematics and
Mathematical Practice. X. M. partially supported by NNSFC No.11528103, ANR-14-CE25-
0012-01, and funded through the Institutional Strategy of the University of Cologne within
the German Excellence Initiative.
1. Equivariant η-invariants
In this section, we review some of the facts on the equivariant η-invariants. In Section
1.1, we study the equivariant decomposition of TY . In Section 1.2, we define the equivariant
η-invariant. In Section 1.3, we recall the variation formula. In Section 1.4, we explain
the embedding formula. In Section 1.5, we compare the equivariant η-invariant with the
equivariant infinitesimal η-invariant.
1.1. Circle action. Let Y be a smooth compact manifold with a smooth circle action. For
g ∈ S1, set
Y g = {y ∈ Y : gy = y},
Y S
1
= {y ∈ Y : hy = y for any h ∈ S1}.(1.1)
Then Y g is the fixed point set of g-action on Y and Y S
1
is the fixed point set of the circle
action on Y with connected components {Y S1α }α∈B. Since Y is compact, the index set B is
a finite set. Certainly, for any g ∈ S1, Y S1 ⊂ Y g.
If g ∈ S1 is a generator of S1, that is, g = e2piit with t ∈ R irrational, then Y S1 is the fixed
point set Y g of g. We have the decomposition of real vector bundles over Y S
1
α
TY |Y S1α = TY
S1
α ⊕
⊕
v 6=0
NRα,v,(1.2)
where NRα,v is the underlying real vector bundle of a complex vector bundle Nα,v over Y
S1
α
such that g acts on Nα,v by multiplication by g
v. Let N be the normal bundle of Y S
1
in Y .
Then (1.2) induces the canonical identification Nα := N |Y S1α = ⊕v 6=0NRα,v. We will regard
Nα as a complex vector bundle. As complex vector bundles, complex conjugation provides a
C-anti-linear isomorphism between Nα,v and Nα,−v. Since we can choose either Nα,v or Nα,v
as the complex vector bundle for NRα,v, in what follows, we may and we will assume that
TY |Y S1α = TY
S1
α ⊕
⊕
v>0
NRα,v, Nα =
⊕
v>0
Nα,v.(1.3)
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Since the dimension of TY is finite, there are only finitely many v such that rkNα,v 6= 0
for each α. Set
q = max{v : there exists α ∈ B such that rkNα,v 6= 0}.(1.4)
Then we have the decompositions
TY |Y S1α = TY
S1
α ⊕
q⊕
v=1
NRα,v, Nα =
q⊕
v=1
Nα,v,(1.5)
such that g ∈ S1 acts on Nα,v by multiplication by gv.
Proposition 1.1. The set
A = {g ∈ S1 : Y S1 6= Y g}(1.6)
is finite.
Proof. Let gTY be an S1-invariant metric on Y . Then there exists ε > 0 such that the
exponential map
(y, Z) ∈ Uε = {(y, Z) ∈ Ny : y ∈ Y S1 , |Z| < ε} → expy(Z)(1.7)
is a diffeomorphism from Uε into the tubular neighborhood Vε of Y S1 in Y . Then for any
gt = e
2piit ∈ S1, (y, Z) ∈ Uε with Z = (zα,v)qv=1 ∈ Nα,y, we have
gt(y, Z) = (y, (e
2piitvzα,v)
q
v=1).(1.8)
Thus for t ∈ [0, 1),
Ugtε = Y S
1
, if t /∈ Fq :=
{
k
p
: k, p coprime, 0 ≤ k < p ≤ q
}
.(1.9)
Now on Y1 = Y \Uε/2, S1 acts locally freely on Y1. Thus for any x ∈ Y1, the stabilizer S1x of x
is a finite group {e2piij/k : 0 ≤ j < k} ≃ Zk for certain k ∈ N∗. Set Nx = TxY1/Tx(S1·x), which
is a linear representation of S1x ≃ Zk. By the slice theorem, there exists an S1-equivariant
diffeomorphism from an equivariant open neighborhood Ux of the zero section in S
1 ×S1x Nx
to an open neighborhood of S1 · x in Y1, which sends the zero section S1/S1x onto the orbit
S1 · x by the map g ∈ S1 → g · x. Now in this neighborhood Ux, for any g ∈ S1\S1x, Ugx = ∅.
By using the compactness of Y1, there is a finite set A0 ∈ S1 such that for any g ∈ S1\A0,
Y g1 = ∅. Combining with (1.9), we know A in (1.6) is finite.
The proof of Proposition 1.1 is completed. 
1.2. Equivariant η-invariants. In the rest of this section, let Y be an odd dimensional
compact oriented manifold with a circle action. Certainly the circle action preserves the
orientation of Y . Let gTY be an S1-invariant metric on TY .
Assume that Y has an S1-equivariant spinc structure, i.e., the S1-action on Y lifts naturally
on the associated Spinc principal bundle, in particular, there exists an S1-equivariant complex
line bundle L such that ω2(TY ) = c1(L)mod (2), where ω2 is the second Stiefel-Whitney class
and c1 is the first Chern class [37, Appendix D]. Let S(TY, L) be the fundamental complex
spinor bundle for L which locally may be written as
S(TY, L) = S0(TY )⊗ L1/2,(1.10)
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where S0(TY ) is the fundamental spinor bundle for the (possibly non-existent) spin structure
on TY and L1/2 is the (possibly non-existent) square root of L. It is naturally an S1-
equivariant complex vector bundle.
Let E be an S1-equivariant complex vector bundle over Y . Then S1 acts on C∞(Y,S(TY, L)⊗
E) by
(g.s)(x) = g(s(g−1x)), for g ∈ S1.(1.11)
Let hL and hE be S1-invariant Hermitian metrics on L and E respectively. Let hSY be the
S1-invariant Hermitian metric on S(TY, L) induced by gTY and hL.
Let ∇TY be the Levi-Civita connection on (TY, gTY ). Let ∇L and ∇E be S1-invariant
Hermitian connections on (L, hL) and (E, hE) respectively. Let ∇SY be the connection
on S(TY, L) induced by ∇TY and ∇L [37, Appendix D]. Let ∇SY ⊗E be the connection on
S(TY, L)⊗ E induced by ∇SY and ∇E ,
∇SY ⊗E = ∇SY ⊗ 1 + 1⊗∇E .(1.12)
Let {ej} be a locally orthonormal frame of (TY, gTY ). We denote by c(·) the Clifford action
of TY on S(TY, L). Let DY ⊗ E be the spinc Dirac operator on Y defined by
DY ⊗ E =
∑
j
c(ej)∇SY ⊗Eej : C∞(Y,S(TY, L)⊗ E)→ C∞(Y,S(TY, L)⊗E).(1.13)
Then DY ⊗ E is an S1-equivariant first order self-adjoint elliptic differential operator on Y
and its kernel Ker(DY ⊗ E) is an S1-complex vector space.
Let exp(−u(DY ⊗E)2), u > 0, be the heat semi-group of (DY ⊗E)2.
We denote by TY , L, E the equivariant geometric data
TY = (TY, gTY ,∇TY ), L = (L, hL,∇L), E = (E, hE,∇E).(1.14)
We also call TY , L, E equivariant geometric triples over Y .
Definition 1.2. For g ∈ S1, the equivariant (reduced) η-invariant associated with TY , L, E
is defined by
(1.15) η¯g(TY , L, E) =
∫ +∞
0
Tr
[
g(DY ⊗ E) exp(−u(DY ⊗ E)2)] du
2
√
πu
+
1
2
Tr |Ker(DY ⊗E)[g] ∈ C.
Note that the convergence of the integral in (1.15) is nontrivial (see e.g., [15, Theorem 2.6],
[26], [55, Theorem 2.1]).
1.3. Variation formula. Since gTY is S1-invariant, for any g ∈ S1, the fixed point set Y g
is an odd dimensional totally geodesic submanifold of Y . Let NR be the normal bundle of
Y g in Y and we identify it as the orthogonal complement of TY g in TY .
Since the S1-action preserves the spinc structure, we see that Y g is canonically oriented
(cf. [8, Proposition 6.14], [42, Lemma 4.1]).
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Assume first g = e2piit ∈ S1\A (cf. (1.6)), then Y g = Y S1 and by (1.3), we have the
decomposition of real vector bundles over Y g,
TY |Y g = TY g ⊕
⊕
v>0
NRv , N
R =
⊕
v>0
NRv ,(1.16)
where NRv is the underlying real vector bundle of the complex vector bundle Nv such that
g acts by multiplication by gv. We will fix the orientation on Y g = Y S
1
induced by the
canonical orientation on Nv as complex vector bundles and the orientation on TY .
Since gTY is S1-invariant, the decomposition (1.16) is orthogonal and the restriction of∇TY
on Y g is split under the decomposition. Let gTY
g
, gN
R
and gN
R
v be the metrics induced by gTY
on TY g, NR and NRv . Let ∇TY g , ∇NR and ∇NRv be the corresponding induced connections
on TY g, NR and NRv , with curvatures R
TY g , RN
R
and RN
R
v . Then under the decomposition
(1.16),
gTY = gTY
g ⊕ gNR, gNR =
⊕
v
gN
R
v , ∇TY |Y g = ∇TY g ⊕
⊕
v
∇NRv .(1.17)
Similarly as (1.16), we have the orthogonal decomposition of complex vector bundles with
connections on Y g
E|Y g =
⊕
v
Ev, ∇E|Y g =
⊕
v
∇Ev ,(1.18)
here g ∈ S1 acts as multiplication by gv on Ev and the connection ∇Ev on Ev is induced by
∇E. Let RE, REv be the curvatures of ∇E , ∇Ev .
Definition 1.3. For g = e2piit ∈ S1\A, set
Â(TY g,∇TY g) : = det1/2
(
i
4pi
RTY
g
sinh
(
i
4pi
RTY g
)) ,
Âg(N
R,∇NR) : =
(
i
1
2
dimNRdet1/2|NR
(
1− g · exp
(
i
2π
RN
R
)))−1
=
∏
v>0
(
i
1
2
dimNRv det1/2|NRv
(
1− g · exp
(
i
2π
RN
R
v
)))−1
,
Âg(TY,∇TY ) : = Â(TY g,∇TY g) · Âg(NR,∇NR) ∈ Ω•(Y g,C),
chg(E) : = Tr
[
g exp
(
i
2π
RE
)]
=
∑
v
Tr
[
exp
(
i
2π
REv + 2iπvt
)]
∈ Ω•(Y g,C).
(1.19)
The sign convention in Âg(N
R,∇NR) is that the degree 0 part in∏v>0 is given by ( epiivte2piivt−1) 12 dimNRv .
The forms in (1.19) are closed forms on Y g and their cohomology class does not depend
on the S1-invariant metrics gTY , hE and connection ∇E . We denote by Â(TY g), Âg(TY ),
chg(E) their cohomology classes, two of which appear in the equivariant index theorem [8,
Chapter 6].
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Comparing with (1.19), if g acts on L|Y g by multiplication by gl, we write
chg(L
1/2) := exp
(
i
4π
RL|Y g + iπlt
)
∈ Ω•(Y g,C).(1.20)
We denote by
Tdg(∇TY ,∇L) := Âg(TY,∇TY ) chg(L1/2).(1.21)
If g ∈ A, we have the decomposition of real vector bundles over Y g,
TY |Y g = TY g ⊕
⊕
0<θ≤pi
N(θ),(1.22)
where N(θ) is a real vector bundle over Y g which has a complex structure such that g acts
by multiplication by eiθ if θ 6= π; or an even dimensional oriented real vector bundle on
which g acts as multiplication by −1 if θ = π. Then we can still define chg(E) as in (1.19)
and Tdg(∇TY ,∇L) as in (1.21) by the sign convention that its degree 0 part is given by∏
0<θ≤pi
(
eiθ/2
eiθ−1
) 1
2
dimN(θ)
× eiθ1/2, where g acts on L|Y g by multiplication by eiθ1 , 0 ≤ θ1 < 2π.
This situation is only used in Sections 1.3, 1.5 and 3.2.
Let π : Y × R → Y be the natural projection. Then the S1-action lifts naturally on
Y × R, by acting only on the factor Y . Let TYj = (TY, gTYj ,∇TYj ), Lj = (L, hLj ,∇Lj ) and
Ej = (E, h
E
j ,∇Ej ) for j = 0, 1. Let gpi∗TY , hpi∗L and hpi∗E be S1-invariant metrics on π∗TY ,
π∗L and π∗E over Y × R such that for j = 0, 1,
gpi
∗TY |Y×{j} = gTYj , hpi
∗L|Y×{j} = hLj , hpi
∗E|Y×{j} = hEj .(1.23)
Let∇pi∗TY ,∇pi∗L and∇pi∗E be S1-invariant Hermitian connections on (π∗TY, gpi∗TY ), (π∗L, hpi∗L)
and (π∗E, hpi
∗E) such that for j = 0, 1,
∇pi∗TY |Y×{j} = ∇TYj , ∇pi
∗L|Y×{j} = ∇Lj , ∇pi
∗E |Y×{j} = ∇Ej .(1.24)
Let π∗E = (π∗E, hpi
∗E ,∇pi∗E) be the associated geometric triple on Y × R.
Let s be the coordinate of R in Y × R. If α = α0 + ds ∧ α1 with α0, α1 ∈ Λ•(T ∗Y ), we
denote by
{α}ds := α1.(1.25)
For g ∈ S1, the equivariant Chern-Simons classes c˜hg(E0, E1), T˜dg(∇TY0 ,∇L0 ,∇TY1 ,∇L1 ) ∈
Ωodd(Y g,C)/Im d are defined by
c˜hg(E0, E1) =
∫ 1
0
{chg(π∗E)}dsds ∈ Ωodd(Y g,C)/Im d,
T˜dg(∇TY0 ,∇L0 ,∇TY1 ,∇L1 ) =
∫ 1
0
{Tdg(∇pi∗TY ,∇pi∗L)}dsds ∈ Ωodd(Y g,C)/Im d.
(1.26)
Moreover, we have
d c˜hg(E0, E1) = chg(E1)− chg(E0),
d T˜dg(∇TY0 ,∇L0 ,∇TY1 ,∇L1 ) = Tdg(∇TY1 ,∇L1 )− Tdg(∇TY0 ,∇L0 ).
(1.27)
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Note that the Chern-Simons classes depend only on ∇TYj , ∇Lj and ∇Ej for j = 0, 1, i.e., they
do not depend on the choice of the path of connections neither of metrics (see [44, Theorem
B.5.4]).
Let η¯g(TY0, L0, E0) and η¯g(TY1, L1, E1) be the equivariant reduced η-invariants associated
with (TY0, L0, E0) and (TY1, L1, E1) respectively. The following variation formula is proved
in [38, Proposition 2.14], which extends the usual well-known non-equivariant variation for-
mula for η-invariant (cf. [4, p95] or [15, Theorem 2.11]).
Theorem 1.4. There exists V ∈ R(S1) such that for any g ∈ S1,
(1.28) η¯g(TY1, L1, E1)− η¯g(TY0, L0, E0) =
∫
Y g
T˜dg(∇TY0 ,∇L0 ,∇TY1 ,∇L1 ) chg(E1)
+
∫
Y g
Tdg(∇TY0 ,∇L0 )c˜hg(E0, E1) + χV (g).
1.4. Embedding formula for equivariant η-invariants. Recall that {Y S1α }α∈B is the set
of the connected components of Y S
1
and Nα is the normal bundle of Y
S1
α in Y . We consider
Nα as a complex vector bundle and denote by N
R
α the underlying real vector bundle of Nα.
Then NRα ⊗R C = Nα ⊕Nα.
Let C(NRα ) be the Clifford algebra bundle of (N
R
α , g
NR). Then Λ(N
∗
α) is a C(N
R
α )-Clifford
module. Namely, if u ∈ Nα, let u∗ ∈ N∗α correspond to u by the Hermitian metric hN , which
is induced by gN
R
and the complex structure of Nα. The Clifford action on Λ(N
∗
α) is defined
by
c(u) =
√
2u∗∧, c(u) = −
√
2iu for any u ∈ Nα,(1.29)
here ∧, i· are the exterior and interior product on forms.
Set
Lα = L|Y S1α ⊗ (detNα)
−1.(1.30)
Then TY S
1
α has an equivariant spin
c structure since ω2(TY
S1
α ) = c1(Lα)mod (2) (cf. [43,
(1.47)]). Let S(TY S1α , Lα) be the fundamental spinor bundle for (TY S1α , Lα). As in (1.10),
locally, we have
S(TY S1α , Lα) = S0(TY S
1
α )⊗ L1/2|Y S1α ⊗ (detNα)
−1/2,
Λ•(N
∗
α) = S0(NRα )⊗ (detNα)1/2.
(1.31)
Therefore, we have
S(TY, L)|Y S1α = S(TY
S1
α , Lα)⊗ Λ•(N∗α).(1.32)
Let ∇N be the Hermitian connection on (Nα, hN) induced by ∇NR in (1.17). Note that
the equivariant geometric triple Nα = (Nα, h
N ,∇N) induces equivariant geometric triples
Λeven(N∗α), Λ
odd(N∗α) and detNα. Denote by
λ−1(N∗α) = Λ
even(N∗α)− Λodd(N∗α),
λ−1(N∗α) = Λ
even(N∗α)− Λodd(N∗α).
(1.33)
Let Lα be the equivariant geometric triple induced from (1.30).
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From [12, (6.26)], we have
chg
(
λ−1(N∗α)
)
= Âg(N
R,∇NR)−1 · chg
(
(detNα)
−1/2
)
.(1.34)
From (1.19)-(1.21), (1.30) and (1.34), on Y S
1
α , we have
Tdg(∇TY ,∇L) chg
(
λ−1(N∗α)
)
= Â(TY S
1
α ,∇TY
S1
α ) chg
(
L1/2α
)
= Tdg
(
∇TY S1α ,∇Lα
)
.(1.35)
Let (µ, hµ) be an S1-equivariant Hermitian vector bundle over Y S
1
with an S1-invariant
Hermitian connection ∇µ. Let ι : Y S1 → Y be the natural embedding. In the followings,
we describe Atiyah-Hirzebruch’s geometric construction of the direct image ι∗µ of µ for the
embedding in K-theory [2, 21]. It will be clear from its construction that it is compatible
with the group action.
For any δ > 0, set Uα,δ := {Z ∈ NRα : |Z| < δ}. Then there exists ε0 > 0 such that the
exponential map (y, Z) ∈ NRα → expYy (Z) is a diffeomorphism between Uα,2ε0 and an open
S1-equivariant tubular neighbourhood of Y S
1
α in Y for any α. Without confusion we will also
regard Uα,2ε0 as this neighbourhood of Y S1α in Y via this identification. We choose ε0 > 0
small enough such that for any α 6= β ∈ B, Uα,2ε0 ∩ Uβ,2ε0 = ∅.
Let πα : Nα → Y S1α denote the projection of the normal bundle Nα over Y S1α . For Z ∈ NRα ,
let c˜(Z) ∈ End(Λ•(N∗α)) be the transpose of the canonical Clifford action c(Z) on Λ•(N ∗α) in
(1.29). In particular, for u ∈ Nα, let u¯∗ ∈ N∗α be the metric dual of u¯ ∈ Nα, then
c˜(u) =
√
2 iu, c˜(u¯) = −
√
2 u¯∗ ∧ .(1.36)
Let π∗α(Λ
•(N∗α)) be the pull back bundle of Λ
•(N∗α) over Nα. For any Z ∈ NRα with Z 6= 0,
let c˜(Z) : π∗α(Λ
even/odd(N∗α))|Z → π∗α(Λodd/even(N∗α))|Z denote the corresponding pull back
isomorphism at Z.
As S1 acts trivially on Y S
1
α , we can just apply [37, Chapter I, Corollary 9.9] for each weight
part to see that (cf. also [51, Proposition 2.4]) there exists an S1-equivariant vector bundle
Fα over Y
S1
α such that (Λ
odd(N∗α) ⊗ µα) ⊕ Fα with µα = µ|Y S1α , is an S1-equivariant trivial
complex vector bundle over Y S
1
α . Then√−1c˜(Z)⊕ π∗αIdFα : π∗α(Λeven(N∗α)⊗ µα ⊕ Fα)|Z → π∗α(Λodd(N∗α)⊗ µα ⊕ Fα)|Z(1.37)
induces an S1-equivariant isomorphism between two equivariant trivial vector bundles over
Uα,2ε0\Y S1α .
By adding the trivial bundles with corresponding S1-action, we could assume that
rk(Λeven/odd(N∗α)⊗ µα ⊕ Fα) = rk(Λeven/odd(N∗β)⊗ µβ ⊕ Fβ) for any α 6= β ∈ B.(1.38)
Clearly, {π∗α(Λeven/odd(N∗α) ⊗ µα ⊕ Fα)|∂Uα,2ε0}α∈B extend smoothly to two equivariant triv-
ial complex vector bundles over Y \ ∪α∈B Uα,2ε0 . Take equivariant geometric triple Fα =
(Fα, h
Fα,∇Fα). By a partition of unity argument, we get an equivariant Z2-graded Hermitian
vector bundle (ξ, hξ) such that
ξ±|Uα,ε0 = π∗α(Λeven/odd(N∗α)⊗ µα ⊕ Fα)|Uα,ε0 ,
hξ± |Uα,ε0 = π∗α
(
hΛ
even/odd(N∗α)⊗µα ⊕ hFα
)∣∣∣
Uα,ε0
,
(1.39)
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where hΛ
even/odd(N∗α)⊗µα is the S1-invariant Hermitian metric on Λeven/odd(N∗α) ⊗ µα induced
by hN and hµ. Again by a partition of unity argument, we get an S1-invariant Z2-graded
Hermitian connection ∇ξ = ∇ξ+ ⊕∇ξ− on ξ = ξ+ ⊕ ξ− over Y such that
∇ξ±|Uα,ε0 = π∗α
(
∇Λeven/odd(N∗α)⊗µα ⊕∇Fα
)∣∣∣
Uα,ε0
,(1.40)
where ∇Λeven/odd(N∗α)⊗µα is the Hermitian connection on Λeven/odd(N∗α) ⊗ µα induced by ∇N
and ∇µ. Then the direct image of µ by ι is given by
ι∗µ = ξ+ − ξ−.(1.41)
We denote now
ιˆ∗µ = ξ+ − ξ−, with ξ± = (ξ±, hξ±,∇ξ±) over Y.(1.42)
The following theorem is proved in [39, Corollaries 3.8, 3.9] by applying for G = S1,
g ∈ S1\A, which is an equivariant extension of [21, Theorem 2.2] (cf. also [25, Theorem 4.1]
or [27, Theorem 2.1]).
Theorem 1.5. There exists V ′ ∈ R(S1), such that for any g ∈ S1\A,
ηg(TY , L, ξ+)− ηg(TY , L, ξ−) =
∑
α
ηg(TY
S1
α , Lα, µ) + χV ′(g).(1.43)
Remark that in [39, Theorem 3.7] when the base space is a point, V ′ is explained as an
equivariant spectral flow which is constructed from Y g. Since for any g ∈ S1\A, Y g = Y S1
does not change, thus V ′ does not depend on g ∈ S1\A.
Remark 1.6. Note that in the general setting of [39, Theorem 3.7] for the embedding
i : Y → X , there is an additional term, the equivariant Bismut-Zhang current. Note that
the equivariant Bismut-Zhang current is defined for the normal bundle of Y g in Xg. In our
case, since (Y g)g = Y g, this term is zero.
1.5. Comparison of equivariant η-invariants. In this subsection, we review the compar-
ison formula for equivariant η-invariants in [41] which is an extension of the result of [33]
and the analogue of the comparison formulas for the holomorphic torsions [16] and for the
de Rham torsions [17].
For K ∈ Lie(S1), let KY (x) = ∂
∂t
∣∣
t=0
etK · x be the induced vector field on Y and LK be
its Lie derivative, by LKs = ∂∂t
∣∣
t=0
(
e−tK . s
)
for s ∈ C∞(Y,E) (cf. (1.11)). The associated
moments are defined by [8, Definition 7.5],
mE(K) := ∇EKY −LK ∈ C∞(Y,End(E)),
mTY (K) := ∇TYKY −LK = ∇TY· KY ∈ C∞(Y,End(TY )),
(1.44)
where the last equation holds since the Levi-Civita connection ∇TY is torsion free.
Let REK and R
TY
K be the equivariant curvatures of E and TY defined in [8, §7.1]:
REK = R
E − 2iπmE(K), RTYK = RTY − 2iπmTY (K).(1.45)
Observe thatmTY (K)|Y g commutes with the circle action for any g ∈ S1. Then it preserves
the decomposition (1.16) and (1.22). Let mTY
g
(K), mN (K) and mNv(K) be the restrictions
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of mTY (K)|Y g to TY g, NR and NRv respectively. Similarly, mE(K)|Y g preserves the decom-
position (1.18). We define the corresponding equivariant curvatures RTY
g
K and R
NR
K as in
(1.45). The following definition is an analogue of Definition 1.3 and (1.20).
Definition 1.7. For g = e2piit ∈ S1, K ∈ Lie(S1), |K| small enough, set
Âg,K(TY,∇TY ) : = det1/2
(
i
4pi
RTY
g
K
sinh
(
i
4pi
RTY
g
K
))
×
(
i
1
2
dimNRdet1/2
(
1− g · exp
(
i
2π
RN
R
K
)))−1
,
chg,K(E) : = Tr
[
g exp
(
i
2π
REK
)]
∈ Ω•(Y g,C).
(1.46)
For g ∈ S1\A, as in (1.20), we define
chg,K(L
1/2) : = exp
(
i
4π
RLK |Y g + iπlt
)
.(1.47)
For g ∈ A, as we discussed after (1.21), we replace iπlt by i
2
θ1 in (1.47). Certainly for K = 0,
Âg,K(·) = Âg(·) and chg,K(·) = chg(·).
For K ∈ Lie(S1), set
dK = d− 2iπiKY .(1.48)
Then by [8, Theorem 7.7], Âg,K(TY,∇TY ), chg,K(E) and chg,K(L1/2) are dK-closed.
As in (1.21), we denote by
Tdg,K(∇TY ,∇L) := Âg,K(TY,∇TY ) chg,K(L1/2).(1.49)
For K ∈ Lie(S1), let ϑK ∈ T ∗Y be the 1-form which is dual to KY by the metric gTY , i.e.,
ϑK(X) = 〈KY , X〉 for X ∈ TY.(1.50)
For g ∈ S1, K ∈ Lie(S1), |K| small enough, set
Mg,K(TY , L, E) = −
∫ ∞
0
{∫
Y g
ϑK
2iπ
exp
(
v dKϑK
2iπ
)
Tdg,K(∇TY ,∇L) chg,K(E)
}
dv.(1.51)
Note that if g ∈ S1 \ A, we have Y g = Y S1 from (1.6), thus
ϑK = 0 on Y
g and Mg,K(TY , L, E) = 0 for g ∈ S1 \ A.(1.52)
By the argument of [34, Proposition 2.2], Mg,K(TY , L, E) is well-defined for |K| small
enough, moreover, for K0 ∈ Lie(S1), t ∈ R and |t| small enough,Mg,tK0(TY , L, E) is smooth
at t 6= 0 for g ∈ A and there exist cj(K0) ∈ C such that as t→ 0, we have
Mg,tK0(TY , L, E) =
(dimY g+1)/2∑
j=1
cj(K0)t
−j +O(t0).(1.53)
In the following infinitesimal η-invariant, the operator
√
tDY ⊗ E + c(KY )
4
√
t
is the operator
introduced by Bismut [10] in his heat kernel proof of the Kirillov formula for the equivariant
index. As observed by Bismut [11, §1d)], [8, §10.7], its square plus LKY is the square of the
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Bismut superconnection for a fibration with compact structure group, by replacing KY by
the curvature of the fibration, thus η¯g,K in (1.54) should be understood as certain universal
η-forms of Bismut-Cheeger.
Definition 1.8. [41, Definition 2.3] For g ∈ S1, K ∈ Lie(S1) and |K| small enough, the
equivariant infinitesimal (reduced) η-invariant is defined by
(1.54) η¯g,K(TY , L, E) =
∫ +∞
0
1
2
√
πt
Tr
[
g
(
DY ⊗E − c(K
Y )
4t
)
· exp
(
−t
(
DY ⊗ E + c(K
Y )
4t
)2
− LKY
)]
dt+
1
2
Tr |Ker(DY ⊗E)[geK ] ∈ C.
From (1.15), (1.51) and (1.54), we know that η¯g,0(·) = η¯g(·), Mg,0(·) = 0.
The following two theorems are a special case of [41, Theorems 0.1, 0.2] which extend
Goette’s result [33, Theorem 0.5], when the equivariant η-forms are just equivariant η-
invariants and the compact Lie group is S1.
Theorem 1.9. Fix K0 ∈ Lie(S1), g ∈ S1. There exists β > 0 such that for t ∈ R and
|t| < β, the equivariant infinitesimal η-invariant η¯g,tK0(TY , L, E) is well-defined and depends
analytically on t. Furthermore, as a function of t near 0, t(dimY
g+1)/2Mg,tK0(TY , L, E) is
real analytic.
Theorem 1.10. Fix 0 6= K0 ∈ Lie(S1). For any g ∈ S1, there exists β > 0 such that for
−β < t < β, t 6= 0, we have
η¯g,tK0(TY , L, E) = η¯getK0 (TY , L, E) +Mg,tK0(TY , L, E).(1.55)
Remark that since η¯g,tK0(TY , L, E) is analytic on t, when t → 0, the singular terms of
η¯getK0 (TY , L, E) is the same as that of −Mg,tK0(TY , L, E) in (1.53). Thus from Theorem
1.10, we know η¯g(TY , L, E) as a function of g ∈ S1, is analytic on S1\A, moreover, it is
meromorphic at g ∈ A, and has the same singularity as −Mg,tK0(TY , L, E).
2. Differential K-theory
In this section, we prove that the differential K-ring is a pre-λ-ring and use this fact to
construct the inverse of λ−1(N∗) explicitly in differential K-theory level. In Section 2.1 we
define the pre-λ-ring structure and study some examples. In Section 2.2, we construct the
pre-λ-ring structure in differential K-theory. In Section 2.3, we study the locally nilpotent
property of the γ-filtration in differential K-theory. In Section 2.4, we define the g-equivariant
differential K-theory and construct the inverse of λ−1(N∗) explicitly in differential K-theory
level.
2.1. Pre-λ-ring.
Definition 2.1. [9, Definition 2.1] For a commutative ring R with identity, a pre-λ-ring
structure is defined by a countable set of maps λn : R → R with n ∈ N such that for all
x, y ∈ R,
a) λ0(x) = 1;
b) λ1(x) = x;
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c) λn(x+ y) =
∑n
j=0 λ
j(x)λn−j(y).
If R has a pre-λ-ring structure, we call it a pre-λ-ring.
Remark that in [7, §1], the pre-λ-ring here is called the λ-ring.
If t is an indeterminate, for x ∈ R, we define
λt(x) =
∑
n≥0
λn(x)tn.(2.1)
Then the relations a), c) show that λt is a homomorphism from the additive group of R into
the multiplicative group 1 +R[[t]]+, of formal power series in t with constant term 1, i.e.,
λt(x+ y) = λt(x)λt(y) for any x, y ∈ R.(2.2)
Now we study some pre-λ-rings which we will use later.
For the set of even degree real closed forms Zeven(Y,R) on a manifold Y , we define the
Adams operation Ψk : Zeven(Y,R)→ Zeven(Y,R) for k ∈ N by
Ψk(x) = klx for x ∈ Z2l(Y,R).(2.3)
For x ∈ Zeven(Y,R), we define
λt(x) =
∑
n≥0
λn(x)tn := exp
( ∞∑
k=1
(−1)k−1Ψk(x)tk
k
)
.(2.4)
From the Taylor expansion of the exponential function, we have λ0(x) = 1 and λ1(x) = x.
Since
(2.5) λt(x+ y) = exp
( ∞∑
k=1
(−1)k−1Ψk(x+ y)tk
k
)
= exp
( ∞∑
k=1
(−1)k−1Ψk(x)tk
k
+
∞∑
k=1
(−1)k−1Ψk(y)tk
k
)
= λt(x)λt(y),
we have
λn(x+ y) =
n∑
j=0
λj(x)λn−j(y).(2.6)
Thus (2.4) gives a pre-λ-ring structure on Zeven(Y,R).
Consider the vector space
Γ(Y ) := Zeven(Y,R)⊕ (Ωodd(Y,R)/Im d) .(2.7)
We give degree l ≥ 0 to Z2l(Y,R) ⊕ (Ω2l−1(Y,R)/Im d) with Ω−1(·) = {0}. We define a
pairing on Γ(Y ) by the formula
(ω1, φ1) ∗ (ω2, φ2) := (ω1 ∧ ω2, ω1 ∧ φ2 + φ1 ∧ ω2 − dφ1 ∧ φ2).(2.8)
Easy to verify that this pairing is commutative and associative. Since ∗ is clearly bilinear
and (1, 0) is a unit, the pairing ∗ defines a graded associative, commutative and unitary
R-algebra structure on Γ(Y ) (see [31, Theorem 7.3.2]). We define the Adams operation
Ψk : Γ(Y )→ Γ(Y ) for k ∈ N by
Ψk(α, β) = (klα, klβ) for (α, β) ∈ Z2l(Y,R)⊕ (Ω2l−1(Y,R)/Im d).(2.9)
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By using the pairing ∗ to replace the multiplicity in (2.4), similarly as Zeven(Y,R), we could
obtain a pre-λ-ring structure on Γ(Y ).
Set
p : Γ(Y )→ Zeven(Y,R), (ω, ϕ)→ ω,
 : Zeven(Y,R)→ Γ(Y ), ω → (ω, 0).(2.10)
Then p is the projection from Γ(Y ) to its component Zeven(Y,R) and  is the natural injection.
By (2.8), p,  are homomorphism of pre-λ rings, in particular,
λk(ω, 0) = (λkω, 0).(2.11)
Let G be a Lie group and g its Lie algebra. A polynomial ϕ : g→ C is called a G-invariant
polynomial if
ϕ(Ad(g−1)A) = ϕ(A), for any g ∈ G, A ∈ g.(2.12)
The set of all G-invariant polynomials is denoted by C[g]G. Let U(r) be the unitary group
with Lie algebra u(r). For A ∈ u(r), the characteristic polynomial of −A is
det(λI + A) = λr + c1(A)λ
r−1 + · · ·+ cr(A).(2.13)
So cj ∈ C[u(r)]U(r) for 1 ≤ j ≤ r. It is well-known that C[u(r)]U(r) is generated by c1, · · · , cr:
C[u(r)]U(r) = C[c1, · · · , cr].(2.14)
Let T r = {(eit1 , · · · , eitr) : t1, · · · , tr ∈ R} be a maximal torus of U(r) with Lie algebra tr.
Then
C[tr]T
r
= C[u1, · · · , ur],(2.15)
where uj(x) = xj , for any x =
∑r
j=1 xj
∂
∂tj
∣∣∣
t=0
∈ Te(T r) = tr. Let
θ : T r → U(r), (eit1 , · · · , eitr) 7→ diag(eit1 , · · · , eitr)(2.16)
be the natural injection, here diag(· · · ) is the diagonal matrix. It is well-known that
θ∗ : C[u(r)]U(r) → C[tr]T r(2.17)
is an injective homomorphism and
θ∗(cj) = σj(u1, · · · , ur), θ∗
(
C[u(r)]U(r)
)
= C[σ1, · · · , σr],(2.18)
where σj is the j-th elementary symmetric polynomial. We define the Adams operations for
any k ∈ N
Ψk : C[u(r)]U(r) → C[u(r)]U(r), Ψk(cj) = kjcj ,
Ψk : C[tr]T
r → C[tr]T r , Ψk(uj) = kuj.
(2.19)
By constructing λn as in (2.4), C[u(r)]U(r) and C[tr]T
r
are equipped now pre-λ-ring structures.
Let E be a complex vector bundle over Y of rank r. Let hE be a Hermitian metric on
E. Let ∇E be a Hermitian connection on (E, hE). We also denote by E = (E, hE ,∇E)
the geometric triple for this non-equivariant setting. For ϕ ∈ C[u(r)]U(r), we define the
characteristic form ϕ(E) by
ϕ(E) = ψY ϕ
(−RE) ∈ Ωeven(Y,C),(2.20)
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where ψY : Ω
even(Y,C)→ Ωeven(Y,C) is defined by
ψY ω = (2iπ)
−jω for ω ∈ Ω2j(Y,C).(2.21)
Thus the triple E induces a homomorphism of rings
fE : C[u(r)]
U(r) → Zeven(Y,C), ϕ 7→ ϕ(E).(2.22)
Let π∗E = (π∗E, hpi
∗E ,∇pi∗E) be the triple defined in Section 1.2 without the group action.
As in (1.26), the Chern-Simons class ϕ˜(E0, E1) ∈ Ωodd(Y,C)/Im d is defined by (cf. [44,
Definition B.5.3])
ϕ˜(E0, E1) :=
∫ 1
0
{ϕ(π∗E)}dsds ∈ Ωodd(Y,C)/Im d.(2.23)
Then by [44, Theorem B.5.4],
dϕ˜(E0, E1) = ϕ(E1)− ϕ(E0),(2.24)
and the Chern-Simons class depends only on ∇E0 and ∇E1 , i.e., it does not depend on the
path of connections neither of metrics.
Lemma 2.2. Let Ej = (E, h
E
j ,∇Ej ) for j = 0, 1, 2. Let ϕ, ϕ′ ∈ C[u(r)]U(r). Then we have
(a) ϕ˜(E0, E2) = ϕ˜(E0, E1) + ϕ˜(E1, E2);
(b) ϕ˜+ ϕ′(E0, E1) = ϕ˜(E0, E1) + ϕ˜′(E0, E1);
(c) ϕ˜ϕ′(E0, E1) = ϕ˜(E0, E1)ϕ′(E1) + ϕ(E0)ϕ˜′(E0, E1);
(d) (ϕ(E1), ϕ˜(E0, E1)) ∗ (ϕ′(E1), ϕ˜′(E0, E1)) = (ϕϕ′(E1), ϕ˜ϕ′(E0, E1)).
Proof. By (2.23), (a) and (b) are obvious and (c) could be calculated directly. We only need
to prove (d).
From (2.8), (2.24) and (a)-(c), we have
(2.25) (ϕ(E1), ϕ˜(E0, E1)) ∗ (ϕ′(E1), ϕ˜′(E0, E1))
=
(
ϕ(E1)ϕ
′(E1), ϕ(E1)ϕ˜′(E0, E1) + ϕ˜(E0, E1)ϕ′(E1)− (ϕ(E1)− ϕ(E0))ϕ˜′(E0, E1)
)
= (ϕϕ′(E1), ϕ˜ϕ′(E0, E1)).
The proof of Lemma 2.2 is completed. 
Similarly as in (2.22), the triple π∗E induces a map
f˜E : C[u(r)]
U(r) → Γ(Y ), ϕ 7→ (ϕ(E1), ϕ˜(E0, E1)).(2.26)
It is a ring homomorphism by Lemma 2.2.
Lemma 2.3. The ring homomorphisms p, θ∗, fE and f˜E in the following diagram are all
homomorphisms of pre-λ-rings,
Γ(Y ) C[u(r)]U(r) C[tr]T
r
Zeven(Y,R).
f˜E
fE
p
θ∗
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Moreover, we have
fE1 = p ◦ f˜E .(2.27)
Proof. From (2.3), (2.9), (2.10), (2.17), (2.19), (2.22) and (2.26), we see that all homomor-
phisms here commute with the corresponding Adams operations. So by (2.4), they are all
homomorphisms of pre-λ-rings.
The relation (2.27) follows directly from (2.22) and (2.26).
The proof of Lemma 2.3 is completed. 
By (2.18), (θ∗)−1(H) ∈ C[u(r)]U(r) is well-defined for any homogeneous symmetric polyno-
mial H in u1, · · · , ur. We define the Chern character to be the formal power series
ch =
∞∑
k=0
(θ∗)−1
( 1
k!
r∑
j=1
ukj
)
.(2.28)
It is easy to see that
fE(ch) :=
∞∑
k=0
fE ◦ (θ∗)−1
( 1
k!
r∑
j=1
ukj
)
(2.29)
is the same as the canonical Chern character ch(E) in Definition 1.3 for g = 1.
Since the manifold is finite dimensional, when we consider the characteristic forms, in the
image of fE, the right hand side of (2.29) is a finite sum. In this paper, we only care about
the characteristic forms. We could calculate θ∗ and λi on ch formally and obtain the rigorous
equality of the characteristic forms after taking the map fE .
From this point of view, we write
ch = (θ∗)−1
( r∑
j=1
exp(uj)
)
.(2.30)
From Lemma 2.3, (2.4), (2.19) and (2.30), we have
(2.31) θ∗ ◦ λt(ch) = λt
( r∑
j=1
exp(uj)
)
= exp
( ∞∑
k=1
1
k
(−1)k−1tkΨk
( r∑
j=1
exp(uj)
))
= exp
( r∑
j=1
∞∑
k=1
1
k
(−1)k−1tk exp(kuj)
)
= exp
( r∑
j=1
log(1 + t exp(uj))
)
=
r∏
j=1
(1 + t exp(uj)).
From (2.31), we get the following equality, which is firstly proved in [31, Lemma 7.3.3],
λk(ch)(E) = ch(Λk(E)) ∈ Zeven(Y,R).(2.32)
Lemma 2.4. The following identity holds,
λk
(
ch(E1), c˜h(E0, E1)
)
=
(
ch(Λk(E1)), c˜h(Λ
k(E0),Λ
k(E1))
)
∈ Γ(Y ).(2.33)
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Proof. From (2.23) and (2.32), modulo exact forms, we have
(2.34) λ˜k(ch)(E0, E1) =
∫ 1
0
{λk(ch)(π∗E)}dsds
=
∫ 1
0
{ch(Λk(π∗E))}dsds = c˜h(Λk(E0),Λk(E1)).
So from Lemma 2.3, (2.26), (2.32) and (2.34), we get
(2.35) λk
(
ch(E1), c˜h(E0, E1)
)
= λk
(
f˜E(ch)
)
= f˜E(λ
k(ch))
=
(
λk(ch)(E1), λ˜k(ch)(E0, E1)
)
=
(
ch(Λk(E1)), c˜h(Λ
k(E0),Λ
k(E1))
)
.
The proof of Lemma 2.4 is completed. 
2.2. Pre-λ-ring structure in differential K-theory. We introduce now a pre-λ-ring
structure for differential K-ring. It can be understood as the differential K-theory version of
the pre-λ-ring structure for arithmetic K-theory in [31, Theorem 7.34].
Let Y be a compact manifold.
Definition 2.5. [28, Definition 2.16] A cycle for differential K-theory is the pair (E, φ)
where φ ∈ Ωodd(Y,R)/Im d. Two cycles (E1, φ1) and (E2, φ2) are equivalent if there exists a
geometric triple E3 and a vector bundle isomorphism
Φ : E1 ⊕ E3 → E2 ⊕ E3(2.36)
such that
c˜h
(
E1 ⊕E3,Φ∗
(
E2 ⊕E3
))
= φ2 − φ1.(2.37)
We define the sum in the obvious way by
(E, φ) + (F, ψ) = (E ⊕ F , φ+ ψ).(2.38)
We define the differential K-group K̂0(Y ) as the Grothendieck group of equivalent classes of
cycles. It is an abelian group. We define the ring structure of K̂0(Y ) by
[E, φ] ∪ [F , ψ] = [E ⊗ F , [(ch(E), φ) ∗ (ch(F ), ψ)]odd],(2.39)
where [·]odd is the component of Γ(Y ) in Ωodd(Y,R)/Im d.
It is easy to check that this product (2.39) is well-defined, commutative and associative.
The element
1 := [C, 0](2.40)
is a unit. Where C is the trivial line bundle over Y with the trivial metric and connection.
From (1.27), (2.36) and (2.37), if [E, 0] = [F , 0] ∈ K̂0(Y ), we have
ch(E) = ch(F ) ∈ Ω•(Y,R).(2.41)
Theorem 2.6. There exists a pre-λ-ring structure on K̂0(Y ).
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Proof. Observe that (ch(E), φ) ∈ Γ(Y ). Since Γ(Y ) is a pre-λ-ring, we define
λk(E, φ) := (Λk(E), [λk(ch(E), φ)]odd).(2.42)
It is clear that
λ0(E, φ) = 1, λ1(E, φ) = (E, φ).(2.43)
By (2.32), (2.39) and (2.42), for cycles (E, φ) and (F, ψ), we have
(2.44) λk((E, φ) + (F , ψ)) = λk(E ⊕ F, φ+ ψ)
= (Λk(E ⊕ F ), [λk(ch(E ⊕ F ), φ+ ψ)]odd)
=
(
k∑
j=0
Λj(E)⊗ Λk−j(F ),
[
k∑
i=0
λi(ch(E), φ) ∗ λk−i(ch(F ), ψ)
]
odd
)
=
k∑
j=0
(
Λj (E)⊗ Λk−j (F ) ,
[(
ch
(
Λj (E)
)
,
[
λj (ch (E) , φ)
]
odd
)
∗
(
ch
(
Λk−j (F )
)
,
[
λk−j (ch (F ) , ψ)
]
odd
)]
odd
)
=
k∑
j=0
(
Λj(E), [λj(ch(E), φ)]odd
)
∪
(
Λk−j(F ), [λk−j(ch(F ), ψ)]odd
)
=
k∑
j=0
λj(E, φ) ∪ λk−j(F, ψ),
here the second equality is from (2.42), the third equality is from Definition 2.1c) and the
pre-λ-ring structure of Γ(Y ), the fourth equality is from the definition
λj(ch(E), φ) =
(
λj (ch (E)) ,
[
λj (ch (E) , φ)
]
odd
)
(2.45)
and (2.32), the last two equalities are from (2.39) and (2.42). So we only need to prove that
λk is well-defined on K̂0(Y ).
If (E1, φ1) ∼ (E2, φ2), there exist E3 and isomorphism Φ : E1 ⊕E3 → E2 ⊕ E3 such that
c˜h
(
E1 ⊕E3,Φ∗
(
E2 ⊕E3
))
= φ2 − φ1.(2.46)
From (2.33) and (2.42), we have
(2.47) λk(E2 ⊕ E3, c˜h
(
E1 ⊕ E3,Φ∗
(
E2 ⊕ E3
))
)
=
(
Λk
(
E2 ⊕ E3
)
,
[
λk
(
ch(E2 ⊕E3), c˜h
(
E1 ⊕E3,Φ∗
(
E2 ⊕ E3
)))]
odd
)
=
(
Λk
(
E2 ⊕ E3
)
, c˜h
(
Λk(E1 ⊕ E3),Φ∗Λk
(
E2 ⊕ E3
)) )
.
By Definition 2.5, (2.11) and (2.42), we get
(2.48) λk(E1 ⊕ E3, 0) =
(
Λk
(
E1 ⊕ E3
)
,
[
λk
(
ch(E1 ⊕ E3), 0
)]
odd
)
=
(
Λk
(
E1 ⊕ E3
)
, 0
) ∼ (Λk (E2 ⊕ E3) , c˜h (Λk(E1 ⊕ E3),Φ∗Λk (E2 ⊕ E3)) ).
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From (2.47) and (2.48), we get
λk(E1 ⊕E3, 0) ∼ λk
(
E2 ⊕E3, c˜h
(
E1 ⊕E3,Φ∗
(
E2 ⊕ E3
)))
.(2.49)
Since
λt(Ej ⊕E3, φj) = λt((Ej ⊕ E3, 0) + (0, φj)) = λt(Ej ⊕ E3, 0) ∪ λt(0, φj)(2.50)
for j = 1, 2, by (2.46) and (2.49), we have
(2.51) λk(E1 ⊕ E3, φ1) =
k∑
n=0
λn(E1 ⊕E3, 0) ∪ λk−n(0, φ1)
∼
k∑
n=0
λn(E2 ⊕E3, φ2 − φ1) ∪ λk−n(0, φ1) = λk(E2 ⊕E3, φ2).
By Definition 2.1c), for any k ≥ 1, j = 1, 2, we have
λk(Ej ⊕ E3, φj) =
k∑
n=0
λn(Ej , φj) ∪ λk−n(E3, 0).(2.52)
Note that λ1(E1, φ1) = (E1, φ1) ∼ (E2, φ2) = λ1(E2, φ2). We assume that λn(E1, φ1) ∼
λn(E2, φ2) holds for all 1 ≤ n ≤ k − 1. Then
k−1∑
n=0
λn(E1, φ1) ∪ λk−n(E3, 0) ∼
k−1∑
n=0
λn(E2, φ2) ∪ λk−n(E3, 0).(2.53)
From (2.51), (2.52) and (2.53), since λ0(x) = 1, λk(E1, φ1) ∼ λk(E2, φ2). So by induction,
for any k ≥ 1, we have λk(E1, φ1) ∼ λk(E2, φ2).
The proof of Theorem 2.6 is completed. 
Lemma 2.7. If σ : X → Y is a C∞ map of compact manifolds, then its pull-back maps
σ∗ : Γ(Y )→ Γ(X), σ∗(ω, φ) = (σ∗ω, σ∗φ);
σˆ∗ : K̂0(Y )→ K̂0(Y ), σˆ∗(E, φ) = (σ∗E, σ∗φ),(2.54)
are morphisms of pre-λ-rings.
Proof. From (2.8), (2.9), σ∗ commutes with the operators ∗, Ψk, thus σ∗ : Γ(Y )→ Γ(X) is a
morphism of pre-λ-rings. Now from (2.22) and (2.23), σ∗Λk(E) = Λk(σ∗E), σ∗fE = fσ∗Eσ∗,
ϕ˜σ∗ = σ∗ϕ˜, we get the second map of (2.54) is well-defined and a morphism of pre-λ-rings
from (2.42). 
Remark 2.8. In [9, Chapter V], the λ-ring is well studied, which needs two additional
conditions in Definition 2.1. It is well-known that the topological K-group K0(Y ) is a λ-ring
(cf. [7, Theorem 1.5]). In [50], the author proves that the arithmetic K-group is also a λ-ring.
It is natural to ask whether the differential K-group K̂0(Y ) is also a λ-ring, and we will come
back to this question later. However, for our application here, the pre-λ-ring structure for
differential K-theory is enough.
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2.3. γ-filtration.
Definition 2.9. Let R be any pre-λ-ring with an augmentation homomorphism rk : R→ Z.
The γ-operations are defined by
γt(x) =
∑
j≥0
γj(x)tj := λ t
1−t
(x).(2.55)
By Definition 2.1, we have
γ0 = 1, γ1(x) = x, γt(x+ y) = γt(x)γt(y), for any x, y ∈ R.(2.56)
Definition 2.10. Set F nR := R for n ≤ 0 and F 1R the kernel of rk : R→ Z. Let F nR be the
additive subgroup generated by γr1(x1) · · · γrk(xk), where x1, · · · , xk ∈ F 1R and
∑k
j=1 rj ≥ n.
The filtration
F 1R ⊇ F 2R ⊇ F 3R ⊇ · · ·(2.57)
is called the γ-filtration of R. The γ-filtration is said to be locally nilpotent at x ∈ F 1R,
if there exists M(x) ∈ N, such that γr1(x) · · · γrk(x) = 0 for any ∑kj=1 rj > M(x).
Let Y be a compact connected manifold.
It is well-known that the classical γ-filtration of K0(Y ) is locally nilpotent for any x ∈
F 1K0(Y ) [1, Proposition 3.1.5] with the augmentation homomorphism rk : E → rkE, the
rank of the complex vector bundle E. Since K̂0(Y ) is a pre-λ-ring, the augmentation homo-
morphism rk(E, φ) := rkE defines a γ-filtration of K̂0(Y ).
For geometric triple E, by (2.1), (2.42), we have
λt(E) =
∑
j≥0
Λj(E)tj .(2.58)
So γi(E), defined as in (2.55), is a finite dimensional virtual Hermitian vector bundle with
induced metric and connection. We also denote it by γi(E). Let k be the k-dimensional trivial
complex vector bundle with trivial metric and connection. Then F 1K̂0(Y ) is generalized by
cycles (E − rkE, φ) for φ ∈ Ωodd(Y,R)/Im d. By (2.40), (2.55) and (2.58),
λt(C) = 1 + t, γt(C) = 1 +
t
1− t · 1 =
1
1− t .(2.59)
From (2.55), (2.56), (2.58) and (2.59), letting r = rkE, we have
(2.60) γt(E − rkE) = γt(E)γt(C)−r = λ t
1−t
(E)(1− t)r =
r∑
i=0
Λi(E)ti(1− t)r−i
=
r∑
i=0
r−i∑
j=0
(−1)j
(
r − i
j
)
Λi(E)ti+j =
r∑
k=0
(
k∑
i=0
(−1)k−i
(
r − i
k − i
)
Λi(E)
)
tk.
So
γk(E − rkE) =

∑k
i=0(−1)k−i
(
r − i
k − i
)
Λi(E), if 0 ≤ k ≤ r;
0, if k > r.
(2.61)
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Since λt(x) = γt/(1+t)(x), we have
(2.62) λt(E) = λt(E − rkE) · λt(rkE) = γ t
1+t
(E − rkE) · (1 + t)r
= (1 + t)r
(
1 +
r∑
i=1
γi(E − rkE)ti(1 + t)−i
)
.
Formally, we have
(2.63) λt(E)
−1 = (1 + t)−r
(
1 +
r∑
i=1
γi(E − rkE)ti(1 + t)−i
)−1
= (1 + t)−r
(
1 +
∞∑
j=1
(−1)j
( r∑
i=1
γi(E − rkE)ti(1 + t)−i
)j)
= (1 + t)−r
1 + ∞∑
k=1
tk(1 + t)−k
∑
(n1,··· ,nr)∈Nr ,∑r
i=1 i·ni=k
(−1)
∑r
i=1 ni
(
∑r
i=1 ni)!∏r
i=1 ni!
r∏
i=1
(
γi(E − rkE))ni
 .
To simplify the notations, by using (2.61), in (2.63), we denote by
λt(E)
−1 = (1 + t)−r
(
1 +
∞∑
k=1
tk(1 + t)−k
(
Pk,+(E)− Pk,−(E)
))
.(2.64)
Remark that Pk,±(E) here are finite dimensional Hermitian vector bundles with induced
metrics and connections. We denote by Pk,+(E) = Pk,−(E) = 0 for k < 0 and P0,+(E) = C,
P0,−(E) = 0. From (2.62)-(2.64), we know that for any l ∈ N∗,[
r∑
i=0
γi(E − rkE)
(
Pl−i,+(E)− Pl−i,−(E)
)
, 0
]
= 0 ∈ K̂0(Y ).(2.65)
Theorem 2.11. The γ-filtration of K̂0(Y ) is locally nilpotent at [E − rkE, 0]. Explicitly,
there exists Nr,m > 0 (depending only on r,m) such that for any geometric triple E on Y
with r = rkE, m = dimY , and (n1, · · · , nr) ∈ Nr such that
r∑
i=1
i · ni > Nr,m,(2.66)
we have
r∏
i=1
(
γi([E − rkE, 0]))ni = [ r∏
i=1
(
γi(E − rkE))ni , 0] = 0 ∈ K̂0(Y ).(2.67)
Proof. For any complex vector bundle F on Y , from (2.61), by forgetting the metric and
connection, we get the γk-operation on K0(Y ),
γk(F − rkF ) =

∑k
i=0(−1)k−i
(
r − i
k − i
)
Λi(F ), if 0 ≤ k ≤ rkF ;
0, if k > rkF.
(2.68)
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From the classical property of the γ-operation in K-theory [1, Propositions 3.1.5, 3.1.10], we
know that there exists aY > 0 (depending only on Y ) such that
γi1(x1)γ
i2(x2) · · ·γik(xk) = 0 ∈ K0(Y ) if xj ∈ F 1K0(Y ), ij ∈ N,
k∑
j=1
ij ≥ aY .(2.69)
Let E be a geometric triple on Y with r = rkE, m = dimY .
Let U(E) be the U(r)-principal bundle of unitary frames of the Hermitian vector bundle
(E, hE). Then U(E) ×U(r) Cr ≃ E and hE coincides with the Hermitian metric induced by
the canonical Hermitian inner product on Cr. The Hermitian connection ∇E corresponds
uniquely to a connection ω on U(E).
Let Gr(r,Cp) be the Grassmannian which is a space parameterizing all complex linear
subspaces of Cp of given dimension r. Let V(p, r) be the canonical U(r)-principal bundle
over Gr(r,Cp) with the canonical connection ω0. Let H = V(p, r) ×U(r) Cr. Let hH be
the Hermitian metric on H induced by the canonical inner product on Cr. Let ∇H be the
Hermitian connection on H induced by ω0. Let rkH be the r-dimensional trivial vector
bundle over Gr(r,Cp) with trivial metric and connection.
By a theorem of Narasimhan and Ramanan [46, Theorem 1], for
p = (m+ 1)(2m+ 1)r3,(2.70)
there exists a map f : Y → Gr(r,Cp) such that f ∗V(p, r) = U(E) and f ∗ω0 = ω. Thus
f ∗(H, hH ,∇H) = (E, hE ,∇E). Let fˆ ∗ : K̂0(Gr(r,Cp))→ K̂0(Y ) be the pull-back map. From
(2.42), (2.55) and (2.61), we have
(2.71)
r∏
i=1
(
γi([E − rkE, 0]))ni = [ r∏
i=1
(
γi(E − rkE))ni , 0]
= fˆ ∗
{[
r∏
i=1
(
γi(H − rkH))ni , 0]} ∈ K̂0(Y ).
By (2.69) and (2.70), there exists ar,m > 0 (depending only on r,m) such that
r∏
i=1
(
γi(H − rkH))ni = 0 ∈ K0(Gr(r,Cp)) if r∑
i=1
i · ni > ar,m.(2.72)
From Definition 2.5 and (2.72), if
∑r
i=1 i · ni > ar,m, there exists α ∈ Ωodd(Gr(r,Cp),R) such
that [ r∏
i=1
(
γi(H − rkH))ni , 0] = [0, α] ∈ K̂0(Gr(r,Cp))(2.73)
and
(2.74) − dα = ch
( r∏
i=1
(
γi(H − rkH))ni ) = r∏
i=1
(
ch
(
γi(H − rkH)) )ni
∈ Ωeven(Gr(r,Cp),R).
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From (2.22), (2.32) and (2.60), we have
(2.75) ch(γt(H − rkH)) = ch(λt/(1−t)(H))(1− t)r =
r∑
i=0
ch(Λi(H))ti(1− t)r−i
=
r∑
i=0
λi(ch)(H)ti(1− t)r−i =
r∑
i=0
fH
(
λi(ch)
)
ti(1− t)r−i,
where fH is the map (2.22) with respect to H . From (2.31), we have
(2.76)
r∑
i=0
θ∗λi(ch)ti(1− t)r−i =
r∑
i=0
σi(e
u1 , · · · , eur)ti(1− t)r−i
=
r∏
j=1
(
(1− t) + teuj
)
=
r∏
j=1
(
1 + t(euj − 1)
)
=
r∑
i=0
σi(e
u1 − 1, · · · , eur − 1)ti.
Since θ∗ is injective and σi(eu1 − 1, · · · , eur − 1) is symmetric with respect to ui, from (2.75)
and (2.76), we have
ch(γi(H − rkH)) = fH ◦ (θ∗)−1
(
σi(e
u1 − 1, · · · , eur − 1)) ∈ Zeven(Gr(r,Cp),R).(2.77)
From Lemma 2.3, we see that the Adams operation Ψk commutes with fH ◦ (θ∗)−1. Since
Ψk
(
σi(e
u1 − 1, · · · , eur − 1)) = σi(eku1 − 1, · · · , ekur − 1)(2.78)
is a power series with respect to k such that the coefficients of 1, k, · · · , ki−1 vanish, so is
Ψk(ch(γi(H − rkH))). Since Ψkβ = klβ for β ∈ Z2l(Gr(r,Cp),R), we have
ch(γi(H − rkH)) ∈ Ω≥2i(Gr(r,Cp),R).(2.79)
Since dimRGr(r,Cp) = 2r(p− r) = 2r2((m+ 1)(2m+ 1)r2 − 1), for any (n1, · · · , nr) ∈ Nr
such that
∑r
i=1 i · ni > r2((m+ 1)(2m+ 1)r2 − 1), we have
ch
(
r∏
i=1
(γi(H − rkH))ni
)
= 0 ∈ Ωeven(Gr(r,Cp),R).(2.80)
By (2.74) and (2.80), we have dα = 0 if
∑r
i=1 i · ni > Nr,m, with
Nr,m = sup{r2((m+ 1)(2m+ 1)r2 − 1), ar,m}.(2.81)
Since the cohomology of the Grassmannian vanishes for the odd degree, the differential form
α is exact. From (2.73), [
∏r
i=1(γ
i(H − rkH))ni, 0] = 0 ∈ K̂0(Gr(r,Cp)). By (2.71), for any
(n1, · · · , nr) ∈ Nr such that
∑r
i=1 i · ni > Nr,m, we have[
r∏
i=1
(γi(E − rkE))ni, 0
]
= 0 ∈ K̂0(Y ).(2.82)
The proof of Theorem 2.11 is completed. 
Remark 2.12. a). Comparing with (2.67) and (2.69), a natural question on the γ-filtration
of K̂0(Y ) is whether we can replace Nr,m in (2.66) by a constant depending only on Y such
that (2.67) still holds, more generally the analogue of (2.69) holds in K̂0(Y ).
b). Let {Ui} be an open covering of Gr(r,Cp) such that Ui’s are diffeomorphic to open balls,
and the covers can be divided into dimRGr(r,Cp)+1 = 2r(p−r)+1 classes U1, · · · ,U2r(p−r)+1
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such that no two Ui’s of the same class intersect, from a result of Nash (cf. Ann. of Math.
63 (1956), p.61). Let Vj =
⋃
Ui∈Uj Ui, j = 1, · · · , 2r(p− r) + 1. Then the union is a disjoint
union with the trivialization hj : H|Vj → Vj × Cr. Let {ϕj} be a partition of unity of {Vj}.
Let π1 : H → Gr(r,Cp) and π2 : Vj × Cr → Cr be the natural projections. Then the map
v ∈ H 7→ (π1(v), ϕ1(π1(v)) · π2(h1(v)), · · · , ϕ2r(p−r)+1(π1(v)) · π2(h2r(p−r)+1(v)))
induces a bundle mapH → Gr(r,Cp)×Cr(2r(p−r)+1) such that it is injective at each fiber. Then
we obtain a complex vector bundle F over Gr(r,Cp) with rank 2r2(p− r) as the complement
of H in Gr(r,Cp)× Cr(2r(p−r)+1). Thus we have
γt(rkH −H) = γt((rkH + F )− (H + F )) = γt(F − rkF ).
From (2.68) and the above equation, γt(rkH−H) is a polynomial in t with degree ≤ rkF . By
applying the remark before [1, Proposition 3.1.5] to the polynomials γt(H− rkH), γt(rkH−
H), we could take
ar,m = rkH · rkF = 2r3(p− r) = 2r4((m+ 1)(2m+ 1)r2 − 1).
Thus we can take Nr,m = 2r4((m+ 1)(2m+ 1)r2 − 1).
From Theorem 2.11, (2.63) and (2.64), we have the following corollary.
Corollary 2.13. If k > Nr,m with Nr,m in (2.81), we have
[Pk,+(E), 0] = [Pk,−(E), 0] ∈ K̂0(Y ).(2.83)
2.4. The g-equivariant differential K-theory: a proof of Theorem 0.2. Let Y be a
compact manifold with S1-action. In the followings, we adapt the notations in Section 1.
The following definition is an extension of Definition 2.5.
Definition 2.14. For g ∈ S1, a cycle for the g-equivariant differential K-theory is the
pair (E, φ) where E = (E, hE,∇E) is an S1-equivariant geometric triple on Y and φ ∈
Ωodd(Y g,C)/Im d. Two cycles (E1, φ1) and (E2, φ2) are equivalent if there exists an S1-
equivariant geometric triple E3 = (E3, h
E3,∇E3) and an S1-equivariant vector bundle iso-
morphism over Y
Φ : E1 ⊕ E3 → E2 ⊕ E3(2.84)
such that
c˜hg
(
E1 ⊕E3,Φ∗
(
E2 ⊕E3
))
= φ2 − φ1.(2.85)
We define the sum in the same way as in (2.38). We define the g-equivariant differential
K-group K̂0g (Y ) as the Grothendieck group of equivalent classes of cycles. It is an abelian
group. We define the ring structure of K̂0g (Y ) by
[E, φ] ∪ [F , ψ] = [E ⊗ F, chg(E) ∧ ψ + φ ∧ chg(F )− dφ ∧ ψ].(2.86)
As in Definition 2.5, this product is well-defined, commutative and associative. The element
1 := [C, 0] is a unit: the circle action on the total space Y × C is defined by g(y, c) = (gy, c)
for any (y, c) ∈ Y × C, the trivial metric and connection are obviously S1-invariant.
Remark 2.15. Certainly, we can replace S1 by any compact Lie group in Definition 2.14.
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As in (2.41), if [E, 0] = [F, 0] ∈ K̂0g (Y ), we have
chg(E) = chg(F ) ∈ Ω•(Y g,C).(2.87)
Note that g ∈ S1 defines a prime ideal I(g) in R(S1), the representation ring of S1, namely
all characters of S1 which vanish at g. For any R(S1)-module M, we denote by MI(g)
the module obtained from M by localizing at this prime ideal. An element of R(S1)I(g)
is a “fraction” u/v with u, v ∈ R(S1) and χv(g) 6= 0, but two fractions u/v and u′/v′
represent the same element of R(S1)I(g) if there exists w ∈ R(S1) with χw(g) 6= 0 and
wuv′ = wu′v ∈ R(S1). Elements ofMI(g) are ”fractions” u/v (u ∈M, v ∈ R(S1), χv(g) 6= 0)
with a similar equivalence relation. Thus MI(g) is a module over the local ring R(S1)I(g).
Since we do not distinguish the finite dimensional virtual representations and the characters
of elements in R(S1), we usually write the element of MI(g) by
u/χ with u ∈M, χ ∈ Z[h, h−1] for h ∈ S1, χ(g) 6= 0.(2.88)
For a finite dimensional S1-representation M , we take the S1-action on Y ×M by
g(y, u) = (gy, gu).(2.89)
Thus Y ×M → Y is an equivariant vector bundle over Y . We denote this equivariant vector
bundle by EM . From this construction, the trivial metric h
M and the trivial connection d
on EM are naturally S
1-invariant. Let M = (EM , h
M , d). Note that E 7→ EM ⊗ E makes
K0S1(Y ) a R(S
1)-module. From (2.85), since chg(M) = χM(g), constant on Y
g, (E, φ) 7→
(M ⊗E, χM(g) · φ) makes K̂0g (Y ) a R(S1)-module.
In the reminder of this section, we will use the geometric triple with or without the group
action together. In order to distinguish the notations, we will denote by ′E the corresponding
geometric triple forgetting the group action.
Recall that Y S
1
= {Y S1α }α∈B is the fixed point set of the circle action and Nα is the normal
bundle of Y S
1
α in Y . We consider Nα as a complex vector bundle. By [51, Proposition 2.2],
K0S1(Y
S1
α ) ≃ R(S1)⊗K0(Y S
1
α ).(2.90)
By (1.5), for g ∈ S1\A, in the sense of (2.90), we write
λ−1(N∗α) ≃
q⊗
v=1
λ−g−v
(
′N∗α,v
)
=
q⊗
v=1
(
1 +
rkNα,v∑
k=1
(−g−v)k · Λk
(
′N∗α,v
))
.(2.91)
Note that from (1.6), for g ∈ S1\A, we have Y g = Y S1 , thus gv − 1 6= 0 if rkNα,v 6= 0. Set
rα,v = rkNα,v, mα = dim Y
S1
α .(2.92)
By (2.63) and (2.64), formally,
(2.93) λ−g−v
(
′N∗α,v
)−1
= (1− g−v)−rα,v
(
1 +
∞∑
k=1
(−g−v)k(1− g−v)−k
(
Pk,+(
′N∗α,v)− Pk,−(′N∗α,v)
))
=
gvrα,v
(gv − 1)rα,v
(
1 +
∞∑
k=1
(−1)k
(gv − 1)k
(
Pk,+(
′N∗α,v)− Pk,−(′N∗α,v)
))
.
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Furthermore, by Corollary 2.13, we know that for any k > Nrα,v,mα,[
Pk,+(
′N∗α,v)− Pk,−(′N∗α,v), 0
]
= 0 ∈ K̂0(Y S1α ).(2.94)
We define
λ−g−v
(
′N∗α,v
)−1
N
:=
gvrα,v
(gv − 1)rα,v
(
1 +
N∑
k=1
(−1)k
(gv − 1)k
(
Pk,+(
′N∗α,v)− Pk,−(′N∗α,v)
))
,
λ−1(N∗α)
−1
N :=
⊗
v: rα,v 6=0
λ−g−v
(
′N∗α,v
)−1
N
.
(2.95)
By (2.81) and (2.94), we see that for any N ,N ′ > supα,vNrα,v,mα ,[
λ−1(N∗α)
−1
N , 0
]
=
[
λ−1(N∗α)
−1
N ′, 0
]
∈ K̂0g (Y S
1
α )I(g).(2.96)
Then from (2.65), (2.91)-(2.96), for any N > supα,vNrα,v,mα , we have[
λ−1(N∗α), 0
]
∪
[
λ−1(N∗α)
−1
N , 0
]
= 1 ∈ K̂0g (Y S
1
α )I(g).(2.97)
Summarizing, we obtain the following precise version of Theorem 0.2.
Theorem 2.16. For g ∈ S1\A,
[
λ−1(N∗α), 0
]
is invertible in K̂0g (Y
S1
α )I(g) and for any N >
supα,vNrα,v,mα in (2.81), we have[
λ−1(N∗α), 0
]−1
=
[
λ−1(N∗α)
−1
N , 0
]
∈ K̂0g (Y S
1
α )I(g).(2.98)
Remark that the lower bound supα,vNrα,v,mα does not depend on g ∈ S1\A.
From (2.41) and (2.94), for any k > Nrα,v,mα,
ch
(
Pk,+(
′N∗α,v)
)
= ch
(
Pk,−(′N∗α,v)
)
∈ Ω•(Y S1α ,R).(2.99)
From (2.95), we have
(2.100) chg
(
λ−1(N∗α)
−1
N
)
=
∏
v: rα,v 6=0
gvrα,v
(gv − 1)rα,v
(
1 +
N∑
k=1
(−1)k
(gv − 1)k
(
ch
(
Pk,+(
′N∗α,v)
)
− ch
(
Pk,−(′N∗α,v)
)))
.
The following corollary follows directly from (2.87), (2.97) and (2.99).
Corollary 2.17. For any N > supα,vNrα,v,mα, g ∈ S1\A,
chg
(
λ−1(N∗α)
)
· chg
(
λ−1(N∗α)
−1
N
)
= 1 ∈ Ω•(Y S1α ,C).(2.101)
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3. Localization formula for equivariant η-invariants
In this section, we establish Theorems 0.3 and 0.4. In Section 3.1, we establish the localiza-
tion formula in g-equivariant differential K-theory. In Section 3.2, we define a push-forward
map in g-equivariant differential K-theory. In Section 3.3, we state Theorem 3.7, which is a
precise formulation of our main result, Theorem 0.4. In Section 3.4, we establish first The-
orem 0.3 by applying the embedding formula of η-invariants, Theorem 1.5, the localization
and push-forward map in g-equivariant differential K-theory. By using Theorems 0.3, 1.9
and 1.10, we get finally Theorem 3.7. In Section 3.5, we study the case when Y S
1
= ∅.
3.1. Localization in g-equivariant differential K-theory. Let Y be a compact manifold
with S1-action. We explain first the S1-equivariant K1-theory of S1-action on Y , and the
odd Chern character for an element in K1-group.
Let K1S1(Y ) be the S
1-equivariant K1-group of Y (see [51, Definitions 2.7 and 2.8]). By
Definition, it is characterized by the following exact sequence
0→ K1S1(Y ) ς→ K0S1(Y × Ŝ1) i
∗→ K0S1(Y )→ 0,(3.1)
where Ŝ1 is a copy of S1 and i : Y → Y × Ŝ1 is an S1-equivariant embedding with trivial
S1-action on Ŝ1. Note that Y × Ŝ1 = Y × R/Z. We assume that i(Y ) = Y × {1
2
}.
By (3.1), an element y of K1S1(Y ) could be represented as an element x = ς(y) ∈ K0S1(Y ×
Ŝ1) such that i∗(x) = 0 ∈ K0S1(Y ). We write x = W − U , where W and U are equivariant
complex vector bundles over Y × Ŝ1. By [51, Proposition 2.4], we may and we will assume
that U is a trivial vector bundle associated with a finite dimensional S1-representation as in
(2.89). Since i∗(x) = W |Y×{1/2} − U |Y×{1/2} = 0 ∈ K0S1(Y ), by adding on U a trivial vector
bundle associated with a finite dimensional S1-representation, we may and we will assume
that W |Y×{1/2} is a trivial vector bundle over Y ×{1/2} associated with a finite dimensional
S1-representation M as in (2.89) and
U = Y × Ŝ1 ×M.(3.2)
Since [0, 1] is contractible, there exists an S1-equivariant morphism F ∈ C∞(Y,Aut(M))
such that
W = Y × [0, 1]×M/ ∼F ,(3.3)
where ∼F is the glue:(y, 1, m) ∼F (y, 0, F (y)m) for y ∈ Y , m ∈ M . Then it induces an
equivariant vector bundle isomorphism F : EM → EM , where the S1-equivariant vector
bundle EM on Y is defined as in (2.89) by
EM := Y ×M.(3.4)
When we restrict the above construction on Y S
1
, as S1 acts trivially on Y S
1
, we have
U |
Y S1×Ŝ1 = Y
S1 × Ŝ1 ×M, W |
Y S1×Ŝ1 = Y
S1 × [0, 1]×M/ ∼F ,
ES
1
M := EM |Y S1 = Y S
1 ×M,
(3.5)
where S1 acts only on the factor M .
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Let ∇ be an S1-invariant connection on EM . Then F ∗∇·· = F−1∇·(F ·) is also an S1-
invariant connection on EM . From (3.3),
∇W = dt ∧ ∂
∂t
+ (1− t)∇ + tF ∗∇ = dt ∧ ∂
∂t
+∇+ tF−1∇F(3.6)
is a well-defined S1-invariant connection on W over Y × Ŝ1.
Recall that the equivariant Chern character form chg(E) and the equivariant Chern-Simons
class c˜hg(E0, E1) defined in (1.19) and (1.26) are independent of the metrics. We often denote
the equivariant Chern character form by chg(E,∇E) and the equivariant Chern-Simons class
by c˜hg(E,∇E0,∇E1).
Let ∇U be the trivial connection on U . It is naturally S1-invariant. For g ∈ S1\A, the
odd equivariant Chern character for y ∈ K1S1(Y ) as above, is defined by
(3.7) chg(y) :=
[∫
S1
(chg(W,∇W )− chg(U,∇U))
]
=
[∫
S1
chg(W,∇W )
]
∈ Hodd(Y S1,C) ⊂ Ωodd(Y S1 ,C)/Im d,
where the fiberwise integral
∫
S1
is normalized such that
∫
S1
π˜∗α∧β = α∧∫
S1
β for the natural
projection π˜ : Y S
1 × Ŝ1 → Y S1 and α ∈ Ω•(Y S1), β ∈ Ω•(Y S1 × Ŝ1). As [chg(W,∇W )] ∈
H•(Y S
1 × Ŝ1,C) does not depend on the choice of ∇, thus chg(y) also does not depend on
∇. From (1.19), (1.25), (3.6) and (3.7), we have
(3.8) chg(y) = −
[∫
[0,1]
{
chg
(
[0, 1]× ES1M , dt ∧
∂
∂t
+ (1− t)∇+ tF ∗∇
)}dt
dt
]
= −c˜hg(ES1M ,∇, F ∗∇) ∈ Ωodd(Y S
1
,C)/Im d.
If we choose ∇ as the trivial connection d on EM , by (3.6), the curvature RW of ∇W is
given by
RW =
(∇W )2 = dt ∧ (F−1dF )− t(1− t)(F−1dF )2.(3.9)
From (1.19), (1.25), (3.8) and (3.9), we calculate that
chg(y) =
∑
n≥0
1
(2iπ)n+1
n!
(2n+ 1)!
[
Tr
[
g(F−1dF )2n+1
]]
.(3.10)
This is just the equivariant version of the odd Chern character in [29] and [56, (1.50)].
From (3.1), K1S1(Y ) is a R(S
1)-module. Moreover, φ 7→ χM(g) ·φ makes Ωodd(Y S1 ,C)/Im d
a R(S1)-module. The following Proposition is the g-equivariant extension of the correspond-
ing results in [22, Proposition 2.20], [28, (2.21)] and [23, Proposition 2.24].
Proposition 3.1. The following sequence is exact as R(S1)-modules for g ∈ S1\A:
K1S1(Y )
chg−→ Ωodd(Y S1 ,C)/Im d a−→ K̂0g (Y ) τ−→ K0S1(Y ) −→ 0,(3.11)
where
a(φ) = [0, φ], τ([E, φ]) = [E].(3.12)
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Proof. From Definition 2.14, it is obvious that τ is surjective and τ ◦ a = 0.
If x ∈ Ker τ , from Definition 2.14, it is easy to see that x ∈ Im(a).
Now we prove a ◦ chg = 0. For y ∈ K1S1(Y ), we could construct equivariant vector bundle
EM over Y as in (3.4). Let h
M be the metric on EM induced by an S
1-invariant metric on M
via (3.4) and ∇ be an S1-invariant Hermitian connection on (EM , hM). By (3.5) and (3.8),
we have
(3.13) a(chg(y)) = [0,−c˜hg(ES1M ,∇|Y S1 , F ∗∇|Y S1 )] = [0,−c˜hg(EM ,∇, F ∗∇)]
= [(EM , h
M ,∇), 0]− [(EM , hM ,∇), c˜hg((EM , hM ,∇), (EM , F ∗hM , F ∗∇))].
By Definition 2.14, under the equivariant vector bundle isomorphism F over Y , ((EM , h
M ,∇), 0)
and ((EM , h
M ,∇), c˜hg((EM , hM ,∇), (EM , F ∗hM , F ∗∇))) are equivalent. That is, a(chg(y)) =
0 ∈ K̂0g (Y ).
At last, we prove Ker a = Im chg. For φ
′ ∈ Ker a, i.e., [0, φ′] = 0 ∈ K̂0g (Y ). By Definition
2.14, there exists an equivariant geometric triple E ′ = (E ′, hE
′
,∇E′) and an equivariant
vector bundle isomorphism over Y :
Φ′ : E ′ → E ′ such that φ′ = −c˜hg (E ′,Φ′∗E ′) .(3.14)
By [51, Proposition 2.4], there exists an S1-vector bundle E on Y such that E ⊕ E ′ = EM
where M is a finite dimensional S1-representation. Set
Φ : E ⊕ E ′ → E ⊕ E ′, (u, v) 7→ (u,Φ′(v)).(3.15)
Let hE be an S1-invariant Hermitian metric on E and ∇E be an S1-invariant Hermitian
connection on (E, hE). Then c˜hg (E ⊕ E ′,Φ∗ (E ⊕ E ′)) = c˜hg (E ′,Φ′∗E ′). As in (3.6),
∇W = dt ∧ ∂
∂t
+ (1− t)(∇E ⊕∇E′) + tΦ∗(∇E ⊕∇E′)(3.16)
is an S1-invariant connection on W = Y × [0, 1] ×M/ ∼Φ. Therefore, by (1.26), (3.6) and
(3.8), modulo exact forms, we have
(3.17) − c˜hg (E ⊕ E ′,Φ∗ (E ⊕E ′)) = −c˜hg
(
E ⊕E ′, (∇E ⊕∇E′)|Y S1 ,Φ∗(∇E ⊕∇E
′
)|Y S1
)
=
∫
S1
chg(W,∇W ).
From (3.2), (3.8), (3.15) and (3.17), Φ defines an element y ∈ K1S1(Y ) by ς(y) =W − U and
φ′ = chg(y).
It is obvious that the R(S1)-action commutes with chg, a and τ .
The proof of Proposition 3.1 is completed. 
Let ι : Y S
1 → Y be the embedding. Let
ιˆ∗ : K̂0g (Y )I(g) → K̂0g (Y S
1
)I(g), (E, φ)→ (E|Y S1 , φ),(3.18)
be the induced homomorphism by restriction.
The following localization theorem, which is the differential K-theory version of the classical
localization theorem in topological K-theory [5, Theorem 1.1] is inspired by [53, Theorem 5.5]
and [23, Theorem 3.27].
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Theorem 3.2 (Localization Theorem). For g ∈ S1\A, the restriction map ιˆ∗ : K̂0g (Y )I(g) →
K̂0g (Y
S1)I(g) in (3.18) is a R(S
1)I(g)-module isomorphism.
Proof. Since the localization produces an exact functor, from Proposition 3.1, we get an exact
sequence of R(S1)I(g)-modules
K1S1(Y )I(g)
chg−→
(
Ωodd(Y S
1
,C)/Im d
)
I(g)
a−→ K̂0g (Y )I(g) τ−→ K0S1(Y )I(g) −→ 0.(3.19)
Replacing Y by Y S
1
, since (Y S
1
)S
1
= Y S
1
, we get an exact sequence of R(S1)I(g)-modules
K1S1(Y
S1)I(g)
chg−→
(
Ωodd(Y S
1
,C)/Im d
)
I(g)
a−→ K̂0g (Y S
1
)I(g)
τ−→ K0S1(Y S
1
)I(g) −→ 0.(3.20)
Furthermore, we have the commutative diagram
(3.21)
K1S1(Y )I(g)
(
Ωodd(Y S
1
,C)/Im d
)
I(g)
K̂0g (Y )I(g) K
0
S1(Y )I(g) 0
K1S1(Y
S1)I(g)
(
Ωodd(Y S
1
,C)/Im d
)
I(g)
K̂0g (Y
S1)I(g) K
0
S1(Y
S1)I(g) 0.
chg a τ
chg a τ
ι∗ Id ιˆ∗ ι∗
Here ι∗ : K0g (Y )I(g) → K0g (Y S1)I(g) is the R(S1)I(g)-module map induced by ι. From (3.1) for
Y and Y S
1
, we have the commutative diagram
(3.22)
0 K1S1(Y )I(g) K
0
S1(Y × Ŝ1)I(g) K0S1(Y )I(g) 0
0 K1S1(Y
S1)I(g) K
0
S1(Y
S1 × Ŝ1)I(g) K0S1(Y S
1
)I(g) 0.
ς i∗
ς i∗
ι∗ ι∗ ι∗
From the localization theorem in topological K-theory [5, Theorem 1.1], ι∗ is an isomor-
phism on K0S1(Y × Ŝ1)I(g) and K0S1(Y )I(g), thus by the five lemma, ι∗ is an isomorphism on
K1S1(Y )I(g). By again the five lemma, we know that ιˆ
∗ in (3.21) is an isomorphism.
The proof of Theorem 3.2 is completed. 
In the following definition, we adapt the notations in Section 1.4.
Definition 3.3. For g ∈ S1\A, the direct image map
ιˆ∗ : K̂0g (Y
S1)I(g) → K̂0g (Y )I(g)(3.23)
is defined by
ιˆ∗([µ, φ]/χ) = [ξ+, chg(Λeven(N∗)) ∧ φ]/χ− [ξ−, chg(Λodd(N∗)) ∧ φ]/χ.(3.24)
Theorem 3.4. The direct image map ιˆ∗ is a well-defined isomorphism and
ιˆ∗ ◦ ιˆ∗ =
[
λ−1(N∗), 0
]
∪ : K̂0g (Y S
1
)I(g)
∼−→ K̂0g (Y S
1
)I(g).(3.25)
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Proof. From the construction of ξ± in (1.39) and (1.40), we have
(3.26) ιˆ∗
{
(ξ+, chg(Λ
even(N∗)) ∧ φ)/χ− (ξ−, chg(Λodd(N∗)) ∧ φ)/χ
}
=
((
Λeven(N∗)⊗ µ
)
⊕ F , chg(Λeven(N∗)) ∧ φ
)
/χ
−
((
Λodd(N∗)⊗ µ
)
⊕ F, chg(Λodd(N∗)) ∧ φ
)
/χ
=
(
Λeven(N∗)⊗ µ, chg(Λeven(N∗)) ∧ φ
)
/χ
−
(
Λodd(N∗)⊗ µ, chg(Λodd(N∗)) ∧ φ
)
/χ.
Since λ−1(N∗) = Λeven(N∗)− Λodd(N∗), by Definition 2.14 and (3.26), we have
(3.27) (λ−1(N∗), 0) ∪ (µ, φ)/χ
= ιˆ∗
{
(ξ+, chg(Λ
even(N∗)) ∧ φ)/χ− (ξ−, chg(Λodd(N∗)) ∧ φ)/χ
}
.
Therefore, on the cycles, we have
ιˆ∗ ◦ ιˆ∗ = (λ−1(N∗), 0) ∪ .(3.28)
By Theorem 3.2, ιˆ∗ : K̂0g (Y )I(g)
∼−→ K̂0g (Y S1)I(g) is a R(S1)I(g)-module isomorphism. From
Theorem 2.16,
(ιˆ∗)−1 ◦ [λ−1(N∗), 0]∪ : K̂0g (Y S
1
)I(g)
∼−→ K̂0g (Y )I(g)(3.29)
is a well-defined isomorphism. Equations (3.28) and (3.29) imply that ιˆ∗ in (3.24) is a well-
defined isomorphism and (3.25) holds. 
3.2. Push-forward map in g-equivariant differential K-theory. In the rest of this
section, Y is an odd dimensional compact oriented manifold with S1-action and Y has an
S1-equivariant spinc structure.
Note that for g ∈ S1, Qg ⊂ C was defined in (0.13) and chg(R(S1)I(g)) = Qg.
Definition and Theorem 3.5. Let g ∈ S1 fixed. For equivariant geometric triple E,
φ ∈ Ωodd(Y g,C)/Im d, χ ∈ R(S1) such that χ(g) 6= 0, the map
f̂Y ∗
(
(E, φ)/χ
)
:= χ(g)−1
(
−
∫
Y g
Tdg(∇TY ,∇L) ∧ φ+ η¯g(TY , L, E)
)
(3.30)
defines a push-forward map f̂Y ∗ : K̂
0
g (Y )I(g) → C/Qg.
Proof. For an S1-equivariant vector bundle isomorphism Φ : E → E over Y , by Definition
1.2, we have
η¯g(TY , L,Φ
∗E) = η¯g(TY , L, E).(3.31)
From Definition 1.2, for any finite dimensional S1-representation M and triples E, E1, E2,
we have
η¯g(TY , L,M ⊗ E) = χM(g) · η¯g(TY , L, E),
η¯g(TY , L, E1 ⊕ E2) = η¯g(TY , L, E1) + η¯g(TY , L, E2).
(3.32)
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From (3.30) and (3.32), for cycles (E1, φ1)/χ1 and (E2, φ2)/χ2 of K̂
0
g (Y )I(g), we have
f̂Y ∗
(
(E1, φ1)/χ1 + (E2, φ2)/χ2
)
= f̂Y ∗
(
(E1, φ1)/χ1
)
+ f̂Y ∗
(
(E2, φ2)/χ2
)
.(3.33)
If [E2 − E1, φ]/χ = 0 ∈ K̂0g (Y )I(g), there exists a finite dimensional S1-representation M
such that [M ⊗ (E2 − E1), χM(g)φ] = 0 ∈ K̂0g (Y ) and χM(g) 6= 0. Thus from Definition
2.14, there exist E3 and an equivariant vector bundle isomorphism Φ : (M ⊗ E1) ⊕ E3 →
(M ⊗E2)⊕ E3 such that
φ = χM(g)
−1c˜hg((M ⊗E1)⊕ E3,Φ∗((M ⊗E2)⊕ E3)).(3.34)
From the variation formula (1.28), (3.31) and (3.32), there exists αg ∈ Z[g, g−1] := {f(g) ∈
C : f ∈ Z[x, x−1]} such that
(3.35) η¯g(TY , L,M ⊗ E2)− η¯g(TY , L,M ⊗E1)
= η¯g(TY , L, (M ⊗ E2)⊕E3)− η¯g(TY , L, (M ⊗E1)⊕ E3)
= η¯g(TY , L,Φ
∗((M ⊗ E2)⊕E3))− η¯g(TY , L, (M ⊗ E1)⊕E3)
=
∫
Y g
Tdg(∇TY ,∇L)c˜hg
(
(M ⊗ E1)⊕E3,Φ∗((M ⊗ E2)⊕E3)
)
+ αg.
From (3.30), (3.32), (3.34) and (3.35), we have
(3.36) f̂Y ∗
(
(E2 −E1, φ)/χ
)
= χ(g)−1
[
η¯g(TY , L, E2)− η¯g(TY , L, E1)−
∫
Y g
Tdg(∇TY ,∇L)φ
]
= χ(g)−1χM(g)−1
[
η¯g(TY , L,M ⊗ E2)− η¯g(TY , L,M ⊗ E1)
−
∫
Y g
Tdg(∇TY ,∇L)c˜hg
(
(M ⊗E1)⊕ E3,Φ∗((M ⊗E2)⊕ E3)
)]
= χ(g)−1χM(g)−1 · αg ∈ Qg.
The proof of Theorem 3.5 is completed. 
3.3. Main result: Theorem 0.4. Recall that the orientation of Y S
1
α is given in Section 1.3.
From (2.95), there exist equivariant geometric triples µα,N ,+ and µα,N ,− such that
λ−1(N∗α)
−1
N =
∏
v: rα,v 6=0
(gv − 1)−rα,v−N
(
µα,N ,+ − µα,N ,−
)
.(3.37)
In (3.37), we identify f(g)·F withMf⊗F for triple F , f ∈ Z[x] and virtual S1-representation
Mf associated with f . For g ∈ S1\A, we define
(3.38) η¯g
(
TY S
1
α , Lα, λ−1(N
∗
α)
−1
N ⊗ E|Y S1α
)
=
∏
v:Nα,v 6=0
(gv − 1)−rα,v−N
[
η¯g
(
TY S
1
α , Lα, µα,N ,+ ⊗ E|Y S1α
)
−η¯g
(
TY S
1
α , Lα, µα,N ,− ⊗E|Y S1α
)]
.
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Remark 3.6. Note that from (2.95) and (3.37),
µα,N ,± =
⊕
k≥0
ξα,k,± ∈ K0S1(Y S
1
α )(3.39)
and S1 acts fiberwisely on ξα,k by weight k. If S
1 acts on L by sending g ∈ S1 to glα (lα ∈ Z)
on Y S
1
α , then by [43, p139], ∑
v
v rkNα,v + lα = 0 mod (2).(3.40)
Now by (1.18), (1.31), (3.39) and (3.40), for g ∈ S1, we have
(3.41) η¯g
(
TY S
1
α , Lα, µα,N ,+ ⊗ E|Y S1α
)
− η¯g
(
TY S
1
α , Lα, µα,N ,− ⊗ E|Y S1α
)
= g−
1
2
∑
v v rkNα,v+
1
2
lα
∑
k≥0,v
gk+v
[
η¯
(
TY S
1
α , Lα, ξα,k,+ ⊗ Ev
)
−η¯
(
TY S
1
α , Lα, ξα,k,− ⊗ Ev
)]
.
From (2.81) and (2.98), set
N0 = sup
α,v
Nrα,v,mα .(3.42)
Now we state our main result of this paper, which is a precise formulation of Theorem 0.4.
Theorem 3.7. For any N ,N ′ ∈ N and N ′ > N > N0, for any equivariant geometric triple
E over Y ,
(3.43) PN ,N ′(g) := η¯g
(
TY S
1
α , Lα, λ−1(N
∗
α)
−1
N ′ ⊗ E|Y S1α
)
− η¯g
(
TY S
1
α , Lα, λ−1(N
∗
α)
−1
N ⊗ E|Y S1α
)
and
QN (g) := η¯g (TY , L, E)−
∑
α
η¯g
(
TY S
1
α , Lα, λ−1(N
∗
α)
−1
N ⊗ E|Y S1α
)
(3.44)
as functions on S1\A, are restrictions of rational functions on S1 with coefficients in Z which
does not have poles on S1\A.
3.4. A proof of Theorems 0.3 and 3.7.
Lemma 3.8. For any N ,N ′ ∈ N and N > N ′ > N0, g ∈ S1\A, we have PN ,N ′(g) ∈ Qg.
Proof. From (2.96) and (3.42), for any N ,N ′ > N0, g ∈ S1\A,[
λ−1(N∗α)
−1
N ⊗E|Y S1α , 0
]
=
[
λ−1(N∗α)
−1
N ′ ⊗ E|Y S1α , 0
]
∈ K̂0g (Y S
1
α )I(g).(3.45)
Thus Lemma 3.8 follows directly from Definition and Theorem 3.5. 
Observe that
K̂0g (Y
S1)I(g) =
⊕
α∈B
K̂0g (Y
S1
α )I(g).(3.46)
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From Theorem 2.16, for g ∈ S1\A,
[
λ−1(N∗α), 0
]
is invertible in K̂0g (Y
S1
α )I(g). We denote by[
λ−1(N∗), 0
]−1
=
⊕
α
[
λ−1(N∗α), 0
]−1
∈ K̂0g (Y S
1
)I(g).(3.47)
Let f̂Y S1 ∗ be the push-forward map f̂Y S1 ∗ : K̂
0
g (Y
S1)I(g) → C/Qg defined in Definition 3.5.
Explicitly, for any [E, φ]/χ ∈ K̂0g (Y S1)I(g),
(3.48) f̂Y S1 ∗
(
[E, φ]/χ
)
:= χ(g)−1
∑
α
[
−
∫
Y S1α
Tdg(∇TY S
1
α ,∇Lα) ∧ φ
+ η¯g
(
TY S
1
α , Lα, E
)]
mod Qg.
Proof of Theorem 0.3. The first part of Theorem 0.3 is Theorem 3.5. From Theorem 3.2, for
g ∈ S1\A, the restriction map ιˆ∗ in (3.18) is a R(S1)I(g)-module isomorphism.
For g ∈ S1\A, by Theorem 1.5, (1.35), (3.24), (3.30) and (3.48), for any [µ, φ]/χ ∈
K̂0g (Y
S1)I(g), we have
(3.49) f̂Y ∗ ◦ ιˆ∗([µ, φ]/χ) = f̂Y ∗{[ξ+, chg(Λeven(N∗)) ∧ φ]/χ− [ξ−, chg(Λodd(N∗)) ∧ φ]/χ}
= χ(g)−1
{
−
∫
Y S1
Tdg(∇TY ,∇L) chg
(
λ−1(N∗)
)
∧ φ+ η¯g(TY , L, ξ+)− η¯g(TY , L, ξ−)
}
= χ(g)−1
∑
α
(
−
∫
Y S1α
Tdg(∇TY S
1
α ,∇Lα) ∧ φ + η¯g(TY S1α , Lα, µ)
)
modQg
= f̂Y S1 ∗([µ, φ]/χ).
It means that
f̂Y ∗ ◦ ιˆ∗ = f̂Y S1 ∗ : K̂0g (Y S
1
)I(g) → C/Qg.(3.50)
From Theorems 2.16, 3.4 and (3.50), we have
f̂Y ∗ = f̂Y S1 ∗ ◦ [λ−1(N∗), 0]−1 ∪ ιˆ∗ : K̂0g (Y )I(g) → C/Qg.(3.51)
Thus the diagram in (0.15) commutes.
By Definition 3.5, we have
f̂Y ∗([E, 0]) = η¯g(TY , L, E) modQg.(3.52)
By Theorems 2.16, 3.5, (3.42), (3.47) and (3.48), for any N > N0, g ∈ S1\A, we get
(3.53) f̂Y S1 ∗
(
[λ−1(N∗), 0]−1 ∪ ιˆ∗([E, 0])
)
= f̂Y S1 ∗
(⊕
α
[λ−1(N∗α)
−1
N , 0] ∪ ιˆ∗([E, 0])
)
=
∑
α
η¯g
(
TY S
1
α , Lα, λ−1(N
∗
α)
−1
N ⊗E|Y S1α
)
modQg.
Thus by (3.44), (3.51)-(3.53), for N > N0 and g ∈ S1\A, we have QN (g) ∈ Qg, i.e., (0.16)
holds. The proof of Theorem 0.3 is completed. 
Lemma 3.9. Let K ∈ Lie(S1). For g ∈ S1\A, there exists β > 0, such that for any t ∈ R,
|t| ≤ β, N ′ > N > N0, PN ,N ′(getK) and QN (getK) are real analytic on t.
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Proof. Recall that rα,v = rkNα,v. By (3.37), we have
Fα,N (g) · λ−1(N∗α)−1N = µα,N ,+ − µα,N ,− with Fα,N (g) =
∏
v: rα,v 6=0
(gv − 1)rα,v+N .(3.54)
Set
FN (g) =
∏
v: maxα rα,v 6=0
(gv − 1)maxα rα,v+N .(3.55)
From Theorem 1.10, (1.52), (3.37), (3.43) and (3.44), for g ∈ S1\A, there exists β > 0 such
that for |t| < β, N ′ > N > N0, we have
(3.56) FN ′(getK) · PN ,N ′(getK)
=
∑
α
η¯getK
(
TY S
1
α , Lα, (µα,N ′,+ − µα,N ′,−)⊗ E|Y S1α
)
· FN ′(ge
tK)
Fα,N ′(getK)
−
∑
α
η¯getK
(
TY S
1
α , Lα, (µα,N ,+ − µα,N ,−)⊗ E|Y S1α
)
· FN ′(ge
tK)
Fα,N (getK)
,
and
(3.57) FN (getK) ·QN (getK) = FN (getK)η¯g,tK(TY , L, E)
−
∑
α
η¯getK
(
TY S
1
α , Lα, (µα,N ,+ − µα,N ,−)⊗ E|Y S1α
)
· FN (ge
tK)
Fα,N (getK)
.
Recall that for g ∈ S1\A, gv − 1 6= 0 if rα,v 6= 0. So there exists β > 0 such that for
|t| ≤ β, FN (getK)−1 is real analytic on t for any N . By (3.41), η¯g,tK(TY S1α , · · · ) in (3.56) and
(3.57) are polynomials on getK and (getK)−1. Thus by Theorem 1.9 and (3.41), for g ∈ S1\A,
there exists β > 0 such that for |t| ≤ β, N ′ > N > N0, PN ,N ′(getK) and QN (getK) are real
analytic on t. 
Proposition 3.10. For any N ′ > N > N0, the functions PN ,N ′ and QN are restrictions on
S1\A of rational functions on S1 with coefficients in Z.
Proof. We prove first this property for QN here.
By (0.16) and (3.44), for g = e2ipit ∈ S1\A, if N > N0, QN (g) ∈ Qg. We could write
QN (g) =
∑N(g)
k=0 ak(g)g
k∑M(g)
k=0 bk(g)g
k
,(3.58)
where ak(g), bk(g) ∈ Z, N(g),M(g) ∈ N, and the polynomials
∑N(g)
k=0 ak(g)g
k and
∑M(g)
k=0 bk(g)g
k
are relatively prime.
Let TM,N = {g ∈ S1\A : M(g) ≤M,N(g) ≤ N}. Then
∪∞M,N=1TM,N = S1\A.(3.59)
Fix g0 ∈ S1\A. Let U be a connected open neighbourhood of g0 in S1\A such that QN is real
analytic on U by Lemma 3.9. We have ∪∞M,N=1(TM,N ∩ U) = U . Since U is an uncountable
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set, there exist M0, N0 ∈ N such that TM0,N0 ∩ U is an uncountable set. We define the map
Ψ : TM0,N0 ∩ U → ZM0+N0+2 such that
Ψ(g) = (a0(g), · · · , aN0(g), b0(g), · · · , bM0(g)).(3.60)
Since ZM0+N0+2 is a countable set, there exists x = (a0, · · · , aN0 , b0, · · · , bM0) ∈ Im(Ψ) such
that Ψ−1(x) is a uncountable set. Set h(g) =
∑N0
k=0 akg
k
∑M0
k=0 bkg
k
on U . Then there is an open subset
U ′ ⊂ U such that h is real analytic on U ′ and QN = h on a uncountable subset of U ′.
Moreover, since h is a meromorphic function near U , QN can be extended as a holomorphic
function near U and U is connected, we have h ≡ QN on U . So for any g0 ∈ S1\A, there
is an open neighborhood U of g0 in S
1\A such that QN is a rational function on U with
coefficients in Z. It means that QN is a rational function on each connected component of
S1\A with coefficients in Z.
For g ∈ A, by Theorem 1.10, for small t, t 6= 0, similarly as in (3.57), we have
(3.61) QN (getK) = η¯g,tK(TY , L, E)−Mg,tK (TY , L, E)
− FN (getK)−1 ·
∑
α
η¯getK
(
TY S
1
α , Lα, (µα,N ,+ − µα,N ,−)⊗ E|Y S1α
)
· FN (ge
tK)
Fα,N (getK)
.
From Theorem 1.9, (3.41), (3.55) and (3.61), QN (getK) is a meromorphic function on t near
0. But we know for t > 0 small
QN (getK) =
P+(ge
tK)
Q+(getK)
(3.62)
is a rational function on getK . As P+(ge
tK)
Q+(getK)
is a meromorphic function on t near 0, this implies
for t near 0, (3.62) holds. In particular, (3.62) holds for t < 0 small.
By the argument after (3.57), in particular, by (3.38) and (3.41), we get for N ′ > N > N0,
PN ,N ′ is the restriction on S1\A of a rational function on S1 with coefficients in R. To
improve the coefficients from R to Z, we only need to apply the above argument again.
The proof of Proposition 3.10 is completed. 
By Lemma 3.9 and Proposition 3.10, the proof of Theorem 3.7 is completed.
3.5. The case when Y S
1
= ∅. In the reminder of this paper, we discuss the case when
Y S
1
= ∅.
As Y S
1
= ∅, from Proposition 1.1, A = {g ∈ S1 : Y g 6= ∅} is a finite set. From the variation
formula (1.28), for g ∈ S1\A, up to Qg, η¯g(TY , L, E) does not depend on the geometric data
gTY , (hL,∇L), (hE, ∇E). Thus similarly as in Definition 3.5, the map f∗ : K0S1(Y )I(g) → C/Qg
for g ∈ S1\A, defined by
f∗([E]/χ) = χ(g)−1η¯g(TY , L, E) modQg(3.63)
is well-defined. By [5, Proposition 1.5], K0S1(Y )I(g) = 0 for g ∈ S1\A. So η¯g(TY , L, E) ∈ Qg.
Since Theorems 1.4 and 1.10 still hold for Y S
1
= ∅, following the same process as in Lemma
3.9 and Proposition 3.10 (note that for the last part of the proof of Proposition 3.10, we only
use Theorem 1.10), we obtain that
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Theorem 3.11. If Y S
1
= ∅, A = {g ∈ S1 : Y g 6= ∅}, then η¯g(TY , L, E) as a function on
S1\A is the restriction of a rational function on S1 with coefficients in Z, and it has no poles
on S1\A.
Example 3.12. For k ∈ N∗, we consider the circle action on Y = Ŝ1 with
g.eiθ = e2piikt+iθ, for g = e2piit ∈ S1.(3.64)
Here Ŝ1 is a copy of S1. For x = eiθ ∈ Ŝ1, if g.x = x, we have kt ∈ Z, which means that
gk = 1. So Y S
1
= ∅ and A = {g ∈ S1 : gk = 1}.
We identify [0, 2π) with Ŝ1 by sending θ to eiθ. Then the canonical metric on Ŝ1 is
defined by | ∂
∂θ
| = 1, the spinor of Ŝ1 is S(Ŝ1) = C, and the Clifford action is defined by
c
(
∂
∂θ
)
= −i ∈ End(S(Ŝ1)). Thus the untwisted Dirac operator on Ŝ1 is
D = −i ∂
∂θ
.(3.65)
From (3.64) and (3.65), we see that the circle action commutes with D. From (3.65), the
eigenvalues of D are λn = n, n ∈ Z, with eigenspaces Eλn = C{einθ}. For g = e2piit ∈ S1,
s ∈ C and Re(s) > 1, we see that
ηg(s) :=
+∞∑
n=1
Tr |Eλn [g]
ns
−
+∞∑
n=1
Tr |Eλ−n [g]
ns
=
+∞∑
n=1
e2piinkt
ns
−
+∞∑
n=1
e−2piinkt
ns
(3.66)
is well-defined.
For x, y ∈ R, s ∈ C, let S1(x, y, s) be the Kronecker zeta function [54, p53],
S1(x, y, s) =
∑
n∈Z
′(x+ n)|x+ n|−2se−2piiny,(3.67)
where
∑′
n∈Z is a sum over n ∈ Z, n 6= −x. The series in (3.67) converges absolutely
for Re(s) > 1, and defines a holomorphic function of s. Moreover, s 7→ S1(x, y, s) has a
holomorphic continuation to C [54, p57]. By (3.66) and (3.67), we have
ηg(s) = −S1
(
0, kt,
s+ 1
2
)
.(3.68)
Thus ηg(s) has a holomorphic continuation to C. Also by [54, p57], we have the functional
equation for S1(x, y, s),
Γ(s)S1(x, y, s) = −iπ2s−3/2e2piixyΓ
(
3
2
− s
)
S1
(
y,−x, 3
2
− s
)
.(3.69)
From (3.68) and (3.69), we have
ηg(0) =
i
π
S1(kt, 0, 1).(3.70)
By [54, p57], for x /∈ Z, we have
S1(x, 0, 1) = π cot(πx).(3.71)
If g ∈ S1\A, then kt /∈ Z. Thus by (3.64), (3.70) and (3.71), for g ∈ S1\A, we have
ηg(Ŝ1) = ηg(0) = i cot(πkt) = −g
k/2 + g−k/2
gk/2 − g−k/2 =
2
1− gk − 1.(3.72)
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Since Ker(D) is the space of the complex valued constant functions on Ŝ1, we have Tr |Ker(D)[g] =
1. Thus from (3.72), for g ∈ S1\A, the reduced eta invariant
η¯g(Ŝ1) =
ηg(Ŝ1) + Tr |Ker(D)[g]
2
=
1
1− gk .(3.73)
It is a rational function on S1 with coefficients in Z and poles in A.
For g ∈ A, then from (3.66), we get ηg(s) = 0, for any s ∈ C. Since Tr |Ker(D)[g] = 1,
η¯g(Ŝ1) = η¯1(Ŝ1) = η¯(Ŝ1) =
1
2
, for g ∈ A.(3.74)
Remark that this reduced eta invariant could also be computed from the equivariant APS
index theorem (0.19). Let B be the unit disc in R2 and ∂B = Ŝ1. In polar coordinate, the
circle action on B is defined by
g.reiθ = re2piikt+iθ, for g = e2piit, k ∈ N∗.(3.75)
It induces the circle action on ∂B = Ŝ1 in (3.64). If g ∈ S1\A, then gk 6= 1 and the only
fixed point set of g on B is Bg = {0}. Let N be the normal bundle of {0} in B. Then the
g-action on N is as multiplication by gk.
We take the metric on B such that it is of product near the boundary, induces the canonical
metric on Ŝ1 and commutes with the circle action. We denote by DB+,≥0 the Fredholm
operator with respect to the Dirac operator DB+ on B and the APS boundary condition. The
equivariant APS index is defined by
IndAPS,g(D
B
+) = Tr |Ker(DB+,≥0)[g]− Tr |Coker(DB+,≥0)[g].(3.76)
From the equivariant APS index theorem, we have for g ∈ S1\A,
η¯g(Ŝ1) =
∫
Bg
1
det(1− g|N) − IndAPS,g(D
B
+) =
1
1− gk − IndAPS,g(D
B
+).(3.77)
Note that the equivariant APS index is invariant when the metric varies near the boundary,
without changing the metrics on the boundary. We only need to compute IndAPS,g(D
B
+) using
the canonical metric on B. In this case, with the coordinate z = x+ iy in R2 ≃ C, the spinor
of B is S(B) = C⊕ C(dz/√2) ≃ C⊕ C and the Clifford action is given by
c
(
∂
∂x
)
:=
(
0 −1
1 0
)
, c
(
∂
∂y
)
:=
(
0 i
i 0
)
.(3.78)
Thus DB = c( ∂
∂x
) ∂
∂x
+ c( ∂
∂y
) ∂
∂y
has the form
DB =
(
0 DB−
DB+ 0
)
=
(
0 − ∂
∂x
+ i ∂
∂y
∂
∂x
+ i ∂
∂y
0
)
=
(
0 −2 ∂
∂z
2 ∂
∂z¯
0
)
,(3.79)
In polar coordinates,
DB+ = −eiθ
(
− ∂
∂r
− i
r
∂
∂θ
)
.(3.80)
Note that − ∂
∂r
here is the inward normal vector. Let P≥0 be the orthogonal projection
onto the direct sum of the eigenspaces associated with the nonnegative eigenvalues of A :=
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− i
r
∂
∂θ
|∂B = D. Recall that the eigenvalues of A are λn = n, n ∈ Z, with eigenspaces C{einθ}.
Thus in complex coordinates, for f ∈ C∞(B,C), the APS boundary condition
P≥0f |∂B = 0⇔ f |∂B =
∑
n<0,n∈Z
anz
n.(3.81)
If DB+f = 0, f is holomorphic on B. Thus
Ker(DB+,≥0) = {f ∈ C∞(B,C) : DB+f = 0, P≥0(f |∂B) = 0} = 0.(3.82)
By (3.80), the adjoint of DB+,≥0 is D
B
−,<0, i.e., D
B
− with boundary condition
P<0(e
−iθf)|∂B = 0, with P≥0 + P<0 = Id on C∞(∂B,C).(3.83)
By (3.79) and (3.83), if DB−,<0f = 0, then f¯ is holomorphic on B and f |∂B =
∑
n>0,n∈Z anz
n.
Thus Coker(DB+,≥0) = Ker(D
B
−,<0) = 0.
From (3.76), (3.77) and (3.82), we have η¯g(Ŝ1) = (1 − gk)−1 for g ∈ S1\A, which is the
same as (3.73).
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