Computational intelligence provides the biomedical domain by a significant support. The application of machine learning techniques in medical applications have been evolved from the physician needs. Screening, medical images, pattern classification, prognosis are some examples of health care support systems. Typically medical data has its own characteristics such as huge in size and features, continuous and real attributes that refer to patients' investigations. Therefore, discretization and feature selection process are considered a key issue in improving the extracted knowledge from patients' investigations records. In this paper, a hybrid system that integrates Rough Set (RS) and Genetic Algorithm (GA) is presented for the efficient classification of medical data sets of different sizes and dimensionalities. Genetic Algorithm is applied with the aim of reducing the dimension of medical datasets and RS decision rules were used for efficient classification. Furthermore, the proposed system applies the Entropy Gain Information (EI) for discretization process. Four biomedical data sets are tested by the proposed system(EI-GA-RS), and the highest score was obtained through three different datasets. Other different hybrid techniques shared the proposed technique the highest accuracy but the proposed system preserves its place as one of the highest results systems four three different sets. EI as discretization technique also is a common part for the best results in the mentioned datasets while RS as an evaluator realized Preprint submitted to Elsevier April 5, 2013 the best results in three different data sets.
Introduction
The increasing advent of information technology provides historical data a great value and allows its efficient reusing [1] . Limited human capability makes the high size of stored information becomes less useful. Human inspection and interpretation of the data is not feasible since no one can understand and benefit from the massive databases. The huge size of the historical data is the damning factor that limits the promising expected benefit from this stored data. Typically, these resources may include irrelevant features and noise. Limited resources and learning speed are important factors that must be considered in generalization performance. Increasing computational complexity may lead to intractable behavior. Knowledge discovery is the process of extracted hidden pattern and clusters from massive stored data. It concerns with the elicitation of buried knowledge from massive databases [2, 3] . It includes ensemble of sub processes that can extract the required knowledge with an efficient manner and benefit significantly from this flood of information. Data prepressing, feature selection, data mining and evaluation are the main sub processes of KD process. Data preprocessing is the first step in KD process. It concerns with the data preparation, cleaning, discretization and removal of outliers as well as the managing of inconsistency. Some preprocessing techniques are related to understanding the distribution of the data like central tendency and dispersion measure of the data. These descriptive data summaries can be presented graphically like bar charts or histograms which is very helpful for visual inspection of the data [4] . Others like discretization are related to data preparation to be better understanding and managing. Discretization is a process which adopts the concept of hierarchy generation. It tends to improve the data mining process by reducing the number of managing values. Feature selection is the process of specifying a minimal feature subset including the most relevant features that best contribute in classification process based on evaluation criteria [5] [6] [7] . Zhao et al. [8] recommended the application of a feature selection process for pattern recognition, machine learning and data mining. This recommendation is motivated by the considerable support provided to subsequent steps of knowledge extraction. Feature selection process reduces the dimensionality of feature space and computational cost which decrease drastically the storage resource and running time. In order to increase the speed of training and improve the predictive accuracy, we get rid of noise. The retained data is considered the most relevant data that make better understanding of extracted knowledge and facilitate the visualization function [9, 10] .
On the other hand, Rough Set theory has many applications including the medical domain [33] . Rough sets theory provides a novel approach to knowledge description and approximation of sets. It was introduced by Pawlak during the early 1980s [45] and is based on an approximation space-based approach to classifying sets of objects. RS outperforms many other techniques by some properties. Firstly, it doesn't need any external parameters which provide an advantage over many other techniques. Secondly, it can ascertain the completeness of the data for the classification task especially for limited or expensive information sources [46, 47, 48] . Rough set methods can also be used to classify unknown data based on already gained knowledge. It can be utilized to determine whether sufficient data for a task is available to extract a minimal sufficient set of features for classification. Reduct is an important concept in rough set theory and data reduction is a main application of rough set theory in pattern recognition and data mining. In this context, this paper proposes an integrated model that decomposes applying genetic algorithms for feature selection and rough set during classification process for prediction problem in the biomedical domain. Medical historical data is considered as a buried value. Stored patients data can be used as a significant prediction source for unknown cases. The high dimensionality of medical data imposes the use of some helpful support to analyze and classify the data. Computer Aided Diagnosis (CAD) systems present a number of tremendous aids to health care field such medical diagnosis, medical imaging, computer vision, genomics and medical computer translation which plays an important role in the physicians interpretation [31, 32] . Therefore, the proposed research investigates the efficiency of the combining (EI-GA-RS) in improving the classification accuracy for diseases diagnosis. Four data sets were tested to certain the reliability and the efficiency of the proposed system. .
The remainder of this paper is ordered as follows: Section 2 presents some 3 related work about using the rough set theory in the medical domain. The proposed method is discussed in Section 3. A set of evaluating experiments are then presented in Section 4, followed by some conclusions and future directions in Section 5.
Related Works
Swiniarski and Skowron [34] presented applications of rough set methods for feature selection in pattern recognition. Cyran and Mrzek [35] showed how rough sets can be applied to improve the classification ability of a hybrid pattern recognition system. Tsumoto [36] introduced a knowledge discovery system based on RS for diseases of congenital anomaly. Experiments showed that the system extracts correctly the medical knowledge and performs the diagnostic efficiently. Hassanien el al. [37] presented a rough set approach to feature reduction and generation of classification rules from a set of medical datasets. A set of data samples of patients with suspected breast cancer were used and evaluated. The rough set classification accuracy was shown to compare favourably with the well-known ID3 classifier algorithm. Swiniarski et al. [38] studied several hybrid methods for feature extraction/reduction, feature selection, and classifier design for breast cancer recognition in mammograms. They concluded that the use of Independent Component Analysis (ICA) or principal component analysis (PCA) as a feature extraction technique in combination with rough sets for feature selection offers an improved solution for mammogram recognition in the detection of breast cancer. Mitra et al. [39] implemented a rule-based rough-set decision system for the development of a disease inference engine for ECG classification. Ilczuk and Wakulicz-Deja [40] proposed a system to visualize decision rules for medical diagnosis in form of decision trees. Zhang et al. [41] introduced a rough setbased multiple criteria linear programming approach for medical diagnosis and prognosis and the results showed that their system outperformed other traditional classification methods in data mining. Ningler et al. in [42] presented adapted variable precision approach based on rough set for EEG analysis and achieved better reduction of attributes for inconsistent data. Suguna and Thanushkodi [43] presented a novel feature selection method based on RS redcuts for Medical Domain Based on Bee Colony Optimization to treat the problem of performance variations due to parameters adjusting. The proposed method exhibits consistent and better performance than the other methods. Recently, Elshazly et al. [44] presented a comparative study about three classifiers namely Decision rules, K-nearest Neighbor (KNN) and Nave Bayes for the classification of UCI diagnosis breast cancer. The proposed system tests the effect of discretization technique and Genetic Algorithm as a popular type of evolutionary algorithm (EA) to extract reducts on the generalization performance. Results showed the efficiency of the hybrid system which combines GA with RS decision rules associated with boolean reasoning or equal width binning for discretization technique. The results achieved 95% for diagnostic accuracy. Feature selection techniques can be divided into two groups based on evaluation criteria: filter and wrapper approaches. Filter methods are independent from learning technique used in the classification process and use measurement techniques such as correlation, distance and consistency to find the good subset from entire set of attributes [11, 12] . Frequently used filter methods include t-test [13] , chi-square test [14] , Wilcoxon MannWhitney test [15] , mutual information [16] , Pearson correlation coefficients [17] and principal component analysis [18] . In wrapper approach [19] , a predetermined learning algorithm is used to measure the generalization performance with a stochastic search algorithm to maximize the accuracy. Wrapper methods can be divided into two main categories based on the strategy of search: (i) greedy and (ii) stochastic. Greedy wrapper techniques use less computing time than other wrapper methods such as Sequential backward selection (SBS) [20] and Sequential forward selection (SFS) [21] . Stochastic techniques is developed for large scale problems such as ant colony optimization (ACO) [22] , genetic algorithm (GA) [23] , particle swarm optimization (PSO) [24] and simulated annealing (SA) [25] are at the forefront of research in feature subset selection. These features selection algorithms capture feature redundancy and do not require the monotonicity assumption. Concerning wrapper approaches, the main disadvantage of wrapper methods is its computational requirements since all possible feature subsets must be evaluated using the classifier. Unreliability of filter approaches and the computational cost of wrapper approaches motivate the emersion of hybrid method that consists of using heuristics for better selecting relevant features that will be exposed subsequently to an evaluator [26] [27] [28] [29] [30] .
THE PROPOSED HYBRID CLASSIFICATION APPROACH
The hybrid classification approach composed of three fundamental building phases: (I) Data Discretization, (II) Genetic Algorithms for reduct gen-eration and (III) Decision rules extraction for classification.
Phase I: Discretization
Discretization is an important technique for improving the data quality. It is used for reducing the number of values for a given attribute. Discretization technique reduces and simplifies original data in order to improve feature selection process and the inducer results. By decreasing the number of managing values, the data mining techniques become more efficient. Mining on a reduced data is more efficient than mining on a larger data set due to noise elimination and the fewer input/output requirements. Therefore, during this phase, biomedical data with symbolic attributes values are transformed into numerical attributes since reasoning tend to perform better when dealing with discrete/categorical features. Generally, biomedical data is characterized with high dimensionality and various continuous patient parameters that need an efficient discretization technique. Discretization can be divided into more than one point. Supervised and unsupervised discretization, top-down and bottomup discretization, static and dynamic discretization [54] - [56] . Three different discretization techniques have been used to test the efficiency of the hybrid approach namely Equal Width Binning, Entropy Gain Information and Boolean Reasoning. Binning is a top-down splitting technique based on a determine number of bins. Binning does not use class information and is therefore an unsupervised discretization technique. It performs values merging by taking into account their neighborhood. There are three types of merging techniques using bin means or bin medians or by bin boundaries. Entropy-Based is a supervised, top-down splitting technique which uses class information in discretization process [57] [58] [59] [60] . Entropy in information theory means the measure of uncertainty in an information source. The technique measures the information gain during the classification process by consecutive splitting process of each attribute until the need of minimum amount of information to efficiently classify instances. Boolean reasoning is a discernibility function that discern between perceived objects for constructing many entities like reducts, decision rules or decision algorithms. Boolean reasoning is based on finding the solution for a problem P that can be decoded from prime implicants of the Boolean function. Discretization based on Boolean reasoning searches for the set of cuts that corresponds to Boolean variables and they are prime implicant of the Boolean function. The combination of these two methodologies (discernibility and boolean reasoning) contribute in solving many NP-hard problems like reducts extracting, decision rules, association rules, discretization of real value attributes, pattern extraction from data [61] .
Phase II: Reduct Generation using Genetic Algorithm
Reduct is an important concept in rough set theory and data reduction [62] . It is a main application of rough set theory in pattern recognition and data mining. In decision tables, there often exist redundant attributes that do not provide any additional information about the instances. Finding Reduct is the process of finding the set of relevant features that preserve the discernibility relation. Searching reduct set is time and space consuming particularly when the decision table is high dimension. Finding the minimal reduct of an information system is a NP hard problem. Computing reducts from a decision table help in specifying and selecting relevant features and eliminating redundant features, subsequently decreasing cost and space [45, 46, 62, 63] . Based on the reduct system, we generate the list of rules that will be used for building the classifier model for the new objects. Finding reduct is associated with the hitting set problem in genetic algorithms. Evolutionary computing concerns with population evolution and exploits large number of potential solutions for evolve them [51] . Genetic algorithms are one of the evolutionary computing applications that evolve the population with biological processes like natural selection principle (the survival of the fittest). The genetic algorithm process starts by initial population. Each individual is then evaluated by fitness function which measures how close each individual from the problem solution. Two methods are found for selecting individuals from population: the roulette wheel and the elitist strategy. Higher fitness function individual only selected for regenerating new offspring. The point of GAs is to search a proper combination of multiple parameters to achieve the greatest level of satisfaction, either minimum or maximum, depending on the requirement of the problem [52, 53] . Genetic algorithms start by initializing the population from the discernibility function. A transformation process of original population into suitable format to genetic computations is taken place which is called encoding. The resulting population called chromosomes, each chromosome is composed of binary value each bit is called gene and has as a value the presence or not of a specific element of the set. The evaluation of population is accomplished using a fitness function. The selected solutions of higher fitness function are more ability to produce new solutions than the less of fitness value while those of weak fitness function will be eliminated gradually. From each generation the fittest individuals are selected and pooled out to form a base for a new population with better characteristics. The fitness value of each individual represents how close this individual from problem solution. The individuals of high fitness value are selected in order to reproduce offspring by biology operator like mutation, inversion and crossover. The mutation operator changes randomly a bit in the chromosome to avoid the local optima. The inversion operator inverts the bits order between two randomly chosen points on a single individual. The crossover operator exchanges a fixed part between two chromosomes in order to generate two new individuals. The new generation of offspring is evaluated to search the solution. The fitness function drive the solution optimization, the process is repeated until reaching the desired level of fitness otherwise the pre-specified number of generation is reached.
Phase III: Decision rules for Classification
In rough sets theory, feature values of sample objects are collected in what are known as information tables. Rows of such a table correspond to objects and columns correspond to object features. Let O, F denote a set of sample objects and a set of functions representing object features, respectively. Rough sets theory defines three regions based on the equivalent classes induced by the feature values: lower approximation BX , upper approximation BX and boundary BN D B (X) . A lower Approximation of a set contains all equivalence classes x/∼ B that are proper subsets of X , and upper approximationBX contains all equivalence classes x/∼ B that have objects in common with X , while the boundary BN D B (X) is the setBX / BX , i.e., the set of all objects inBX that are not contained in BX.
Rules are induced by determination of relations between condition and decision attributes for extraction of indispensable attributes. Certain rules can induced from positive region determination, while boundary region generate uncertain rules. Some extensions can help in efficient extracting rules like heuristics to remove less important rules and calculation of confidence factor or entropy measure for uncertain rules. Munakata [49] illustrated three most famous approaches in generating decision rules which are local-to-global approach where single condition is considered at a time to specify decision table relations and the process repeated incrementally, the global-to-local approach where the algorithm starts with reduct relations then remove attributes which dont contribute to the rules, and finally, a hybrid approach between the two formers, where the algorithm follows the local-to-global approach at a certain limit then it switch to the global-to-local approach. Decision rules can be translated into decision trees. Many researchers presented efficient algorithms for transforming decision rules into decision tree and rendering it [64] . The integration of decision rules with its corresponding decision tree may overcome some limitations of managing decision tree only like the difficulty of adapting the structure for new rules. Decision rules can be easily adapted due to its declarative representation.
As the classification accuracy in biomedical domain diagnosing is certainly an important issue to be considered, the main objectives of the proposed approach are (1) to improve the performance of biomedical classification accuracy and (2) select the classification model that best contribute in classification results by testing others models. In this study, a genetic algorithm was applied to find an optimal feature set for medical diagnosis. The proposed approach is classified as a hybrid method that combines the filter and wrapper methods. Figure 1 shows the framework of the proposed approach which consists of three main steps: (1) Discretization; (2) feature selection; (3) classification. The proposed hybrid classification approach can be described in details in algorithm (1) .
Three tools have been used in this work, the decision rule classification has accomplished using RSES tool, the two other classification algorithms namely KNN and NAVE BAYES have been executed through WEKA tool. Discretization techniques were executed using Weka for Equal Width Binning technique and Rosetta tool for two other discretization techniques namely Boolean Reasoning and Entropy based. 
Indian Liver Patient Dataset
Indian Liver Patient Dataset consists of 583 samples. This data set contains 416 l iver patient records and 167 non liver patient records. This data set contains 441 male patient records and 142 female patient records. The samples categorized into 2 classes namely liver patient or not. No missing values. The samples include 416 liver patient records and 167 non liver patient records.
Evaluation of the classification performance
In this section, the performance and the comparison of the three mentioned discretization techniques associated with three classifiers presented in Section 3 are showed. The simulations were performed by using an Intel (R) Core (TM) Duo CPU T2450-2 GHz personal computer and a Microsoft Windows 7 64-bit operating system. In order to find the efficiency of the proposed algorithm, the classification accuracy obtained using this algorithm is compared with the accuracy of the other hybrid techniques. Cross validation has been used as the validation strategy to give a real comprehensive comparison on the overall performances. The assessment was based on 10-fold cross-validation. Below, the performance measures of 36 experiments combined three different discretization methods and three different classifiers to investigate the efficiency of the proposed approach. Each data set is tested through 9 experiments using three different discretization techniques. The discretized output data is evaluated through three classifiers. For KNN and Nave Bayes classifiers, the associated GA feature reduction technique was adjusted to initial population consisted of 20 chromosomes that evolved through a maximum of 20 generations. The mutation and crossover probability was set at default values of 0.033 and 0.6, respectively. For Rough set reduct generation using GA, the shortening ratio has a value of 1 and the conflicts were resolved with standard voting. Table 1 and Fig. 2 show the performance measures for the Breast Cancer Diagnostic dataset. Three hybrid systems achieved the highest accuracy 96% namely (EI-GA-RS), (EI-GA-KNN) and (EWB-GA-RS). The proposed technique (EI-GA-RS) achieved the highest performance for sensitivity measure. For specificity measure, the proposed system (EI-GA-RS) shared the (EWB-GA-RS) the highest rate. EI-GA-RS classifier achieved 96%, 99%, 95%, and 91% classification performance for accuracy, sensitivity, specificity and Precision, respectively. While the hybrid system (EI-GA-KNN), the classification performance for accuracy, sensitivity, specificity and precision reached 96%, 96%, 88%, and 96%, respectively. The third top (EWB-GA-RS) reached 96%, 95%, 95%, and 93% classification performance for accuracy, sensitivity, specificity and precision, respectively. Entropy discretization technique is the common discretization technique in two hybrid techniques (EI-GA-RS and EI-GA-KNN) from the three highest hybrid techniques in this data set experiments. We can conclude the great impact of this discretization technique in achieving good quality result in evaluation of this type of biomedical data sets. Also, as shown the proposed approach (EI-GA-RS) is one of the three highest approaches.
Concerning Breast Cancer Prognosis data set, Table 2 and Fig.3 shows the performance measures for the nine experiments for this data set. The two highest hybrid approaches are (EI-GA-RS) and ENTROPY-GA-NAVE BAYES (EI-GA-NB). As shown, the proposed approach achieved the highest rate for the specificity measure, it achieved 100%. The two highest hybrid approaches (EI-GA-RS) and (EI-GA-NB) shared the highest rates for two measures namely the accuracy and the precision, it achieved 98% and 100% respectively. The EI-GA-RS hybrid technique achieved 98%, 98%, 100% and 100% for accuracy, sensitivity, specificity and precision. The EI-GA-NB hybrid technique achieved 98%, 99%, 99% and 100% for accuracy, sensitivity, specificity and precision. For Breast Cancer Prognosis, the proposed approach (EI-GA-RS) is one of the two highest approaches, it reaches the highest measure of accuracy , specificity and precision.
For the third data set which is the SPECTF Heart Dataset, the proposed approach didnt reach the highest ratio for accuracy; the hybrid technique ENTROPY-GA-NAVE BAYES (EI-GA-NB) achieved the highest accuracy. As shown in Table 3 and Fig. 4 , the (EI-GA-NB) hybrid technique reached 84%, 84%, 81%, 83% for accuracy, sensitivity, specificity and precision, respectively. For SPECTF Heart Dataset the proposed approach (EI-GA-RS) was not efficient. Indian Liver Patient Dataset is the fourth data set. Table 4 and Fig.5 show that two classifiers achieved the highest accuracy namely the proposed classifier (EI-GA-RS) and (EWB-GA-NB). (EI-GA-RS) reached 72%, 84%, 51%, 51% for accuracy, sensitivity, specificity and precision, respectively. The same accuracy was reached with Equal Binning and Nave Bayes classifier (EWB-GA-NB) while (EWB-GA-NB) reached 72%, 72%, 77%, 78% for accuracy, From previous experiments, we can conclude that the hybrid proposed technique (EI-GA-RS) was found within the top highest techniques in three data sets. For Breast Cancer Diagnostic dataset , the three hybrid systems achieved the highest accuracy are (EI-GA-RS), (EWB-GA-RS) and (EI-GA-KNN). For Breast Cancer Prognosis, the two highest hybrid approaches are (EI-GA-RS) and (EI-GA-NB). Concerning the SPECTF Heart Dataset the four data medical sets and it is the more frequently appeared as the top highest approach within the five top highest classifiers appeared in the four data sets experiments. Thus, it's believed that the proposed classifier (EI-GA-RS) can be very helpful to the physicians for their final decision on their patients. This method can be used in many pattern recognition applications.
CONCLUSION
Tasks of machine learning process need strong tools that help in extracting patterns and classifying them into their classes. These tools are related to different tasks considered essential to the fare of prediction process. The target of medical data mining is to extract hidden knowledge in medical field using data mining techniques. In this work, a hybrid method for diagnosis of diseases based on GA and RS is presented. So, GA is used for reducing the dimension of medical datasets and RS is used for intelligent classification. The main aim of this system is to achieve the better generalization performance with the efficiency use of resources. The proposed EI-GA-RS system performance is compared with other hybrid techniques combined with different discretization technique. The performance of the proposed structure is evaluated in terms of sensitivity, specificity, accuracy and precision. The results showed that five different classifiers interchanged their places as the top classifiers in the four data tested sets. The proposed hybrid classifier (EI-GA-RS) is the more frequently appeared within the five highest classifiers in three medical cases over four. Experimental results demonstrated also that the proposed system performed significantly well in distinguishing among different classes in the investigated data sets. This research proposed that IE-GA-RS model can be used to obtain efficient automatic diagnostic systems for other diseases.
