Abstract. We study the moment map associated to the cotangent bundle of the space of representations of a quiver, determining when it is at, and giving a strati cation of its Marsden-Weinstein reductions. In order to do this we determine the possible dimension vectors of simple representations of deformed preprojective algebras. In an appendix we use deformed preprojective algebras to give a simple proof of much of Kac's Theorem on representations of quivers in characteristic zero.
Introduction
Let K be an algebraically closed eld and let Q be a quiver with vertex set I. Representations Now the elements of End( ) 0 which are invariant under G( ) acting by conjugation are those whose components are scalar matrices. We identify them with the 2 K I which have = P i2I i i equal to zero. In this paper we study the bres ?1 ( ) and the quotients ?1 ( ) //G( ). These are Marsden-Weinstein reductions 15] , except that we work with schemes rather than manifolds.
This moment map has been considered before. Kronheimer 11] constructed the Kleinian singularities and their deformations in this way from the extended Dynkin quivers (see also 2, 5] ). Later, Lusztig 14, Section 12] used the nilpotent cone of ?1 (0) in his geometric construction of the negative part of the quantum group of type Q, for any quiver Q without loops. Finally Nakajima 16, 17, 18] used the moment map to de ne some quiver varieties and used these in a geometric construction of integrable representations of Kac-Moody Lie algebras. In the rst of his papers he used hyper-K ahler quotients to de ne a family M , and this family includes ?1 ( ) //G( ) with K = C by 16, Theorem 3.1]. In his later papers he used geometric invariant theory quotients, and ?1 (0) //G( ) appears as the variety M 0 (v; 0) in 18, x3]. Kac 7, 8] ) for any decomposition = (1) + + (r) with the (t) positive roots.
(4) p( ) P r t=1 p( (t) ) for any decomposition = (1) + + (r) into nonzero (t) 2 N I .
The deformed preprojective algebra introduced by M. P. Holland and where KQ is the path algebra of Q, the trivial path at vertex i is denoted e i , and a; a ] is the commutator aa ? a a. ) for any decomposition = (1) + + (r) with r 2 and (t) a positive root with (t) = 0 for all t.
In this case ?1 ( ) is a reduced and irreducible complete intersection of dimension ? 1 + 2p( ), and the general element of ?1 ( ) is a simple representation of .
The special case = 0 answers some questions of Nakajima. In 17, Problem 4.6], in the situation where Q has no loops, Nakajima asks whether if Q is connected and non-Dynkin then 0 has a simple representation which is not one-dimensional. This is true, for in Theorem 4 1.2 one can take to be any minimal imaginary root. In 18, Question after Lemma 4.9] , he asks which elements of the fundamental region are dimension vectors of simple representations of 0 . The answer is given by Theorems 1.2 and 8.1.
Henceforth we write for the set of satisfying the conditions in part (2) of Theorem 1.2. In Section 5 we study the set , and provide another characterization of it. In Section 6 we use Kac's Theorem again to prove that ?1 ( ) is irreducible of dimension ? 1 + 2p( ) for 2 . We then use Scho eld's theory of general representations of quivers to show that the general element of ?1 ( ) is a simple representation. This proves (2) =) (1) . The implication (1) =) (2) is more complicated and is proved in Sections 7 to 10.
If 2 , how many simple representations of dimension are there? The G( )-orbit of a simple representation has dimension ?1. Thus if is a real root (so p( ) = 0), there is a unique simple representation up to isomorphism, while if is an imaginary root (so p( ) > 0), there are in nitely many non-isomorphic simple representations. Now suppose that K has characteristic zero. In Section 11 we study the a ne quotient schemes ?1 ( ) //G( ). Recall that the points of this quotient are in 1-1 correspondence with the closed orbits, so with isomorphism classes of semisimple representations of of dimension . Given a semisimple representation X, we can decompose it into its simple components X = X k 1 
1
X kr r where the X t are non-isomorphic simples. If (t) is the dimension vector of X t , we say that X has representation type = (k 1 ; (1) ; : : :; k r ; (r) ):
For to occur as the representation type of a semisimple representation of dimension , clearly one must have = k 1 (1) + + k r (r) and (t) 2 for all t. In addition, although the (t) need not be distinct, any real root can occur as at most one of the (t) . THEOREM 1.3. If is a representation type, then the set of semisimple representations of type is an irreducible locally closed subset of
).
This has the following consequence. 5 Finally, in an appendix we show how deformed preprojective algebras can be used to give a simple proof of much of Kac's Theorem in case the base eld has characteristic zero. In particular, we give an explicit construction of the indecomposable representations whose dimension vector is a real root.
Preliminary versions of these results (with = 0) were rst announced at a conference on Geometry and Quivers in Hamburg in November 1996. I should like to thank the organisers O. Riemenschneider and P. Slodowy for inviting me to attend the meeting. I would also like to thank M. P. Holland for some useful discussions.
Remarks added in April 2000 (after writing the paper 4]). We would like to explain some additional applications of the results in this paper to the study of Nakajima's quiver varieties.
Let Q 0 be a quiver with vertex set I. In case Q 0 has no oriented cycles this is to correspond to an orientation of a graph (I; E) as in 
Notation and re ection functors
Let Q be a quiver with vertex set I and let K be an algebraically closed eld. In this section we introduce some standard notation, recall the re ection functors, and determine the e ect of re ection functors on the bres ?1 ( ).
We There is a re ection r i : K I ! K I which is dual to s i . It is de ned by r i ( ) j = j ? ( i ; j ) i . It satis es r i ( ) = s i ( ) for all .
We say that the re ection at a loopfree vertex i is admissible for the pair ( ; ) if i 6 = 0. Let be the smallest equivalence relation on K I Z I with ( ; ) (r i ( ); s i ( )) whenever the re ection at i is admissible for ( ; We use the re ection functors to relate the schemes ?1 ( ) and Proof where N is the number of arrows from j to i. Clearly For arbitrary , suppose that = (1) + + (r) is a decomposition of as a sum of positive roots for Q, and let I( (1) ; : : :; (r) ) be the subset of Rep(Q; ) consisting of the representations whose indecomposable summands have dimension (t) . Clearly this is a G( )-stable constructible set. Proof. Let : ?1 ( ) ! Rep(Q; ) be the projection. We decompose Rep(Q; ) as a union of sets of the form I( (1) ; : : :; (r) ), and consider the inverse images ?1 (I( (1) ; : : :; (r) )). If some ).
Proof. This holds since ( ) for some decomposition = (1) + + (r) , then Lemma 4.5 shows that the inequality remains true when we replace each (t) by all the terms in its canonical decomposition. But now the terms are positive roots. Proof. Since ( ; i ) > 0 there cannot be a loop at i, and therefore there is a re ection at i, although it is not admissible. Now is a sum of positive roots P r t=1 (t) . If any Proof. Suppose that is not a coordinate vector. We have ( ; i ) 0 for all i, for if ( ; i ) > 0 then we must have i = 0. Now the inequality ( ; i ) > 0 implies that i is loopfree, so ( i ; i ) = 2. 
Existence of simple representations
Let Q be a quiver with vertex set I. In this section we prove the implication (2) =) (1) Recall that a representation is said to be a brick if its endomorphism algebra is the base eld K. We denote by B( ) Rep(Q; ) the set of bricks for Q of dimension .
If is a dimension vector in the fundamental region and q( ) < 0 then by Kac' We claim that an indecomposable in T, say in a tube of rank r, has dimension if and only if it has a composition series in T of length mr. Namely, suppose Q has no oriented cycles. T) is not in U. We consider the orbit corresponding to an be an indecomposable module X of dimension . Choose a nite collection U of simple regular modules with the properties that (a) U does not contain the regular socle of X; (b) at most one simple regular module in each tube is not in U; (c) if Q has no oriented cycles then there is a unique tube which has all its simple regular modules in U, if Q is an oriented cycle then no tube has all its simple regular modules in U. As I( ) n B( ) Finally, since the general element x of ?1 ( ) is a simple representation, it is a brick, and hence by Lemma 6.5 it is a smooth point. Thus ?1 ( ) is generically reduced. Since it is also a complete intersection, hence Cohen-Macaulay, it is reduced.
The set F
In this section Q is a quiver with vertex set I. If 
Classi cation of F n
Let Q be a quiver with vertex set I. It follows from Theorem 6.7 and Lemma 7.4 that the set of imaginary roots in is a subset of F . In this section we show that this is quite close to being an equality. Not only is this a good way of determining the elements of (especially when = 0, so there are no admissible re ections), it is also essential for the proof of our characterization of the dimension vectors of simple representations of . The proof of this theorem takes the rest of this section. Throughout, we assume that 2 F . In particular is a root, so if it is sincere then Q is connected. We say that 2 N I is a ( ?1) We claim that ( 0 ; i ) 0 for every vertex i. This is automatic if there is a loop at i, so we may suppose that i is loopfree, and for a contradiction suppose that ( 0 ; i ) > 0. We divide into two cases according to whether or not 0 i = 0. Finally, suppose that Q 0 is of typeẼ n . For typeẼ 6 , the components of on the arm containing r are successively 0; ?1; ?2 (so ?2 at the central vertex), but considering the arm not containing r or s, if the component of at the tip is x, then the components on the arm are x; 2x; 3x. Thus we need 3x = ?2, which is impossible. For typeẼ 7 , the components of on the arm containing r are successively 0; ?1; ?2; ?3, but considering the shortest arm, if the component of at the tip is x, then the component at the centre is 2x. Thus we need 2x = ?3, which is impossible. Note thatẼ 8 doesn't occur since it has only one extending vertex. LEMMA 8.9. Suppose that is a divisor for ( ; ), that j is the critical vertex for , and that and ? are both sincere. If Q 0 is an extended 27 Dynkin subquiver of Q, then j is contained in Q 0 , and it is not an extending vertex for Q 0 .
Proof On the other hand, if j = 1 then t = 1, so k must be connected to a unique vertex u 1 not in Q 0 , and u 1 = 1. Now the condition ( ; u 1 ) = 0 implies that u 1 must be connected to a unique vertex u 2 6 = k and u 2 = 1. Repeating in this way gives an in nite collection of distinct vertices k; u 1 ; u 2 ; : : :. This is impossible.
Thus j cannot be an extending vertex for Q 0 .
LEMMA 8.10. If is a divisor for ( ; ) and and ? are both sincere then Q is a star with three arms.
Proof. Since every vertex of the extended Dynkin quiver of typeÃ n is an extending vertex, by Lemma 8.9 the quiver Q must be a tree. Suppose that Q 0 is a subquiver of Q which is extended Dynkin of typeD n , and let be the minimal positive imaginary root for Q 0 . By Lemma 8.9, j must be contained in Q 0 and it is not an extending vertex. Thus j is on the trunk of Q 0 , and j = 2. By Lemma 8.6, there must be arrows in Q connecting to vertices on both sides of j, so by Lemma 8.7 there are two such arrows, they attach to extending vertices k;`2 Q 0 , and we have s k = s`= 1. Let m be the vertex in Q 0 connected to k, and let p be the other extending vertex in Q 0 connected to m (or in case Q 0 is of typeD 4 , let p be one of the other extending vertices with p 6 =`). Since ( ; p ) = 0, we have m = 2 p , so m is even. On the other hand, since ( ; k ) = 0 we have m + s k = 2 k , so m is odd, a contradiction.
Thus Q contains no subquiver of typeD n , and so it is a star with three arms. 28 LEMMA 8.11. If is a divisor for ( ; ) then and ? cannot both be sincere.
Proof. Supposing that and ? are both sincere, we derive a contradiction. By Lemma 8.10, the quiver Q is a star with three arms. Moreover, j must be at the tip of one of the arms by Lemma 8.6. Note that Q is not Dynkin or extended Dynkin since ( ; ) = P i i ( ; i ) = ? j < 0. On deleting the vertex j, however, the quiver must be Dynkin by Lemma 8.9.
We say that Q has type (p; q; r) if the arm containing j involves p arrows and the other two arms involve q and r arrows respectively. Let k and`be the vertices at the tips of the second and third arms.
If Q has type (1; q; r), let be the vector which is 0 at j and 1 at every other vertex. This gives a contradiction by Lemma 8.5.
If Q has type (2; 1; r) for some r, let be the vector which is 0 at j, 1 at k and the vertex adjacent to j, and 2 at all other vertices. This gives a contradiction by Lemma 8.5.
If Q has type (2; q; r) with q; r 2, then j is an extending vertex for a subquiver of typeẼ 6 . This is impossible by Lemma 8.9.
Finally suppose that Q has type (p; q; r) with p 3. Now Q must contain an extended Dynkin subquiver Q 0 . By Lemma 8.9, Q 0 must contain j, but the condition p 3 forces j to be an extending vertex for Q 0 . This is impossible. LEMMA 8.12. Suppose is a divisor for ( ; ). Assume is sincere but is not. Then j = 0, and decomposing I as a disjoint union J K where K is the support of and J is the set of vertices where vanishes, there is a unique arrow connecting J to K. It connects j to some vertex k 2 K with k = 1.
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In addition there is a vertex`2 K (possibly equal to k) with the property that `= 1, ( ? ; `) = ?1, and ( ? ; i ) = 0 for all i 2 K with i 6 =`. Proof. Since Q is connected, at least one arrow a connects J to K. If its vertex in J is i, then clearly ( ; i ) < 0, so i = j. Now ( ; j ) = ?1, so there can be no other arrows between j and K, and if k is the end of a in K, then k = 1.
Observe that ( ? ; i ) 0 for all i 6 = j, since this is part of the de nition of a divisor if ( ; i ) = 0, while if ( ; i ) 6 = 0 then we must This is impossible since r = 1. Similarly the con guration with r and s interchanged cannot occur. Thus one of three cases occurs. We eliminate each one in turn.
(1) Q 0 is of type A n and r and s are the opposite tips. Starting at the vertex r, the components of must be 1; 2; 3; : : :; n. But then ( ; s ) = 2n ? (n ? 1) = n + 1 6 = 1, a contradiction.
(2) Q 0 is a star with three arms, and r and s occur on the same arms, with one of them at the tip. Without loss of generality, assume that s is at the tip. Letting x = s , working inwards from the vertex s the components of must be x; 2x ? 1; 3x ? 2; : : :. Now if there are p arrows between r and s we have 1 = r = (p + 1)x ? p, so x = 1. Thus the component of at the centre of the star is also 1, but considering either of the other arms, this is impossible.
(3) Q 0 is a star with three arms, and r and s occur as tips of di erent arms. Let the arm containing r contain p arrows, and let the arm containing s contain q arrows. Now, starting from r, the components of on the arm containing r are 1; 2; : : :; p+1. If x = s then the components of on the arm containing s are x; 2x?1; 3x?2; : : :; (q +1)x?q. Thus p + 1 = (q + 1)x ? q. Solving for x this implies that x 2 (since it is an integer), and then p + 1 = q(x ? 1) + x > q + 1. Thus p > q. A similar argument with r and s interchanged gives q > p. Contradiction Proof. Let Q 0 be the restriction of Q to K. Since ? is sincere, we have ( ; i ) = 0 for all i 6 = j, and hence ( ; i ) Q 0 = 0 for all i 2 Q 0 . Now Q is connected, and hence so is Q 0 , and then since has support Q 0 , it follows from 10, Lemma 1, p123] that Q 0 is extended Dynkin and is a multiple of the minimal positive imaginary root for Q 0 . Now k = `= 1, so = and k and`are extending vertices for Q 0 . By Lemma 8.8 we have k =`. Let be the restriction of ? to Q 0 . Then ( ; i ) Q 0 = 0 for all i 2 Q 0 , so is a multiple of . The result follows. Thus suppose that q( ) < 0. We replace ( ; ) by an equivalent pair to ensure that has support as small as possible. Then we pass to the support quiver Q 0 of and the restrictions ( 0 ; 0 ) of and . Clearly 0 2 F 0 n 0. Observe that if we replace ( 0 ; 0 ) by any equivalent pair ( 00 ; 00 ), then 00 is sincere (that is, has support Q 0 ), and ( 00 ; 00 ) can equally well be obtained from ( ; ) by applying the re ections rst, and then passing to the support quiver. Now by Lemma 8.3 there is a (?1)-vector , for ( 0 ; 0 ), and hence a divisor 0 for some equivalent pair ( 00 ; 00 ) by Lemma 8.4. Now 0 and 00 ? 0 cannot both be sincere by Lemma 8.11 . Thus either 0 is a non-sincere divisor, or we obtain a non-sincere divisor for some pair equivalent to ( 00 ; 00 ) on applying Lemma 8.4 to the (?1)-vector 00 ? 0 for ( 00 ; 00 ). Thus case (II) or (III) holds by Lemmas 8.14 and 8.15.
Nonexistence of certain simple representations
In this section we prove the following result. This is used in the next section to complete the proof of Theorem 1.2. ) p( ), with equality exactly when all but one of the (t) are equal to . Proof. Reordering, we may suppose that (1) j = 1 and (t) j = 0 for t 6 = 1. Letting = (1) ? j , we have Now to have equality we must have q( ) = 0 and each (t) (t 6 = 1) either equal to , or vanishing at k. But the condition q( ) = 0 implies that is a multiple of , and hence
is also a multiple of . This is impossible unless each of the terms is equal to . 
; : : :;
) as in Section 4. We need to prove that dim G( ) (I(
; : : :; it follows that this commutator has rank at most one, so by Lemma 9.7, T k has a non-trivial proper subspace invariant under a and a . Now this subspace and its image under b are a non-trivial proper subrepresentation of T. This is a contradiction.
Dimension vectors of simple representations
Let Q be a quiver with vertex set I. In this section we complete the proof of Theorem 1.2. All that remains is to prove the implication (1) =) (2) , that is, if is the dimension vector of a simple representation of then 2 . Thus suppose there is a simple representation of of dimension , and for a contradiction assume that = 2 . Observe that there cannot be an equivalent pair ( 0 ; 0 ) with 0 a coordinate vector, for then clearly 0 2 0, a contradiction by Lemma 5.2. Thus by Lemma 7.4 we have 2 F , and so Theorem 8.1 applies.
Thus we may assume that we are in a situation as in (I), (II) or (III), and to obtain a contradiction it su ces to show that in each case there is no simple representation.
Case (I). Let Q 00 be the quiver obtained from Q by deleting all vertices in J except j, and all arrows with head and tail in J . Let 00 be the restriction of to K fjg, and let 00 be the vector with 00 j = 0 and 00 i = i for i 2 K. In view of the observation above, the restriction V 00 of V to Q 00 is a representation of the deformed preprojective algebra 00 for the quiver Q 00 , of dimension vector 00 . Now by Theorem 9.1, the representation V 00 cannot be simple, so it has a non-trivial proper subrepresentation W. Now V j is one-dimensional, so either W j = 0 or W j = V j . In the rst case W can be extended to a subrepresentation of V by de ning W i = 0 for all i 2 J n fjg; in the second case W can be extended to a subrepresentation of V by de ning W i = V i for all i 2 J n fjg. Thus V is not simple, as required.
Quotient schemes
In this section K is an algebraically closed eld of characteristic zero, and Q is a quiver with vertex set I. sending (x 1 ; : : :; x r ) to the direct sum of the x t with multiplicities. Thus S( ) is irreducible. Now the group H = G(
) G(
) acts freely on Z, and any bre of f is a nite union of H-orbits. Thus
);
as required.
Proof. (of Corollary 1.4) Since ?1 ( ) is reduced and irreducible, so is the quotient ?1 ( ) //G( ). Now the stratum of simple representations has dimension 2p( ), and all other strata have strictly smaller dimension. ) for all t. Moreover, there is a unique indecomposable representation of Q of dimension , and it may be obtained from the trivial representation of (0) of dimension i by applying successively the re ection functors at the vertices i t , and then restricting the resulting representation of (m) to Q. Proof. Since K has characteristic zero, (0) 6 = 0 for any root which is not equal to i (for some component j with j 6 = i must be nonzero, and all components have the same sign). It follows that (t) 6 = 0 for any root which is not equal to (t) . In particular (t) it 6 = 0 for t 1. Thus the re ections are admissible. Now the re ection functors give an equivalence between representations of (0) of dimension i , of which there is only one, and representations of (m) of dimension . Thus there is a unique representations of (m) of dimension , up to isomorphism. property that any direct summand has dimension proportional to . In fact, using these methods it is possible to prove all of Kac's Theorem without using Kac's Lemma 2, except the existence (and number of parameters) of indecomposable representations of dimension with a divisible positive root with q( ) = 0.
