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Аннотация. Стандартные схемы программ — это одна из наиболее простых моделей последо-
вательных императивных программ, предназначенная для решения задач оптимизации и верифи-
кации программ. Мы рассматриваем разрешимое отношение логико-термальной эквивалентности
стандартных схем программ и задачу минимизации их размера при условии сохранения отноше-
ния логико-термальной эквивалентности. Нами доказано, что эта задача является алгоритмически
разрешимой. Далее показано, что стандартные схемы программ с отношением логико-термальной
эквивалентности и конечные детерминированные автоматы-преобразователи, работающие над по-
лугруппами подстановок, взаимно транслируются друг в друга. Отсюда следует, что также разре-
шимы задачи проверки эквивалентности и минимизации для преобразователей указанного вида.
Кроме того, на основе обнаруженной взаимосвязи выделен подкласс стандартных схем программ,
минимизация которых осуществима за полиномиальное время при помощи ранее известных ме-
тодов минимизации автоматов-преобразователей, работающих над полугруппами. В заключении
приведен пример, свидетельствующий о том, что в общем случае задача минимизации автоматов-
преобразователей над полугруппой подстановок может иметь несколько неизоморфных решений.
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Введение
Теория схем программ — первая математическая теория, объектами изучения ко-
торой являются компьютерные программы (не путать с алгоритмами!), — возник-
ла в конце 50-х годов с целью создания математических методов, облегчающих
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разработку программ. Компьютеры того времени обладали очень ограниченными
вычислительными ресурсами, и поэтому задача оптимизации программ по разме-
ру, объему рабочей памяти и производительности была чрезвычайно актуальной.
Часто отлаженную и протестированную программу нужно было модифицировать
вручную, чтобы сократить ее размер или оптимизировать рабочую память. После
проведения оптимизирующих преобразований измененная программа должна была
вновь подвергаться тестовым испытаниям. Чтобы облегчить этот процесс, А.А. Ля-
пунов в статье [12] предложил следующий подход к решению задачи оптимизации
программ:
1) создать математическую модель, в которой компьютерные программы мог-
ли быть представлены выражениями, подобными логическим или алгебраиче-
ским формулам;
2) определить поведение (семантику) моделей программ так, чтобы эквивалент-
ные модели программ (т.е. модели, имеющие одинаковое поведение) соответ-
ствовали программам, вычисляющим одну и ту же функцию;
3) использовать для оптимизации программ только такие преобразования, кото-
рые сохраняют эквивалентность предложенных моделей программ.
Модели программ, предложенные в статье [12], были названы схемами программ
по аналогии с терминами «схема формулы» или «схема правила вывода», исполь-
зуемыми в математической логике. Позднее Р.И. Подловченко предложила назвать
модели программ, удовлетворяющие требованию п. 2, аппроксимирующими моде-
лями [13].
Если использовать указанный подход, то для подтверждения корректности про-
граммной оптимизации можно не проводить повторного тестирования оптимизиро-
ванной программы, а всего лишь проверить эквивалентность схемы исходной про-
граммы и схемы модифицированной программы. При наличии алгоритма проверки
эквивалентности схем программ эту проверку можно автоматизировать, и поэтому
на первый план была выдвинута задача создания алгоритмов проверки эквивалент-
ности схем программ. Она была успешно решена Ю.И. Яновым в работе [14]. До-
стигнутый успех привлек к теории схем программ внимание со стороны математи-
ков, занимавшихся решением задач системного программирования. Спустя короткое
время на основе этой теории были предложены алгоритмы оптимизации линейных
участков программ [10], рабочей памяти программ [2, 11]; эти и другие подобные
алгоритмы были использованы в первом оптимизирующем трансляторе для языка
программирования ALGOL-60 [16]. Первые положительные результаты исследова-
ния алгоритмических задач в теории схем программ показали, что с помощью этой
теории можно создавать эффективные методы оптимизации программ.
Другое важное открытие в теории схем программ совершила Дж. Ратледж [22];
она показала, что схемы программ Ляпунова–Янова и конечные автоматы Рабина–
Скотта можно взаимно транслировать друг в друга — вычисления схем программ
можно представить как вычисления автоматов и наоборот. Отсюда следует, что
разрешающие алгоритмы для задач теории автоматов можно перенести в теорию
схем программ. В частности, многочисленные алгоритмы минимизации детермини-
рованных конечных автоматов [26] можно использовать для сокращения размера
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программ. На основании обнаруженной взаимосвязи теории схем программ и тео-
рии автоматов был предложен следующий метод построения алгоритмов оптими-
зации программ (см. [3]). Предположим, что имеется аппроксимирующая модель
программ P с отношением эквивалентности ∼P и мерой сложности || · ||P на множе-
стве схем программ. Предположим также, что удалось обнаружить класс автоматов
A с отношением эквивалентности ∼A и мерой сложности || · ||A, для которого суще-
ствует эффективная взаимнооднозначная трансляция ϕ : P → A, удовлетворяющая
двум условиям:
1) для любой пары схем программ pi1, pi2 справедливо соотношение pi1 ∼P pi2 ⇔
ϕ(pi1) ∼A ϕ(pi2);
2) для любой схемы программ pi верно равенство ||pi||P = ||ϕ(pi)||A.
При соблюдении этих условий любой алгоритм минимизации автоматов из клас-
са A в метрике сложности || · ||A можно легко адаптировать для решения задачи
минимизации программ в метрике сложности || · ||P . Здесь теория автоматов предо-
ставляет абстрактную модель вычислений, в которой удобно решать проблемы эк-
вивалентности и минимизации, а теория схем программ — средство для приложения
полученных результатов в решении задач анализа и оптимизации программ.
Помимо работы [22], описанный прием был успешно применен А.А. Летичев-
ским в работе [1] для решения задачи оптимизации программ по быстродействию;
в качестве схем программ использовались дискретные преобразователи Глушкова,
обобщающие схемы программ Ляпунова–Янова. Достигнутый успех стимулировал
поиск других взаимосвязей между теорией схем программ и теорией автоматов.
В статье [19] было показано, что схемы последовательных программ с перестано-
вочными операторами можно транслировать в детерминированные многоленточные
автоматы, а в статье [17] было установлено, что подобная же трансляция имеет ме-
сто для рекурсивных схем программ и детерминированных автоматов с магазинной
памятью. Однако проблема эквивалентности для этих двух разновидностей автома-
тов оказалась твердым орешком — лишь два десятилетия спустя алгоритмическая
разрешимость этой проблемы была доказана в статьях [18, 24] (вопрос о ее слож-
ности открыт до сих пор). Большой интерес специалистов в теории схем программ,
проявленный к проблеме эквивалентности для многоленточных и магазинных ав-
томатов, оказал отрицательное влияние на развитие этой теории — были обойдены
вниманием другие виды схем программ и классы автоматов, для которых осуще-
ствима описанная выше трансляция, не удалось построить практичных алгоритмов
проверки эквивалентности и оптимизации схем программ. В итоге намеченные в
статье [3] цели развития теории схем программ и ее применения в системном про-
граммировании не были своевременно достигнуты. Эти неудачи послужили одной
из причин последующего упадка этой теории; более подробно об этом периоде раз-
вития теории схем программ можно прочесть в книге [7].
И хотя в настоящее время задачи, исследовавшиеся в теории схем программ в
70–80 гг., уже не относятся к числу наиболее актуальных, потенциал некоторых мо-
делей и методов, созданных и развитых в рамках этой теории, еще далек от исчер-
пания. В частности, мы предлагаем исследовать еще одну сочетаемую пару «схема
программ — автомат», пригодную для решения задачи оптимизации последователь-
ных императивных программ. В качестве аппроксимирующей модели программ P
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рассматривается модель стандартных схем программ, впервые предложенная в ста-
тье [19], с отношением логико-термальной эквивалентности ∼P , впервые описанным
в статье [8]. Выбор этой модели программ обусловлен тем, что
1) проблема логико-термальной эквивалентности стандартных схем программ
разрешима за полиномиальное время (см. [4, 23]);
2) семантику стандартных схем программ можно описать при помощи конечных
подстановок, образующих полугруппу, которая обладает многими полезными
алгебраическими свойствами и хорошо подходит для решения задачи мини-
мизации автоматов.
Как будет показано далее в данной статье, выбранной модели программ соответ-
ствует класс конечных автоматов-преобразователей над полугруппами, введенный
в статье [28]. Для автоматов этого вида эффективно разрешимы проблема проверки
эквивалентности [28] и проблема минимизации [6].
В данной статье представлены три основных результата исследования проблемы
минимизации стандартных схем программ. Во-первых, показано, что задача мини-
мизации стандартных схем программ с логико-термальной эквивалентностью ал-
горитмически разрешима и сводится к задаче минимизации конечных автоматов-
преобразователей над полугруппой конечных подстановок. Во-вторых, выделена
подполугруппа консервативных ортогональных подстановок, для которой эффек-
тивно разрешима задача минимизации автоматов-преобразователей при помощи
метода минимизации, описанного в статье [6]. В-третьих, установлено, что в общем
случае задача минимизации конечных автоматов-преобразователей над полугруп-
пой произвольных конечных подстановок не имеет однозначного решения подобно
тому, как не имеет однозначного решения задача минимизации дизъюнктивных нор-
мальных форм в булевой алгебре.
Статья организована следующим образом. Поскольку описание модели стан-
дартных схем программ опирается на понятие подстановки, в следующем разделе
приводятся основные понятия алгебры подстановок. Далее следует описание устрой-
ства стандартных схем программ и логико-термальной эквивалентности. В следу-
ющем разделе доказывается алгоритмическая разрешимость задачи минимизации
стандартных схем программ с отношением логико-термальной эквивалентности. За-
тем дается описание модели вычислений конечных автоматов-преобразователей над
полугруппами и показывается, что классы стандартных схем программ конечных
детерминированных автоматов-преобразователей над полугруппой подстановок вза-
имно транслируются друг в друга. Отсюда следует, что задачи проверки эквива-
лентности и минимизации для преобразователей указанного вида также разреши-
мы. В следующем разделе выделена подполугруппа консервативных ортогональных
подстановок и показано, что задача минимизации автоматов-преобразователей, ра-
ботающих над этой подполугруппой, имеет однозначное решение, вычислимое за
полиномиальное время. Отсюда следует, что для класса схем программ, соответ-
ствующих преобразователям указанного вида, существует эффективное решение
задачи минимизации. В заключении приводится пример автомата-преобразователя
над полугруппой подстановок, для которого задача минимизации имеет несколько
неизоморфных решений. Этот пример призван обозначить некоторые трудности,
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с которыми придется столкнуться при изучении сложности задачи минимизации
стандартных схем программ.
1. Алгебра подстановок
Для произвольных заданных множеств переменных X, функциональных символов
F и предикатных символов P будем использовать запись Term(X,F) для обозначе-
ния множества термов, построенных из переменных и функциональных символов, а
запись Atom(X,F ,P) — для обозначения множества атомарных формул (атомов),
построенных из предикатных символов и термов. Для каждого терма или атома T
обозначим записью V arT множество переменных, входящих в выражение T . Высо-
та терма или атома определяется обычным образом как высота дерева в древесном
представлении этих выражений.
Пусть X и Y — два конечных множества переменных. Подстановкой назовем
всякое отображение θ : X → Term(Y,F), сопоставляющее каждой переменной из
X некоторый терм из Term(Y,F). Множество всех таких подстановок условимся
обозначать записью Subst(X, Y,F). Если X = {x1, . . . , xn} — конечное множество
переменных и θ(xi) = ti для всех i, 1 ≤ i ≤ n, то такая подстановка называется
конечной и определяется списком пар {x1/t1, . . . , xn/tn}. Запись V arθ будет исполь-
зоваться для обозначения множества переменных
n⋃
i=1
V arti , входящих в состав всех
термов ti подстановки θ. Результатом применения подстановки θ к терму t явля-
ется терм tθ, получающийся одновременной заменой в терме t каждого вхождения
любой переменной xi термом ti. Композиция η ◦ θ подстановок θ ∈ Subst(X, Y,F)
и η ∈ Subst(Y, Z,F) — это такая подстановка из множества Subst(X,Z,F) (ее тра-
диционно обозначают записью θη), которая определяется равенством θη(x) = θ(x)η
для каждой переменной x, x ∈ X. Множество подстановок Subst(X,X,F) с опера-
цией композиции образует полугруппу, в которой нейтральным элементом служит
тождественная подстановка ε = {x1/x1, . . . , xn/xn}.
На множестве подстановок Subst(X,X,F) можно определить отношения пред-
порядка . Для пары подстановок θ1, θ2 отношение θ1  θ2 выполняется, если есть
такая подстановка η, что θ2 = θ1η. В случае выполнимости отношения θ1  θ2 под-
становку θ1 называют прототипом подстановки θ2, а подстановку θ2 — примером
подстановки θ1. Квазиупорядоченное множество (Subst(X,X,F),) образует ква-
зирешетку, наименьшим элементом которой является тождественная подстановка
ε. Эта квазирешетка удовлетворяет условию обрыва убывающих цепей. Более по-
дробные сведения об алгебре подстановок могут быть почерпнуты из работы [15].
2. Стандартные схемы программ
В качестве математической модели последовательных императивных программ мы
используем стандартные схемы программ; они были введены в статье [19] и по-
лучили такое название в статье [3]. Подробное описание этой разновидности схем
программ приведено в монографии [9]. Мы опишем вкратце устройство этой мо-
дели, опираясь на понятия теории графов и алгебры подстановок. Пусть задано
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некоторое конечное множество переменныхX. Стандартная схема программ pi пред-
ставляет собой размеченный ориентированный граф; его вершины будем называть
узлами. Каждому узлу v графа pi приписана атомарная формула Av из множества
Atom(X,F ,P). Один из узлов v0 графа pi особо выделен в качестве входа в про-
грамму, а некоторые другие узлы u1, . . . , uk являются выходами из программы. Из
каждого невыходного узла исходят не более двух дуг, помеченных разными симво-
лами из множества {0, 1}. Кроме того, каждой дуге, ведущей в графе pi из узла u в
узел v, приписана подстановка θuv из множества Subst(X,X,F). Из выходов схемы
не исходит ни одной дуги. Предполагается также, что через каждый узел графа
pi проходит некоторый маршрут, ведущий из входа схемы в один из ее выходов.
Размером ||pi|| схемы программ pi назовем число ее узлов.
Узлы графа pi соответствуют точкам программы, в которых проводится провер-
ка условий и ветвление потока управления программы. Атомарные формулы, при-
писанные узлам, соответствуют условиям ветвления, а дуги графа pi — линейным
участкам программы. Если линейный участок между точками ветвления u и v пред-
ставляет собой последовательность операторов присваивания xi1 := t1; . . . ;xim :=
tm, то соответствующей дуге приписана подстановка θuv = {xim/tm} · · · {xi1/t1},
представляющая собой композицию односвязочных подстановок для всех операто-
ров этого линейного участка.
Пусть задан некоторый маршрут в схеме программ pi из узла v0 в узел vm
w = v0
σ1,θ1−→ v1 σ2,θ2−→ · · · σm,θm−→ vm . (1)
Если v0 — вход схемы pi, то маршрут w называется начальным, а если vm — один
из выходов схемы pi, то маршрут w называется финальным. Маршрут w, который
является одновременно начальным и финальным, называется полным маршрутом.
Множество всех полных маршрутов в схеме программ pi обозначим записью Path(pi).
Записью θw будем обозначать композицию θ1◦· · ·◦θm всех подстановок, приписанных
дугам этого маршрута.
Двоичная последовательность lh(w) = σ1, σ2, . . . , σm называется логической ис-
торией маршрута (1); вместе с узлом v0 она однозначно определяет маршрут w в
схеме программ pi. Последовательность пар
lth(w) = (Av0η0, σ1), (Av1η1, σ2), . . . , (Avm−1ηm−1, σm), (Avmηm, 1),
где η0 = ε и ηi = θiηi−1 для каждого i, 1 ≤ i ≤ m, называется логико-термальной
историей (л-т историей) маршрута w. Детерминантом Det(pi) схемы программ pi
называется множество л-т историй всех полных маршрутов в схеме программ pi, т. е.
Det(pi) = {lth(w) : w ∈ Path(pi)}. Две схемы программы pi1 и pi2 считаются логико-
термально (л-т) эквивалентными (отношение обозначается записью pi1 ∼lt pi2),
если справедливо равенство Det(pi1) = Det(pi2).
Схема программ pi′ называется S-минимальной, если неравенство ||pi′|| ≤ ||pi||
выполняется для любой схемы программ pi, л-т эквивалентной схеме pi′. Задача ми-
нимизации схем программ состоит в том, чтобы для произвольной заданной схемы
программ pi построить л-т эквивалентную ей минимальную схему программ pi′.
Функциональная эквивалентность стандартных схем программ определяется на
множестве всех интерпретаций сигнатуры Σ = (X,F ,P). Для каждой интерпре-
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тации I в схеме программ pi выбирается единственный (если он существует) пол-
ный маршрут w(pi, I), который в каждом узле vi, 0 ≤ i < m, удовлетворяет усло-
вию I |= Aviηi = σi+1. Тогда атомарная формула Avmηm объявляется значением
pi(I) схемы программ pi в интерпретации I. Две схемы программ pi1 и pi2 считают-
ся функционально эквивалентными, если для любой интерпретации I выполняется
соотношение I |= pi1(I) = pi2(I).
В статье [19] было показано, что отношение функциональной эквивалентности
алгоритмически неразрешимо, но, как было установлено в работе [8], оно аппрок-
симируется разрешимым отношением л-т эквивалентности. Таким образом, алго-
ритмы минимизации стандартных схем программ с л-т эквивалентностью можно
корректно использовать для оптимизации последовательных императивных про-
грамм. Далее мы покажем, что указанная задача минимизации стандартных схем
программ с л-т эквивалентностью алгоритмически разрешима и, кроме того, своди-
ма к задаче минимизации конечных автоматов-преобразователей над полугруппой
подстановок. Для этого целесообразно обратиться к следующему простому крите-
рию л-т эквивалентности схем программ.
Сокращенной логико-термальной историей маршрута (1) в схеме программ pi
назовем пару rlth(w) = (lh(w), Avmθw), состоящую из логической истории lh(w) =
σ1, σ2, . . . , σm этого маршрута и примера атомарной формулы Avm , приписанной по-
следнему узлу vm маршрута w, которая специализирована композицией подстановок
θ1 ◦ · · · ◦ θm, приписанных всем дугам этого маршрута. Сокращенным детерминан-
том схемы программ pi назовем множество
RDet(pi) = {rlth(w) : w — начальный маршрут в схеме pi}
сокращенных л-т историй всех начальных маршрутов в схеме программ pi.
Утверждение 1. Для любой пары схем программ pi1 и pi2, через каждый узел
которых проходит хотя бы один полный маршрут, справедливо соотношение
pi1 ∼lt pi2 ⇔ RDet(pi1) = RDet(pi2) .
Доказательство. Достаточно заметить, что в случае, когда через каждый узел
схемы программ проходит хотя бы один полный маршрут, каждой л-т истории
lth(w) = (Av0η0, σ1), (Av1η1, σ2), . . . , (Avm−1ηm−1, σm), (Avmηm, 1) взаимнооднозначно
соответствует набор, состоящий из m + 1 сокращенных л-т историй
rlth(wi) = (σ1, . . . , σi, Aviηi), 0 ≤ i ≤ m. 
3. Минимизация стандартных схем программ
Как уже было упомянуто, отношение л-т эквивалентности стандартных схем про-
грамм разрешимо (см. [4, 8, 23]). Если в модели вычислений разрешима пробле-
ма эквивалентности, то для решения задачи минимизации вычислительных систем
(программ) в этой модели можно использовать переборный алгоритм: для миними-
зации заданной программы pi нужно перебирать в порядке возрастания сложности
все программы pi′ и проверять эквивалентность pi ∼ pi′. Если для каждого значения
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сложности k существует лишь конечное множество программ pi′, имеющих слож-
ность ||pi′|| = k, то мы получаем готовый (хотя и далеко не самый эффективный)
алгоритм минимизации программ в рассматриваемой модели вычислений.
К сожалению, если мерой сложности стандартной схемы программ pi являет-
ся число ее узлов, то для каждого натурального k, k > 1, существует бесконечно
много схем программ сложности k. Причина тому — неограниченность множества
подстановок, которыми можно помечать дуги программы. Чтобы преодолеть это
препятствие, можно попытаться для каждой схемы программы pi выделить такое
конечное подмножество подстановок, которого достаточно для построения мини-
мальной схемы программ, эквивалентной схеме pi.
Пусть задана схема программ pi с множеством узлов V , дуги которой помечены
конечными подстановками из множества Subst(X,X,F), где |X| = n. Мы будем
полагать, что каждый узел схемы pi лежит на некотором маршруте из входа схе-
мы в один из ее выходов. Как можно легко заметить, не удовлетворяющие этому
требованию узлы можно удалить вместе с инцидентными им дугами, сохранив при
этом детерминант Det(pi) схемы. Рассмотрим произвольный узел v в этой схеме
и переменную x. Переменная x считается существенной в узле v схемы pi, если
из этого узла исходит хотя бы один такой маршрут w, сокращенная л-т история
rlth(w) = (lh(w), A) которого удовлетворяет условию x ∈ V arA. В противном слу-
чае переменную x будем называть несущественной в узле v.
Как показывает следующее утверждение, для несущественных переменных вид
подставляемых термов в соответствующих связках тех подстановок, которыми по-
мечены дуги схемы программы, не имеет значения.
Утверждение 2. Предположим, что схема программ pi содержит дугу u σ,θ−→ v,
и подстановка θ′ отличается от подстановки θ только связкой для переменной
x, т.е. θ(y) = θ′(y) для любой переменной y ∈ X \ {x}. Предположим, что схе-
ма программ pi′ получена из pi заменой дуги u σ,θ−→ v на дугу u σ,θ′−→ v. Тогда если
переменная x является несущественной в узле v, то pi ∼ pi′.
Доказательство. Рассмотрим произвольный маршрут w = w1;u
σ,θ−→ v;w2, прохо-
дящий в схеме pi через выделенную дугу, и сокращенные л-т истории rlth(w) =
(lh(w), A) и rlth(w2) = (lh(w2), A2). Из определения л-т истории маршрутов в схе-
ме программ следует, что A = A2θθw1 . Поскольку переменная x несущественна в
узле v, атом A2 не содержит вхождений переменной x. А так как подстановки θ и
θ′ отличаются только связкой для переменной x, верно равенство A2θ = A2θ′. Та-
ким образом, маршрут w′ = w1;u
σ,θ′−→ v;w2 будет иметь ту же самую сокращенную
л-т историю, что и маршрут w. Значит, RDet(pi) = RDet(pi′), и поэтому согласно
утверждению 1 схемы pi и pi′ л-т эквивалентны. 
Свойство существенности переменной x в узле v схемы программ pi можно опи-
сать иным способом при помощи графа зависимости переменных в программе, ис-
пользующегося при анализе потоков данных (см. [21]). Рассмотрим ориентирован-
ный граф Dpi, вершинами которого служат все пары (x, v), x ∈ X, v ∈ V . В этом
графе из вершины (y, u) в вершину (x, v) исходит дуга в том и только том случае,
если в схеме программ pi есть такая дуга u σ,θ−→ v, что y ∈ V arθ(x). В определен-
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ном таким образом графе зависимости переменных выделим множество вершин
Upi = {(x, v) : x ∈ V arAv}.
Утверждение 3. Переменная x существенна в узле v схемы программ pi тогда
и только тогда, когда в графе зависимости переменных Dpi существует путь из
вершины (x, v) в одну из вершин множества Upi.
Доказательство. Утверждения такого рода хорошо известны в теории статического
анализа программ. В данном случае оно легко доказывается индукцией по длине
маршрута в схеме программ pi, подтверждающего существенность переменной x в
узле v (необходимое условие), и по длине пути в графе зависимости Dpi из вершины
(x, v) в вершину из множества Upi (достаточное условие). 
Используя граф зависимости, покажем, как оценить высоту термов, присутству-
ющих в разметках дуг в эквивалентных схемах программ.
Утверждение 4. Предположим, что схемы программ pi1 и pi2 над множеством
переменных X, где |X| = n, обладают следующими свойствами:
1. ||pi1|| = m, и глубина всех термов в подстановках, которыми помечены дуги
в схеме pi1, не превосходит некоторого натурального числа k;
2. ||pi2|| ≤ m, и в схеме pi2 есть такая дуга u σ,η−→ v, что переменная x является
существенной в узле v, а высота терма η(x) превосходит величину km(n+1).
Тогда pi1 6∼lt pi2.
Доказательство. Согласно утверждению 3 существенность переменной x в узле v
влечет за собой существование пути в графе зависимости переменных Dpi2 из вер-
шины (x, v) в одну из вершин множества Upi2 . Поскольку ||pi2|| ≤ m и |X| = n,
кратчайший путь такого вида имеет длину, не превосходящую величины mn. Тогда
в схеме программ pi2 существует соответствующий этому пути маршрут w′′ такой
же длины из узла v в некоторый узел v′′, который подтверждает существенность
переменной x в узле v. Последнее означает, что rlth(w′′) = (lh(w′′), A) и x ∈ V arA.
Рассмотрим в схеме программ pi2 кратчайший маршрут w′ из входа схемы в верши-
ну u. Длина этого маршрута не превосходит числа m. Тогда начальный маршрут
w2 = w
′, u
σ,η−→ v, w′′ имеет длину, меньшую величины m(n + 1), и сокращенную л-т
историю rlth(w2) = (lh(w2), Aηθw′). Поскольку x ∈ V arA и высота терма η(x) пре-
восходит величину km(n+ 1), высота атома Aηθw′ также превосходит эту величину.
Обратимся теперь к схеме программ pi1 и рассмотрим в ней произвольный на-
чальный маршрут w1, длина которого не превосходит величины m(n + 1). Сокра-
щенная л-т история этого маршрута имеет вид rlth(w1) = (lt(w1), Bθw1), причем
подстановка θw1 представляет собой композицию не более чем m(n + 1) подстано-
вок, в которых все подставляемые термы имеют высоту, не превосходящую числа
k. Значит, высота атома Bθw1 не превосходит величины km(n+ 1). Отсюда следует,
что rlth(w2) /∈ RDet(pi1). Cогласно утверждению 1 это означает, что pi1 6∼lt pi2. 
На основе приведенных выше утверждений может быть доказана
Теорема 1. Проблема минимизации стандартных схем программ алгоритмиче-
ски разрешима.
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Доказательство. Предположим, что требуется минимизировать схему программ pi
размера ||pi|| = m над множеством переменных X, где |X| = n, причем все термы
в подстановках, которыми помечены дуги этой схемы, имеют глубину, не превос-
ходящую некоторого натурального числа k. Тогда в минимальной схеме программ
pi0, л-т эквивалентной схеме программ pi, для каждой дуги u
σ,η−→ v и для каждой
переменной x верно одно из двух:
• если переменная x несущественна в узле v, то согласно утверждению 2 терм
η(x) можно задавать произвольно, сохраняя при этом л-т эквивалентность
схемы программ; поэтому можно полагать, что в этом случае η(x) = x;
• если переменная x существенна в узле v, то согласно утверждению 3 высота
терма η(x) не превосходит величины km(n+ 1).
Поскольку проблема л-т эквивалентности стандартных схем программ разрешима,
поиск минимальной схемы программ pi0 можно проводить полным перебором по
конечной совокупности всех схем программ, размер которых меньше числа m, и
при этом таких, что во всех подстановках, приписанных дугам схемы, все термы
имеют высоту, не превосходящую величины km(n+ 1). 
Конечно, такой переборный алгоритм минимизации совершенно непрактичный —
он имеет, по меньшей мере, тройную экспоненциальную сложность. Далее мы обсу-
дим перспективы создания более эффективных способов минимизации стандартных
схем программ при помощи методов минимизации других систем вычислений.
4. Автоматы-преобразователи над полугруппами
Пусть заданы два конечных множества C и A. Элементы множества C будем назы-
вать входными сигналами. Конечные последовательности входных сигналов (слова
в алфавите C) будем называть потоками сигналов. Обозначим записью C∗ множе-
ство всевозможных потоков сигналов. Элементы множества A будем называть про-
стыми действиями. Конечные последовательности простых действий, представля-
ющие собой слова в алфавитеA, будем называть составными действиями. Рассмот-
рим полугруппу (S, e, ◦), порожденную множеством простых действий A, в которой
e обозначает нейтральный элемент, а ◦— полугрупповую операцию. Элементы полу-
группы S назовем состояниями данных. Применив простое действие a к состоянию
данных s, получаем результат s◦a. Составное действие h = a1a2 . . . ak представляет
собой композицию [h]S = a1◦a2◦· · ·◦ak простых действий системы. Индекс S может
быть опущен, если из контекста понятно, о какой полугруппе идет речь.
Детерминированный автомат-преобразователь с конечным числом состояний
над множеством сигналов C и множеством базовых действий A — это размеченная
система переходов Π = (C,A, Q, q0, F, T, h0, E), состоящая из
• конечного множества состояний управления Q,
• начального состояния q0 ∈ Q,
• множества состояний выхода F ⊆ Q,
• функции переходов T : Q× C → Q×A∗,
• инициализирующего действия h0 ∈ A∗,
• функции финализации E : F → A∗.
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Каждая четверка (q, c, q′, h), удовлетворяющая равенству T (q, c) = (q′, h), называ-
ется переходом и обозначается записью q c,h−→ q′. Размером ||Π|| автомата-преобра-
зователя Π называется число |Q| его состояний управления.
Прогоном автомата-преобразователя Π на потоке сигналов α = c1c2 . . . cn из со-
стояния управления q называется последовательность переходов
q
c1,h1−→ q1 c2,h2−→ q2 c3,h3−→ · · · cm,hm−→ q′ , (2)
которую будем обозначать записью q α,h−→∗ q′, где h = h1h2 . . . hm. Если состояние
управления q является инициальным, то прогон также называется инициальным, а
если q′ ∈ F , то прогон называется финальным. Прогон, являющийся одновременно
инициальным и финальным, называется полным. Для полного прогона q α,h−→∗ q′
автомата-преобразователя Π, действия которого интерпретируются в полугруппе
S, состояние данных [h0hE(q′)]S считается результатом этого прогона. Поведение
автомата-преобразователя Π, характеризуется частичной функцией Π : C∗ → S; ее
значения для потока сигналов α определяются соотношением
Π(α) =
{
[h0hE(q
′)], если преобразователь Π имеет полный прогон q w,h−→∗ q′,
не определено, в противном случае.
Для заданной полугруппы (S, e, ◦) преобразователи Π1 и Π2 называются S-экви-
валентными, если равенство Π1(α) = Π2(α) выполняется для любого потока сиг-
налов α. Отношение S-эквивалентности условимся обозначать записью Π1 ∼S Π2.
Автомат-преобразователь Π′ называется S-минимальным, если неравенство ||Π′|| ≤
||Π|| выполняется для любого преобразователя Π, S-эквивалентного преобразова-
телю Π′. Задача минимизации автоматов-преобразователей над полугруппой S со-
стоит в том, чтобы для произвольного заданного преобразователя Π построить S-
эквивалентный ему S-минимальный преобразователь Π′.
Взаимосвязь между схемами программ и автоматами-преобразователями обес-
печивается следующими двумя утверждениями.
Утверждение 5. Существует такая эффективная трансляция ϕ стандартных
схем программ в автоматы-преобразователи, работающие над полугруппой под-
становок, которая удовлетворяет условиям:
1) для любой пары схем программ pi′ и pi′′ верно соотношение pi′ ∼lt pi′′ ⇔
ϕ(pi′) ∼Subst ϕ(pi′′);
2) для любой схемы программ pi верно равенство ||pi|| = ||ϕ(pi)||.
Доказательство. Отображение ϕ определяется следующим образом. Предположим,
что схема программ pi сигнатуры Σ = (X,F ,P) содержит множество узлов V , и в
том числе входной узел v0. Не ограничивая общности, будем полагать, что каждый
узел схемы лежит на некотором маршруте из входа схемы в один из ее выходов.
Введем в рассмотрение n новых 1-местных функциональных символов f1, . . . , fn,
где n = |X|.
Автомат-преобразователь Π = ϕ(pi) работает над множеством входных сигналов
C = {0, 1} и множеством состояний данных Subst(X,X,F ∪ {f1, . . . , fn} ∪ A), имеет
множество состояний управления V , совпадающее с множеством состояний выхода,
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и начальное состояние v0. Каждая дуга u
σ,θ−→ v в схеме программ pi становится
переходом в преобразователе ϕ(Π). Инициализирующим действием служит тожде-
ственная подстановка ε. Функция финализации приписывает каждому состоянию
управления v подстановку ηv = {x1/f1(Av), . . . , xn/fn(Av)}.
Из описания преобразователя Π видно, что между множеством начальных марш-
рутов в схеме pi и множеством полных прогонов в автомате-преобразователе Π су-
ществует взаимно-однозначное соответствие: каждому начальному маршруту w с
сокращенной л-т историей rlth(w) = (α,A) соответствует полный прогон на потоке
сигналов α с результатом Π(α) = {x1/f1(A), . . . , xn/fn(A)}. Поэтому из утвержде-
ния 1 следует справедливость доказываемого утверждения. 
Утверждение 6. Существует такая эффективная трансляция ψ автоматов-
преобразователей, работающих над множеством входных сигналов C = {0, 1} и
полугруппой подстановок, в стандартные схемы программ, которая удовлетворя-
ет следующим условиям:
1) для любой пары автоматов-преобразователей Π′ и Π′′ верно соотношение
Π′ ∼Subst Π′′ ⇔ ψ(Π′) ∼lt ψ(Π′′);
2) для любого автомата-преобразователя Π верно равенство |Π| = |ψ(Π)|.
Доказательство. Пусть задана полугруппа подстановок Subst(X,X,F) и пусть R —
некоторый n-местный предикатный символ, где n = |X|, а P — некоторый 0-местный
предикатный символ. Рассмотрим произвольный детерминированный автомат-пре-
образователь Π = (C, Subst(X,X,F), Q, q0, F, T, h0, E), причем, не ограничивая общ-
ности, будем полагать, что h0 = ε, а из состояний выхода не исходит ни одного пе-
рехода. Стандартная схема программ pi = ψ(Π) устроена так. Ее узлами являются
все состояния управления преобразователя Π, входом — начальное состояние q0, а
выходами — все состояния выхода преобразователя Π. Каждый переход q′ σ,θ−→ q′′ в
преобразователе Π становится дугой в схеме программ pi. Каждому выходу q, q ∈ F ,
приписана атомарная формула Aq = R(x1, . . . , xn)E(q), а всем остальным узлам схе-
мы приписан предикат P .
Из описания схемы программ pi видно, что между множеством полных прого-
нов в автомате-преобразователе Π и множеством полных маршрутов в схеме pi су-
ществует взаимно-однозначное соответствие: каждому полному прогону на потоке
сигналов α = σ1 . . . σm, завершающемуся c результатом η, соответствует полный
маршрут в схеме pi с л-т историей lth(w) = (P, σ1), . . . , (P, σm), (R(x1, . . . , xn)η, 1).
Отсюда следует справедливость доказываемого утверждения. 
Утверждения 5 и 6 обеспечивают переносимость методов и результатов, полу-
ченных в одной из теорий — теории схем программ или теории автоматов-преобра-
зователей над полугруппами, — в другую теорию. Например, из утверждения 6 и
ранее полученных результатов о разрешимости за полиномиальное время задачи
проверки л-т эквивалентности схем программ (см. [4, 23]) следует
Теорема 2. Проблема эквивалентности конечных детерминированных автома-
тов-преобразователей, работающих над полугруппой подстановок, разрешима за
полиномиальное время.
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Что касается задачи минимизации, то вопрос о ее сложности для схем программ
остается открытым; поэтому на основании теоремы 1 и утверждения 5 справедливо
более слабое утверждение
Теорема 3. Проблема минимизации конечных детерминированных автоматов-
преобразователей, работающих над полугруппой подстановок, разрешима.
В следующем разделе мы покажем, что утверждение 5 о транслируемости авто-
матов-преобразователей в схемы программ вкупе с эффективными методами мини-
мизации автоматов-преобразователей над полугруппами дает эффективное решение
задачи минимизации для некоторых классов схем программ.
5. Минимизация автоматов-преобразователей над
полугруппой подстановок
Первый алгоритм минимизации конечных детерминированных автоматов-преобра-
зователей над свободной полугруппой слов был описан в статье [20]. В работе [5]
была исследована задача минимизации автоматов-преобразователей, работающих
над группами; было показано, что если множество состояний данных S образу-
ет группу с разрешимой проблемой тождеств, то задача минимизации автоматов-
преобразователей имеет однозначное решение, которое может быть эффективно вы-
числено. Затем в статье [6] было получено решение задачи минимизации автоматов-
преобразователей над упорядоченными полугруппами. Поскольку полугруппа под-
становок Subst(X,X, F ) является квазирешеткой, метод, предложенный в этой ста-
тье, применим для решения задачи минимизации автоматов-преобразователей, ра-
ботающих над Subst(X,X, F ). Рассмотрим требования, предъявляемые в статье [6]
к полугруппе S, и оценим, в какой мере полугруппа подстановок Subst(X,X, F )
удовлетворяет им.
На полугруппе S определим бинарное отношение S следующим образом: для
любой пары элементов s1, s2 отношение s1 S s2 выполняется тогда и только тогда,
когда для некоторого элемента s имеет место равенство s1 ◦ s = s2. Полугруппа
называется упорядоченной, если S является отношением частичного порядка на
множестве S. Первое требование, предъявляемое к рассматриваемой полугруппе,
таково.
Req1: Частично упорядоченное множество (S,) является фундированной решет-
кой, в которой для каждой пары элементов [h1] и [h2] эффективно вычислима
их точная нижняя грань.
Второе требование касается разрешимости линейных уравнений в рассматрива-
емой полугруппе (S, e, ◦).
Req2: Существует алгоритм решения уравнений вида [g] ◦ X = [h] для любой за-
данной пары действий g, h ∈ A∗.
Последнее требование свойства сократимости. Полугруппа называется левосо-
кратимой, если всякое уравнение вида s ◦ X = ŝ имеет не более одного решения,
т.е. соотношение s ◦ s′ = s ◦ s′′ ⇒ s′ = s′′ верно для любой тройки s, s′, s′′.
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Req3: (S, e, ◦) — левосократимая полугруппа.
Полугруппа подстановок Subst(X,X, F ) удовлетворяет требованию Req1 — она
является фундированной квазирешеткой с отношением предпорядка , в которой
точная верхняя грань подстановок вычислима при помощи процедуры унифика-
ции, а точная нижняя грань вычислима при помощи процедуры антиунификации
(устройство этой квазирешетки подробно описано в [15]). Как известно, обе эти про-
цедуры можно выполнить за полиномиальное относительно размера обрабатывае-
мых подстановок время. Эквивалентные подстановки в квазиупорядоченном множе-
стве (Subst(X,X, F ),) отличаются лишь наименованием переменных в подставля-
емых термах; это обстоятельство не оказывает существенного влияния на алгоритм
минимизации и обоснование его корректности, приведенные в статье [6].
Очевидный способ решения уравнений вида θ ◦X = η в алгебре подстановок —
это простой перебор всех подстановок, в которых высота подставляемых термов
не превосходит максимальной высоты термов в подстановке η. Однако можно за-
метить, что эта задача полиномиально сводится к проблеме проверки вхождения
одного терма в другой в качестве подтерма и поэтому может быть решена за поли-
номиальное время.
Однако последнее требование не выполняется для произвольных подстановок.
Рассмотрим подстановки θ = {x1/x1, x2/f(x1)}, θ′ = {x1/f(x1), x2/f(x1)} и θ′′ =
{x1/x2, x2/x2}. Нетрудно заметить, что имеет место равенство θ ◦ θ′ = θ ◦ θ′′ =
{x1/f(x1), x2/f(x1)}, однако, подстановки θ′ и θ′′ не являются эквивалентными в
квазирешетке (Subst(X,X, F ),).
Коль скоро вся полугруппа подстановок не удовлетворяет требованию Req1,
для применения метода минимизации автоматов-преобразоветелей, предложенного
в статье [6], нужно выделить как можно более обширную подполугруппу подстано-
вок, удовлетворяющих требованиям Req1–Req3. В качестве такой подполугруппы
мы предлагаем использовать множество консервативных ортогональных подстано-
вок, введенных в статье [27].
Подстановка θ = {x1/t1, . . . , xn/tn} называется консервативной, если V arθ = X,
и ортогональной, если ни один терм ti, 1 ≤ i ≤ n, не является подтермом никакого
другого терма tj, j 6= i. Например, подстановка θ0 = {x1/f(x2), x2/x1} является
консервативной и ортогональной, подстановка θ1 = {x1/f(x2), x2/g(x2)} не являет-
ся консервативной, а подстановка θ2 = {x1/f(x1), x2/h(x2, f(x1))} не является ор-
тогональной. Класс всех консервативных и ортогональных подстановок обозначим
записью COSubst(X,X, F ).
Исходя из приведенного определения, нетрудно заметить, что композиция кон-
сервативных ортогональных подстановок также является консервативной ортого-
нальной подстановкой и, кроме того, любой пример и любой шаблон всякой кон-
сервативной ортогональной подстановки также является консервативной и ортого-
нальной подстановкой. Поэтому класс COSubst(X,X, F ) образует подполугруппу
подстановок, а квазиупорядоченное множество подстановок (COSubst(X,X, F ),)
является фундированной квазирешеткой, удовлетворяющей требованию Req1.
Утверждение 7. Полугруппа консервативных ортогональных подстановок удо-
влетворяет свойству левого сокращения.
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Доказательство. Если бы для некоторой пары различных термов t′, t′′ и ортого-
нальной подстановки θ = {x1/t1, . . . , xn/tn} выполнялось равенство t′θ = t′′θ, то
и для некоторой переменной xi и отличного от нее терма t также выполнялось
равенство xiθ = tθ. Но это означало бы, терм ti содержит в качестве подтермов
некоторые термы из множества {t1, . . . , tn} вопреки определению свойства ортого-
нальности подстановки. 
Таким образом, полугруппа консервативных ортогональных подстановок удовле-
творяет требованиям Req1–Req3. Согласно результатам статьи [6] отсюда следует
Утверждение 8. Задача минимизации конечных детерминированных автома-
тов-преобразователей над полугруппой консервативных ортогональных подстано-
вок может быть решена за время, полиномиальное относительно размера мини-
мизируемого автомата.
Опираясь на утверждение 8 и принимая во внимание тот способ трансляции
стандартных схем программ в автоматы-преобразователи над полугруппами под-
становок, который описан в утверждении 5, мы можем описать один из классов схем
программ, для которого задача минимизации решается за полиномиальное время.
Теорема 4. Задача минимизации решается за полиномиальное время в классе
стандартных схем программ, удовлетворяющих двум условиям:
1) все дуги схемы помечены консервативными ортогональными подстановками;
2) каждому узлу схемы приписан атом, содержащий вхождения всех перемен-
ных из множества X.
6. Заключение
Нам удалось показать, что задачи минимизации стандартных схем программ и
автоматов-преобразователей, работающих над полугруппой подстановок, тесно вза-
имосвязаны между собой — методы решения одной из этих задач могут быть адап-
тированы для решения другой. В частности, эффективный метод минимизации
автоматов-преобразователей, предложенный в статье [6], можно использовать при
посредничестве стандартных схем программ для решения задачи оптимизации по-
следовательных императивных программ. В то же время разрешимость проблемы
логико-термальной эквивалентности стандартных схем программ гарантирует раз-
решимость задач проверки эквивалентности и минимизации для детерминирован-
ных автоматов-преобразователей, работающих над полугруппами подстановок.
Вопрос о сложности задач минимизации стандартных схем программ и автоматов-
преобразователей остается открытым и требует дальнейшего исследования. Метод
минимизации автоматов-преобразователей, предложенный в статье [6], применим
только в том случае, когда полугруппа состояний данных, над которой работа-
ют преобразователи, удовлетворяет требованиям Req1–Req3. Как было показано
в упомянутой статье, для полугрупп такого вида каждый класс эквивалентности
автоматов-преобразователей содержит единственный минимиальный преобразова-
тель. Обычно в теории автоматов неоднозначность решения задачи минимизации
430
Моделирование и анализ информационных систем. Т. 24, №4 (2017)
Modeling and Analysis of Information Systems. Vol. 24, No 4 (2017)
q0
' -c1, θ1
-c2, θ2
& -c3, θ3
q1 $
?
c1, λ1
?
c2, λ2
q2 -c1, µ1 -c2, µ2
q3 %
6
c1, ν1
6
c2, ν2
q4
Рис. 1. Автомат-преобразователь Π
Fig. 1. Transducer Π
служит признаком того, что эта задача имеет большую вычислительную сложность.
Так, например, однозначность решения задачи минимизации детерминированных
конечных автоматов сопутствует быстрым алгоритмам минимизации автоматов это-
го вида, тогда как неоднозначность решения той же задачи для недетерминирован-
ных конечных автоматов сопровождается PSPACE-полнотой этой задачи в указан-
ном классе автоматов. В заключение мы приведем простой пример, показывающий,
что задача минимизации автоматов-преобразователей произвольного вида, работа-
ющих над полугруппой подстановок, может не иметь однозначного решения.
Рассмотрим автомат-преобразователь Π, система переходов которого изображе-
на на рис. 1. Его начальным состоянием является состояние q0, а состоянием выхода
— q4. Действиями преобразователя служат подстановки над множеством перемен-
ных X = {x, y} и функциональных символов F = {f, g, h1, h2}. Действиями ини-
циализации и финализации преобразователя служит тождественная подстановка
ε = {x/x, y/y}. Прочие действия заданы следующими подстановками:
θ1 = {x/g(f(x), g(x, x)), y = f(f(g(x, x)))},
θ2 = {x/f(f(x)), y/f(x)},
θ3 = {x/g(x, y), y/f(y)},
λ1 = {x/h1(x), y/h1(y)}, λ2 = {x/h2(x), y/h2(y)},
µ1 = {x/h1(g(x, y)), y/h1(f(f(y)))}, µ2 = {x/h2(g(x, y)), y/h2(f(f(y)))},
ν1 = {x/h1(g(f(f(x))), f(x)), y = h1(f(f(x)))},
ν2 = {x/h2(g(f(f(x))), f(x)), y = h2(f(f(x)))}.
Непосредственной проверкой можно убедиться в том, что автомат-преобразова-
тель Π эквивалентен каждому из двух автоматов-преобразователей Π′ и Π′′, которые
заданы системами переходов, изображенными на рис. 2. В этих преобразователях
используются действия, которые заданы подстановками
ξ′1 = {x/x, y/g(x, x)}, ξ′2 = {x/f(x), y/f(x)},
τ ′i = {x/hi(g(f(x), y)), y/hi(f(f(y)))}, i = 1, 2,
ξ′′1 = {x/x, y/f(x)}, ξ′′2 = {x/g(x, y), y/g(x, y)},
τ ′′i = {x/hi(g(f(f(x)), f(x))), y/hi(f(f(y)))}, i = 1, 2.
Автоматы-преобразователи Π′ и Π′′ неизоморфны. Они являются минимальными
преобразователями, поскольку никакой автомат-преобразователь с тремя состояни-
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Рис. 2. Автоматы-преобразователи Π′ и Π′′
Fig. 2. Transducers Π′ and Π′′
ями им не эквивалентен. Таким образом, задача минимизации конечных детермини-
рованных автоматов-преобразователей над полугруппой подстановок в общем слу-
чае может не иметь единственного решения. Поиск оценки вычислительной сложно-
сти этой задачи и разработка эффективных процедур ее решения составляют тему
дальнейшего исследования.
И напоследок обратим внимание на то, что мы ограничились рассмотрением са-
мой простой меры сложности стандартных схем программ — количеством узлов в
графе, представляющем схему. Можно также оценивать сложность схемы суммар-
ной сложностью всех термов в подстановках, приписанных дугам схемы. Задача
минимизации схем относительно этой меры сложности также заслуживает внима-
ния, и она, вероятно, может оказаться более трудной для решения.
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Abstract. First-order program schemata is one of the simplest models of sequential imperative
programs intended for solving verification and optimization problems. We consider the decidable rela-
tion of logical-thermal equivalence of these schemata and the problem of their size minimization while
preserving logical-thermal equivalence. We prove that this problem is decidable. Further we show that
the first-order program schemata supplied with logical-thermal equivalence and finite state determinis-
tic transducers operating over substitutions are mutually translated into each other. This relationship
implies that the equivalence checking problem and the minimization problem for these transducers are
also decidable. In addition, on the basis of the discovered relationship, we have found a subclass of first-
order program schemata such that their minimization can be performed in polynomial time by means
of known techniques for minimization of finite state transducers operating over semigroups. Finally, we
demonstrate that in general case the minimization problem for finite state transducers over semigroups
may have several non-isomorphic solutions.
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