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Abstract
In this paper, we study large multi-server loss models under power-of-d routing scheme when service
time distributions are general with finite mean. Previous works have addressed the exponential service time
case when the number of servers goes to infinity giving rise to a mean field model. The fixed point of limiting
mean field equations (MFE) was shown to be insensitive to the service time distribution through simulation.
Showing insensitivity to general service time distributions has remained an open problem. Obtaining the
MFE in this case poses a challenge due to the resulting Markov description of the system being in positive
orthant as opposed to a finite chain in the exponential case. In this paper, we first obtain the MFE and
then show that the MFE has a unique fixed point that coincides with the fixed point in the exponential case
thus establishing insensitivity. The approach is via a measure-valued Markov process representation and
the martingale problem to establish the mean-field limit. The techniques can be applied to other queueing
models.
Keywords: Erlang loss models, power-of-d, mean field, measure-valued processes, fixed-point, insensitivity.
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1 Introduction
We consider a multi-server loss system consisting of N large number of parallel servers to which jobs arrive
according to a Poisson process with rate Nλ and the service times are generally distributed with finite mean.
Each server has the capacity to serve up to C number of jobs simultaneously and there is no waiting room.
A central job dispatcher routes an incoming job to one of the servers where the processing of the job begins
immediately if the number of jobs that are already in progress is less than C otherwise, the job gets blocked.
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These models appear in practice in cloud computing systems such as Microsoft’s Azure [22] and Amazon
EC2 [2].
Due to a tremendous growth in Internet applications and the move to externalize storage and computing,
cloud computing systems maintain a large number of parallel servers to provide service to incoming jobs. In
these systems, jobs are virtual machines(VMs) that request resources such as processor power, I/O bandwidth,
disk etc. from a server that is picked from a large set of servers. Whenever a job arrives, the central job
dispatcher routes an incoming job request to one of the servers where the job will be processed immediately if
the requested amount of resources are available otherwise it is blocked. The resources allocated to a job will be
released once the service of a job ends. In order to provide good quality of service, the service provider in cloud
computing systems uses the routing policy at the job dispatcher that balances loads on servers which results in
minimum average blocking probability. In general, load balancing is an efficient method to optimally use the
resources of a system which results in better system performance. In the large scale cloud computing systems
that contain thousands of servers, the traditional optimal load balancing schemes such as the join-the-shortest-
queue (JSQ) results in large computational cost and complexity due to the need to maintain the states of all
servers. One way of overcoming this is by using randomized algorithms that are based on sampling a subset of
servers and adopting a shortest-queue (SQ) policy amongst them. It has been shown that such algorithms are
almost as good as JSQ.
The power-of-d routing policy that routes incoming requests to the shortest of d uniformly sampled servers
was first introduced in [35] for multi-server server systems with FCFS service discipline for the case of d = 2
and exponential service times. The analysis of a finite N system under the power-of-d routing policy is a
difficult problem due to dependence amongst the servers introduced by the random sampling, however using
mean-field techniques when N →∞ provide a tractable way of characterizing the stationary distributions that
are accurate when the number N is large. Indeed the analysis in [35] is based on this idea. The results were
then extended for the case of d > 2 in [23] where it was argued that the case d = 2 provides most of the gains
and whence the term ‘The power-of-2’ came to be used.
Loss models similar to the one considered in this paper were analyzed in [26, 36] under the assumption of
exponential service times for the power-of-d routing policy. They considered the more general heterogeneous
case with different server capacities and jobs routed to servers with maximum vacancy among d randomly
chosen servers. It was shown that the power-of-d routing scheme yields almost optimal blocking performance
in that the average blocking is very close to the theoretical lower bound on the minimum average blocking
achievable by any work conserving policy.
The complete analysis of queuing systems under the power-of-d routing policy using mean-field techniques
can be summarized as in the Figure 1. There are four steps in the complete analysis of the system. The first
step is to establish the mean-field limit. In the exponential service time case, the system dynamics are first
represented as a Markov process xN (t) = (xNl (t), l ≥ 0) where x
N
l (t) denotes the fraction of servers with
at least l jobs, and then as N → ∞, the process (xN (t))t≥0 was shown to converge weakly to a system of
ordinary differential equations that have unique solution called as the mean-field limit (MFE). The second step
is to show the global stability of the mean-field limt (x(t,u))t≥0 where u denotes the initial point of the mean-
field i.e., x(0,u) = u. So far, in the literature, step two is shown only for the case when mean-field equations
satisfy the quasi-monotonicity [35]. The quasi-monotonicity is described as follows. The quasi-monotonicity
implies that if u1 ≥ u2 by element wise, then x(t,u1) ≥ x(t,u2) by element wise for every t ≥ 0. Step
two is very difficult to establish when mean-field equations do not satisfy the quasi-monotonicity property. The
third step follows from ergodicity when system with finite N servers is stable. The fourth step can be shown
by combining step two, step three and Prohorov’s theorem [4]. The fourth step is crucial to use the fixed-point
of the mean-field as an approximation to the steady-state distribution for server occupancies in a system with
large N . Combining four steps, we have
lim
N→∞
lim
t→∞
x
N (t) = lim
t→∞
lim
N→∞
x
N (t). (1.1)
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Figure 1: Commutativity of limits
Further, for multi-server loss sytem with capacity C for each server, if P(exp) = (P
(exp)
n , 0 ≤ n ≤ C) such
that P
(exp)
0 = 1 and P
(exp)
n ≥ P
(exp)
n+1 , then for exponential service times case, it was shown in [26, 36] that the
unique fixed-point of the mean-field is same as the unique fixed-point of the mapping θ(Pexp) defined by
θ(P(exp)) = S(Λ(P(exp)),P(exp)), (1.2)
where for 0 ≤ n ≤ C with P
(exp)
C+1 = 0,
Λ(P(exp)) : λn = λ
((P expn )d − (P
(exp)
n+1 )
d)
(P
(exp)
n − P
(exp)
n+1 )
(1.3)
and
S(Λ,P(exp)) : λn(P
(exp)
n − P
(exp)
n+1 ) = (n+ 1)(P
(exp)
n+1 − P
(exp)
n+2 )µ. (1.4)
The exchange of limits as in equation (1.1), allows us to study the impact of the power-of-d routing policy
by characterizing the fixed-point of the mean-field. However, the exchange of limits in equation (1.1) was
established under the assumption that the service times are exponential. In most realistic applications, the
service time distributions are not exponential. For example, service times follow Log-normal distributions in
call centers [7], and Gamma distributions in automatic teller machines (ATMs) [21] etc.
For general service times case, the Markovian modeling of the system requires us to track the age or
residual service time of each job that is in progress in the system. Therefore the underlying space on which the
Markov process is defined is uncountable. This makes establishing the mean-filed limit and then establishing
the exchange of limits in equation (1.1) for general service times a challenging task.
It is well known that the stationary distributions of single loss systems even with prespecified state-dependent
arrival rates are insensitive to the service time distribution, i.e., they only depend on the means of the service
times [8]. Hence, it is important to investigate insensitivity of large multi-server loss systems with general
service time distributions under the power-of-d routing policy where the servers are coupled for finite N . In-
sensitivity was observed in the simulations in [26, 36] but there were no proofs provided. The first step is thus
to establish the mean-field limit and analyze its equilibrium behavior.
1.1 Related Literature
Randomized routing schemes were first investigated in [3] using balls-and-bins models. The power-of-d scheme
was considered for FCFS queues with exponential service time distributions in [23, 35]. It was shown that in
the limiting system, the probability that a queue has atleast k jobs is equal to λ
dk−1
d−1 for d ≥ 2 while it is equal
to λk for the case of d = 1. This shows that the steady-state tail probabilities decrease double-exponentially
with queue lengths for d ≥ 2 whereas it is exponential decay for d = 1.
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The significant improvement in system performance (in terms of buffer occupancy) for FCFS systems under
the power-of-d routing policy was also shown for processor sharing (PS) queues in [24,25] when service times
are exponentially distributed. In [5], randomized routing schemes for queueing systems with general service
time distributions when service disciplines are FCFS, PS, and LIFO were studied. The steady-state results were
characterized by assuming propagation of chaos (or asymptotic independence of servers) in the system. The
propagation of chaos for FCFS systems is established in [6] for the case when service time distributions have
decreasing hazard rate functions. In [5] the approach was to study the impact of the power-of-d routing policy
by characterizing the stationary distribution of the limiting system by considering step 3 and step 4 of Figure 1.
The mean-filed limit and its fixed-point were not studied.
For general service times case [19] obtained the mean-field for symmetric closed queueing networks with
FCFS service discipline that consist of N queues and M customers in which a customer that exits a queue
joins a queue that is picked with probability 1
N
from N queues. The mean-field was established for the regime
when N → ∞, M → ∞ such that M
N
→ α using the convergence of infinitesimal generators of Markov
processes that represent the system dynamics. However, the equilibrium behavior of the system is not studied.
Recently, [1] considered a system of N FCFS servers and jobs arrive according to a time-inhomogeneous
Poisson process with rate λ(N)(·) = a(N)λ(·) where λ(·) is a locally non-negative function with a
(N)
N
→ 1
as N → ∞. The mean-field limit is established for general service time distributions under the power-of-d
routing policy for all compact intervals of time. However, the steady-state results were not investigated.
Multi-server loss models under randomized routing schemes were first studied in [31,32] when job lengths
are exponentially distributed by using mean-field techniques. The mean-field equations were used to character-
ize the limiting system and the resulting tail distribution of server occupancies observed to decay rapidly even
when there is a small number of routing choices for each arriving job. However, the existence and uniqueness
of the fixed-point of the mean-field were not shown. In [36], the existence and uniqueness of the fixed-point of
the mean-field for homogeneous loss model of [31] was addressed. The heterogeneous case was also treated
in [36] under the asymptotic independence of servers ansatz. The propagation of chaos (or independence on
path space) was studied earlier by [12, 13] in the context of alternate routing in circuit-switched networks.
The complete analysis for heterogeneous loss models under the power-of-d routing scheme when service
times are exponential is given in [26]. They showed the existence and uniqueness of the stationary point of the
mean-field, as well as the global asymptotic stability of the mean-field. Further, the propagation of chaos was
shown using intra-type exchangeability of random variables corresponding to server occupancies. The results
were then extended to multi-class heterogeneous loss models in [27] where jobs belong to one of the several
classes based on the amount of resources they use. All these works were based on the assumption that the job
lengths are exponentially distributed. The study of large multi-server loss models with general service time
distributions under power-of-d routing and the proof of the insensitivity have not been addressed so far in the
literature.
There is a close connection between the mean-field analysis and the fluid analysis of queues. The fluid limit
analysis of complex queuing systems with general service time distributions was carried out by representing
the system dynamics as a measure-valued process and then the fluid limit was established by showing the
convergence of measure-valued processes using the theory developed by Dawson in [9]. In representing the
system dynamics as a measure-valued process, either ages or residual service times of jobs can be used. Fluid
limit analysis of different queuing systems using residual times can be found for heavily loaded processor
sharing queues in [14], processor sharing queues with impatient customers in [15], M/GI/∞ queue in [10],
many-server queues with abandonment under FCFS service discipline in [37] etc. Fluid limit analysis using the
ages of jobs to construct measure-valued processes can be found for many-server queues with FCFS service
discipline in [20], many-server queues with reneging in [18] etc. In this paper, we use ages of jobs to construct
the measure-valued Markov processes that represent the system dynamics and we establish the mean-field limit
following the ideas in [9, 10].
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1.2 Contributions and Organization of the paper
In this paper, we obtain and show that the mean-field for the power-of-d routing loss systems is well defined
and we characterize the fixed-point or equilibrium of the mean field equation. In particular, we show that the
fixed-point is unique and moreover coincides with the fixed point of the MFE in the exponential case. This
establishes the insensitivity of the fixed point. In order to interpret the fixed point as the stationary distribution
of the limiting model requires us to show that it is a globally asymptotically stable (GAS) equilibrium for the
MFE. It appears very difficult to establish this and in the last section, we provide numerical evidence to show
that it indeed seems to be true. We thus conjecture that this is true. In which case the results would then
establish the insensitivity of the stationary distributions of the limiting loss system (system with N → ∞) to
service time distributions.
The rest of the paper is organized as follows: Section 2 describes the system model and the power-of-d
policy. In Section 3, we introduce the notation and construct various measure spaces required for the analysis.
In Section 4, we provide a measure-valued representation for the state of the system. The mean-field equations
are given in Section 5. The detailed proofs then follow in Sections 6 to 9. In Section 10, we then prove the
main result on the uniqueness and characterization of the fixed point of the MFE thus showing that the fixed
point is insensitive to the distribution and only depends on the mean service time. In Section 11, we state the
generalization of the results we have obtained to systems with heterogeneous servers. The following Section 12
provides some evidence of the global asymptotic stability of the equilibrium of the MFE that indicates that
Step 4 of the commutative diagram is indeed true. Finally, we close with some remarks and observations in
Section 13.
2 System model and the routing policy
We consider a system consisting of N large number of parallel servers that provide service to an incoming
sequence of jobs arriving according to a Poisson process with rateNλ. The incoming jobs are routed to servers
based on the predetermined routing policy implemented at the central job dispatcher. Further, each server is
assumed to have capacity to serve up to C number of jobs simultaneously and has no waiting room. At any
time t, if a server is currently serving i ≤ C jobs, then we say that the server has occupancy i and vacancy
C − i at time t. If an incoming job is routed to a server with occupancy C , then the job is blocked otherwise
the processing of the job begins immediately.
Recently it was shown that the power-of-d routing scheme achieves the performance (in terms of the aver-
age blocking) close to the optimal performance achievable by any work conserving strategy but with much less
computational cost [26, 36]. We recall the power-of-d routing policy which is the focus of this paper.
Definition 2.1 Power-of-d routing: An incoming job is routed to a server with minimum occupancy among
d randomly chosen servers. Ties among servers are broken by choosing a server uniformly at random. The
randomly chosen d servers are called as the potential destination servers and the server to which a job is
routed is called as the destination server.
In this paper, we assume the service times are generally distributed with finite mean 1
µ
and the central job
dispatcher routes an incoming job according to the power-of-d policy. The service requirements of customers
form an i. i. d. sequence with distribution function G(·) on [0,∞) and the density function is g(·).
The hazard rate function of G(·) is denoted by β(·) satisfying β(x) = g(x)
G(x)
= g(x)1−G(x) for x ∈ R+.
Note that the hazard rate function β indicates the instantaneous rate at which the service of a job ends. More
precisely, a job with age y (where y denotes the time since its arrival) at time t exits the server in the interval
(t, t+ dt] with probability β(y)dt.
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Assumption 2.1 The hazard rate function β satisfies
β ∈ Cb(R+). (2.5)
where Cb(R+) denotes the space of continuous bounded functions on positive real line R+
3 Mathematical framework
3.1 Notation and terminology
We begin by introducing the notation which is used throughout the paper. Let Z , R indicate the set of integers
and real numbers, respectively. Further, let Z+, R+ indicate the set of nonnegative integers and nonnegative
real numbers, respectively.
3.1.1 Function and measure spaces.
We next define the function spaces that are used in the analysis. For any given metric space E , we define
Kb(E), Cb(E), Cs(E) to denote the space of bounded measurable real valued functions, the space of bounded
continuous real valued functions, and the space of continuous real valued functions with compact support,
defined on E , respectively. Further, let the space of once continuously differentiable real valued functions
defined on E be denoted by C1(E) and the subspace of functions in C1(E) which have compact support is
denoted by C1s (E). The space of bounded functions in C
1(E) whose first derivatives are also bounded is denoted
by C1b (E). We then define, for any function f ∈ Kb(E), h ∈ C
1(E),
‖f‖ = sup
x∈E
|f(x)| (3.6)
‖h‖1 = ‖h‖ + ‖hd‖ (3.7)
where hd is the first derivative of h. In particular, if h : R
n
+ 7→ R, then the i
th directional derivative denoted by
h(d,i) is defined as
h(d,i)(x1, . . . , xn) =
∂h(x1, . . . , xn)
∂xi
(3.8)
and the first derivative hd = (h(d,i), 1 ≤ i ≤ n) has the norm
‖hd‖ = sup
i
sup
(x1,...,xn)∈Rn+
∣∣∣∣∂h(x1, . . . , xn)∂xi
∣∣∣∣ (3.9)
= sup
i
‖h(d,i)‖. (3.10)
The space Cb(E) is equipped with the uniform topology, i.e., we say a sequence of functions (fn ∈ Cb(E), n ≥
1) converges to a function f ∈ Cb(E) if ‖fn − f‖ → 0 as n → ∞. On the other hand, the space C
1(E) is
equipped with the topology induced by the norm ‖·‖1. For a function f defined onR
n
+, we define a function f
′
such that
f ′(x1, . . . , xn) =
n∑
i=1
∂f(x1, . . . , xn)
∂xi
. (3.11)
For a given metric space E , let the Borel σ-algebra be denoted by B(E). The space of finite non-negative
measures on E is denoted byMF (E). The measure value with respect to a measure ν ∈ MF (E) for a Borel
set B ∈ B(E) is denoted by ν(B) and at a single element y ∈ E is denoted by ν({y}). The space of probability
measures is denoted byM1(E). Also, we defineM
N
1 (E) to denote the space of measures inM1(E) that satisfy
MN1 (E) = {ν ∈ M1(E) : N ν(B) ∈ Z+, ∀B ∈ B(E)}. (3.12)
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ThereforeMN1 (E) is the set of all probability measures ν that have rational valued measure at every B ∈ B(E)
with the denominator equal toN . The set of real valued continuous functions defined onMF (E) is denoted by
C(MF (E)). For any φ ∈ Kb(E), ν ∈ MF (E), we define
〈ν, φ〉 =
∫
y∈E
φ(y)ν(dy). (3.13)
The space of measuresMF (E) is equipped with the weak topology according to which a sequence of measures
νn ∈ MF (E) converge weakly to a measure ν ∈MF (E) (denoted by νn ⇒ ν) if and only if
〈νn, φ〉 → 〈ν, φ〉 (3.14)
for every φ ∈ Cb(E) as n→∞. Note that the space of measuresMF (E) endowed with the weak topology is a
Polish space when E is a Polish space. The Dirac measure with unit mass at x ∈ E is denoted by δx.
To model the dynamics of an Erlang loss system with capacity C for each server as Markov process, we
define the state of each server as (n, a1, a2, . . . , an) where n denotes the number of jobs that are in progress at
the server and ai denotes the age of the i
th job in progress. Recall the age of an active job is the time elapsed
since its arrival. Therefore we define a metric space U such that it contains all the possible server states as
elements, namely,
U = ∪Cn=0Un (3.15)
where U0 = {0} and an element in Un for n ≥ 1 is of the form (n, a1, . . . , an) where 1 ≤ n ≤ C and ai ∈ R+.
We denote an element of the form (n, u1, . . . , un) ∈ Un by u. Without loss of generality, we also write u ∈ U0
to mean that u = 0. Further, for all B ∈ B(U), I{B} denotes the indicator function of B, i.e.,
I{B}(u) =
{
1 if u ∈ B
0 otherwise.
(3.16)
We define a function 1 that satisfies
1(u) = 1 (3.17)
for all u ∈ U . The measure ν restricted to U0 is a Dirac measure at {0}. We say that the measure ν is continuous
at x ∈ Un for n ≥ 1 if and only if ν({x}) = 0. For any Borel measurable function f that is defined on U which
is integrable with respect to ν ∈ MF (U), we define
〈ν, f〉 =
∫
y∈U
f(y)ν(dy)
= f(0)ν({0}) +
C∑
n=1
∫
z∈Un
f(z)ν(dz). (3.18)
For y = (n, y1, . . . , yn), z = (m, z1, . . . , zm) ∈ U , we define the metric dU (y, z) as
dU (y, z) =
{∑n
i=1 |yi − zi| if n = m
∞ otherwise.
(3.19)
For any function f : U → R, we define a function f (i) for 0 ≤ i ≤ C referred to as the ith component of
the function f as follows:
f (0) : U0 7→ R (3.20)
such that
f (0)(0) = f(0) (3.21)
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and
f (i) : Ri+ 7→ R (3.22)
such that
f (i)(x1, . . . , xi) = f(i, x1, . . . , xi). (3.23)
Similarly, for any measure ν ∈MF (U), we define i
th component of measure ν by ν(i) such that
ν(0) = ν({0})δ(0) (3.24)
and for i ≥ 1,
ν(i)({(x1, . . . , xi)}) = ν({(i, x1, . . . , xi)}). (3.25)
Therefore ν(n) is a Borel measure defined on (Rn+,B(R
n
+)). Therefore, for any Borel measurable function f
that is defined on U which is integrable with respect to ν ∈ MF (U), we can write
〈ν, f〉 =
∫
y∈U
f(y)ν(dy)
= f (0)(0)ν(0)({0}) +
C∑
i=1
∫
x1∈R+
· · ·
∫
xi∈R+
f (i)(x1, . . . , xi) dν
(i)(x1, . . . , xi) (3.26)
We say f is differentiable if each component f (i), i ≥ 1 is differentiable. For any f : U 7→ R, we
denote the first derivative by fd whose i
th (i ≥ 1) component is denoted by f
(i)
d = (f
(i)
(d,j), 1 ≤ j ≤ i)
where f
(i)
(d,j), 1 ≤ j ≤ i) denotes the j
th directional derivative of f (i) and we consider f
(0)
(d,0) = 0 to be the
first derivative of f (0). Note that from the definition of first derivative of a function, f = I{Un}, n ≥ 0 is
differentiable as each f (i), i ≥ 1 is differentiable.
We define a function I : U 7→ R as follows
I(n, x1, . . . , xn) = (x1 + . . . + xn) (3.27)
for n ≥ 1 and I(0) = 0. Hence, we have
〈ν,I〉 =
C∑
n=1
∫
x1
· · ·
∫
xn
(x1 + · · ·+ xn) dν(n, x1, . . . , xn). (3.28)
For any u ∈ Un, n ≥ 1 and for y > 0, we define
τ+y (n, u1, . . . , un) = (n, u1 + y, u2 + y, . . . , un + y) (3.29)
and
τ+y (0) = (0). (3.30)
For any y > 0, f ∈ Kb(U), mapping τy : Kb(U)→ Kb(U) denotes,
τyf(u) = f(τ
+
y u). (3.31)
For y > 0, we define a shifted measure τyν ∈ MF (U) such that for any Borel set B ∈ B(U),
τyν(B) = ν(τ
+
y (B)). (3.32)
For ν ∈ MF (U), the measure τyν ∈ MF (U) satisfies
〈τyν, f〉 = 〈ν, τyf〉 (3.33)
for all f ∈ Kb(U). Existence of the unique measure τyν satisfying equation (3.33) follows from Riesz-Markov-
Kakutani theorem [29, 33].
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3.1.2 Measure valued stochastic processes.
For given Polish space H, we denote the ca`dla`g1 functions that take values in H defined on [0, T ], [0,∞)
by DH([0, T ]),DH([0,∞)), respectively. Similarly, we denote the continuous functions that take values in
H defined on [0, T ], [0,∞) by CH([0, T ]), CH([0,∞)), respectively. The spaces DH([0, T ]),DH([0,∞)) are
equipped with the Skorokhod J1-topology and hence they are Polish spaces. The covariation between of two
local martingales (M1t )t≥0 and (M
2
t )t≥0 in DR([0, T ]) is denoted by (< M
1,M2 >t)t≥0 and the (quadratic)
variation by (< M1 >t)t≥0 = (< M
1,M1 >t)t≥0.
In our analysis, we study H−valued stochastic process where H = MF (U). The considered stochastic
processes are random elements defined on (Ω,F,P)with sample paths inDH([0,∞)) and are equipped with the
Borel σ−algebra generated by the open sets under the Skorokhod J1− topology [4]. We say a sequence {Xn}
ofH-valued ca`dla`g processes defined on (Ωn,Fn,Pn) converge in distribution to aH-valued ca`dla`g process X
defined on (Ω,F,P) if, for every bounded, continuous, real valued functional F : DH : [0,∞)→R, we have
lim
n→∞
En(F (Xn)) = E(F (X)) (3.34)
where the expectation operators En,E are defined with respect to Pn,P, respectively. We denote the conver-
gence of {Xn} in distribution to X by Xn ⇒ X.
4 State descriptor and system dynamics
For finiteN , the evolution of the system is obtained by considering the state of each server to be (n, a1, . . . , an) ∈
U where n denotes the number of jobs that are in progress and ai denotes the age of the i
th job. Each server
with state say (n, a1, . . . , an) can be viewed as an atom with the given state. Therefore the system evolution
can be considered as the evolution of the system with N atoms where the interactions between atoms takes
place while implementing the power-of-d policy when there is an arrival into the system. The age of a job that
is in service at a server increases linearly with time until its service expires.
We next describe the possible state for a server at time t+ h (h > 0) given that it has state (n, a1, . . . , an)
at time t by assuming that atmost one event can occur in the interval (t, t+ h]. In the interval (t, t+ h], if there
is no arrival into the given server and there is no departure from the given server, then the server state will be
equal to τ+h (n, a1, . . . , an) at time t + h. Further, if i
th job expires in the interval (t, t + h], then the server
state will be equal to (n− 1, a1 + h, . . . , ai−1 + h, ai+1 + h, . . . , an + h) at time t+ h. Considering arrivals,
suppose there is an arrival into the server at time t+ h′(0 < h′ ≤ h), then the arriving job chooses its position
uniformly at random out of n + 1 possible positions and suppose it chooses jth position, then the server state
will be equal to (n + 1, a1 + h, . . . , aj−1 + h, h− h
′, aj + h, . . . , an + h) at time t+ h.
Since servers are identical, to model the system evolution by a Markov process, we will show that it is
enough to just keep track of the number of servers that lie in each state u ∈ U . Precisely, the state descriptor of
the system is denoted by
ηNt =
N∑
i=1
δst(i), (4.35)
where st(i) ∈ U denotes the state of server i at time t. Note that the mass of η
N
t at a state u ∈ U is equal to the
number of servers with state u at time t. Therefore, the mass at state (n, y1, . . . , yn) is given by
ηNt ({(n, y1, . . . , yn)}) = 〈η
N
t , I{(n,y1,...,yn)}〉. (4.36)
Similarly, the number of servers having n jobs in progress at time t is given by
ηNt (Un) = 〈η
N
t , I{Un}〉. (4.37)
1Also referred to as RCLL (right continuous with left limits).
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We next describe the dynamics of (ηNt )t≥0 over time t. Suppose at time t, the measure η
N
t is given by
ηNt =
N∑
i=1
δ(ni,ai1,...,aini )
. (4.38)
If there is no arrival into the system or departure from the system in the interval (t, t + h], then the mass with
respect to (w.r.t.) the measure ηNt at any state (m, y1, . . . , ym) ∈ U will be equal to the mass at (m, y1 +
h, . . . , ym+ h) w.r.t. the measure η
N
t+h. If there is a departure in the interval (t, t+ h] from a server with state
(m, y1, . . . , ym) at time t and the job at position j departs, then we have
ηNt+h({(m, y1 + h, . . . , ym + h)}) = η
N
t ({(m, y1, . . . , ym)}) − 1, (4.39)
ηNt+h({(m− 1, y1 + h, . . . , yj−1 + h, yj+1 + h, . . . , ym + h)})
= ηNt ({(m− 1, y1, . . . , yj−1, yj+1, . . . , ym)}) + 1 (4.40)
and for all other states of the form u = (r, l1, . . . , lr) ∈ U such that u 6= (m, y1, . . . , ym) and u 6= (m −
1, y1, . . . , yj−1, yj+1, . . . , ym), we have
ηNt+h({(r, l1 + h, . . . , lr + h)}) = η
N
t ({(r, l1, . . . , lr)}). (4.41)
On the other hand, when there is an arrival into the system at time t+ h′ (0 < h′ ≤ h) and suppose the arriving
job occupies position j at a server that had state (m, y1, . . . , ym) at time t, then we have
ηNt+h({(m, y1 + h, . . . , ym + h)}) = η
N
t ({(m, y1, . . . , ym)}) − 1, (4.42)
ηNt+h({(m + 1, y1 + h, . . . , yj−1 + h, h − h
′, yj + h, yj+1 + h, . . . , ym + h)}) = 1 (4.43)
and for all other states of the form u = (r, l1, . . . , lr) ∈ U such that u 6= (m, y1, . . . , ym), we have,
ηNt+h({(r, l1 + h, . . . , lr + h)}) = η
N
t ({(r, l1, . . . , lr)}). (4.44)
Further, it is easy to see that ηNt ∈ MF (U), (η
N
t )t≥0 ∈ DMF (U)([0,∞) and η
N
t (U) = N for all t ≥ 0.
5 Mean-field model
In this section we introduce the mean-field model for the system and state our main results. In this paper, we
study a sequence of systems indexed by N such that a system with index N has N servers in which jobs arrive
according to a Poisson process with rate Nλ and all other system parameters are identical for all N . For given
N , the process (ηNt )t≥0 defined in equation (4.35) describes the system dynamics of a system with index N
such that ηNt ({u}) denotes the number of servers lying in state u at time t. Our aim is to characterize the limit
of the normalized process (ηNt )t≥0 defined as follows
ηNt =
ηNt
N
. (5.45)
For given system parameters λ,C, d and the probability density function g(·) of the service time distribu-
tions, for analysis purpose, we first define the mean-field model (ηt, t ≥ 0) for the system in Definition 5.1 and
we then show that there exists unique mean-field model solution. The mean-field model that we define acts as
a fluid limit of the measure-valued state descriptors (ηNt , t ≥ 0) under law of large numbers scaling. Precisely,
we show that every limit point of the sequence of the processes (ηNt )t≥0 has almost surely continuous sample
paths that coincide with the unique mean-field model solution.
Mean-field model:
The dynamics of the mean-field model (ηt, t ≥ 0) are described by using the set of evolution equations for the
real valued process 〈ηt, f〉t≥0, for all f ∈ C
1
b (U), referred to as the mean-field model equations.
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Definition 5.1 Mean-field model solution: Amean-field model solution for the given system parameters (λ,C, d, g(·))
is a function η : [0,∞) 7→ M1(U) that satisfy
1. The mapping t 7→ ηt is a continuous mapping. This is equivalent to the continuity of the mapping
t 7→ 〈ηt, φ〉 for all φ ∈ Cb(U) since Cb(U) is a separating class [11, p. 111].
2. For φ ∈ C1b (U), the process (ηt, t ≥ 0) satisfies
〈ηt, φ〉 = 〈η0, φ〉+
∫ t
s=0
〈ηs, φ
′〉 ds
−
∫ t
s=0
(
C∑
n=1
n∑
j=1
∫
x1
· · ·
∫
xn
β(xj)
× (φ(n − 1, x1, . . . , xj−1, xj+1, . . . , xn)− φ(n, x1, . . . , xn)) dηs(n, x1, . . . , xn)
+ λ
[(
ηs({0})
(R0(ηs)
d −R1(ηs)
d)
(R0(ηs)−R1(ηs))
(φ(1, 0) − φ(0))
)
+
C−1∑
n=1
n+1∑
j=1
∫
x1
· · ·
∫
xn
1
(n + 1)
×
(Rn(ηs)
d −Rn+1(ηs)
d)
(Rn(ηs)−Rn+1(ηs))
(φ(n+ 1, x1, . . . , xj−1, 0, xj , . . . , xn)− φ(n, x1, . . . , xn))
× dηs(n, x1, . . . , xn)
])
ds, (5.46)
where Rj(ηs) =
∑C
n=j ηs(Un).
The equation (5.46) defined for each φ ∈ C1b (U) is referred to as the mean-field model equation.
The mean-field model equation (5.46) is defined for class of functions φ ∈ C1b (U), however, since one
would be more interested to understand the fluid limit approximation of the process (〈ηNt , I{B}〉, t ≥ 0) for a
Borel set B ∈ B(U), it would be more useful to obtain the evolution equations for the real valued process of
type (〈ηt, I{B}〉, t ≥ 0). In this direction, we first obtain the evolution equations for the real valued process
(〈ηt, ψ〉, t ≥ 0) where ψ ∈ Cb(U). We later obtain the evolution equations for the process (〈ηt, ψ〉, t ≥ 0) for
class of functions ψ that also include functions of type I{B} for some B ∈ B(U).
Lemma 5.1 A process (νt ∈ M1(U), t ≥ 0) which is a continuous function of t satisfies the mean-field model
equation (5.46) if and only if it satisfies the equation, for all φ ∈ Cb(U),
〈νt, φ〉 = 〈ν0, τtφ〉+
∫ t
r=0
(
C∑
n=1
n∑
j=1
∫
x1
· · ·
∫
xn
β(xj)
× (τt−rφ(n− 1, x1, . . . , xj−1, xj+1, . . . , xn)− τt−rφ(n, x1, . . . , xn)) dνr(n, x1, . . . , xn)
+ λ
[(
νr({0})
(R0(νr)
d −R1(νr)
d)
(R0(νr)−R1(νr))
(τt−rφ(1, 0) − τt−rφ(0))
)
+
C−1∑
n=1
n+1∑
j=1
∫
x1
· · ·
∫
xn
1
(n + 1)
×
(Rn(νr)
d −Rn+1(νr)
d)
(Rn(νr)−Rn+1(νr))
(τt−rφ(n + 1, x1, . . . , xj−1, 0, xj , . . . , xn)− τt−rφ(n, x1, . . . , xn)),
× dνr(n, x1, . . . , xn)
])
dr, (5.47)
where Rj(νs) =
∑C
n=j νs(Un).
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Using equation (5.47), we next state a result that shows that starting with an initial measure ν0, for t ≥ 0,
there exists unique measure νt ∈ M1(U) satisfying equation (5.46).
Since for ν ∈ MF (U), 〈ν, φ〉 is a continuous linear operator on the space of functions φ ∈ Cb(U), we
define
‖ν‖ = sup
φ∈Cb(U)
|〈ν, φ〉|
‖φ‖
. (5.48)
Theorem 5.1 There exists unique solution in CM1(U)([0,∞)) satisfying the mean-field model equations. In
particular, if (ν1t , t ≥ 0) and (ν
2
t , t ≥ 0) are two mean-field model solutions starting at initial measures
ν10 ∈ M1(U), ν
2
0 ∈ M1(U), respectively, then
‖ν1t − ν
2
t ‖ ≤ ‖ν
1
0 − ν
2
0‖ e
(2C‖β‖+8d2λ)t. (5.49)
Mean-field limit:
We next state the results on convergence of sequence of processes (ηNt , t ≥ 0). For this, we first make the
following assumption:
Assumption 5.1 The sequence of initial measures of the normalized measure-valued processes (ηNt , t ≥ 0)
satisfy
ηN0 ⇒ Θ (5.50)
where Θ is a random measure taking values inM1(U).
Theorem 5.2 If the sequence of processes (ηNt , t ≥ 0) satisfy the assumption 5.1, then we have η
N ⇒ η. The
process (ηt, t ≥ 0) is referred to as the mean-field limit that has sample paths almost surely coinciding with the
unique mean-field model solution.
Remark 5.1 For any closed or open subset B ∈ U , once we have ηN ⇒ η, if ηt is absolutely continuous w.r.t.
Lebesgue measure for every t ≥ 0, then continuous mapping theorem implies that 〈ηN , I{B}〉 ⇒ 〈η, I{B}〉. This
shows that for large N , the fluid limit approximation of 〈ηN , I{B}〉 is given by 〈η, I{B}〉.
Insensitivity:
Before stating the results on the insensitivity of the fixed-point of the mean-field, we first recall the dynamics
of probabilities of server occupancies of a single server Erlang loss system where jobs arrive according to
a Poisson process with pre-specified state-dependent arrival rates. We observe an analogy between the mean-
field equations of the considered multi-server Erlang loss system under power-of-d routing policy and the single
server system dynamics. We use this in proving the uniqueness of the fixed-point of the mean-field.
Consider a single server system with capacity C where jobs arrive according to a Poisson process at rate
αn when there are n jobs in service in the system. The service times are generally distributed as considered in
the system model. It can be verified that the Kolmogorov equations are given by, for φ ∈ C1b (U), let ν
(single)
t
denotes the probability measure for server occupancies at time t, then
〈ν
(single)
t , φ〉 = 〈ν
(single)
0 , φ〉+
∫ t
s=0
〈ν(single)s , φ
′〉 ds
−
∫ t
s=0
(
C∑
n=1
n∑
j=1
∫
x1
· · ·
∫
xn
β(xj)
× (φ(n − 1, x1, . . . , xj−1, xj+1, . . . , xn)− φ(n, x1, . . . , xn)) dν
(single)
s (n, x1, . . . , xn)
+
[(
α0ν
(single)
s ({0}) (φ(1, 0) − φ(0))
)
+
C−1∑
n=1
n+1∑
j=1
∫
x1
· · ·
∫
xn
1
(n+ 1)
12
× αn(φ(n + 1, x1, . . . , xj−1, 0, xj , . . . , xn)− φ(n, x1, . . . , xn))
× dν(single)s (n, x1, . . . , xn)
])
ds. (5.51)
On comparing mean-field equation (5.46) with single server Kolomogorov equation (5.51), it is clear that
both the dynamics are similar except that αi in equation (5.51) is replaced by λ
(Rn(ηs)
d−Rn+1(ηs)
d)
(Rn(ηs)−Rn+1(ηs))
when the
probability measure for server occupancies is ηs at time s. This shows that equation (5.51) represents the
evolution of a linear Markov process whereas equation (5.46) represents the evolution of a non-linear Markov
process.
Furthermore, let the Radon-Nikodym derivative of the measure ν
(single)
t at u ∈ U be denoted by p
(single)
t (u).
Then by using differential equations that represent the dynamics of the density function p
(single)
t = (p
(single)
t (u), u ∈
U) that can be derived by following the analysis in [30], the differential equations for the process P
(single)
t =
(P
(single)
t (u), u ∈ U) where
P
(single)
t (n, y1, . . . , yn) =
∫ y1
x1=0
· · ·
∫ yn
xn=0
p
(single)
t (n, x1, . . . , xn) dx1 · · · dxn, (5.52)
are given by
dP
(single)
t (0)
dt
=
∫ ∞
y=0
β(y)
(
∂P
(single)
t (1, y)
∂y
)
dy − α0P
(single)
t (0), (5.53)
for 1 ≤ n ≤ C − 1,
dP
(single)
t (n, y1, . . . , yn)
dt
= −
n∑
i=1
∂P
(single)
t (n, y1, . . . , yn)
∂yi
+
n+1∑
j=1
∫ ∞
xj=0
β(xj)
(
∂P
(single)
t (n + 1, y1, . . . , yj−1, xj, yj , . . . , yn)
∂xj
)
dxj
−
n∑
j=1
∫ yj
xj=0
β(xj)
(
∂P
(single)
t (n, y1, . . . , yj−1, xj , yj+1, . . . , yn)
∂xj
)
dxj
+
n∑
j=1
(αn−1
n
)
P
(single)
t (n− 1, y1, . . . , yj−1, yj+1, . . . , yn)
− αnP
(single)
t (n, y1, . . . , yn), (5.54)
and for n = C ,
dP
(single)
t (n, y1, . . . , yn)
dt
= −
n∑
i=1
∂P
(single)
t (n, y1, . . . , yn)
∂yi
−
n∑
j=1
∫ yj
xj=0
β(xj)
(
∂P
(single)
t (n, y1, . . . , yj−1, xj , yj+1, . . . , yn)
∂xj
)
dxj
+
n∑
j=1
(αn−1
n
)
P
(single)
t (n− 1, y1, . . . , yj−1, yj+1, . . . , yn). (5.55)
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It was shown in [8] that for an Erlang loss system with single server having pre-specified state-dependent
arrival rate αi when there are i jobs in progress and job lengths are generally distributed with finite mean
1
µ
,
there exists unique stationary distribution pi(single) = (π(single)(u), u ∈ U) given by,
π(single)(n, y1, . . . , yn) =
(∏n
i=1
αi−1
iµ
)
1 +
∑C
m=1
(∏m
i=1
αi−1
iµ
)µn n∏
i=1
∫ yi
xi=0
G(xi) dxi (5.56)
and
π(single)(0) =
1
1 +
∑C
m=1
(∏m
i=1
αi−1
iµ
) . (5.57)
We are now ready to state the results on the fixed-point of the mean-field. Suppose in equation (5.47), if
ν0 is absolutely continuous w.r.t. Lebesgue measure at all u ∈ Un for n ≥ 1, then at every t ≥ 0, we have
absolutely continuity of νt at all u ∈ Un for n ≥ 1, t ≥ 0 following the fact that ν0 is absolutely continuous and
the mapping t 7→ νt is continuous. Suppose pt(0) denotes νt({0}) and pt(n, x1, . . . , xn) denotes the Radon-
Nikodym derivative of νt w.r.t. Lebesgue measure at (n, x1, . . . , xn). Now we obtain the differential equations
satisfied by the process Pt = (Pt(u), u ∈ U)
Pt(n, y1, . . . , yn) =
∫ y1
x1=0
. . .
∫ yn
xn=0
pt(n, x1, . . . , xn) dx1 · · · dxn. (5.58)
Lemma 5.2 The differential equations for the process Pt = (Pt(u), u ∈ U) are given by
dPt(0)
dt
=
∫ ∞
y=0
β(y)
(
∂Pt(1, y)
∂y
)
dy − λ
(R0(Pt)
d −Rd1(Pt))
(R0(Pt)−R1(Pt))
Pt(0), (5.59)
for 1 ≤ n ≤ C − 1,
dPt(n, y1, . . . , yn)
dt
= −
n∑
i=1
∂Pt(n, y1, . . . , yn)
∂yi
+
n+1∑
j=1
∫ ∞
xj=0
β(xj)
(
∂Pt(n+ 1, y1, . . . , yj−1, xj, yj , . . . , yn)
∂xj
)
dxj
−
n∑
j=1
∫ yj
xj=0
β(xj)
(
∂Pt(n, y1, . . . , yj−1, xj , yj+1, . . . , yn)
∂xj
)
dxj
+
n∑
j=1
λ(Rn−1(Pt)
d −Rdn(Pt))
n(Rn−1(Pt)−Rn(Pt))
Pt(n− 1, y1, . . . , yj−1, yj+1, . . . , yn)
− λ
(Rn(Pt)
d −Rdn+1(Pt))
(Rn(Pt)−Rn+1(Pt))
Pt(n, y1, . . . , yn), (5.60)
and for n = C ,
dPt(n, y1, . . . , yn)
dt
= −
n∑
i=1
∂Pt(n, y1, . . . , yn)
∂yi
−
n∑
j=1
∫ yj
xj=0
β(xj)
(
∂Pt(n, y1, . . . , yj−1, xj , yj+1, . . . , yn)
∂xj
)
dxj
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+
n∑
j=1
λ(Rn−1(Pt)
d −Rdn(Pt))
n(Rn−1(Pt)−Rn(Pt))
Pt(n− 1, y1, . . . , yj−1, yj+1, . . . , yn), (5.61)
where Rn(Pt) =
∑C
j=n Pt(j,∞, . . . ,∞).
The proof of Lemma 5.2 is given in section 10.
We next state the the principal result on the insensitivity of the fixed point of the MFE.
Theorem 5.3 There exists unique fixed-point for the process Pt = (Pt(u), u ∈ U) denoted by pi that satisfies
π(n, y1, . . . , yn) = π
(exp)(n)µn
n∏
i=1
∫ yi
xi=0
G(xi) dxi. (5.62)
where pi(exp) = (π(exp)(n), 0 ≤ n ≤ C) denotes the unique fixed-point of the mean-field when service times
are exponentially distributed with mean 1
µ
and π(exp)(n) is the stationary probability that there are n jobs in
the limiting system. Further, since
∫∞
x=0G(x) dx =
1
µ
, the fixed-point of the mean-field is insensitive as
π(n,∞, . . . ,∞) = π(exp)(n). (5.63)
The proof of Theorem 5.3 is given in section 10.
6 Preliminary results
In this section, we derive the preliminary results that are needed to establish the convergence of scaled version
of (ηNt )t≥0 in (DMF (U)([0,∞)).
Lemma 6.1 If ηNt = ν, using the power-of-d routing policy, the probability that a job arriving at time t is
routed to a server with state (n, z1, . . . , zn) is given by
pr(n, z1, . . . , zn; ν) =
ν({(n, z1, . . . , zn})
N
(Rn(ν)
d −Rn+1(ν)
d)
(Rn(ν)−Rn+1(ν))
(6.64)
where Rn(ν) =
∑C
j=n ν(Un)
N
represents the fraction of servers with at least n jobs.
Proof: When a potential destination server is chosen uniformly at random from N servers, it will have have
state (n, y1, . . . , yn) with probability
ν({(n,y1,...,yn)})
N
. Suppose out of d potential destination servers, say j
servers have occupancy n and the remaining d − j servers have occupancy at least n + 1. Further, out of
j potential destination servers with occupancy n, assume r servers have the state (n, z1, . . . , zn). Then the
probability that the destination server is a server with state (n, z1, . . . , zn) is given by
(
d
j
)(
j
r
)(
r
j
)(
ν({(n, z1, . . . , zn)})
N
)r
×
(
ν({Un})− ν({(n, z1, . . . , zn)})
N
)j−r
×
(
C∑
i=n+1
ν(Ui)
)d−j
.
Finally by summing over all the possible values of j and r, we get the probability that the destination server
lies in state (n, z1, . . . , zn) is as given in equation (6.64).
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We next compute the semi-group operator of the Markov process (ηNt )t≥0. We consider the filtration
FNt = σ(η
N
s (B) : s ≤ t, B ∈ B(U)). (6.65)
We denote the number of arrivals in the interval (0, h] by Ah and the event {Ah = i} denotes the event that
there are i arrivals in the interval (0, h]. Similarly, given the initial state ηN0 , we define Dh to indicate the
number of departures that occur in the interval (0, h]. Note that a job with age x at time t departs from the
system in the interval (t, t + h] with the probability G(x+h)−G(x)
G(x)
. Further, from the definition of the hazard
rate, we have
lim
h→0
1
h
G(x+ h)−G(x)
G(x)
= β(x) (6.66)
and hence
G(x+ h)−G(x)
G(x)
= β(x)h + o(h). (6.67)
We next define
TNh f(ν) = E
[
f(ηNh )|η
N
0 = ν
]
(6.68)
where f is a continuous bounded function f : MF (U) → R and the operator T
N
h is a semigroup operator
when (ηNt )t≥0 is a Markov process. Before computing the expression for T
N
h f(ν), we first introduce the
following notation. Suppose the measure ηN0 = ν has mass at m points denoted by u
(l) = (nl, u
(l)
1 , . . . , u
(l)
nl )
for 1 ≤ l ≤ m and the number of servers with state u(l) is given by ν({u(l)}). Let us denote the probability
that a job departs from a server with state b = (n, b1, . . . , bn) at time t in the interval (t, t + h] by pD(b;h).
Then we have
pD(b;h) =
n∑
i=1
(
G(bi + h)−G(bi)
G(bi)
) n∏
j=1;j 6=i
(
G(bj + h)
G(bj)
)
. (6.69)
Note that using equation (6.67), we can write
pD(b;h) =
n∑
i=1
(β(bi)h)
n∏
j=1;j 6=i
(1− β(bj)h) + o(h). (6.70)
Further, let the probability that there is no departure at a server with state b = (n, b1, . . . , bn) at time t in the
interval (t, t+ h] be denoted by pND(b;h). Then we have
pND(b;h) =
n∏
i=1
G(bi + h)
G(bi)
. (6.71)
Note that using equation (6.67), we can write
pND(b;h) =
n∏
j=1
(1− β(bj)h) + o(h). (6.72)
Lemma 6.2 Let f be a real valued continuous bounded function defined onMF (U). Then the process (η
N
t )t≥0
is a weak-homogeneous MF (U)-valued Markov process with semigroup operator T
N
h (·) given by
TNh f(ν) = (1−Nλh)

 m∏
j=1,nj>0
(pND(u
(j);h))ν({u
(j)})

 f(τhν) + (1−Nλh)
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×m∑
j=1,nj>0
nj∑
r=1
ν({u(j)})
(
G(u
(j)
r + h)−G(u
(j)
r )
G(u
(j)
r )
)(
nj∏
w=1;w 6=r
(
G(u
(j)
w + h)
G(u
(j)
w )
))
× (pND(u
(j);h))(ν({u
(j)})−1)

 m∏
i=1,ni>0,i 6=j
(pND(u
(i);h))ν({u
(i)})


× f(τhν + δ(nj−1,u(j)1 +h,...,u
(j)
r−1+h,u
(j)
r+1+h,...,u
(j)
nj
+h)
− δ
(nj ,u
(j)
1 +h,...,u
(j)
nj
+h)
)
+ P({Dh = 0})(Nλh)
× E
[
f
(
τh(ν + δ(M+1,Z1,...,Z(L1−1),0,ZL,...,ZM )
− δ(M,Z1,...,ZM))
)
|ηN0 = ν
]
+ ǫ(ν, h) (6.73)
where by considering ν as the state of the process (ηNt )t≥0 at the first arrival instant, (M,Z1, . . . , ZM ) denotes
the random variable representing the destination server state for the arriving job and L1 is a random variable
representing the position of the arriving job at the destination server and ǫ(ν, h) is a o(h) term.
Proof: We now consider the expression for TNh f(ν) = E
[
f(ηNh )|η
N
0 = ν
]
. We can write
TNh f(ν) =
∑
i≥0,j≥o
E
[
f(ηNh )I{Ah=i,Dh=j}|η
N
0 = ν
]
. (6.74)
We next can write
TNh f(ν) = E
[
f(ηNh )I{Ah=0,Dh=0}|η
N
0 = ν
]
+ E
[
f(ηNh )I{Ah=0,Dh=1}|η
N
0 = ν
]
+ E
[
f(ηNh )I{Ah=1,Dh=0}|η
N
0 = ν
]
+
∑
i≥1,j≥1
E
[
f(ηNh )I{Ah=i,Dh=j}|η
N
0 = ν
]
. (6.75)
We first simplify the first term on the right side of the equation (6.75). The probability that there is no departure
in the interval (0, h] is given by
P({Dh = 0}) =
m∏
j=1,nj>0
(pND(u
(j);h))ν({u
(j)}). (6.76)
We have
E
[
f(ηNh )I{Ah=0,Dh=0}|η
N
0 = ν
]
= P({Ah = 0})P({Dh = 0})f(τhν). (6.77)
We can write
E
[
f(ηNh )I{Ah=0,Dh=0}|η
N
0 = ν
]
= (P({Ah = 0}) + (1 − Nλh) − (1 − Nλh))P({Dh = 0})f(τhν)
(6.78)
Further, we can write
E
[
f(ηNh )I{Ah=0,Dh=0}|η
N
0 = ν
]
= (1−Nλh)

 m∏
j=1,nj>0
(pND(u
(j);h))ν({u
(j)})


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× f(τhν) + ǫ1(ν, h) (6.79)
where
ǫ1(ν, h) = (P({Ah = 0})− (1−Nλh)) ×P({Dh = 0})f(τhν) (6.80)
is a o(h) term. Similarly we can write the second term of the right side of the equation (6.75) as
E
[
f(ηNh )I{Ah=0,Dh=1}|η
N
0 = ν
]
= (1−Nλh)
m∑
j=1,nj>0
nj∑
r=1
ν({u(j)})
×
(
G(u
(j)
r + h)−G(u
(j)
r )
G(u
(j)
r )
) nj∏
w=1;w 6=r
(
G(u
(j)
w + h)
G(u
(j)
w )
) (pND(u(j);h))(ν({u(j)})−1)
×

 m∏
i=1,ni>0,i 6=j
(pND(u
(i);h))ν({u
(i)})


× f(τhν + δ(nj−1,u(j)1 +h,...,u
(j)
r−1+h,u
(j)
r+1+h,...,u
(j)
nj
+h)
− δ
(nj ,u
(j)
1 +h,...,u
(j)
nj
+h)
) + ǫ2(ν, h) (6.81)
where we use r to denote the index of the departure job at a server with state u(j) and ǫ2(ν, h) is a o(h) term
given by
ǫ2(ν, h) = (P({Ah = 0}) − (1−Nλh))
m∑
j=1,nj>0
nj∑
r=1
ν({u(j)})
×
(
G(u
(j)
r + h)−G(u
(j)
r )
G(u
(j)
r )
) nj∏
w=1;w 6=r
(
G(u
(j)
w + h)
G(u
(j)
w )
)
× (pND(u
(j);h))(ν({u
(j)})−1)

 m∏
i=1,ni>0,i 6=j
(pND(u
(i);h))ν({u
(i)})


× f(τhν + δ(nj−1,u(j)1 +h,...,u
(j)
r−1+h,u
(j)
r+1+h,...,u
(j)
nj
+h)
− δ
(nj ,u
(j)
1 +h,...,u
(j)
nj
+h)
) (6.82)
We next compute the third term on the right side of the equation (6.75). Suppose the job arrives at time T1
which is an exponential random variable with rate Nλ. We can write
E
[
f(ηNh )I{Ah=1,Dh=0}|η
N
0 = ν
]
= P({Dh = 0})
× E
[
f
(
τhν + (δ(M+1,Z1,...,Z(L1−1),h−T1,ZL1 ,...,ZM )
− δ(M,Z1,...,ZM ))
)
I{Ah=1}|η
N
0 = ν
]
(6.83)
where (M,Z1, . . . , ZM ) denotes the random variable representing the destination server state for the arriving
job and L1 is a random variable representing the position of the arriving job at the destination server. Note that
while choosing the destination server for the arrival, ηNT1 = τT1ν is used in implementing the power-of-d policy.
We further can write
E
[
f(ηNh )I{Ah=1,Dh=0}|η
N
0 = ν
]
= P({Dh = 0})Nλh
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× E
[
f
(
τh(ν + δ(M+1,Z1,...,Z(L1−1),0,ZL,...,ZM )
− δ(M,Z1,...,ZM ))
)
|ηN0 = ν
]
+ P({Dh = 0})[P({Ah = 1})−Nλh]
× E
[
f
(
τh(ν + δ(M+1,Z1,...,Z(L1−1),0,ZL1 ,...,ZM )
− δ(M,Z1,...,ZM ))
)
|ηN0 = ν
]
+ P({Dh = 0})
×
(
E
(1)
[
f
(
τhν + (δ(M+1,Z1,...,Z(L1−1),h−T1,ZL1 ,...,ZM)
− δ(M,Z1,...,ZM ))
)
I{Ah=1}|η
N
0 = ν
]
−E(2)
[
f
(
τh(ν + δ(M+1,Z1,...,Z(L1−1),0,ZL1 ,...,ZM )
− δ(M,Z1,...,ZM))
)
I{Ah=1}|η
N
0 = ν
])
(6.84)
where, in the first and the second terms on the right side of the equation (6.84), the job is considered as arriving
at T1 = 0 and hence we use η
N
0 in choosing the destination server for the first arrival. In the third term, in
computing E(1), the arrival occurs at exponentially distributed time T1 while in computing E
(2), the arrival
occurs at time T1 = 0. Since f is a bounded function, it is clear that the second term of the right side in
equation (6.84) is a o(h) term. By using the fact that T1 is an exponential random variable with rate Nλ and
using the l’Hospital’s rule, the third term is also a o(h) term. Therefore we can write
E
[
f(ηNh )I{Ah=1,Dh=0}|η
N
0 = ν
]
= P({Dh = 0})Nλh
× E
[
f
(
τh(ν + δ(M+1,Z1,...,Z(L1−1),0,ZL,...,ZM )
− δ(M,Z1,...,ZM ))
)
|ηN0 = ν
]
+ ǫ3(ν, h) (6.85)
where ǫ3(ν, h) is a o(h) term equal to the sum of second and third terms of the right side of equation (6.84).
Finally, by using the fact f is a bounded function, the fourth term on the right side of equation (6.75) is a
o(h) term denoted by ǫ4(ν, h). By combining expressions for all the four terms on right side of equation (6.75),
and by defining
ǫ(ν, h) = ǫ1(ν, h) + ǫ2(ν, h) + ǫ3(ν, h) + ǫ4(ν, h), (6.86)
we get expression for TNh f(ν) as in equation (6.73). Finally, from [9, p.18], (η
N
t )t≥0 is a weak homogeneous
Markov process.

Proposition 6.1 The process (ηNt )t≥0 is a Feller-Dynkin process of DMF (U)([0,∞)).
Proof: From Lemma 3.5.1 and Corollary 3.5.2 of [9], the process (ηNt )t≥0 has Feller-Dynkin property if:
For f ∈ C1s (U), ν ∈ MF (U), let Qf :MF (U) 7−→ R be defined by Qf (ν) = e
−〈ν,f〉, then we must have
1. The mapping ν 7−→ E
[
Qf (η
N
h )|η
N
0 = ν
]
is continuous for all f ∈ C1s (U) and h > 0.
2. For all h > 0, we have E
[
Q1(η
N
h )|η
N
0 = ν
]
→ 0 as ν(U)→∞.
3. For all ν ∈ MF (U) and f ∈ C
1
s (U), we have E
[
Qf (η
N
h )|η
N
0 = ν
]
→ Qf (ν) as h→ 0.
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By using equation (6.73), we have
E
[
Qf (η
N
h )|η
N
0 = ν
]
= e−〈τhν,f〉
{
(1−Nλh)

 m∏
j=1,nj>0
(pND(u
(j);h))ν({u
(j)})


+ (1−Nλh)
m∑
j=1,nj>0
nj∑
r=1
ν({u(j)})
(
G(u
(j)
r + h)−G(u
(j)
r )
G(u
(j)
r )
)
×

 nj∏
w=1;w 6=r
(
G(u
(j)
w + h)
G(u
(j)
w )
)
 (pND(u(j);h))(ν({u(j)})−1)
×

 m∏
i=1,ni>0,i 6=j
(pND(u
(i);h))ν({u
(i)})


×Qf
(
τh(δ(nj−1,u
(j)
1 ,...,u
(j)
r−1,u
(j)
r+1,...,u
(j)
nj
)
− δ
(nj ,u
(j)
1 ,...,u
(j)
nj
)
)
)
+ P({Dh = 0})(Nλh)
× E
[
Qf
(
τh(δ(M+1,Z1,...,Z(L1−1),0,ZL,...,ZM )
− δ(M,Z1,...,ZM ))
)
|ηN0 = ν
]
+ ǫf (ν, h)
}
(6.87)
where ǫf (ν, h) is given by
ǫf (ν, h) = ǫ1f (ν, h) + ǫ2f (ν, h) + ǫ3f (ν, h) + ǫ4f (ν, h) (6.88)
such that
ǫ1f (ν, h) = (P({Ah = 0})− (1−Nλh))P({Dh = 0}), (6.89)
ǫ2f (ν, h) = (P({Ah = 0})− (1−Nλh))
m∑
j=1,nj>0
nj∑
r=1
ν({u(j)})
×
(
G(u
(j)
r + h)−G(u
(j)
r )
G(u
(j)
r )
) nj∏
w=1;w 6=r
(
G(u
(j)
w + h)
G(u
(j)
w )
)
× (pND(u
(j);h))(ν({u
(j)})−1)

 m∏
i=1,ni>0,i 6=j
(pND(u
(i);h))ν({u
(i)})


×Qf (δ(nj−1,u(j)1 +h,...,u
(j)
r−1+h,u
(j)
r+1+h,...,u
(j)
nj
+h)
− δ
(nj ,u
(j)
1 +h,...,u
(j)
nj
+h)
), (6.90)
ǫ3f (ν, h) = P({Dh = 0})[P({Ah = 1})−Nλh]
× E
[
Qf
(
τh(δ(M+1,Z1,...,Z(L1−1),0,ZL1 ,...,ZM )
− δ(M,Z1,...,ZM))
)
|ηN0 = ν
]
+ P({Dh = 0})
×
(
E
(1)
[
Qf
(
(δ(M+1,Z1,...,Z(L1−1),h−T1,ZL1 ,...,ZM )
− δ(M,Z1,...,ZM))
)
I{Ah=1}|η
N
0 = ν
]
−E(2)
[
Qf
(
τh(δ(M+1,Z1,...,Z(L1−1),0,ZL1 ,...,ZM )
− δ(M,Z1,...,ZM))
)
I{Ah=1}|η
N
0 = ν
])
(6.91)
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and
ǫ4f (ν, h) = ∑
i≥1,j≥1
E
[
Qf
(
i∑
r=1
(δ
(Mr+1,Z
(r)
1 ,...,Z
(r)
Lr−1
,h−Tr,Z
(r)
Lr+1
,...,Z
(r)
Mr
)
− δ
(Mr ,Z
(r)
1 ,...,...,Z
(r)
Mr
)
)
+
j∑
l=1
(δ
(nl−1,X
(l)
1 ,...,X
(l)
Jl−1
,X
(l)
Jl+1
,...,X
(l)
nl
− δ
(nl,X
(l)
1 ,...,X
(l)
nl
))
)
× I{Ah=i,Dh=j}|η
N
0 = ν
]
. (6.92)
In equation (6.92), Tr denotes the arrival time of r
th job which is routed to a server with state v(r) such
that τ+(h−Tr)v
(r) = (Mr, Z
(r)
1 , . . . , Z
(r)
Mr
) and Lr is the position of r
th arriving job at the destination server.
Corresponding to departures, suppose lth departure occurs at a server with state q(l) say at time tl and the
position of the job is Jl, then τ
+
(h−tl)
q(l) = (nl,X
(l)
1 , . . . ,X
(l)
nl ). By using the same arguments as for ǫ(ν, h) in
equation (6.73), ǫf (ν, h) is also a o(h) term.
To prove the first condition required for Feller property, we write equation (6.87) as
E
[
Qf (η
N
h )|η
N
0 = ν
]
= (e−〈τhν,f〉)U(ν, h). (6.93)
Clearly, (e−〈τhν,f〉) is a continuous mapping of ν. We next need to prove U(ν, h) is a continuous mapping
of ν. Since ν is a point measure at finite N , the routing probabilities under power-of-d policy as shown in
equation (6.64) and the departure probabilities are continuous mappings of ν and hence U(ν, h) is a continuous
mapping of ν. The second condition follows directly since τhν(U) = ν(U) = N . The third condition follows
from the fact that 〈τhν, f〉 = 〈ν, τhf〉 and then by applying the dominated convergence theorem we have
〈τhν, f〉 → 〈ν, f〉 as h→ 0. Hence the process (η
N
t )t≥0 is a Feller process.
7 Existence and uniqueness of mean-field model solution
In this section, we prove that there exists unique solution to the mean-field model equations. Uniqueness of
the mean-field model solution is used in proving the convergence of the sequence of processes (
ηNt
N
, t ≥ 0) as
N →∞. In this proof, we repeatedly use the Fundamental theorem of calculus.
Proof of Lemma 5.1:
We first show that any process (νt, t ≥ 0) satisfying the equation (5.46) also satisfies the equation (5.47).
By using the fundamental theorem of calculus, for φ ∈ C1b (U), a real valued process (〈νt, φ〉, t ≥ 0) satisfying
the equation (5.46) is a solution to the following differential equation (7.94) if the integrand in equation (5.46)
is a continuous function of s,
d〈νt, φ〉
dt
= 〈νt, φ
′〉+
(
C∑
n=1
n∑
j=1
∫
x1
· · ·
∫
xn
β(xj)
× (φ(n− 1, x1, . . . , xj−1, xj+1, . . . , xn)− φ(n, x1, . . . , xn)) dνt(n, x1, . . . , xn)
+ λ
[(
νt({0})
(R0(νt)
d −R1(νt)
d)
(R0(νt)−R1(νt))
(φ(1, 0) − φ(0))
)
+
C−1∑
n=1
n+1∑
j=1
∫
x1
· · ·
∫
xn
1
(n+ 1)
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×
(Rn(νt)
d −Rn+1(νt)
d)
(Rn(νt)−Rn+1(νt))
(φ(n + 1, x1, . . . , xj−1, 0, xj , . . . , xn)− φ(n, x1, . . . , xn))
× dνt(n, x1, . . . , xn)
])
. (7.94)
It is equivalent to proving the two terms on the right side of equation (7.94) are continuous functions of t. Since
φ ∈ C1b (U) and the mapping t 7→ νt is continuous, the first term 〈νt, φ
′〉 is a continuous function of t. In the
second term, the expression related to the case of departures can be written as
C∑
n=1
n∑
j=1
∫
x1
· · ·
∫
xn
β(xj) (φ(n− 1, x1, . . . , xj−1, xj+1, . . . , xn)− φ(n, x1, . . . , xn))
× dνt(n, x1, . . . , xn) = 〈νt, ψ1〉, (7.95)
where the function ψ1 is defined such that
ψ1(0) = 0 (7.96)
and for n ≥ 1
ψ1(n, x1, . . . , xn)
=
n∑
j=1
β(xj)((φ(n − 1, x1, . . . , xj−1, xj+1, . . . , xn)− φ(n, x1, . . . , xn)). (7.97)
Since φ ∈ C1b (U) and β ∈ C
1
b (R+), we have that ψ1 ∈ Cb(U). Therefore 〈νt, ψ1〉 is a continuous function of t.
Now consider the expression that corresponds to the case of arrivals, we can write
λ
[(
νt({0})
(R0(νt)
d −R1(νt)
d)
(R0(νt)−R1(νt))
(φ(1, 0) − φ(0))
)
+
C−1∑
n=1
n+1∑
j=1
∫
x1
· · ·
∫
xn
1
(n+ 1)
×
(Rn(νt)
d −Rn+1(νt)
d)
(Rn(νt)−Rn+1(νt))
(φ(n + 1, x1, . . . , xj−1, 0, xj , . . . , xn)− φ(n, x1, . . . , xn))
× dνt(n, x1, . . . , xn)
= 〈νt, ψ(νt)〉, (7.98)
where ψ(νt) is defined as, for n = C ,
ψ(νt)(n, x1, . . . , xn) = 0 (7.99)
and for n < C ,
ψ(νt)(n, x1, . . . , xn) =
λ
(n+ 1)
(Rn(νt)
d −Rn+1(νt)
d)
(Rn(νt)−Rn+1(νt))
× (φ(n+ 1, x1, . . . , xj−1, 0, xj , . . . , xn)− φ(n, x1, . . . , xn)). (7.100)
Therefore, for given νt, since φ ∈ Cb(U), the above defined function ψνt ∈ Cb(U). Hence for some a ≥ 0 such
that t 6= a, the function 〈νt, ψ(νa)〉 is a continuous function of t. We next prove that the mapping t 7→ 〈νt, ψ(νt)〉
is continuous, i.e., we need to prove that 〈νt+b, ψ(νt+b)〉 → 〈νt, ψ(νt)〉 if b→ 0. We have∣∣〈νt+b, ψ(νt+b)〉 − 〈νt, ψ(νt)〉∣∣ ≤ ∣∣〈νt+b, ψ(νt+b)〉 − 〈νt+b, ψ(νt)〉∣∣+ ∣∣〈νt+b, ψ(νt)〉 − 〈νt, ψ(νt)〉∣∣ . (7.101)
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Since ψ(νt) ∈ Cb(U), we have
lim
b→0
∣∣〈νt+b, ψ(νt)〉 − 〈νt, ψ(νt)〉∣∣ = 0. (7.102)
We next prove that
lim
b→0
∣∣〈νt+b, ψ(νt+b) − ψ(νt)〉∣∣ = 0. (7.103)
For L > 0, let
U (L) = {(n, x1, . . . , xn) ∈ Un : n ≥ 1, xi ≥ L for all 1 ≤ i ≤ n}. (7.104)
For given ǫ > 0, we can find some L > 0 such that
〈νt, I{U (L)}〉 < ǫ. (7.105)
Furthermore, from continuity of t 7→ νt, we can find some h1 > 0 such that for all b ∈ [−min (t, h1), h1],
〈νt+b, I{U (L)}〉 < ǫ. (7.106)
Since Rn(νt) = 〈νt, I{∪Cj=nUj}
〉 is a continuous function of t, ψ(νt) is a continuous function of t. Therefore,
ψ(νt+b) is uniformly continuous on the interval b ∈ [−min (t, h1), h1] and u ∈ U
(L)
(the complement of U (L)).
Therefore there exists some h2 ∈ (0, h1) such that for b ∈ [−min(t, h2), h2], u ∈ U
(L)
, we have∣∣ψ(νt+b)(u)− ψ(νt)(u)∣∣ < ǫ. (7.107)
Using equations (7.106)-(7.107), for b ∈ [−min(t, h2), h2], we have,
∣∣〈νt+b, ψ(νt+b) − ψ(νt)〉∣∣ ≤ ǫ〈νt+b, I{U (L)}〉+ 2dλ‖φ‖ǫ
≤ ǫ+ 2dλ‖φ‖ǫ. (7.108)
By letting b→ 0 and then ǫ→ 0 in equation (7.101), we have continuity of the mapping t 7→ 〈νt, ψ(νt)〉.
We next obtain an equivalent form of the equations that are satisfied by the solution to the equation (7.94)
using the change of variables. Let us define a function φ˜ from φ ∈ C1b (U) as follows: For r ≤ t, let
φ˜(n, x1, . . . , xn) = φ(n, x1 + t− r, . . . , xn + t− r) (7.109)
= φ(τ+t−r(n, x1, . . . , xn)) (7.110)
= τt−rφ(n, x1, . . . , xn) (7.111)
and φ˜(0) = φ(0). Now let us look at the change of 〈νr, φ˜〉 w.r.t. the variable ‘r’. We can write
d〈νr, φ˜〉
dr
=
d〈νr, φ˜〉
dr
|(fixed φ˜) +
d〈νr, φ˜〉
dr
|(fixed νr) (7.112)
where the first term on the right side considers the change in 〈νr, φ˜〉 due to change in νr as a function of r at
fixed φ˜ while the second term considers the change in 〈νr, φ˜〉 due to change in φ˜ as a function of r at fixed νr.
Therefore the first term is computed using equation (7.94) and the second term is equal to −〈νt, φ
′〉. Hence, on
combining two terms we have
d〈νr, φ˜〉
dr
=
(
C∑
n=1
n∑
j=1
∫
x1
· · ·
∫
xn
β(xj)
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×
(
φ˜(n− 1, x1, . . . , xj−1, xj+1, . . . , xn)− φ˜(n, x1, . . . , xn)
)
dνr(n, x1, . . . , xn)
+ λ
[(
νr({0})
(R0(νr)
d −R1(νr)
d)
(R0(νr)−R1(νr))
(
φ˜(1, 0) − φ˜(0)
))
+
C−1∑
n=1
n+1∑
j=1
∫
x1
· · ·
∫
xn
1
(n+ 1)
×
(Rn(νr)
d −Rn+1(νr)
d)
(Rn(νr)−Rn+1(νr))
(φ˜(n+ 1, x1, . . . , xj−1, 0, xj , . . . , xn)− φ˜(n, x1, . . . , xn))
× dνr(n, x1, . . . , xn)
])
. (7.113)
Now integrating
d〈νr ,φ˜〉
dr
with respect to r from 0 to t, we get equation (5.47).
We next prove that for φ ∈ C1b (U), the solution (〈ηt, φ〉, t ≥ 0) of the equation (5.47) is a solution to the
equation (5.46). This is equivalent to proving that the differentiation of 〈ηt, φ〉 with respect to t exists. Since
φ ∈ C1b (U), the existence of
d〈η0,τtφ〉
dt
follows from bounded convergence theorem. By using Leibniz integral
rule, we verify the existence of the differentiation of the second term on the right side of equation (5.47) with
respect to t. According to this rule, the first condition is that the integrand needs to be continuous with respect
to both the variables r and t. This follows from the same arguments that we used to prove the continuity of
the integrand in equation (5.46). The second condition is that the differentiation of the integrand with respect
to t must exist and the differential should be continuous with respect to both r and t. The differentiation of
the integrand exists from the bounded convergence theorem as φ ∈ C1b (U) and it is continuous with respect
to r and t from the same arguments that we used to prove the continuity of the integrand in equation (5.46).
Therefore any process νt ∈ CM1(U)([0,∞)) is a solution to the equation (5.46) if and only if it is solution to
the equation (5.47). Further, note that φ need not be differentiable in equation (5.47).
Proof of Theorem 5.1:
From equation (5.47), we first make it clear that for all φ ∈ Cb(U), the operator φ 7→ 〈νt, φ〉 is a linear
operator with νt(U) = 1. Hence from Riesz-Markov-Kakutani theorem [29, 33] by assuming νt ∈ M1(U)
(since we are interested in studying the limit of a sequence of probability measures {ηNt }), existence of unique
operator φ 7→ 〈νt, φ〉 implies the existence of the unique probability measure νt.
Given an initial measure ν0, we next prove that there exists atmost one mean-field model solution by show-
ing that there exists atmost one real valued process 〈νt, φ〉 corresponding to the mean-field model. Suppose
(ν1t )t≥0, (ν
2
t )t≥0 are two solutions satisfying the mean-field model equations with initial points ν
1
0 , ν
2
0 , respec-
tively. Then we have, for φ ∈ Cb(U),
〈ν1t − ν
2
t , φ〉 = 〈ν
1
0 − ν
2
0 , τtφ〉+
∫ t
s=0
(
C∑
n=1
n∑
j=1
∫
x1
· · ·
∫
xn
β(xj)
× (τt−sφ(n− 1, x1, . . . , xj−1, xj+1, . . . , xn)− τt−sφ(n, x1, . . . , xn))
× d(ν1s − ν
2
s )(n, x1, . . . , xn)
)
ds
+
∫ t
s=0
(
λ
[(
ν1s ({0})
(R0(ν
1
s )
d −R1(ν
1
s )
d)
(R0(ν1s )−R1(ν
1
s ))
(τt−sφ(1, 0) − τt−sφ(0))
)
+
C−1∑
n=1
n+1∑
j=1
∫
x1
· · ·
∫
xn
1
(n+ 1)
(Rn(ν
1
s )
d −Rn+1(ν
1
s )
d)
(Rn(ν1s )−Rn+1(ν
1
s ))
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× (τt−sφ(n + 1, x1, . . . , xj−1, 0, xj , . . . , xn)− τt−sφ(n, x1, . . . , xn))
× dν1s (n, x1, . . . , xn)
]
− λ
[(
ν2s ({0})
(R0(ν
2
s )
d −R1(ν
2
s )
d)
(R0(ν2s )−R1(ν
2
s ))
(τt−sφ(1, 0) − τt−sφ(0))
)
−
C−1∑
n=1
n+1∑
j=1
∫
x1
· · ·
∫
xn
1
(n+ 1)
(Rn(ν
2
s )
d −Rn+1(ν
2
s )
d)
(Rn(ν2s )−Rn+1(ν
2
s ))
× (τt−sφ(n + 1, x1, . . . , xj−1, 0, xj , . . . , xn)− τt−sφ(n, x1, . . . , xn))
× dν2s (n, x1, . . . , xn)
])
ds. (7.114)
We next need to show the following result
‖ν1t − ν
2
t ‖ ≤ b+ c
∫ t
s=0
‖ν1s − ν
2
s‖ds (7.115)
for some b, c > 0, t ∈ [0, T ] and then from the Gronewall’s inequality it follows that
‖ν1t − ν
2
t ‖ ≤ b e
ct (7.116)
for t ∈ [0, T ]. In this direction, the first term on the right side of equation (7.114) can be written as∣∣〈ν10 − ν20 , τtφ〉∣∣ ≤ ‖ν10 − ν20‖‖φ‖. (7.117)
To simplify the second term, we define a function ht,s as follows:
ht,s(n, x1, . . . , xn) =
n∑
k=1
β(xk)τt−s(φ(n− 1, x1, . . . , xj−1, xj+1, . . . , xn)− φ(n, x1, . . . , xn)) (7.118)
and ht,s(0) = 0. Then since φ ∈ Cb(U) and β ∈ Cb(R+), we have ht,s ∈ Cb(U). Further, we have
‖ht,s‖ ≤ 2C‖β‖‖φ‖. (7.119)
Using the definition of ht,s, we have
∫ t
s=0
(
C∑
n=1
n∑
j=1
∫
x1
· · ·
∫
xn
β(xj)
(
τt−sφ(n− 1, x1, . . . , xj−1, xj+1, . . . , xn)
− τt−sφ(n, x1, . . . , xn)
)
d(ν1s − ν
2
s )(n, x1, . . . , xn) ds =
∫ t
s=0
〈ν1s − ν
2
s , ht,s〉ds. (7.120)
To simplify the third term, we define a function ft,s,ν as follows, for 0 ≤ n ≤ C − 1,
ft,s,ν(n, x1, . . . , xn) =
n+1∑
j=1
1
(n+ 1)
(Rn(ν)
d −Rn+1(ν)
d)
(Rn(ν)−Rn+1(ν))
× (τt−sφ(n+ 1, x1, . . . , xj−1, 0, xj , . . . , xn)− τt−sφ(n, x1, . . . , xn)) (7.121)
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and ft,s,ν(C, x1, . . . , xC) = 0 for xi ≥ 0 for all i. Then the third term is equal to∫ t
s=0 λ
(
〈ν1s , ft,s,ν1s 〉 − 〈ν
2
s , ft,s,ν2s 〉
)
ds. Further, we can write∣∣〈ν1s , ft,s,ν1s 〉 − 〈ν2s , ft,s,ν2s 〉∣∣ ≤ ∣∣〈ν1s − ν2s , ft,s,ν1s 〉∣∣+ ∣∣〈ν2s , ft,s,ν1s − ft,s,ν2s 〉∣∣ (7.122)
≤ ‖ν1s − ν
2
s‖‖ft,s,ν1s‖+ ‖ν
2
s‖‖ft,s,ν1s − ft,s,ν1s‖. (7.123)
Since ν2s is a probability measure ‖ν
2
s‖ = 1 and also we have ‖ft,s,ν1s ‖ ≤ 2d‖φ‖. We also have∣∣ft,s,ν1s (n, x1, . . . , xn)− ft,s,ν2s (n, x1, . . . , xn)∣∣
≤ 2d2‖φ‖
(∣∣Rn(ν1s )−Rn(ν2s )∣∣+ ∣∣Rn+1(ν1s )−Rn+1(ν2s )∣∣) . (7.124)
We next write
Rn(ν
1
s ) = 〈ν
1
s , f
∗〉 (7.125)
where f∗ is a function defined as
f∗(m,x1, . . . , xm) = 1 (7.126)
form ≥ n and f∗(m,x1, . . . , xm) = 0 form < n. Then we have∣∣Rn(ν1s )−Rn(ν2s )∣∣ ≤ ‖ν1s − ν2s‖‖f∗‖ = ‖ν1s − ν2s‖. (7.127)
Therefore by using bounds for all the terms, we get
∣∣〈ν1t − ν2t , φ〉∣∣ ≤
(
‖ν10 − ν
2
0‖+
∫ t
s=0
2‖β‖C‖ν1s − ν
2
s‖ ds
+
∫ t
s=0
8d2λ‖ν1s − ν
2
s‖ ds
)
‖φ‖. (7.128)
Hence we have
‖ν1t − ν
2
t ‖ ≤ ‖ν
1
0 − ν
2
0‖+ (2C‖β‖ + 8d
2λ)
∫ t
s=0
‖ν1s − ν
2
s‖ ds. (7.129)
Therefore, from equation (7.115), we have
‖ν1t − ν
2
t ‖ ≤ ‖ν
1
0 − ν
2
0‖ e
(2C‖β‖+8d2λ)t. (7.130)
Hence starting from an initial measure ν0, there exists atmost one solution for the mean-field model equations.
We next prove that there exists a process (νt, t ≥ 0) ∈ CM1(U)([0,∞)) satisfying the mean-field model
equations. This follows from the relative compactness of the sequence {ηNt , t ≥ 0} in DM1(U)([0,∞)) from
the proof of Theorem 5.2. In particular, we have that every limit point of the sequence {ηNt , t ≥ 0} satisfies
the equation (5.47). Further, each limiting point is almost surely continuous. This concludes that there exists a
solution to the mean-field model equations.
8 Martingale construction
In this section, by using the infinitesimal generator of the process (ηNt )t≥0, we construct a martingale (M
N
t (φ))t≥0 ∈
DR([0,∞)) where φ ∈ C
1
b (U). We then show that the scaled version of the process (M
N
t (φ))t≥0 converges
in distribution to the null process based on which we later establish convergence of the scaled version of the
process (ηNt )t≥0.
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Since the set of linear combinations of Qf for f ∈ C
1
s (U) is dense in the set C(MF (U)) [28, proposi-
tion 7.10], for any continuous function F ∈ C(MF (U)), the infinitesimal generator
ANF (ν) = lim
h→0
E[F (ηNh )|η
N
0 = ν]− F (ν)
h
is given by,
ANF (ν) = lim
h→0
F (τhν)− F (ν)
h
−NλF (ν)
− F (ν)
C∑
n=1
n∑
j=1
∫
x1
· · ·
∫
xn
β(xj) dν(n, x1, . . . , xn) +
C∑
n=1
n∑
j=1
∫
x1
· · ·
∫
xn
β(xj)
×
(
F (ν + δ(n−1,x1,...,xj−1,xj+1,...,xn) − δ(n,x1,...,xn)
)
dν(n, x1, . . . , xn)
+Nλ
[(
ν({0})
N
(R0(ν)
d −R1(ν)
d)
(R0(ν)−R1(ν))
(
F (ν + δ(1,0) − δ(0))
))
+
C−1∑
n=1
n+1∑
j=1
∫
x1
· · ·
∫
xn
1
N(n+ 1)
(Rn(ν)
d −Rn+1(ν)
d)
(Rn(ν)−Rn+1(ν))
× F (ν + δ(n+1,x1,...,xj−1,0,xj,...,xn) − δ(n,x1,...,xn)) dν(n, x1, . . . , xn)
+
∫
x1
· · ·
∫
xC
1
N
(RC(ν)
d −RC+1(ν)
d)
(RC(ν)−RC+1(ν))
F (ν) dν(C, x1, . . . , xC)
]
, (8.131)
where F is such that the limit exists and RC+1(ν) = 0.
Proposition 8.1 For all φ ∈ C1b (U), the process (M
N
t (φ))t≥0 given by
MNt (φ) = 〈η
N
t , φ〉 − 〈η
N
0 , φ〉 −
∫ t
s=0
AN 〈ηNs , φ〉ds (8.132)
is a RCLL (process that is right continuous with left limits) square integrable
FNt −martingale. For φ,ψ ∈ C
1
b (U), the mutual variation of (M
N
t (φ))t≥0 with (M
N
t (ψ))t≥0 is given by
< MN. (φ),M
N
. (ψ) >t=
∫ t
s=0
(
C∑
n=1
n∑
j=1
∫
x1
· · ·
∫
xn
β(xj)
× (φ(n− 1, x1, . . . , xj−1, xj+1, . . . , xn)− φ(n, x1, . . . , xn))
× (ψ(n − 1, x1, . . . , xj−1, xj+1, . . . , xn)− ψ(n, x1, . . . , xn)) dη
N
s (n, x1, . . . , xn)
+Nλ
[(
ηNs ({0})
N
(R0(η
N
s )
d −R1(η
N
s )
d)
(R0(ηNs )−R1(η
N
s ))
(φ(1, 0) − φ(0)) (ψ(1, 0) − ψ(0))
)
+
C−1∑
n=1
n+1∑
j=1
∫
x1
· · ·
∫
xn
1
N(n+ 1)
(Rn(η
N
s )
d −Rn+1(η
N
s )
d)
(Rn(ηNs )−Rn+1(η
N
s ))
× (φ(n + 1, x1, . . . , xj−1, 0, xj , . . . , xn)− φ(n, x1, . . . , xn))
× (ψ(n + 1, x1, . . . , xj−1, 0, xj , . . . , xn)− ψ(n, x1, . . . , xn)) dη
N
s (n, x1, . . . , xn)
])
ds (8.133)
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Proof: For φ ∈ C1b (U), it is clear that the function (〈η
N
t , φ〉)t≥0 belongs to the domain of A
N . Therefore, by
using the Dynkin’s formula [11], the process (MNt (φ))t≥0 defined by
MNt (φ) = 〈η
N
t , φ〉 − 〈η
N
0 , φ〉 −
∫ t
s=0
AN 〈ηNs , φ〉ds (8.134)
is a RCLL FNt −local martingale. Therefore, by simplification, we get
MNt (φ) = 〈η
N
t , φ〉 − 〈η
N
0 , φ〉 −
∫ t
s=0
〈ηNs , φ
′〉 ds −
∫ t
s=0
(
C∑
n=1
n∑
j=1
∫
x1
· · ·
∫
xn
β(xj)
× (φ(n− 1, x1, . . . , xj−1, xj+1, . . . , xn)− φ(n, x1, . . . , xn)) dη
N
s (n, x1, . . . , xn)
+Nλ
[(
ηNs ({0})
N
(R0(η
N
s )
d −R1(η
N
s )
d)
(R0(ηNs )−R1(η
N
s ))
(φ(1, 0) − φ(0))
)
+
C−1∑
n=1
n+1∑
j=1
∫
x1
· · ·
∫
xn
1
N(n+ 1)
(Rn(η
N
s )
d −Rn+1(η
N
s )
d)
(Rn(ηNs )−Rn+1(η
N
s ))
× (φ(n+ 1, x1, . . . , xj−1, 0, xj , . . . , xn)− φ(n, x1, . . . , xn)) dη
N
s (n, x1, . . . , xn)
])
ds, (8.135)
where
〈ηNs , φ
′〉 =
C∑
n=1
n∑
i=1
∫
x1
· · ·
∫
xn
∂φ(n, x1, . . . , xn)
∂xi
dηNs (n, x1, . . . , xn). (8.136)
Let ψ ∈ C1b (U), then the mapping (〈η
N
t , φ〉〈η
N
t , ψ〉)t≥0 also belongs to the domain of A
N . Let the martingale
M˜Nt (φ,ψ) be defined by
M˜Nt (φ,ψ) = 〈η
N
t , φ〉〈η
N
t , ψ〉 − 〈η
N
0 , φ〉〈η
N
0 , ψ〉 −
∫ t
s=0
AN 〈ηNs , φ〉〈η
N
s , ψ〉ds (8.137)
is a RCLL FNt −local martingale. It is verified that, we have
AN 〈ν, φ〉〈ν, ψ〉 = 〈ν, φ〉AN 〈ν, ψ〉+ 〈ν, ψ〉AN 〈ν, φ〉
+
C∑
n=1
n∑
j=1
∫
x1
· · ·
∫
xn
β(xj) (φ(n − 1, x1, . . . , xj−1, xj+1, . . . , xn)− φ(n, x1, . . . , xn))
× (ψ(n− 1, x1, . . . , xj−1, xj+1, . . . , xn)− ψ(n, x1, . . . , xn)) dν(n, x1, . . . , xn)
+Nλ
[(
ν({0})
N
(R0(ν)
d −R1(ν)
d)
(R0(ν)−R1(ν))
(φ(1, 0) − φ(0))
)
+
C−1∑
n=1
n+1∑
j=1
∫
x1
· · ·
∫
xn
1
N(n+ 1)
×
(Rn(ν)
d −Rn+1(ν)
d)
(Rn(ν)−Rn+1(ν))
(φ(n+ 1, x1, . . . , xj−1, 0, xj , . . . , xn)− φ(n, x1, . . . , xn))
× (ψ(n + 1, x1, . . . , xj−1, 0, xj , . . . , xn)− ψ(n, x1, . . . , xn)) dν(n, x1, . . . , xn)
]
. (8.138)
By using Itoˆ’s formula, we have
〈ηNt , φ〉〈η
N
t , ψ〉 = 〈η
N
0 , φ〉〈η
N
0 , ψ〉+
∫ t
s=0
〈ηNs , φ〉 dM
N
s (ψ)
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+∫ t
s=0
〈ηNs , ψ〉 dM
N
s (φ) +
∫ t
s=0
〈ηNs , φ〉A
N 〈ηNs , ψ〉 ds
+
∫ t
s=0
〈ηNs , ψ〉A
N 〈ηNs , φ〉 ds+ < 〈η
N
· , φ〉, 〈η
N
· , ψ〉 >t . (8.139)
Further, by using equations (8.137)-(8.138), we have
∫ t
s=0
〈ηNs , φ〉 dM
N
s (ψ) +
∫ t
s=0
〈ηNs , ψ〉 dM
N
s (φ)
+
∫ t
s=0
〈ηNs , ψ〉A
N 〈ηNs , φ〉 ds+ < 〈η
N
· , φ〉, 〈η
N
· , ψ〉 >t=
M˜Nt (φ,ψ) +
∫ t
s=0
(
C∑
n=1
n∑
j=1
∫
x1
· · ·
∫
xn
β(xj)
× (φ(n− 1, x1, . . . , xj−1, xj+1, . . . , xn)− φ(n, x1, . . . , xn))
× (ψ(n − 1, x1, . . . , xj−1, xj+1, . . . , xn)− ψ(n, x1, . . . , xn)) dη
N
s (n, x1, . . . , xn)
+Nλ
[(
ηNs ({0})
N
(R0(η
N
s )
d −R1(η
N
s )
d)
(R0(ηNs )−R1(η
N
s ))
(φ(1, 0) − φ(0)) (ψ(1, 0) − ψ(0))
)
+
C−1∑
n=1
n+1∑
j=1
∫
x1
· · ·
∫
xn
1
N(n+ 1)
×
(Rn(η
N
s )
d −Rn+1(η
N
s )
d)
(Rn(ηNs )−Rn+1(η
N
s ))
(φ(n+ 1, x1, . . . , xj−1, 0, xj , . . . , xn)− φ(n, x1, . . . , xn))
× (ψ(n + 1, x1, . . . , xj−1, 0, xj , . . . , xn)− ψ(n, x1, . . . , xn)) dη
N
s (n, x1, . . . , xn)
])
ds. (8.140)
By identifying the finite variation process, P−a.s. we have
< 〈ηN· , φ〉, 〈η
N
· , ψ〉 >t=∫ t
s=0
(
C∑
n=1
n∑
j=1
∫
x1
· · ·
∫
xn
β(xj) (φ(n − 1, x1, . . . , xj−1, xj+1, . . . , xn)− φ(n, x1, . . . , xn))
× (ψ(n − 1, x1, . . . , xj−1, xj+1, . . . , xn)− ψ(n, x1, . . . , xn)) dη
N
s (n, x1, . . . , xn)
+Nλ
[(
ηNs ({0})
N
(R0(η
N
s )
d −R1(η
N
s )
d)
(R0(ηNs )−R1(η
N
s ))
(φ(1, 0) − φ(0)) (ψ(1, 0) − ψ(0))
)
+
C−1∑
n=1
n+1∑
j=1
∫
x1
· · ·
∫
xn
1
N(n+ 1)
(Rn(η
N
s )
d −Rn+1(η
N
s )
d)
(Rn(ηNs )−Rn+1(η
N
s ))
× (φ(n + 1, x1, . . . , xj−1, 0, xj , . . . , xn)− φ(n, x1, . . . , xn))
× (ψ(n + 1, x1, . . . , xj−1, 0, xj , . . . , xn)− ψ(n, x1, . . . , xn)) dη
N
s (n, x1, . . . , xn)
])
ds. (8.141)
From equation (8.134), we have < 〈ηN· , φ〉, 〈η
N
· , ψ〉 >t=< M
N
· (φ),M
N
· (ψ) >t. Therefore since φ,ψ ∈
C1b (U) and β ∈ Cb(R+), we have
E
[
< MN· (φ),M
N
· (ψ) >t
]
<∞ (8.142)
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and hence (MNt (φ))t≥0 is a square integrable martingale.
9 Mean-field limit
In this section we consider a sequence of systems indexed byN such that a system with indexN hasN servers
in which jobs arrive according to a Poisson process with rate Nλ and all other system parameters are identical
for all N . For given N , the process (ηNt )t≥0 defined in equation (4.35) describes the system dynamics of a
system with index N such that ηNt ({u}) denotes the number of servers lying in state u at time t. We now
construct another process (ηNt )t≥0 as follows
ηNt =
ηNt
N
. (9.143)
Therefore ηNt ({u}) denotes the fraction of servers lying in state u at time t. Let (F
N
t )t≥0 denotes the filtration
associated with the process (ηNt )t≥0. Note that we have (η
N
t )t≥0 ∈ DMN1 (U)
([0,∞)). We first show that the
sequence of processes (ηNt , t ≥ 0) is relatively compact and then we prove that every limit point (χt, t ≥ 0) has
sample path that is almost surely continuous with respect to t and coincides with the mean-field model solution
of the system. Since for every limit point (χt, t ≥ 0), χ0 is almsot surely same as the random measureΘ from
assumption 5.1 and the mean-field model solution is unique for given initial measure, then we have that almost
surely all limit points are identical referred to as the the mean-field limit denoted by (ηt, t ≥ 0).
For φ ∈ C1b (U), from Proposition 8.1, the process (M
N
t (φ))t≥0 defined as follows is an RCLL square
integrable F
N
t −martingale
M
N
t (φ) = 〈η
N
t , φ〉 − 〈η
N
0 , φ〉 −
∫ t
s=0
〈ηNs , φ
′〉 ds
−
∫ t
s=0
(
C∑
n=1
n∑
j=1
∫
x1
· · ·
∫
xn
β(xj)
× (φ(n − 1, x1, . . . , xj−1, xj+1, . . . , xn)− φ(n, x1, . . . , xn)) dη
N
s (n, x1, . . . , xn)
+ λ
[(
ηNs ({0})
(R0(η
N
s )
d −R1(η
N
s )
d)
(R0(ηNs )−R1(η
N
s ))
(φ(1, 0) − φ(0))
)
+
C−1∑
n=1
n+1∑
j=1
∫
x1
· · ·
∫
xn
1
(n + 1)
×
(Rn(η
N
s )
d −Rn+1(η
N
s )
d)
(Rn(ηNs )−Rn+1(η
N
s ))
(φ(n + 1, x1, . . . , xj−1, 0, xj , . . . , xn)− φ(n, x1, . . . , xn))
× dηNs (n, x1, . . . , xn)
])
ds, (9.144)
where
Rn(η
N
s ) =
C∑
i=n
ηNs (Ui). (9.145)
We further have
< M
N
· (φ),M
N
· (ψ) >t=
1
N
[ ∫ t
s=0
(
C∑
n=1
n∑
j=1
∫
x1
· · ·
∫
xn
β(xj)
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× (φ(n− 1, x1, . . . , xj−1, xj+1, . . . , xn)− φ(n, x1, . . . , xn))
× (ψ(n − 1, x1, . . . , xj−1, xj+1, . . . , xn)− ψ(n, x1, . . . , xn)) dη
N
s (n, x1, . . . , xn)
+ λ
[(
ηNs ({0})
(R0(η
N
s )
d −R1(η
N
s )
d)
(R0(ηNs )−R1(η
N
s ))
(φ(1, 0) − φ(0)) (ψ(1, 0) − ψ(0))
)
+
C−1∑
n=1
n+1∑
j=1
∫
x1
· · ·
∫
xn
1
(n+ 1)
×
(Rn(η
N
s )
d −Rn+1(η
N
s )
d)
(Rn(ηNs )−Rn+1(η
N
s ))
(φ(n + 1, x1, . . . , xj−1, 0, xj , . . . , xn)− φ(n, x1, . . . , xn))
× (ψ(n + 1, x1, . . . , xj−1, 0, xj , . . . , xn)− ψ(n, x1, . . . , xn))
× dηNs (n, x1, . . . , xn)
])
ds
]
. (9.146)
We are now ready to establish the convergence of (ηNt )t≥0. Before proving the convergence of (η
N
t )t≥0, we
first state the crux of the proof. We first establish that the sequence of the processes {(ηNt )t≥0} is relatively com-
pact in DM1(U)([0,∞)). Since the spaceM1(U) endowed with the weak topology is complete and separable,
by Prohorov’s theorem [4], establishing the relative compactness of the sequence of the processes {(ηNt )t≥0}
is equivalent to proving the tightness of the processes {(ηNt )t≥0}. From Theorem 4.6 of [16], Jakubowski’s
criteria that we recall below can be used to establish the relative compactness of the sequence of the processes
{(ηNt )t≥0}.
Jakubowski’s criteria:
A sequence of {XN} of DM1(U)([0,∞))− valued random elements defined on (Ω,F,P) is tight if and
only if the following two conditions are satisfied:
J1: For each T > 0 and γ > 0, there exists a compact set KT,γ ⊂M1(U) such that
lim inf
N→∞
P(XNt ∈ KT,γ∀t ∈ [0, T ]) > 1− γ. (9.147)
This condition is called as the compact-containment condition.
J2: There exists a family Q of real valued continuous functions F defined on M1(U) that separates points
inM1(U) and is closed under addition such that for every F ∈ Q, the sequence {(F (X
N
t ))t≥0} is tight
in DR([0,∞)).
To show condition J2, we define a class of functions Q as follows.
Q , {F : ∃f ∈ C1b (U) such that F (ν) = 〈ν, f〉, ∀ν ∈M1(U)} (9.148)
Clearly every function F ∈ Q is continuous w.r.t. the weak topology on M1(U) and further the class of
functions Q separates points inM1(U) and also closed under addition.
We next state the following sufficient condition (From Theorem C.9, [28]) to prove condition J2.
Tightness in DR([0, T ]): If S = DR([0, T ]) and (Pn) is a sequence of probability distributions on S, then
(Pn) is tight if for any ǫ > 0,
C1: There exists b such that
Pn(|X(0)| > b) ≤ ǫ (9.149)
for all n ∈ Z+
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C2: For any γ > 0, there exists ρ > 0 such that
Pn(wX(ρ) > γ) ≤ ǫ (9.150)
for n sufficiently large, where
wX(ρ) = sup{|X(t)−X(s)| : s, t ≤ T, |s− t| ≤ ρ} (9.151)
and any limiting point P satisfies P(CR([0, T ])) = 1.
By using conditions J1, J2, C1, and C2, we next give proof of Theorem 5.2.
Proof of Theorem 5.2:
We first establish the relative compactness of the sequence (ηNt )t≥0. For this, we next prove the conditions
C1 and C2 that are sufficient to prove the relative compactness of (〈ηNt , φ〉)t≥0 for φ ∈ C
1
b (U) in DR([0,∞)).
For any T > 0, t ∈ [0, T ], we have
〈ηNt , φ〉 ≤ ‖φ‖1〈η
N
t ,1〉 (9.152)
and since 〈ηNt ,1〉 = 1, the condition C1 is trivially satisfied with b = ‖φ‖1.
We next prove condition C2. For ǫ > 0, by using equation (9.146) and Doob’s inequality, we have
P
(
sup
t≤T
∣∣∣MNt (φ)∣∣∣ ≥ ǫ
)
≤
4
ǫ2
E
[
< M
N
· (φ) >T
]
(9.153)
≤ 4T‖φ‖2
1
N
(‖β‖+ dλ)→ 0 (9.154)
as N → ∞. Therefore the sequence of processes (M
N
t (φ))t≥0 converges in distribution to the null process
from standard convergence criterion in DR([0, T ]). Further, the sequence of processes (M
N
t (φ))t≥0 is tight in
DR([0, T ]) and hence, there exists ρ
′ > 0 and N ′ > 0 such that for all N ≥ N ′, we have
P
(
sup
u,v≤T,|u−v|≤ρ′
∣∣∣MNv (φ) −MNu (φ)∣∣∣ ≥ γ2
)
≤
ǫ
2
(9.155)
For any u < v ≤ T , from equation (9.144), we have
∣∣〈ηNv , φ〉 − 〈ηNu , φ〉∣∣ ≤
∫ v
s=u
∣∣〈ηNs , φ′〉∣∣ ds+ 2‖β‖‖φ‖C |u− v|+ 2‖φ‖λ |u− v|
+
∣∣∣MNv (φ)−MNu (φ)∣∣∣ . (9.156)
We further can write∣∣〈ηNv , φ〉 − 〈ηNu , φ〉∣∣ ≤ |v − u|C‖φ‖1(1 + 2‖β‖+ 2dλ) + ∣∣∣MNv (φ)−MNu (φ)∣∣∣ . (9.157)
Therefore by using equations (9.155) and (9.157), there exists ρ > 0 and N1 > 0 such that for N ≥ N1
P
(
sup
u,v≤T,|u−v|≤ρ
∣∣〈ηNv , φ〉 − 〈ηNu , φ〉∣∣ ≥ γ
)
≤ ǫ. (9.158)
This proves condition C2. Combining C1 and C2, we have condition J2.
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We next prove compact containment condition J1. For this, let us consider
〈ηNt ,I〉 =
C∑
n=1
∫
x1
· · ·
∫
xn
(x1 + . . .+ xn) dη
N
t (n, x1, . . . , xn). (9.159)
Let (ni(t), xi1(t) . . . , xini(t)(t)) denotes the state of the i
th server at time t where xij(t) denotes the age of the
jth job at ith server. Clearly, we have
〈ηNt ,I〉 =
1
N
N∑
i=1,ni(t)>0
(xi1(t) + · · ·+ xini(t)(t)). (9.160)
Suppose Yt is the random variable representing the age of a job that is in progress at time t, and X is a random
variable with job length distribution G, then for any b ≥ 0, we have
P(Yt ≥ b) ≤ P(X ≥ b). (9.161)
Therefore using equation (9.161), since each server has capacity C , for any time t ≥ 0, we can write
P(〈ηNt ,I〉 ≥ b) ≤ P(
1
N
N∑
i=1
(Yi1 + . . .+ YiC) ≥ b), (9.162)
where (Yij, 1 ≤ i ≤ N, 1 ≤ j ≤ C) are i.i.d random variables with distribution G. Further, by weak law of
large numbers, we have
1
N
N∑
i=1
(Yi1 + . . .+ YiC)⇒
C
µ
(9.163)
as N →∞. Therefore, we have
P
(
sup
t∈[0,T ]
〈ηNt ,I〉 >
2C
µ
)
→ 0 (9.164)
as N →∞. For all 0 < γ < 1, let us define
LT,γ ,
{
ζ ∈M1(U) : 〈ζ,I〉 ≤
2C
µ
}
. (9.165)
Since 〈ζ,I〉 ≤ 2C
µ
for ζ ∈ LT,γ, for any Borel set B = ([0, y1), . . . , [0, yn)) ∈ B(Un) with n ≥ 1, we have
ζ([y1,∞), . . . , [yn,∞)) ≤ ζ([0,∞), . . . , [0,∞), [yi,∞), [0,∞), . . . , [0,∞)). (9.166)
We further have for any i,
ζ([y1,∞), . . . , [yn,∞)) ≤
2C
µyi
(9.167)
and hence
lim
y1→∞
· · · lim
yn→∞
sup
ζ∈LT,γ
ζ([y1,∞), . . . , [yn,∞)) = 0. (9.168)
Therefore from Lemma A7.5 of [17], LT,γ is relatively compact inM1(U). Further, from equation (9.164),
we have
lim inf
N→∞
P(ηNt ∈ LT,γ∀t ∈ [0, T ]) ≥ 1− γ. (9.169)
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Suppose KT,γ is the closure of LT,γ, then we have a compact set KT,γ such that
lim inf
N→∞
P(ηNt ∈ KT,γ∀t ∈ [0, T ]) ≥ 1− γ. (9.170)
This establishes the condition J1 and hence the proof of tightness of the sequence of processes (ηNt )t≥0 is
completed.
Let (χt)t≥0 be a limit of a converging subsequence of (η
N
t )≥0 such that χ0 is almost surely same as the
random measure Θ. Then by the continuous mapping theorem, the sample path evolution satisfies
〈χt, φ〉 = 〈χ0, φ〉+
∫ t
s=0
〈χs, φ
′〉 ds
−
∫ t
s=0
(
C∑
n=1
n∑
j=1
∫
x1
· · ·
∫
xn
β(xj)
× (φ(n − 1, x1, . . . , xj−1, xj+1, . . . , xn)− φ(n, x1, . . . , xn)) dχs(n, x1, . . . , xn)
+ λ
[(
χs({0})
(R0(χs)
d −R1(χs)
d)
(R0(χs)−R1(χs))
(φ(1, 0) − φ(0))
)
+
C−1∑
n=1
n+1∑
j=1
∫
x1
· · ·
∫
xn
1
(n+ 1)
×
(Rn(χs)
d −Rn+1(χs)
d)
(Rn(χs)−Rn+1(χs))
(φ(n + 1, x1, . . . , xj−1, 0, xj , . . . , xn)− φ(n, x1, . . . , xn))
× dχs(n, x1, . . . , xn)
])
ds. (9.171)
We next prove that if every limit point (χt, t ≥ 0) with the random measure χ0 almost surely same as the
random measure Θ, then the sample paths coincide almost surely with the unique mean-field model solution.
The first property that the mapping t 7→ χt is continuous follows from equation (9.158) from which we have
〈χt, φ〉 = 〈χt−, φ〉 (9.172)
almost surely for all φ ∈ C1b (U). Since C
1
b (U) is a separating class and (χt, t ≥ 0) ∈ DM1(U)([0,∞)), we have
almost surely
χt = χt− (9.173)
and
χt = χt+. (9.174)
Hence the mapping t 7→ χt is continuous almost surely. From equation (9.171), the process (χt, t ≥ 0) satisfies
the mean-field model equation. This shows that the sample path of every limit point is almost surely same as
the mean-field model solution. Since every limit point (χt, t ≥ 0) has the property that the random measure χ0
is same as the random measure Θ almost surely, all the limit points have almost surely identical sample paths
such that the sample paths coincide with the unique mean-field model solution. This completes the proof.
10 Insensitivity
Proof of Lemma 5.2:
Suppose η0 is absolutely continuous w.r.t. Lebesgue measure at all u ∈ Un for n ≥ 1. Then at every
t ≥ 0, we have absolutely continuity of ηt at all u ∈ Un for n ≥ 1. Suppose pt(0) denotes ηt({0}) and
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pt(n, x1, . . . , xn) denotes the Radon-Nikodym derivative of ηt w.r.t. Lebesgue measure at (n, x1, . . . , xn).
Now we obtain differential equations satisfied by the process Pt = (Pt(u), u ∈ U),
Pt(n, y1, . . . , yn) =
∫ y1
x1=0
. . .
∫ yn
xn=0
pt(n, x1, . . . , xn) dx1 · · · dxn. (10.175)
Let us consider the function φˆ = I{l∈Un: 0≤li≤yi,∀i}. For a absolutely continuous measure νs which has no
atoms, we have
〈νs, φˆ〉 = 〈νs, ψ〉, (10.176)
where ψ = I{u∈Un: 0<li<yi, ∀i}. Since there exists a sequence of functions {fn} ∈ Cb(U) that increase point
wise to I{O} where O is a open set in Un, n ≥ 1, by using monotone convergence theorem and equation (5.47),
we have that the equation (5.47) is true even for the function ψ (Indicators on open sets). Furthermore, since
the measure νs is absolutely continuous for all s ≥ 0, we have that equation (5.47) is true even for the function
φˆ (Indicators on closed sets). Therefore we can obtain the evolution equations for the process (Pt)t≥0 that is
defined as Pt(n, y1, . . . , yn) = 〈νt, φˆ〉 using equation (5.47). We further can simplify expression for the process
(Pt(u), u ∈ U)t≥0 with the evolution given by equation (5.47) using the fact that
〈νs, τbI{l∈Un: 0≤li≤yi, ∀i}〉 = 〈νs, I{l∈Un: 0≤li+b≤yi, ∀i}〉 (10.177)
= 〈νs, I{l∈Un: 0≤li≤yi−b, ∀i}〉. (10.178)
By differentiating Pt(n, y1, . . . , yn) with respect to t, by simple calculations, it is verified that the process
Pt = (Pt(u), u ∈ U) satisfies the following system of differential equations
dPt(0)
dt
=
∫ ∞
y=0
β(y)
(
∂Pt(1, y)
∂y
)
dy − λ
(R0(Pt)
d −Rd1(Pt))
(R0(Pt)−R1(Pt))
Pt(0), (10.179)
for 1 ≤ n ≤ C − 1,
dPt(n, y1, . . . , yn)
dt
= −
n∑
i=1
∂Pt(n, y1, . . . , yn)
∂yi
+
n+1∑
j=1
∫ ∞
xj=0
β(xj)
(
∂Pt(n+ 1, y1, . . . , yj−1, xj, yj , . . . , yn)
∂xj
)
dxj
−
n∑
j=1
∫ yj
xj=0
β(xj)
(
∂Pt(n, y1, . . . , yj−1, xj , yj+1, . . . , yn)
∂xj
)
dxj
+
n∑
j=1
λ(Rn−1(Pt)
d −Rdn(Pt))
n(Rn−1(Pt)−Rn(Pt))
Pt(n− 1, y1, . . . , yj−1, yj+1, . . . , yn)
− λ
(Rn(Pt)
d −Rdn+1(Pt))
(Rn(Pt)−Rn+1(Pt))
Pt(n, y1, . . . , yn), (10.180)
and for n = C ,
dPt(n, y1, . . . , yn)
dt
= −
n∑
i=1
∂Pt(n, y1, . . . , yn)
∂yi
−
n∑
j=1
∫ yj
xj=0
β(xj)
(
∂Pt(n, y1, . . . , yj−1, xj , yj+1, . . . , yn)
∂xj
)
dxj
35
+
n∑
j=1
λ(Rn−1(Pt)
d −Rdn(Pt))
n(Rn−1(Pt)−Rn(Pt))
Pt(n− 1, y1, . . . , yj−1, yj+1, . . . , yn), (10.181)
where Rn(Pt) =
∑C
j=n Pt(j,∞, . . . ,∞).
Remark 10.1 If we specialize the equations above to the exponential case with mean 1
µ
, we note that β(x) = µ,
and denoting Qt(n) = Pt(n,∞, . . . ,∞), Qt = (Qt(n), 0 ≤ n ≤ C) and noting that:
n∑
j=1
∫ ∞
xj=0
β(xj)
(
∂Pt(n,∞, . . . ,∞, xj , yj+1, . . . ,∞)
∂xj
)
dxj = nµPt(n,∞, . . . ,∞)
= nµQt(n) (10.182)
Therefore, for n = 0,
dQt(0)
dt
= µQt(1) − λ
(R0(Qt)
d −Rd1(Qt))
(R0(Qt)−R1(Qt))
Qt(0), (10.183)
for 1 ≤ n ≤ C − 1
dQt(n)
dt
= (n+ 1)µQt(n+ 1)− nµQt(n)
+
λ(Rn−1(Qt)
d −Rdn(Qt))
(Rn−1(Qt)−Rn(Qt))
Qt(n− 1)− λ
(Rn(Qt)
d −Rdn+1(Qt))
(Rn(Qt)−Rn+1(Qt))
Qt(n), (10.184)
and for n = C ,
dQt(C)
dt
= −CµQt(C) +
λ(Rn−1(Qt)
d −Rdn(Qt))
(Rn−1(Qt)−Rn(Qt))
Qt(C − 1), (10.185)
where Rn(Qt) =
∑C
j=nQt(j).
It can be readily seen that these equations correspond to the corresponding equations given in [26] for the
case of exponential distributions with rate µ = 1 where the corresponding equations are expressed in terms of
the tail distributions Rn(Qt) =
∑C
k=nQt(k) in the notation of that paper.
Proof of Theorem 5.3:
Proof: We next prove that there exists unique fixed-point pi = (π(u), u ∈ U). Suppose θ = (θ(u), u ∈ U)
denotes a fixed-point for the process (Pt)t≥0. We first prove that for any fixed-point θ of the process (Pt)t≥0,
we have
θ(n, y1, . . . , yn) =
(∏n
i=1
λ
(GEN)
i−1 (θ)
iµ
)
1 +
∑C
m=1
(∏m
i=1
λ
(GEN)
i−1 (θ)
iµ
)µn n∏
i=1
∫ yi
xi=0
G(xi) dxi (10.186)
and
θ(0) =
1
1 +
∑C
m=1
(∏m
i=1
λ
(GEN)
i−1 (θ)
iµ
) (10.187)
where λ
(GEN)
n (θ) = λ
Rn(θ)d−Rn+1(θ)d
Rn(θ)−Rn+1(θ)
. We prove this by contradiction. Suppose there exists a fixed-point γ
that does not satisfy equations (10.186)-(10.187). Using this fixed-point γ, we first compute the set of arrival
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rates (λ
(GEN)
i (γ), 0 ≤ i ≤ C). Now consider a single server loss system where prespecified state-dependent
arrival rate is equal to λ
(GEN)
i (γ) when there are i jobs in progress and service time distributions are same as
considered in the system model. Then the unique stationary distribution is given by equation (5.56) where αi
is replaced by λ
(GEN)
i (γ). However, by comparing the stationary evolution equations corresponding to single
server dynamics given in equations (5.53)-(5.55) and mean-field dynamics given in equations (5.59)-(5.61), it
is easy to see that γ is also another stationary distribution for single server system with pre-specified arrival
rates (λ
(GEN)
i (γ), 0 ≤ i ≤ C) which contradicts the fact there exists unique stationary distribution for single
server system with pre-specified state-dependent arrival rates established in [8]. Therefore equations (10.186)-
(10.187) must be true.
For any fixed-point θ of the mean-field, let Γ = (Γn, 0 ≤ n ≤ C) such that Γn = θ(n,∞, . . . ,∞)) and
Γ0 = θ(0). Then from equations (10.186)-(10.187), we have
Γn =
(∏n
i=1
λ
(exp)
i−1 (Γ)
iµ
)
1 +
∑C
m=1
(∏m
i=1
λ
(exp)
i−1 (Γ)
iµ
) (10.188)
and
Γ0 =
1
1 +
∑C
m=1
(∏m
i=1
λ
(exp)
i−1 (Γ)
iµ
) (10.189)
where
λ(exp)n (Γ) = λ
(
∑C
j=n Γj)
d − (
∑C
j=n+1 Γj)
d
(
∑C
j=n Γj)− (
∑C
j=n+1 Γj)
. (10.190)
From equation (10.188), it is clear that
λ(exp)n (Γ)Γn = (n+ 1)µΓn+1. (10.191)
It has been shown in [26] that the only probability measure satisfying equations (10.190)-(10.191) is the unique
fixed-point pi(exp) of the mean-field when job lengths are exponentially distributed with mean 1
µ
. Therefore
from equations (10.186) and (10.188), we have for every fixed point θ,
θ(n,∞, . . . ,∞) = π(exp)(n) (10.192)
concluding the insensitivity of the fixed-point of the mean-field. Further, from equation (10.186), for every
fixed point θ, we have
θ(n, y1, . . . , yn) = π
(exp)(n)µn
n∏
i=1
∫ yi
xi=0
G(xi) dxi (10.193)
concluding uniqueness of the fixed-point of the mean-field as pi(exp) is unique.
11 Extensions
Although we have considered a homogeneous system where all servers have same capacity C , at the cost
of more complex notation, the analysis can be easily extended to a heterogeneous system where servers are
classified into different types based on their capacities. We only state the results without proofs.
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Suppose servers are classified into K types such that the fraction of type k servers is γk and each type k
server has capacity Ck. In other words there are Nγk servers with capacity Ck. Assume without loss of gener-
ality C1 ≤ C2 ≤ · · · ≤ CK . This model with exponential service times was studied in [26].
Power-of-d policy for heterogeneous systems:
In order to account for the heterogeneity in servers’ capacities, the power-of-d policy defined in Defini-
tion 2.1 needs slight modification. Now, an arriving job is routed to a server with maximum vacancy (available
number or servers) among d randomly chosen servers. Ties among servers of the same type are broken by
choosing a server uniformly at random and among different types are broken by choosing a server with maxi-
mum capacity.
For n ≥ 1, let
U (k)n = {(k, n, x1, . . . , xn) : xi ∈ R+,∀i} (11.194)
denotes the set of all possible type k server states when there are n jobs in progress and
U
(k)
0 = {(k, 0)}. (11.195)
Then
U (k) = ∪Ckn=0U
(k)
n (11.196)
denotes the set of all possible states of a type k server.
Similar to the homogeneous case, for the Markovian modelling of the system, it is enough for us to track
for each type k, the number of servers lying in each state u ∈ U (k). For fine N systems, the system evolution
is described through the dynamics of the process, for every k ∈ {1, 2, . . . ,K},
ηNk,t =
1
Nγk
Nγk∑
j=1
δ(u(j)), (11.197)
where u(j) denotes the state of jth server of type k at time t. Therefore, at any time t, the system state is defined
through the set of measures (ηNk,t, k ∈ {1, . . . ,K}) where η
N
k,t is a probability measure defined on U
(k). Note
that for u ∈ U (k), ηNk,t({u}) = 〈η
N
k,t, I{u}〉 denotes the fraction of type k servers lying in state u. We refer η
N
k,t
as type k probability measure at time t. Further, let
ηNk,t =
Nγk∑
j=1
δ(u(j)) (11.198)
and hence
ηNk,t =
1
Nγk
ηNk,t. (11.199)
Note that servers of different types or equivalently the probability measures of different types interact at the
arrival instants while applying the power-of-d routing policy.
To simplify the analysis, we next model the system evolution by defining a single measure ηNt such that it
is equivalent to modeling the system evolution by the set of measures (ηNk,t, k ∈ {1, . . . ,K}). For this, we first
define
U = ∪Kk=1U
(k). (11.200)
The space U is equipped with the metric dU , for u = (k, n, x1, . . . , xn) (i.e., u ∈ U
(k)) and v = (j,m, y1, . . . , ym)
(i.e., v ∈ U (j)),
dU (u, v) =
{∑n
r=1 |xr − yr| if j = k and n = m,
∞ otherwise.
(11.201)
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We next consider the measures ηNt , η
N
t defined on U satisfying, for u ∈ U
(k)
ηNt ({u}) = η
N
k,t({u}) (11.202)
and
ηNt ({u}) = η
N
k,t({u}). (11.203)
Therefore the measures ηNt , η
N
t restricted to the space U
(k) are same as the measures ηNk,t, η
N
k,t, respectively.
Further, note that
ηNt (U) = N (11.204)
and
ηNt (U) = K. (11.205)
Now for any function ψ : U 7→ R, the type k function ψ(k) : U (k) 7→ R is defined by
ψ(k)(u) = ψ(u) (11.206)
for u ∈ U (k). The nth component of ψ(k) is denoted by ψ(k,n). Then we define
〈ηNt , ψ〉 =
K∑
k=1
〈ηNk,t, ψ
(k)〉. (11.207)
The process (ηNt , t ≥ 0) that models the heterogeneous system defined on U is a Markov process. The
analysis is then follows from the same arguments as that of the homogeneous case. We first need to obtain the
result stated in Proposition 8.1 for the heterogeneous system by using the fact that the process (ηNt , t ≥ 0) is a
Markov process and then we need to repeat the steps stated in Section 9. Note that if we know 〈ηt, ψ〉 for all
ψ ∈ C1b (U), then we can obtain 〈ηk,t, φ〉 for all φ ∈ C
1
b (U
(k)) from 〈ηt, ψ〉 by simply choosing ψ
(k) = φ and
ψ(j) = 0 for j 6= k. Then for φ ∈ C1b (U
(k)), the Kolmogorov equations are
〈ηk,t, φ〉 = 〈ηk,0, φ〉+
∫ t
s=0
〈ηk,s, φ
′〉 ds
−
∫ t
s=0
(
C∑
n=1
n∑
j=1
∫
x1
· · ·
∫
xn
β(xj)
× (φ(k, n − 1, x1, . . . , xj−1, xj+1, . . . , xn)− φ(k, n, x1, . . . , xn)) dηk,s(k, n, x1, . . . , xn)
+
[ (
ηk,s({k, 0})λk,0(ηs) (φ(k, 1, 0) − φ(k, 0))
)
+
C−1∑
n=1
n+1∑
j=1
∫
x1
· · ·
∫
xn
1
(n+ 1)
× λk,n(ηs)(φ(k, n + 1, x1, . . . , xj−1, 0, xj , . . . , xn)− φ(k, n, x1, . . . , xn))
× dηk,s(k, n, x1, . . . , xn)
])
ds, (11.208)
where
λk,n(ηs) =
λ
γkηk,s(U
(k)
n )
×



 k∑
i=1
γi

 Ci∑
j=n
ηi,s(U
(i)
j+Ci−Ck
)

+ K∑
i=k+1
γi

 Ci∑
j=n+1
ηi,s(U
(i)
j+Ci−Ck
)




d
39
−
k−1∑
i=1
γi

 Ci∑
j=n
ηi,s(U
(i)
j+Ci−Ck
)

+ K∑
i=k
γi

 Ci∑
j=n+1
ηi,s(U
(i)
j+Ci−Ck
)




d

 . (11.209)
Suppose the Radon-Nikodym derivative of the measure ηk,t with respect to Lebesgue measure at (k, n, x1, . . . , xn)
is pt(k, n, x1, . . . , xn). Let
Pt = (Pt(k, n, y1, . . . , yn), 0 ≤ n ≤ Ck, yi ∈ R+ for all i, 1 ≤ k ≤ K)
where
Pt(k, n, y1, . . . , yn) =
∫ y1
x1=0
· · ·
∫ yn
xn=0
pt(k, n, x1, . . . , xn) dx1 · · · dxn. (11.210)
Then the process Pt has unique fixed-point pi = (π(k, n, y1, . . . , yn), 0 ≤ n ≤ Ck, yi for all i, 1 ≤ k ≤ K)
that satisfies
π(k, n, y1, . . . , yn) = π
(exp)
k,n µ
n
n∏
i=1
∫ yi
xi=0
G(xi) dxi (11.211)
where π
(exp)
k,n denotes the stationary probability that a type k server has n jobs in the limiting system under the
assumption of exponential service time distributions with mean 1
µ
.
12 Numerical results
One of the results we have not established in the paper is a proof of Step 4 of the commutative diagram. If one
can establish that the equilibrium or fixed-point of the MFE is globally asymptotically stable, then Step 4 would
follow from Prohorov’s theorem, see [4]. The difficulty in this case is that the MFE equation does not possess
any monotonicity properties. Nevertheless in numerical studies the global asymptotic stability property always
seems to hold thus indicating that the fixed point is indeed the stationary distribution of the asymptotic limit of
the system. Thus in this section we provide some numerical evidence for the global asymptotic stability of the
fixed point.
For computational tractibility we assume that the service time distributions are mixed-Erlang. These distri-
butions are sufficiently rich as they are dense in the class of general distributions [?]. The advantage is that the
MFEs reduce to ODEs that canbe solved by using numerical methods to obtain approximate solutions.
We consider the system parameters as follows: The capacities of servers are assumed to be C = 5. The
average job length is assumed to be equal to one, i.e. µ = 1. The service times follow a Mixed-Erlang
distribution given by sums of independent exponentially distributed random variables (known as an Erlang
distribution) where the number of exponential phases (or independent random exponentials) is equal to i ∈
{1, 2, . . . ,M} with probability pi such that
∑M
i=1 pi = 1. Each exponential phase is assumed to have rate µp.
Therefore, we have,
1
µ
=
∑M
i=1 ipi
µp
. (12.212)
We chooseM = 3, p1 = .3, p2 = 0.3, p3 = 0.4.
Under mixed-Erlang service time distribution assumptions, let S be the set of all possible server states given
by
S = ∪Cn=0Sn (12.213)
where S0 = {(0, 0, . . . , 0)} and Sn = {(l1, . . . , ln, 0, . . . , 0) : 1 ≤ li ≤ M, 1 ≤ i ≤ n}. We define
l = (l1, . . . , lC) and for l ∈ Sn, we have li = 0 for i > n. The system dynamics can be modeled as a Markov
process xN (t) = (xNl (t), l ∈ S) where x
N
(l1,...,ln,0,...,0)
(t) denotes the fraction of servers with n jobs such that
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ith job has li remaining phases at time t. Since the Markov process x
N (t) is defined on finite dimensional
space, we can establish the mean-field limit x(t) = (xl(t), l ∈ S) by using the same procedure as that of the
exponential service times case in [26]. Hence we recall the following result without proof from [34].
Theorem 12.1 If xN (0) converges in distribution to a state u, then the process xN (·) converges in distribution
to a deterministic process x(·,u) as N →∞ called the mean-field. The process x(·,u) is the unique solution
of the following system of differential equations.
x(0,u) = u, (12.214)
x˙l(t,u) = hl(x(t,u)), (12.215)
and h = (hl, l ∈ S) with the mapping hl given by
hl(x) =
Z(l)∑
b=1
(
plb
Z(l)
)
x(l1,l2,..., lb−1,lb+1,..., lC ,0,)
× λ
(ME)
Z(l)−1(x)− xlλ
(ME)
Z(l) (x)I{Z(l)<C}
+
Z(l)+1∑
b=1
µpI{Z(l)<C}x(l1,...,lb−1,1,lb,..., lC−1)
+
Z(l)∑
b=1
µpx(l1,...,lb−1,lb+1,lb+1,..., lC) − Z(l)µpxl, (12.216)
where Z(l) denotes the number of nonzero elements in l ∈ S and
λ(ME)n (u) =
λ
(
∑
l:Z(l)=n ul)
×



 C∑
i=n
∑
l:Z(l)=i
ul


d
−

 C∑
i=n+1
∑
l:Z(l)=i
ul


d

 . (12.217)
In Figure 2, we plot d2E(x(t,u), π) as a function of t where dE is the euclidean distance defined by
dE(u,v) =

∑
l∈S
∣∣ul − vl∣∣2


1
2
. (12.218)
It is observed that for d = 2, λ = 1, and for four different initial points u1,u2,u3, and u4, the mean-field
x(t,u) for mixed-Erlang service time distribution converges to its unique fixed-point pi. Note that the computed
pi depends on the chosen value of d. This provides evidence that pi is globally stable.
13 Concluding Remarks
.
In this paper we have provided a measure-valued process approach to establish the mean-field behavior of
loss systems with Power-of-d routing and general service time requirements. The extension of these results to
multi-class systems is also of interest and these follow in a similar manner mutatis mutandis from the approach
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Figure 2: Convergence of mean-field to the fixed-point
used here. The extensions to other disciplines such as processor sharing are also of interest and the measure-
valued approach used here is most appropriate. One open problem in these classes of problems is establishing
the global asymptotic stability of the fixed point when unique. The standard theory does not apply as the
MFEs describe a class of non-linear Markov processes onRn+ without any obvious monotonicity properties and
perhaps one way is to study the dissipative properties of the non-linear semi-groups of the Markov processes.
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