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ISOMORPHISMS OF QUANTIZATIONS VIA QUANTIZATION OF
RESOLUTIONS
IVAN LOSEV
Abstract. In this paper we prove the existence of isomorphisms between certain non-
commutative algebras that are interesting from the representation theoretic perspective
and arise as quantizations of certain Poisson algebras. We show that quantizations of
Kleinian singularities obtained by three different constructions are isomorphic to each
other. The constructions are via symplectic reflection algebras, quantum Hamiltonian
reduction, and W-algebras. Next, we prove that parabolic W-algebras in type A are
isomorphic to quantum Hamiltonian reductions associated to quivers of type A. Finally,
we show that the symplectic reflection algebras for wreath-products of the symmetric
group and a Kleinian group are isomorphic to certain quantum Hamiltonian reductions.
Our results involving W-algebras are new, while for those dealing with symplectic re-
flection algebras we just find new proofs. A key ingredient in our proofs is the study of
quantizations of symplectic resolutions of appropriate Poisson varieties.
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1. Introduction
In this paper we prove the existence of isomorphisms between quantizations of certain
graded Poisson algebras. We start by giving all necessary general definitions.
A base field will be the field C of complex numbers. Let A be a commutative associative
unital algebra over C equipped with a Poisson bracket {·, ·}. We suppose that A is graded,
A =
⊕
i∈Z>0
Ai, and that the Poisson bracket has degree−d with d > 0: {Ai, Aj} ⊂ Ai+j−d
(in most examples, d = 2).
Now let A be an associative unital algebra equipped with an increasing exhaustive
filtration FiA, i > 0. Suppose that [FiA,Fj A] ⊂ Fi+j−dA. Then the associated graded
algebra grA is commutative. Moreover, it comes equipped with a natural Poisson bracket
of degree −d induced by taking the top degree term in the Lie bracket of elements of A.
We say that A is a quantization of A if the graded Poisson algebras grA and A are
isomorphic.
Perhaps, the easiest example is as follows. Let V be a vector space equipped with a
symplectic (=skew-symmetric and non-degenerate) form ω. Then SV becomes a Poisson
algebra with bracket uniquely determined from {u, v} = ω(u, v), u, v ∈ V . This algebra is
graded in the standard way, the Poisson bracket has degree −2. It admits a (unique, in
fact) quantization called the Weyl algebra A(V ) of V . This is the quotient of the tensor
algebra T (V ) by the relations u ⊗ v − v ⊗ u − ω(u, v) = 0. The algebra A(V ) is filtered
by the order of a monomial.
In general, a graded Poisson algebra A admits many non-isomorphic quantizations and
it is difficult to describe them. Many constructions (such as a Hamiltonian reduction,
see Subsection 3.1 for the definition) produce quantizations depending on a parameter
(for a quantum Hamiltonian reduction a parameter will be a character of a Lie algebra
used to reduce). Basically, this paper concentrates on the following problem: suppose
we have two families of quantizations of A parametrized by two (isomorphic) parameter
spaces. Given a parameter for the first family determine a parameter for the second one
producing an isomorphic quantization.
Of course, this problem is too vague and too general to approach. We will deal with
some cases that are interesting from the representation theoretic perspective. Also in all
of the cases we are going to consider that algebra A will have some nice algebro-geometric
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properties. Namely, we will assume that A is finitely generated and integral, and that
the Poisson variety X0 := Spec(A) admits a symplectic resolution of singularities, see
Subsection 4.1 for a definition. The existence of a symplectic resolution is crucial for us,
because we will approach quantizations of A via the quantization of the structure sheaf
or more general vector bundles on the resolution.
For different classes of varieties X0 we have various classes of quantizations. Let us
describe them briefly.
The first class of varieties comes from Lie theory. A Slodowy slice S(= S(O)) in a
semisimple Lie algebra g is a transversal slice to a nilpotent orbit O. The algebra C[S]
comes equipped with a natural grading and a natural Poisson bracket of degree −2.
Choose a parabolic subgroup P ⊂ G, where G is a connected algebraic group correspond-
ing to g. Then X0 := S∩Gp
⊥ is a Poisson subvariety of S (a parabolic Slodowy slice).
The algebra C[S] admits a natural quantization – a finite W-algebra W. We will recall
two definitions of W in Subsection 5.1. So one can hope to construct quantizations of X0
as quotients of W. This can be done under some restrictions on g,O and P , the corre-
sponding quotients (parabolic W-algebras) are defined in Subsection 5.2. In this paper we
are concerned with two cases:
1) g is of type A,D or E, and O is a subprincipal nilpotent orbit.
2) g is of type A, O is any nilpotent orbit, and P is a certain parabolic subgroup (of
course, we want S∩Gp⊥ to be non-empty).
Let us proceed to the second class of varieties. Now suppose that X0 is obtained by
Hamiltonian reduction of a symplectic vector space by a reductive group, the definition
is recalled in Subsection 3.1. One can hope to get a quantization of C[X0] by replacing
a classical Hamiltonian reduction with a quantum one, Subsection 3.3, and this hope is
fulfilled under some technical assumptions on the action. One special case of reductive
group actions on symplectic vector spaces comes from quivers. The corresponding classical
reductions are Nakajima’s quiver varieties, see, for example, [N1]. These varieties together
with the corresponding quantizations are recalled in Subsection 4.2. Each quiver variety
is constructed from a quiver together with two dimension vectors. In this paper we are
concerned with two classes of quivers and of dimension vectors:
1) Finite Dynkin quivers of type A and dimension vectors subject to certain inequalities.
2) Affine Dynkin quivers and dimension vectors as in [EGGO].
Finally, the third class of varieties we consider is as follows. Let V be a symplectic vector
space, and G be a finite subgroup of Sp(V ). Consider the symplectic quotient singularity
X0 = V
∗/G. Here one can produce quantizations of C[X0] by studying deformations of the
”orbifold” algebra SV#G, that is the semidirect product of the symmetric algebra SV and
the group algebra CG. These deformations are known as symplectic reflection algebras
(SRA) and appeared first in this context in [CBH] in the special case when V = C2 and
in [EG] in the general case. For a deformation of C[X0] one takes a so called spherical
subalgebra eHe, where e is the trivial idempotent in G. For details see Subsection 6.1.
We are interested in the case when V = C2n and G is the wreath-product Γn := Sn ⋉ Γn,
where Γ is a Kleinian group, i.e., a finite subgroup of SL2(C).
In some cases one Poisson variety can be obtained using two different constructions.
For example, the Kleinian singularity C2/Γ can be obtained both as a quiver variety and
as the intersection of the Slodowy slice with the null-cone in an appropriate Lie algebra
g. In this case all three families of quantizations are the same, see Theorems 5.3.1, 6.2.2
for the precise statements including the explicit correspondence between the parameters.
4 IVAN LOSEV
Parabolic Slodowy varieties for g = slN can be realized as quiver varieties for the
Dynkin quiver of type A, this was first discovered by Nakajima, [N1]. The corresponding
quantizations are also the same, see Theorem 5.3.3.
Finally, the quotient singularity C2n/Γn for n > 1 can also be constructed as a quiver
variety (but no Slodowy type construction is known, in general). Again, the two families
of quantizations are the same, see Theorem 6.2.1. We remark that the results relating
the SRA quantizations with quantum Hamiltonian reductions were known before, see
Subsection 6.2 for references. However, our proofs here are new.
1.1. Content of the paper. Our arguments are based on the study of partially non-
commutative deformations of the symplectic resolutions of the Poisson varieties of interest.
Such deformations were studied in [KaVe] (purely commutative deformations) and in
[BeK1] (quantizations=non-commutative deformations). The results of these papers (with
appropriate modifications we need) are explained in Section 2. One of very pleasant
features of resolutions is that their deformations are very easy to control, they are basically
parameterized by the second cohomology via a certain period map. It is this feature
that was a reason for us to consider deformations of the resolutions. In Subsection 2.1
we explain results of [KaVe] including the existence of a universal commutative formal
deformation. In Subsection 2.2 we explain some general definitions and constructions
including various compatibilities with group actions, in particular, notions of graded and
even quantizations. In Subsection 2.3 we recall the main construction of [BeK1], the
non-commutative period map, that classifies quantizations of symplectic varieties under
certain vanishing assumptions on a variety. We also study the compatibility of this map
with the group actions introduced in Subsection 2.2. The compatibility results seem to
be pretty standard but we could not find a reference.
All Poisson varieties we consider and most of their quantizations are obtained by Hamil-
tonian reduction. In Section 3 we recall general definitions and results regarding both
classical and quantum Hamiltonian reduction. This section again basically does not con-
tain new results. We recall the definition of a classical Hamiltonian reduction both for
Poisson algebras and for Poisson varieties in Subsection 3.1. In Subsection 3.2 we estab-
lish an algebro-geometric version of the Duistermaat-Heckman theorem, [DH]. For us this
theorem is a recipe to compute the period map for Hamiltonian reductions. The reason
why we need this result is as follows. If a symplectic variety is obtained by Hamiltonian
reduction, then one can produce its (formal) deformations also using the Hamiltonian
reduction. The Duistermaat-Heckman theorem can be viewed as a tool to identify two
commutative deformations related to different constructions of a given variety by Hamil-
tonian reduction. In the next two subsections, 3.3,3.4, we recall generalities on quantum
Hamiltonian reduction.
Our goal in Section 4 is to recall several examples of symplectic resolutions of singu-
larities as well as isomorphisms between them. There are no new results in this section
either. In Subsection 4.1 we recall the general definition and some general vanishing
properties for them. In Subsection 4.2 we provide necessary information on Nakajima
quiver varieties, including the definitions of both affine and non-affine quiver varieties.
Also we recall sufficient conditions to obtain symplectic resolutions using the quiver vari-
ety construction, as well as sufficient conditions for a quantum Hamiltonian reduction to
provide a quantization of an affine quiver variety. Then we recall the Slodowy slices and
their ramifications, Subsection 4.3. After this, in Subsection 4.4, we recall different facts
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about the quotients C2n/Γn and their resolutions including the construction via quiver
varieties and the existence of some special vector bundles (”weakly Procesi bundles”). In
Subsection 4.5 we consider the n = 1 case in more detail recalling the constructions of
the Kleinian singularities and of their minimal (=symplectic) resolutions via the Slodowy
varieties. One of important results here is the comparison between two families of line
bundles on the resolution: one coming from the Slodowy construction and other from
the quiver varieties construction. This comparison is one of ingredients in constructing a
correspondence between the quantization parameters in Theorem 5.3.1. Finally, in Sub-
section 4.6 we recall the isomorphisms between parabolic Slodowy varieties in type A and
quiver varieties of type A due to Maffei, [Ma1], and establish some easy properties of
these isomorphisms.
A common feature of our main results is that one of the families of quantizations we
consider always comes from quiver varieties, while the other is obtained by a different (W-
algebra or symplectic reflection algebra) construction. In Section 5 we establish results
involving W-algebras. In Subsection 5.1 we recall the definitions of W-algebras due to the
author, [L2] and Premet, [P]. Then in Subsection 5.2 we introduce certain ramifications
of W-algebras, the parabolic W-algebras, and relate them to quantizations of appropriate
parabolic Slodowy varieties. Next, in Subsection 5.3, we state two main results relating
parabolic W-algebras to quantum Hamiltonian reductions of quiver varieties: Theorem
5.3.1 (Kleinian case) and Theorem 5.3.3 (type A case).
The strategy of the proofs of these theorem is the same. First, we have two constructions
of commutative formal deformations of the resolutions, both obtained via Hamiltonian
reduction. We use the Duistermaat-Heckman theorem and the results on the relation
between appropriate line bundles to establish an isomorphism between the two commu-
tative deformations. Then the algebras, for which we need to establish an isomorphism,
are, roughly speaking, the algebras of global sections of quantizations of the two commu-
tative deformations. The commutative deformations are again obtained by two different
quantum Hamiltonian reductions. Isomorphisms of interest follow from the claim that
the corresponding quantizations are isomorphic. Thanks to results of Subsection 2.3, it is
enough to show that both quantizations are canonical in the sense of Bezrukavnikov and
Kaledin or, equivalently, even. So we need to understand when a quantization obtained
by a quantum Hamiltonian reduction is even. This is done in Subsection 5.4. There
we obtain a general result answering this question, Theorem 5.4.1, which seems to be of
independent interest. After this completing the proofs of Theorems 5.3.1, 5.3.3 is pretty
easy, see Subsection 5.5.
The SRA side is studied in Section 6. The definition of the symplectic reflection algebras
is recalled in Subsection 6.1. The main result, Theorem 6.2.1, comparing the family of
quantizations of C2n/Γn coming from an SRA with that obtained by quantum Hamiltonian
reduction is stated in Subsection 6.2. This theorem is proved in the rest of Section 6. The
scheme of this proof will be explained in the end of Subsection 6.2.
1.2. Conventions and notation. Let us list some conventions we use in the paper.
Quivers. Recall that by a quiver one means an oriented graph possibly with multiple
arrows or loops. More precisely, a quiver Q consists of two sets, a set Q0 of vertices and
a set Q1 of arrows, and two maps t (tail) and h (head) from Q1 to Q0.
Associated to a quiver is the vector space CQ0 with the ”scalar product” α · β =∑
i∈Q0
αiβi. Let ǫi, i ∈ Q0, denote the tautological basis in C
Q0.
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Quotients. In this paper we deal with several kinds of quotients. Geometric quotients
for an action of an algebraic group G on a scheme X (e.g., quotients for finite group
actions or quotients by free group actions) are denoted by X/G. The categorical quotient
of an affine variety X by an action of a reductive group G is denoted by X//G. The GIT
quotient of X corresponding to a stability condition θ will be denoted by X//θG. The set
of θ-semistable points in X will be denoted by Xθ,ss.
Finally, ”//” means a (classical or quantum) Hamiltonian reduction (either of an algebra
or of a variety).
Sheaves. We usually denote sheaves as AX , where X is a (formal) scheme, where the
sheaf lives. For a sheaf AX by A(X) we denote its global sections.
⊗̂ completed tensor product of complete topological vector spaces/modules.
(X) the two-sided ideal in an associative algebra generated by a subset X .
Ah(V ) the homogenized Weyl algebra of a symplectic vector space V .
A2n,h := Ah(C
2n).
Aut(A) the automorphism group of an algebra (or a sheaf of algebras) A.
Dh,X the sheaf of ”homogenized” differential operators on a smooth scheme X .
Der(A) the Lie algebra of derivations of an algebra A.
Gx the stabilizer of x in G.
grA the associated graded vector space of a filtered vector space A.
H iDR(X) i-th De Rham cohomology of a smooth (formal) scheme X .
C[X ] the algebra of regular functions on a (formal) scheme X .
OX the structure sheaf of a (formal) scheme X .
RΓ the group algebra of a group Γ with coefficients in a ring R.
SV the symmetric algebra of a vector space V .
TX/S the relative tangent bundle of a (formal) scheme X/S.
T ∗X the cotangent bundle of a smooth scheme X .
Uh(g) homogenized universal enveloping algebra of a Lie algebra g, i.e., the quo-
tient of T (g)[h] by the relations ξ ⊗ η − η ⊗ ξ − h[ξ, η] = 0.
U⊥ the annihilator of a subspace U ⊂ V in V ∗.
XG G-invariants in a G-set X .
X∧Y the completion of a scheme X along a subscheme Y .
ιξ the contraction with a vector field ξ.
ΩiX/S the bundle of relative i-forms on a (formal) scheme X/S.
Acknowledgements. This research was initiated by a question that A. Premet asked
me in the beginning of 2008. Numerous discussions with P. Etingof were of great im-
portance for this project. Also I would like to thanks D. Maulik and T. Schedler for
discussing various aspects of the paper.
2. Deformations of symplectic schemes
2.1. Commutative deformations. In this subsection we will discuss the existence of
a universal (commutative) deformation of a symplectic variety X0 over C. Basically,
all results here are taken from [KaVe]. The deformations are controlled by a certain
period map which has a very explicit description. Throughout the section we suppose
that H1(X0,OX0) = H
2(X0,OX0) = {0}, although most of the results we provide hold in
greater generality. Let Ω0 denote the symplectic form on X0.
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Let S be the n-dimensional formal polydisc, i.e., the completion (Cn)∧0 of the affine
space Cn at 0. Let X be a formal scheme over S with zero fiber X0. More precisely,
we suppose that X is a formal scheme equipped with a morphism ρ : X → S such that
ρ−1(0) = X0, and X coincides with its completion along X0. In this case we will say
that X is a formal deformation of X0 over S. We also assume that the deformation
X is symplectic, i.e., X/S is equipped with a symplectic form Ω ∈ Ω2(X/S), whose
restriction to X0 coincides with Ω0. Here ”symplectic”, as usual, stands for “closed
and non-degenerate”, where the latter means that the natural map between the relative
tangent and cotangent bundles induced by Ω is an isomorphism.
The universal deformation of X0 will be a formal scheme X over the formal scheme Per
that, by definition, is the formal neighborhood of the cohomology class [Ω0] in H
2
DR(X0).
The C[S]-module H2DR(X/S) is naturally isomorphic to H
2
DR(X0)⊗̂C[S] (via the Gauss-
Manin connection to be recalled in the end of the subsection). The cohomology class [Ω] is
then an element of H2DR(X0)⊗̂C[S] and as such defines a linear map H
2
DR(X0)
∗ → C[S].
This linear map produces a morphism S → Per of formal schemes. So to a formal
symplectic deformation (X/S,Ω) of (X0,Ω0) one assigns a morphism pX/S : S → Per.
Proposition 2.1.1. Recall that X0 is a symplectic variety with H
1(X0,OX0) = H
2(X0,OX0) =
{0}. The map X/S 7→ pX/S is a bijection between
• the set of isomorphism classes of symplectic formal deformations X/S of X0
• and the set of formal scheme morphisms S → Per.
The inverse map assigns to p : S → Per the pull-back p∗(Xuniv/Per) of some universal
deformation Xuniv/Per.
This statement is a variant of Theorem 3.6 from [KaVe] (that theorem deals with
deformations of X0 over local Artinian schemes so our statement is the ”inverse limit” of
theirs).
Below we will need a ”graded” version of Proposition 2.1.1. Suppose that C× acts on
X0 such that t.Ω0 = t
2Ω0. In particular, Ω0 is exact. Equip S (=(C
n)∧0) with the C×-
action induced from the action t.v = tv, t ∈ C×, v ∈ Cn. We say that a symplectic formal
deformation X/S is graded if X is equipped with a C×-action such that the morphism
X → S is equivariant and the symplectic form Ω on X/S satisfies t.Ω = t2Ω. Then pX/S
is restricted from a linear map Cn → H2DR(X0) also denoted by pX/S .
Performing an easy modification of the argument in [KaVe] one gets the following result.
Proposition 2.1.2. We preserve the assumptions of Proposition 2.1.1 and of the previous
paragraph. The universal deformation Xuniv/Per can be made graded in such a way that
the map X/S → pX/S is a bijection between
• the set of isomorphism classes of graded symplectic formal deformations X/S of
X0.
• and the set of linear maps Cn → H2DR(X0).
To a C×-equivariant morphism p : S → Per the inverse map assigns the pull-back
p∗(Xuniv/Per) of Xuniv/Per.
Now let us recall the Gauss-Manin connection on H2DR(X/S), where S still denotes
(Cn)∧0 . Let [α] be an element of H
2
DR(X/S) and ξ ∈ C
n. We need to define the covariant
derivative ∂ξ[α].
Let X =
⋃
iX
i be an open covering by affine formal subschemes. Pick sections αi ∈
Ω2(X i), αij ∈ Ω1(X ij), αijk ∈ C[X ijk], such that the images of these forms in
∧• T ∗(X/S)
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form a Cˇech-De Rham cocycle representing [α]. Here, as usual, X ij := X i ∩Xj , X ijk :=
X i ∩Xj ∩Xk.
Fix liftings ξi of ξ ∈ Cn to X i. Then set
βi := ιξidα
i,
βij := ιξi(dα
ij − αi + αj),
βijk := ιξi(dα
ijk − αij − αjk − αki)
(2.1)
Here ι• stands for the contraction with a vector field. Further, let β
i, βij, βijk denote
the image of βi, βij, βijk in
∧• T ∗(X/S). From the claim that the image of (αi, αij, αijk)
in
∧• T ∗(X/S) is closed it is easy to deduce that βij, βijk are skew-symmetric. So
(βi, βij , βijk) is a cochain in the Cˇech-De Rham complex of X/S. Similarly, we see that
βi, βij , βijk do not depend on the choice of the local liftings ξi.
Now let us check that (βi, βij, βijk) is a cocycle. This, by definition, means that
dβi, dβij − βi + βj, dβijk − (βij + βjk + βki) vanish on the vector fields that are tan-
gent to the fibers of X → S, while βijk − βijl + βikl − βjkl = 0. The last equality follows
easily from the observation that βijk(= βijk) does not depend on the choice of the liftings.
Let us check that dβi vanishes on the tangent vector fields. The proofs of the other two
claims are similar but more involved computationally.
Each X i can be identified with X0i ×S, where X
i
0 is an open affine subvariety of X0. Fix
such an identification. We may assume that ξi is tangent to S in X i = X i0 × S. Further,
we can write αi as
∑
p fp ⊗ α
i
p + α
i, where fp’s form a topological basis in C[S], α
i
p are
some 2-forms on X i0, and α
i is a 2-form vanishing on all vector fields tangent to X i0. Then
βi =
∑
p ∂ξifp ⊗ α
i
p + ιξidα
i =
∑
p ∂ξifpα
i
p − dιξiαi − Lξiαi, where Lξi denotes the Lie
derivative. We remark that Lξiαi vanishes on the vector fields tangent to X
i
0. Therefore
the image of dβi in Ω3(X i/S) equals
∑
p ∂ξfp⊗dα
i
p. The image of dα
i in Ω3(X i/S) equals∑
p fp ⊗ dα
i
p. Therefore dα
i
p = 0 and so dβ
i = 0 in Ω3(X i/S), and we are done.
Now we need to check that the class of (βi, βij , βijk) does not depend on the choice of
(αi, αij, αijk). This will follow if we check that (βi, βij , βijk) is exact provided αijk = 0
and αi, αij vanish on the tangent vectors. This is checked analogously to the previous
paragraph.
So for ξ.[α] we take the class of (βi, βij, βijk). Similarly to the above, one can check
that ξ.η.[α] − η.ξ.[α] = [ξ, η].[α]. So [α] 7→ ξ.[α] defines a flat connection on the C[S]-
module H2DR(X/S). This is the Gauss-Manin connection. It is a standard fact that a flat
connection defines an identification H2DR(X/S)
∼= H2DR(X0)⊗̂C[S].
2.2. Generalities on deformation quantization. Let S be a scheme of finite type
over C or a completion of such a scheme.
Let X be a smooth scheme of finite type over S, ρ : X → S be a projection. We
assume that X is symplectic with symplectic form Ω ∈ Ω2(X/S). The form Ω induces a
ρ−1(OS)-linear Poisson bracket on OX .
Let h be a formal variable. Let D be a sheaf of associative ρ−1(OS)[[h]]-algebras flat over
C[[h]], complete in the h-adic topology, and equipped with an isomorphism θ : D/hD
∼
−→
OX (of sheaves of ρ
−1(OS)-algebras). There is a Poisson structure on D/hD: for local
sections a, b of OX we pick their local liftings a˜, b˜ to sections of D and define the bracket
{a, b} as the class of 1
h
[a˜, b˜]. We say that D (or, more precisely, the pair (D, θ)) is a
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quantization of OX (or of X) if the isomorphism θ : D/hD → OX intertwines the Poisson
brackets.
We say that two quantizations (D1, θ1), (D2, θ2) of X are isomorphic if there is a
ρ−1(OS)[[h]]-linear isomorphism ϕ : D1 → D2 of sheaves of algebras such that the in-
duced isomorphism D1/hD1 → D2/hD2 intertwines θ1, θ2. The set of isomorphism classes
of quantizations of X will be denoted by Q(X/S).
Below we will need to consider two special types of quantizations: graded and even
quantizations.
The former is defined when we have a C×-action on X with some special properties.
Namely, suppose that X and S are acted on by C× in such a way that ρ : X → S is C×-
equivariant and Ω has degree 2 with respect to the C×-action: the form t.Ω obtained from
Ω by the push-forward with respect to the automorphism induced by t ∈ C× equals t2Ω.
We say that a quantization D of X is graded if D is equipped with a C×-action by algebra
automorphisms such that t.h = t2h and the isomorphism D/hD ∼= OX is C×-equivariant.
Moreover, there is a natural action of C× on Q(X/S). Namely, pick a quantization
D of X/S. For t ∈ C× define a sheaf tD on X as t∗(D), where t∗ stands for the sheaf-
theoretic push-forward with respect to the automorphism of X induced by t. Clearly, tD
is a sheaf of C-algebras on X . Turn it into a sheaf of ρ−1(OS)[[~]]-algebras by setting
sd := (t.s)d, hd := (t2h)d (in the right hand side the products are taken in D) for local
sections s of OS, d of tD. It is straightforward to check that tD is again a quantization of
X . This defines a C×-action on Q(X/S).
Clearly, an isomorphism class of a graded quantization is a C×-stable point in Q(X/S).
Conversely, let tD ∼= D for all t ∈ C×. Pick an isomorphism ϕt : D → tD. Define a
map a : C× × C× → Aut(D) by ϕt1t2 = t1∗(ϕt2)ϕt1a(t1, t2). Since the group Aut(D) is
non-commutative, the map a is, in general, not a 2-cocycle. However, every element of
Aut(D) has the form exp(hd), where d is a ρ−1(S)[[h]]-linear derivation of D. Indeed, for
ϕ ∈ Aut(D) we can put d = 1
h
ln(ϕ).
So, as a group, Aut(D) is just hDer(D), where the multiplication is given by the
Campbell-Hausdorff series. In particular, this multiplication is commutative modulo h.
Therefore modulo h the function a is a 2-cocycle. By the Hilbert theorem 90, this cocycle
is a coboundary. After modifying ϕt in an appropriate way we get ϕt1t2 = t1∗(ϕt2)ϕt1
modulo h. Now repeat the same procedure modulo h2. So we see that we can choose
isomorphisms ϕt : D →
tD in such a way that ϕt1t2 = t1∗(ϕt2)ϕt1 for all t1, t2 ∈ C
×. The
existence of such isomorphisms means that D is graded.
A similar argument implies that two graded quantizations are isomorphic if and only if
they are C×-equivariantly isomorphic.
Let us present a very standard example of a quantization. Let S be a single point, X
a smooth variety and X := T ∗X be the cotangent bundle of X equipped with a standard
symplectic form. Consider the sheaf Dh,X of “homogeneous” differential operators. This
is a sheaf of C[h]-algebras on X generated by OX and the tangent sheaf TX modulo the
following relations
f ∗ g = fg,
f ∗ v = fv,
v ∗ f = fv + hv.f,
u ∗ v − v ∗ u = h[u, v].
(2.2)
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Here f, g are local sections of OX , while u, v are local sections of TX . In the left hand
side ∗ means a product in Dh,X . We remark that Dh,X/(h− 1) is the usual sheaf of linear
differential operators on X . Also Dh,X/(h) is naturally identified with p∗(OX), where
p : X ։ X is a natural projection.
We remark that Dh,X is not a quantization of X in the above sense because this is a
sheaf on X and not on X and it is not complete in the h-adic topology. To fix this we
can replace Dh,X with its h-adic completion and localize it to X (compare with [BeK1],
Remark 1.6). Abusing the notation, we still denote this sheaf on X by Dh,X . Consider
a C×-action on Dh,X that is uniquely determined by t.f = f, t.v = t2v, t.h = t2h for any
t ∈ C×. To recover the initial sheaf on X one takes C×-finite sections in p∗(Dh,X).
More generally, we can consider the homogeneous analogs of twisted differential op-
erators. By definition, a sheaf of homogeneous twisted differential operators is a pair
of
• a sheaf D of C[h]-algebras on X equipped with a C×-action by algebra automor-
phisms and
• a C×-equivariant C[h]-algebra embedding OX [h]→ D (where C× acts trivially on
OX and t.h = th)
subject to the following condition. There are
• an open covering X :=
⋃
iX
i and
• C×-equivariant isomorphisms ιi : D|Xi → Dh,Xi intertwining the embeddings of
OXi0 [h]
that produce a global isomorphism D/(h)
∼
−→ p∗(OX). As with usual twisted differential
operators, the sheaves of homogeneous differential operators are classified up to an isomor-
phism by H1(X,Ω1cl), where Ω
1
cl denotes the sheaf of closed 1-forms on X (an isomorphism
is supposed to intertwine the OX [h]-embeddings).
For example, let L be a line bundle. Let X ′ denote the complement to X in the total
space of L. This is a principal C×-bundle on X, let τ : X ′ ։ X denote the canonical
projection. The C×-action on X ′ gives rise to the Euler vector field eu on X ′ so that the
eigensheaf of eu in τ∗(L) with eigenvalue 1 is nothing else but L. For α ∈ C define the
sheaf DαLh,X as the quantum Hamiltonian reduction
τ∗(Dh,X′)
C×/τ∗(Dh,X′)
C×(eu− αh).
For example, when L is the canonical bundle ΩtopX of X , the sheaf D
αΩtop
X
h,X is generated by
OX , TX subject to the 1st and 4th relations (2.2) and to
f ∗ v = fv − αhv.f,
v ∗ f = fv + (1− α)hv.f.
(2.3)
Below we write Dαh,X instead of D
αΩtop
X
h,X and view it as a sheaf defined by generators and
relations as above.
Proceed to the definition of even quantizations. We say that a graded quantization D is
even, if there is an involutory antiautomorphism σ : D → D (to be referred to as a ”parity
antiautomorphism”) that is trivial modulo h and maps h to −h. If D was C×-equivariant
we additionally require that σ is C×-equivariant.
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We can define an action of Z/2Z on Q(X/S). Namely, let σ denote the non-trivial
element in Z/2Z. For D ∈ Q(X/S) set σD = Dop and equip Dop with a ρ−1(OS)[[h]]-
algebra structure by preserving the same ρ−1(OS)-algebra structure but making h act by
−h. Similarly to the above, a quantization is even if and only if it is a fixed point for the
Z/2Z-action on Q(X/S).
Let us present an (again, pretty standard) example of an even quantization. Let X,X
be such as above. Consider the sheaf D1/2h (X). Define its anti-automorphism σ by σ(f) =
f, σ(v) = v, σ(h) = −h for local sections f of OX and v of TX . It is clear that D
1/2
h (X) is
even (with parity antiautomorphism σ).
We will also need some more straightforward compatibility of star-products with group
actions. Namely, let G be an algebraic group acting on X such that ρ : X → S is
G-invariant. We say that a quantization D is G-equivariant if D is equipped with an
action of G by algebra automorphisms such that h is G-invariant and the isomorphism
D/hD ∼= OX is G-equivariant.
2.3. Non-commutative period map. Let X/S,Ω be such as in the previous subsec-
tion. In this subsection we will explain the approach of [BeK1] to the problem of clas-
sifying quantizations of X/S. Following [BeK1] we will produce a certain natural map
Per : Q(X/S) → h−1H2DR(X/S)[[h]] ⊂ H
2
DR(X/S)[h
−1, h]] (the non-commutative period
map). Under some cohomology vanishing conditions on X this map is a bijection. As
Bezrukavnikov and Kaledin point out in their paper, their approach is not essentially new,
but the language they use turns out to be very convenient for our purposes. The only
(somewhat) new feature in our exposition is the presence of a C× × Z/2Z-action.
Let us recall the main result of [BeK1] providing a classification of quantizations. We say
that X is admissible if the natural homomorphism H iDR(X/S)→ H
i(X,OX) is surjective
for i = 1, 2. Let K2 denote the kernel of H2DR(X/S)→ H
2(X,OX).
Proposition 2.3.1. For any D ∈ Q(X/S) we have Per(D) ∈ h−1[Ω] + H2DR(X/S)[[h]].
Further, fix a splitting P : H2DR(X/S) ։ K
2 of the inclusion K2 →֒ H2DR(X/S). Then
D 7→ P (Per(D)− [Ω]) defines a bijection Q(X/S)
∼
−→ K2[[h]].
Now let us discuss the compatibility of Per with group actions considered in the previous
subsection. Let C× act on X and S as above. We remark that Ω is exact provided S is a
point. The following proposition establishes a relation between Per and the C× × Z/2Z-
action on Q(X/S).
Proposition 2.3.2. (1) If D ∈ Q(X/S) is graded, then Per(D) ∈ H2DR(X/S) ⊂
h−1H2DR(X/S)[[h]].
(2) If D is, in addition, even, then Per(D) = 0.
The proof of Proposition 2.3.2 follows fairly easily from the constructions of [BeK1]
and will be given after we recall all necessary definitions and constructions below in this
subsection.
Following [BeK1], we call a quantization D of X/S canonical if Per(D) = [Ω].
Corollary 2.3.3. Suppose H1(X,OX) = H2(X,OX) = 0. Let X/S be equipped with a
C×-action as above. Then Per identifies the set of isomorphism classes of graded quantiza-
tions of X/S with H2DR(X/S) ⊂ h
−1H2DR(X/S)[[h]]. Further, an even graded quantization
of X/S
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An essential notion in the approach of [BeK1] is that of a Harish-Chandra torsor. For
reader’s convenience, we will sketch basic definitions and results here. For a more detailed
exposition, the reader is referred to [BeK1].
Let G be a (pro)algebraic group and h a (pro)finite dimensional Lie algebra equipped
with a G-action and with a G-equivariant embedding g →֒ h that are compatible in the
sense that the differential of the G-action coincides with the adjoint action of g on h. A
pair (G, h) is called a Harish-Chandra pair. It is straightforward to define the notions of
a module over a Harish-Chandra pair and of a homomorphism of Harish-Chandra pairs.
Examples we need in this paper (and which were considered in [BeK1]) include the
following.
1) Consider the Poisson bracket on A := C[[x1, . . . , xn, y1, . . . , yn]] given by {xi, xj} =
{yi, yj} = 0, {xi, yj} = δij . Consider the subgroup SympA of AutA consisting of all
Poisson automorphisms and the subalgebra H ⊂ DerA consisting of all Hamiltonian
(=annihilating the Poisson bracket) derivations. Then (SympA,H) is a Harish-Chandra
pair.
2) Let D := A∧02n,h be the completed Weyl algebra C[[x1, . . . , xn, y1, . . . , yn, h]] with the
multiplication given by the Moyal-Weyl formula f ∗g = m(exp(Ph
2
)f⊗g), where m stands
for the standard commutative multiplication map D⊗D → D and P : D ⊗D → D⊗D
is given by
f ⊗ g 7→
n∑
i=1
∂f
∂xi
⊗
∂g
∂yi
−
∂f
∂yi
⊗
∂g
∂xi
.
A Harish-Chandra pair under consideration is (AutD,DerD), where both automorphisms
and derivations are supposed to be C[[h]]-linear.
The next notion we need is that of a Harish-Chandra torsor. Let G be a pro-algebraic
group. By a torsor over X we mean a G-scheme M over X such that the structure
morphism π : M → X is G-invariant and the action map G ×M → M together with a
projection G×M → M gives rise to an isomorphism G×M
∼
−→ M ×X M . We have the
short exact sequence (the Atiyah extension) of OX-modules
0→ gM → EM → TX/S → 0,
where gM := π∗(OM⊗̂g) and EM := π∗(TM/S). By an h-valued connection onM one means
a G-equivariant bundle map θM : EM → hM := π∗(OM⊗̂h) such that the composition
gM → EM → hM coincides with the embedding gM → hM induced by the embedding
g →֒ h. An h-valued connection θM is said to be flat if the h-valued 1-form Ω := π
∗(θM )
on M satisfies the Maurer-Cartan equation 2dΩ + Ω ∧ Ω = 0. The pair (M, θM ) of a
G-torsor M and an h-valued flat connection θM is said to be a Harish-Chandra 〈G, h〉-
torsor. The Harish-Chandra 〈G, h〉-torsors on X naturally form a groupoid (=category
with invertible morphisms), let H1(X, 〈G, h〉) denote the set of isomorphism classes of
Harish-Chandra torsors.
We will need some functoriality properties for Harish-Chandra torsors. Now let 〈G1, h1〉,
〈G2, h2〉 be two Harish-Chandra torsors and let ϕ : 〈G1, h1〉 → 〈G2, h2〉 be a homomor-
phism. Pick a Harish-Chandra 〈G1, h1〉-torsor M1 and define its push-forward ϕ∗(M)
as follows. As a torsor ϕ∗(M1) is the quotient of G2 × M1 by the diagonal action of
G1 (g1 ∈ G1 acts on G2 via g1.g2 = g2ϕ(g1)−1). The bundle Eϕ∗(M1) is the quotient of
g2M1 ⊕ EM1 modulo the image of g1M1 under (−ϕM1 , ιM1), where ϕM1 : g1M1 → g2M2
is the map induced by ϕ and ιM1 : g1M1 → EM2 is the inclusion above. Define a map
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g2M1 ⊕ EM1 → h2M1 as the direct sum of the inclusion g2M2 →֒ h2M2 and of ϕM1 ◦ θM1 .
This map vanishes on the image of g1M1 and hence defines a map EM2 → h2M2 . It is
straightforward to check that this map is a flat connection.
We will need two appearances of this construction. First of all, let a group Γ act by
automorphisms of a Harish-Chandra pair 〈G, h〉 and also by automorphisms on X . Then
the previous construction gives rise to a Γ-action on H1(X, 〈G, h〉).
Second, let ϕ : 〈G1, h1〉 → 〈G, h〉 be an epimorphism and M be a Harish-Chandra
〈G, h〉-torsor. By a lifting of M to 〈G1, h1〉 we mean a Harish-Chandra 〈G1, h1〉-torsor
M1 equipped with an isomorphism π∗(M1)
∼
−→ M . Let H1M(X, 〈G1, h1〉) denote the set of
isomorphism classes of liftings of M to 〈G1, h1〉.
The constructions considered in the previous two paragraphs combine together as fol-
lows. Suppose that Γ acts by automorphisms on both 〈G, h〉 and 〈G1, h1〉 such that the
epimorphism ϕ is Γ-equivariant. Further, suppose that M is Γ-stable. Then we get a
natural action of Γ on H1M(X, 〈G1, h1〉).
Let us proceed to some examples of Harish-Chandra torsors and their liftings we need.
Set n := 1
2
dimX/S.
Recall the Harish-Chandra pair 〈SympA,H〉. Then X has a canonical Harish-Chandra
torsor Msymp of symplectic coordinate systems. Following [BeK1], Lemma 3.2, we define
it as the (pro-finite) scheme of all morphisms ϕ : (C2n)∧0 → X that are compatible with
the symplectic structure, i.e., ϕ∗(Ω) coincides with the symplectic form
∑n
i=1 dxi ∧ dyi.
Assume now that C× acts on X satisfying the conventions of the previous section. The
action of C× on A given by t.xi = txi, t.yi = tyi gives rise to a C
×-action on 〈SympA,H〉
and hence on H1(X, 〈SympA,H〉). Also we remark that under the C×-actions both on
X and (C2n)∧0 an element t ∈ C× multiplies the symplectic forms by t2. Thus Msymp ∈
H1(X, 〈SympA,H〉) is C×-stable.
Now recall the Harish-Chandra pair 〈AutD,DerD〉. The group C× acts on D by
automorphisms: t.xi = txi, t.yi = tyi, t.h = t
2h. The group Z/2Z acts on D by antiau-
tomorphisms: σ.xi = xi, σ.yi = yi, σ.h = −h (here θ stands for the non-unit element of
Z/2Z). This gives rise to an action of C× × Z/2Z on 〈AutD,DerD〉 and hence to the
action of C× × Z/2Z on H1Msymp(X, 〈AutD,DerD〉).
The reason why we are interested in the set H1Msymp(X, 〈AutD,DerD〉) is that it is in
a natural bijection with Q(X/S), see [BeK1], Lemma 3.3. To define the bijection we need
the localization construction.
Given a module V over a Harish-Chandra pair 〈G, h〉 and a Harish-Chandra torsor M
over X one can define a flat bundle Loc(M,V ) (the localization of V with respect to M)
as follows. As a bundle, Loc(M,V ) is the associated bundle of the principal bundle M
with fiber V . By the construction of Loc(M,V ), both EM , hM act on Loc(M,V ). A flat
connection ∇ on Loc(M,V ) is defined by (see [BeK1], (2.2))
∇ξ(a) = ξ˜a− θM (ξ˜a),
where a is a local section of Loc(M,V ), ξ is a local vector field on X , and ξ˜ is a local
section of EM lifting ξ. We remark that the right hand side does not depend on the choice
of ξ˜.
Lemma 2.3.4. The mapM 7→ Loc(M,D)∇, where Loc(M,D)∇ stands for the sheaf of ∇-
flat sections, defines a C××Z/2Z-equivariant bijection betweenH1Msymp(X, 〈AutD,DerD〉)
and Q(X/S).
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The claim that the map is a bijection is [BeK1], Lemma 3.3. The equivariance part is
verified directly from the definitions of the C× × Z/2Z-actions.
To define the non-commutative period map we need some more discussion on the lo-
calization functor and extensions of Harish-Chandra torsors.
The localization functor V 7→ Loc(M,V ) is exact and hence it gives rise to a natural
map Loc(M, •) : H i(〈G, h〉, V ) → H iDR(X/S,Loc(M,V )). Here on the left hand side
H i(〈G, h〉, V ) means Exti(C, V ), where Exti is taken in the category of 〈G, h〉-modules,
while in the right hand side H iDR means De Rham hyper-cohomology with respect to the
flat connection on Loc(M,V ).
Let 〈G, h〉 be a Harish-Chandra pair and V be a 〈G, h〉-module. Let 〈G1, h1〉 be an
extension of 〈G, h〉 by the Harish-Chandra pair (V, V ). Further, let M be a Harish-
Chandra torsor over 〈G, h〉. We need an obstruction for extendingM to a Harish-Chandra
torsor over 〈G1, h1〉.
Following [BeK1] we will state the corresponding result under some restriction on M .
Namely, we say that M is transitive if the connection map θM : EM → hM is an isomor-
phism. In particular, Msymp is transitive (compare with the discussion in the beginning
of Section 3 in [BeK1]).
Proposition 2.3.5 ([BeK1], Proposition 2.7). In the above notation, suppose M is tran-
sitive.
(1) There exists a canonical cohomology class c ∈ H2(〈G, h〉, V ) with the following
property: H1M(〈G1, h1〉, V ) 6= ∅ if and only if Loc(M, c) ∈ H
2
DR(X/S,Loc(M,V ))
vanishes.
(2) If Loc(M, c) = 0, then H1M(X, 〈G1, h1〉) has a natural structure of an affine space
with the underlying vector space H1DR(X/S,Loc(M,V )).
We will need compatibility of constructions of the previous proposition with group
actions. Namely, let Γ be a group that acts:
• on X and on S by scheme automorphisms such that the morphism π : X → S is
Γ-equivariant.
• on 〈G1, h1〉 and 〈G, h〉 by Harish-Chandra pairs automorphisms such that the
projection 〈G1, h1〉։ 〈G, h〉 is Γ-equivariant.
In particular, Γ acts on V by automorphisms of a 〈G, h〉-module. Hence Γ acts on
H2(〈G, h〉, V ). Being canonical (see the proof of Proposition 2.7 in [BeK1]), the class c is
Γ-equivariant. The actions of an element γ ∈ Γ on H1(X, 〈G, h〉) and on V define a push-
forward isomorphism γ∗ : Loc(M,V ) → Loc(
γM,V ) of sheaves that is compatible with
the automorphism γ∗ of OX and intertwines the flat connections. This follows directly
from the definition of Loc(•, •) given above. So we have the induced linear map γ∗ :
H i(X/S,Loc(M,V ))→ H i(X/S,Loc(γM,V )). Again, from the construction of Loc(•, •)
and the observation that c is Γ-invariant one deduces that γ∗(Loc(M, c)) = Loc(
γM, c).
Now suppose that M is Γ-stable and Loc(M, c) = 0. Then Γ acts on both the affine
space H1M(X, 〈G1, h1〉) and the underlying vector space H
1
DR(X/S,Loc(M,V )) and these
actions are compatible.
Proceed to the definition of a non-commutative period map (see [BeK1], Section 4). For
this we will need one more Harish-Chandra pair related to the Weyl algebra D. Consider
the subspace h−1D ⊂ D[h−1]. This subspace is closed with respect to the Lie bracket on
D[h−1]. There is a Lie algebra homomorphism η : h−1D → DerD given by a 7→ [a, ·].
This is a standard fact that this map is surjective, its kernel coincides with h−1C[h].
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There is also an extension G of AutD by the abelian group h−1C[h] constructed as
follows. The group AutD is the semidirect product of Sp2d (acting linearly on the span of
x1, . . . , xn, y1, . . . , yn) and of the normal subgroup Aut+D that acts by the identity modulo
the ideal generated by h, xixj , yiyj, xiyj. The Lie algebra Lie(AutD) of AutD coincides
with the algebra Der0D of derivations preserving the maximal ideal of D. The preimage
(h−1D)0 of Der0D in h
−1D is spanned by h−1C[h] and all monomials hixi11 . . . x
im
m y
j1
1 . . . y
jm
m
where either i > 0 or
∑m
k=1 ik+ jk > 1. The Lie algebra sp2d embeds naturally to (h
−1D)0
and (h−1D)0 = sp2d ⋉ η
−1(D+). The algebra η
−1(D+) is pro-nilpotent and so integrates
to a pro-unipotent group G+. Set G := Sp2n⋌G+. We have a natural projection G ։
AutD, whose kernel is the abelian group h−1C[[h]]. The group G acts on h−1D via the
epimorphism G ։ AutD. So (G, h−1D) becomes a Harish-Chandra pair and there is a
natural epimorphism 〈G, h−1D〉։ 〈AutD,DerD〉 with kernel (h−1C[[h]], h−1C[[h]]).
Definition 2.3.6. Let c ∈ H2(〈AutD,DerD〉, h−1C[[h]]) denote the canonical class of
the extension 0→ 〈h−1C[[h]], h−1C[[h]]〉 → 〈G, h−1D〉 → 〈AutD,DerD〉 → 0, see Propo-
sition 2.3.5 Let M ∈ H1Msymp(X, 〈AutD,DerD〉). To M assign an element Per(M) ∈
H2DR(X/S,Loc(M,h
−1
C[[h]])) = h−1H2DR(X/S)[[h]] by Per(M) := Loc(M, c). The map
Per : Q(X/S) = H1Msymp(X, 〈AutD,DerD〉)→ h
−1H2DR(X/S)[[h]]
is called the non-commutative period map.
Recall that by Lemma 2.3.4, the set H1Msympl(X, 〈AutD,DerD〉) is in bijection with
Q(X/S). For D ∈ Q(X/S) we write Per(D) for the image of the corresponding torsor
under Per.
Proof of Proposition 2.3.2. Let us introduce a C× × Z/2Z-action on the Harish-Chandra
pair (G, h−1D). Take a C×-action on h−1D restricted from D[h−1]. An action of Z/2Z we
need is defined as follow. A non-trivial element σ acts on h−1D as a unique continuous
anti-automorphism mapping xi to xi, yi to yi and h to −h. Equip G with a unique
C× × Z/2Z-action compatible with the action on h−1D. It is checked directly that the
epimorphism 〈G, h−1D〉։ 〈AutD,DerD〉 is C××Z/2Z-equivariant. The induced action
on h−1C[[h]] is given by: t.hi = tihi, σ.hi = (−1)i+1hi. Both claims of the proposition
follow from the definition of Per and the above discussion of the compatibility of Loc(•, •)
with group actions. 
Remark 2.3.7. All results quoted above transfer to the formal scheme setting (e.g., to
formal deformations of symplectic varieties) directly without any noticeable modifications.
3. Hamiltonian reduction
3.1. Classical reduction. An important construction of symplectic varieties is that of
a Hamiltonian reduction. In this subsection we will recall it. All results gathered in this
subsection are very standard. The proofs are the same as in the C∞-setting, see, for
example, [GS].
First of all, let A be a Poisson algebra, g be a Lie algebra equipped with a Lie algebra
homomorphism ϕ : g→ A. Extend ϕ to a Poisson algebra homomorphism Sg→ A. Pick
χ ∈ z. The ideal Aϕ(gχ), where gχ := {ξ − 〈χ, ξ〉, ξ ∈ g} ⊂ Sg, is stable with respect to
the action of g on A given by ξ 7→ [ϕ(ξ), ·]. Define the algebra A//χg := (A/Aϕ(gχ))g. By
definition, this is a classical Hamiltonian reduction of A (with respect to ϕ : g→ A).
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There is one important special case of this construction. Suppose that a connected
algebraic group G with Lie algebra g acts on A in such a way that the derivation [ϕ(ξ), ·]
is the image of ξ ∈ g under the differential of the action. Then G acts on A/Aϕ(gχ) and
the G-invariants are the same as the g-invariants. Let z be C ⊗Z X(G), where X(G) =
HomZ(G,C
×) is the group of characters of G. In this case we denote the reduction
by A//χG. Also for a subspace U ⊂ (g/[g, g])∗ we can define the reduction A//Ug :=
(A/Aϕ(U⊥))g. Here U⊥ stands for the annihilator of U in g. When U = z we write A//g
instead of A//Ug. We remark that ϕ induces an algebra homomorphism C[U ] → A//Ug,
whose image lies in the Poisson center. Clearly, A//Ug := C[U ]⊗C[(g/[g,g])∗] A//g.
Proceed to the definition of reduction for Poisson varieties. Let X be a Poisson algebraic
variety. Let G be a connected algebraic group acting on X by Poisson automorphisms.
Suppose that the action admits a moment map µ : X → g∗, a G-equivariant map such
that the following condition holds:
• {µ∗(ξ), ·} = ξX , where ξX denotes the derivation of OX (the velocity vector field)
corresponding to ξ.
We suppose that theG-action is free, that the quotient X /G exists and that the quotient
morphism πG : X → X /G is affine.
Consider the inverse image µ−1(χ) ⊂ X . This is a smooth complete intersection.
Set X //χG := µ−1(χ)/G ⊂ X /G. Thanks to the discussion above, X //χG has a natural
structure of a Poisson variety. Similarly, we can define the Poisson varieties X //UG,X //G.
Now suppose that X is a smooth variety and that the Poisson bivector is non-degenerate,
so that X is symplectic. Let ω denote the symplectic form on X . There is a unique 2-form
Ω on X //G such that µ∗(Ω) coincides with the restriction of ω to µ−1(z). The natural
morphism π : X //G→ z induced from µ is smooth of relative dimension dimX −2 dimG.
The form Ω belongs to Ω2(X //G, z) and is a symplectic form on the z-scheme X //G. The
reduction X //ηG is a symplectic variety. We remark that X //UG equals U ×z X //G and
so is a symplectic scheme over U .
Suppose that C× acts on X such that t.ω = t2ω and µ(t.x) = t−2µ(x) for all x ∈ X .
Then the C×-action descends to X //G. We have t.Ω = t2Ω. Equip z with a C×-action by
t.α = t−2α. Then the morphism π : X //G → z becomes C×-equivariant. In particular,
we have natural C×-actions on X //0G,X //UG.
Finally, let V be a G-module. Consider the G-equivariant vector bundle X × V → X ,
where the G-action on X × V is supposed to be diagonal. Since the action of G on X
is free, this G-equivariant bundle descends to the bundle on X /G to be denoted by V.
Restricting the latter to X //G or to X //0G we get bundles on these varieties.
3.2. The Duistermaat-Heckman theorem. If a symplectic variety is obtained by
Hamiltonian reduction, then there is an easy way to produce its formal deformation.
The period map (see Subsection 2.1) for this deformation can be computed with the help
of (an algebraic variant of) the Duistermaat-Heckman theorem.
Let X , ω, G, z be as in Subsection 3.1. Suppose that C× acts on X as explained in the
end of that subsection.
Let us produce a graded symplectic formal deformation of X0 := X //0G. Namely, take
the symplectic scheme X := X //G over z and consider the completion of X along X0
to be denoted by X /̂/G. This is a graded formal deformation of interest. According to
Subsection 2.1, this deformation gives rise to a linear map p : z→ H2DR(X0). Our goal is
to describe this map.
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Replacing G with G/(G,G) and X with X //(G,G), we may assume that G is a
torus. We have the principal G-bundle µ−1(0) → X //0G. Let c ∈ H2DR(X0) ⊗ g =
Hom(g∗, H2DR(X0)) denote its Chern class (we will recall the definition suitable for our
purposes below).
The following statement is an algebro-geometric version of the Duistermaat-Heckman
theorem.
Proposition 3.2.1. The map g∗ → H2DR(X0) induced by the deformation X /̂/G of X0
coincides with c.
Let us recall one of the possible definitions of c. In the C∞-setting the Chern class of a
line bundle can be defined as the cohomology class of the curvature form of a connection
on this bundle. A similar definitions can be given in the algebraic situation.
Namely, let Y be a smooth algebraic variety and Y˜ → Y be a principal G-bundle, where
G is still a torus. Then Y˜ → Y is locally trivial in the Zariski topology. In particular, one
can find an open affine covering Y =
⋃
i Y
i such that the restriction Y˜ i → Y of Y˜ → Y
admits a connection. Let αi ∈ Ω1(Y i) ⊗ g be the connection form. Then both dαi and
αi − αj descend to Y and (dαi, αi − αj) form a Cˇech-De Rham 2-cocycle on Y . It is
straightforward to check that the cohomology class of this cocycle does not depend on the
choices we made. By definition, this cohomology class is the Chern class of the bundle
Y˜ → Y .
Proof of Proposition 3.2.1. Our proof is a slight modification of the original proof by
Duistermaat and Heckman.
Let Ω stand for the symplectic form on X/̂/G/g∗. We need to check that ξ.[Ω] = 〈c, ξ〉
for any ξ ∈ g∗.
Let X̂ denote the formal neighborhood µ−1(0) in X . Consider a covering X̂ =
⋃
i X̂
i
by open affine G-stable formal subschemes. Fix an identification X̂ i ∼= Y i × (g∗)∧0 , where
Y i is an open affine subvariety in µ−1(0). Moreover, shrinking Y i’s if necessary, we may
assume that the restriction of the principal bundle µ−1(0) → X0 to Y i/G is trivial. So
Y i := Y i0 × G × (g
∗)∧0 . The formal scheme G × (g
∗)∧0 can be thought as the completion
(T ∗G)∧G of the cotangent bundle T
∗G along the base G.
Following the definition of the Gauss-Manin connection recalled in Subsection 2.1, to
compute ξ.[Ω] we need to lift Ω to a Cˇech-De Rham cochain on X /̂/G. Let π denote
the quotient morphism X̂ → X /̂/G and pi be the projection X̂ i → (T ∗G)∧G induced by
the decomposition X̂ i = Y i0 × (T
∗G)∧G introduced in the previous paragraph. Further, let
γi stand for the canonical 1-form on T
∗G (so that dγi is the natural symplectic form on
T ∗G).
Consider the 2-form ω − p∗i (dγi) on X̂
i. It is easy to see that this form is G-invariant
and vanishes on the vector fields tangent to the fibers of π. So there is a unique 2-form
ωi on on Y
i = Y i0 × (g
∗)∧0 such that π
∗ωi = ω − p∗i (dγi). Also it is easy to see that the
restriction of ωi to the vector fields tangent to the fibers of the projection Y
i → (g∗)∧0
coincides with Ω. So the cochain (ωi, 0, 0) represents Ω.
Clearly, dωi = 0, so the Cˇech-De Rham differential of (ωi, 0, 0)i is nothing else but
(0, ωi − ωj, 0)ij. Now π
∗(ωi − ωj) = dp
∗
i (γi)− dp
∗
j(γj). The form p
∗
i (γi) is G-equivariant.
Moreover, for ξ ∈ g∗, η ∈ g we have dp∗i (γi)(ξ, ηX) = dγi(ξ, ηG) = 〈ξ, η〉. Analogously
to the original proof in [DH], we see that the map g∗ → Ω1(Y i) given by ξ 7→ ιξdp∗i (γi)
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is a connection form on Y i × (g∗)∧0 . Now the claim of the proposition follows from the
definition of the Chern class recalled above. 
3.3. Quantum reduction: algebra level. Let A be an associative algebra, g be a Lie
algebra equipped with a Lie algebra homomorphism Φ : g → A. Similarly to Subsection
3.1, we can define the spaces A//χg,A//Ug,A//g and A//χG,A//UG,A//G (for a con-
nected group G with Lie algebra g). We remark that all these spaces have natural algebra
structures. For example, A//Ug,A//UG are algebras over C[U ]. The algebras above are
called quantum Hamiltonian reductions of A.
We are mostly interested in the following special case. Suppose that the algebraA comes
equipped with an exhaustive increasing filtration FiA, i ∈ Z. Suppose that [FiA,Fj A] ⊂
Fi+j−2A for all i, j and that imΦ ⊂ F2A. Then A := grA is a graded commutative
algebra and has a natural Poisson bracket of degree −2. Then the quantum reductions
A//χg etc. inherit a filtration from A. On the other hand, set ϕ := grΦ : g → A. The
algebras A//0g, A//Ug are graded with the Poisson brackets of degree −2.
We say that quantization commutes with reduction for χ if the following two conditions
hold:
(1) grAΦ(gχ) = Aϕ(g).
(2) Any g-invariant in A/Aϕ(g) lifts to a g-invariant in A/AΦ(gχ).
One can give a similar definition for U . Clearly, if quantization commutes with reduction,
then grA//χg = A//0g, grA//Ug = A//Ug.
Here are some conditions that guarantee that quantization commutes with reduction.
Lemma 3.3.1. Let G be an algebraic group that acts on A rationally by filtration pre-
serving automorphisms. Suppose that A = grA is finitely generated. Let U ⊂ z be a
subspace. Suppose that the elements ϕ(ξ1), . . . , ϕ(ξk) form a regular sequence in A, where
ξ1, . . . , ξk is a basis in U
⊥ ⊂ g. Then (1) holds. Finally, suppose that one of the following
conditions holds:
(A) G is reductive.
(B) The G-action on µ−1(U) (where µ : Spec(A) → g∗ is the moment map) is free,
and A//UG is finitely generated.
Then (2) holds.
Proof. (1) is pretty standard, see, for instance, proof of Lemma 3.6.1 in [L2]. (A) easily
implies (2). If (B) holds, then (2) also is pretty standard, compare with [L4], proof of
Proposition 3.4.1. 
We will need a ramification of the above construction. Namely, let Ah be a flat C[h]-
algebra such that A := Ah/(h) is commutative. Suppose that C× acts on Ah by auto-
morphisms such that t.h = t2h for all t ∈ C×. Let Ah be equipped with a C[h]-linear
map Φh : g → Ah with t.Φh(ξ) = t2Φh(ξ) for all ξ ∈ g. On Ah we have a Lie bracket
[·, ·]h given by [a, b]h =
1
h
[a, b]. We suppose, in addition, that Φh is a Lie algebra ho-
momorphism. For χ ∈ (g/[g, g])∗ form the shift gχh := {ξ − 〈χ, ξ〉h} ⊂ g ⊕ Ch and set
Ah//χhg := (Ah/AhΦh(gχh))g. The reduction Ah//Ug is defined in the same way as above.
The quantization commutes with reduction condition is stated analogously to the fil-
tered situation (taking the associated graded should be replaced with taking the quotient
by h).
The relation between the C[h]-algebra setting and the filtered algebra setting is as
follows. Suppose the C×-action comes from a grading on Ah. Then A := Ah/(h − 1)
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is a filtered algebra with grA = Ah/(h). The homomorphism Φh : g → Ah induces a
homomorphism Φ : g → A. It is straightforward to see that [Ah//χhg] /(h − 1) = A//χg
and Ah//Ug/(h− 1) = A//Ug.
We remark that there is a way to replace a filtered algebra with a graded algebra over
the polynomial ring: the Rees algebra construction. However, in this construction the
independent variable is of degree 1, not 2 that we need. Of course, Ah is closely related
to the Rees algebra of A but we will not need this relation in the sequel.
3.4. Quantum reduction: sheaf level. Let X , G be as in Subsection 3.1. We suppose
that C× acts on X as in the end of that subsection. Let D be a quantization of X . For
convenience we suppose that D is graded.
Suppose further that D is G-equivariant, see Subsection 2.2. The G-action defines a Lie
algebra homomorphism g → DerC[[h]](D), ξ 7→ ξD. Finally, we suppose that the G-action
on D admits a quantum comoment map, i.e., a G-equivariant linear map Φ : g→ Γ(X,D)
such that
• 1
h
[Φ(ξ), ·] = ξD,
• the image of Φ(ξ) in OX coincides with µ∗(ξ),
• Φ(ξ) has degree 2 with respect to the C×-action.
We can sheafify the constructions of the previous paragraph. From Lemma 3.3.1 we
see that the sheaf D//G on the z-scheme X//G is a graded quantization. Similarly, we
can define the graded quantizations D//χhG,D//UG.
Example 3.4.1. Let G be an algebraic group, H be its algebraic subgroup. Then
Dh(G/H) is naturally identified with Dh(G)//0H . This is well known for the usual differ-
ential operators. The proof in the homogenized setting is similar.
Finally, we will need the completion D/̂/G of D//G along X//0G. By definition, this
completion is the inverse limit lim←− [D//G] /J
k, where J is the kernel of the composition
D//G։ OX//G ։ OX//0G. One can view D/̂/G as a quantization of the scheme X/̂/G/z
∧0.
4. Symplectic resolutions
4.1. Generalities. We start by recalling the definition of a symplectic resolution.
Let X0 be a Poisson (possibly singular) normal affine variety. Further, suppose that X0
is a scheme over a smooth affine variety S and the subalgebra C[S] ⊂ C[X0] is central.
Suppose that the restriction of the Poisson bivector to Xreg0 is a non-degenerate section
of
∧2 TXreg0 /S, let Ω0 be the corresponding 2-form in Ω2(Xreg0 /S). A smooth S-scheme
X equipped with a morphism π : X → X0 over S and with a fiberwise symplectic form
Ω ∈ Ω2(X/S) is said to be a symplectic resolution of X0 if
(1) π is projective and is birational fiberwise.
(2) π∗(Ω0) = Ω.
Of course, when S is a point, we get the usual definition of a symplectic resolution.
We will need some general properties of symplectic resolutions. The following lemma
is very standard.
Lemma 4.1.1. Let X,X0, S be as above. Then H
i(X,OX) = {0} for i > 0.
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Proof. Let ρ : X → S denote the structure morphism and set Xs := ρ−1(s), s ∈ S.
Each Xs is a symplectic resolution of a normal affine variety. So thanks to the Grauert-
Riemenschneider theorem, H i(Xs,OXs) = {0}. It follows that the fiber of R
i
∗ρ(OX) at s
coincides with H i(Xs,OXs) and hence is zero. Since S is affine, we are done. 
The main application of this lemma for us is as follows. Let D be a quantization of
X/S. Then using Lemma 4.1.1 it is easy to show that H i(X,D) = 0 for i > 0, while
Γ(X,D)/(h) = C[X ].
4.2. Quiver varieties. The basic notation related to quivers was introduced in Subsec-
tion 1.2.
To a quiver Q one assigns its double quiver DQ = (DQ0,DQ1) with DQ0 := Q0 and
DQ1 := Q1 ⊔ Q
op
1 , where Q
op
1 is identified with Q1, an element of Q
op
1 corresponding to
a ∈ Q1 is usually denoted by a
∗. The maps t, h : Q1 → Q0 in the double quiver are as
before, while t(a∗) = h(a), h(a∗) = t(a), a ∈ Qop1 . In a sentence, DQ is obtained from Q
by adding a reverse arrow for any arrow in Q.
Fix non-negative integers vi, di, i ∈ Q0. Set v := (vi)i∈Q0,d := (di)i∈Q0. Following
Nakajima consider the spaces
R(Q,v,d) :=
⊕
a∈Q1
Hom(Vt(a), Vh(a))⊕
⊕
i∈Q0
Hom(Di, Vi),
R(DQ,v,d) :=
⊕
a∈Q1
(Hom(Vt(a), Vh(a))⊕Hom(Vh(a), Vt(a)))⊕
⊕
i∈Q0
(Hom(Di, Vi)⊕ Hom(Vi, Di))
= R(Q,v,d)⊕R(Q,v,d)∗,
where Vi, Di, i ∈ Q0, are vector spaces of dimensions vi, di, respectively. Throughout the
paper we skip d from the notation if d = 0 and write R(Q,v) instead of R(Q,v, 0), etc.
Being identified with R(Q,v,d)⊕R(Q,v,d)∗, the space R(DQ,v,d) is symplectic, let
ω stand for the symplectic form. The group GL(v) :=
∏
i∈Q0
GL(vi) acts naturally on
R(DQ,v,d). The map µ : R(DQ,v,d) → gl(v)∗ ∼= gl(v) sending (Aa, Ba,Γi,∆i), Aa ∈
Hom(Vt(a), Vh(a)), Ba ∈ Hom(Vh(a), Vt(a)),Γi ∈ Hom(Di, Vi),∆i ∈ Hom(Vi, Di) to
 ∑
a,i=h(a)
AaBa∗ −
∑
a,t(a)=i
Ba∗Aa + Γi∆i


i∈Q0
is a moment map for the GL(v)-action. Set z := (gl(v)/[gl(v), gl(v)])∗. We identify z
with CQ0 by setting 〈χ, (ξi)i∈Q0〉 7→
∑
i∈Q0
χi tr(ξi).
Below for U ⊂ z we set ΛU(DQ,v,d) := µ−1(U). We write Λ(DQ,v,d) for Λz(DQ,v,d)
and Λχ(DQ,v,d) for the fiber of χ ∈ z of the natural map Λ(DQ,v,d)→ z.
So one can form the quotient
M(DQ,v,d) := R(DQ,v,d)//GL(v) = Λ(DQ,v,d)//GL(v).
This is a Poisson algebraic variety to be referred to as a (universal) affine quiver variety.
Also we can form the reductions Mχ(DQ,v,d),MU(DQ,v,d).
These reductions were studied by Crawley-Boevey, see, in particular, [CB1],[CB2]. In
fact, he worked only with the case when d = 0. However, the general case can be reduced
to this one by using the following construction. Consider the quiver Qd = (Qd0 , Q
d
1 ),
where Qd0 := Q0 ⊔ {s}, where s is a new vertex, and Q
d
1 is the disjoint union of Q1 and
the set Q′1 := {a
ij, i ∈ Q0, j = 1, . . . , di} with t(aij) = i, h(aij) = s. Then R(Q,v,d) =
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R(Qd,vd), where vd := (v, ǫs), ǫs being the coordinate vector at the vertex s. The
group GL(v) is included naturally into GL(vd). Moreover, GL(vd) = C××GL(v), where
C
× = {(x · 1, x ∈ C×} with 1 standing for the unit in GL(vd). The subgroup C× acts
trivially on R(DQd,vd) and so the action of GL(vd) reduces to that of GL(v). It follows
that ΛU(DQ
d,vd) = ΛU(DQ,v,d),MU(DQd,vd) =MU(DQ,v,d) etc.
Following Crawley-Boevey, let us describe the algebro-geometric properties of the vari-
etiesMχ(DQ,v),MU(DQ,v). Define a quadratic function p : CQ0 → C, α =
∑
i∈Q0
αiǫi 7→
1−
∑
i∈Q0
α2i +
∑
a∈Q1
αt(a)αh(a).
Proposition 4.2.1. (1) Suppose that the following condition holds: for any decom-
position of v into the sum v = v1 + . . . + vk, k > 1, of positive roots v1, . . . ,vk
of Q the inequality p(v) >
∑k
i=1 p(v
i) holds. Then the moment map µ is flat,
the schemes Λχ(DQ,v),ΛU(DQ,v) are non-empty complete intersections provided
χ · v = 0. Moreover, if p(v) >
∑k
i=1 p(v
i) for any decomposition as above, then
the schemes Λχ(DQ,v),ΛU(DQ,v) are reduced and irreducible, and each scheme
Λχ(DQ,v) (with χ · v = 0) contains a closed GL(v)-orbit with the stabilizer
C× = {x · 1, x ∈ C×}.
(2) The varieties Mχ(DQ,v),MU(DQ,v) are normal.
Proof. The statements for Λχ,Mχ were proved by Crawley-Boevey: (1) in [CB1], The-
orems 1.1, 1.2, and (2) in [CB2]. The claim in (1) that ΛU is reduced follows from the
reducedness of the Λχ’s. The irreducibility for ΛU follows from the irreducibilty and the
reducedness for Λ0, thanks to the contracting action of C
× on ΛU . A similar argument
proves the normality. 
Now we turn to non-affine quiver varieties. Namely, consider a character θ of GL(v).
Recall that a point x ∈ R(DQ,v,d) is said to be θ-semistable if there is a homogeneous
polynomial f ∈ C[R(DQ,v,d)] with f(x) 6= 0 that is GL(v)-semiinvariant of weight
that is a positive multiple of θ. Geometric Invariant Theory implies that there is a
categorical quotient Mθ(DQ,v,d) for the GL(v)-action on Λ(DQ,v,d)θ,ss such that the
quotient morphism Λ(DQ,v,d)θ,ss → Mθ(DQ,v,d) is affine. The latter implies that
Mθ(DQ,v,d) has a natural Poisson structure. This structure is symplectic (over z)
whenever the action of GL(v) on Λ(DQ,v,d)θ,ss is free. Introduce the Poisson schemes
Mθχ(DQ,v,d),M
θ
U(DQ,v,d) in a similar way.
It is a standard fact from Geometric Invariant Theory that there are natural projective
morphisms
(4.1) Mθχ(DQ,v,d)→Mχ(DQ,v,d),M
θ
U(DQ,v,d)→MU(DQ,v,d).
Nakajima in [N1] found some conditions on θ guaranteeing that the GL(v)-actions on
the varieties Λχ(DQ,v,d)
θ,ss are free and the projective morphisms (4.1) are birational
(and so are symplectic resolutions). His results are summarized below.
To state the proposition we will need to recall some definitions. Let R+ denote the
system of positive roots of the quiver Q. Recall that z is identified with CQ0 . We say that
θ ∈ CQ0 is generic if θ · α 6= 0 for any α ∈ R+.
The following statement follows from [N1], Theorems 2.8,3.2,4.1.
Proposition 4.2.2. Suppose θ is generic. Then the GL(v)-action on Λ(DQ,v,d)θ,ss is
free, and the morphisms (4.1) are birational provided Λ0(DQ,v,d)
θ,ss 6= ∅.
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For example, suppose that
(4.2) θ((Xi)i∈Q0) =
∏
i∈Q0
det(Xi)
−1
The character θ is generic. An element (Aa, Ba∗ ,Γi,∆i) is semistable if there are no
nonzero subspaces V ′i ⊂ ker∆i such that the collection (V
′
i )i∈Q0 is stable under all Aa, Ba∗ .
It is clear that the GL(v)-action on Λ(DQ,v,d)θ,ss is free.
In fact, Nakajima’s results also allow to determine the number of irreducible components
of Λ0(DQ,v,d)
θ,ss. Namely, assume that the quiver Q is either of finite type or affine. Let
g(Q) be the corresponding (finite dimensional semisimple or affine) Kac-Moody algebra.
Then we can view d as an element of the weight lattice of g(Q), the corresponding weight
is d :=
∑
i∈Q0
diωi, where ωi, i ∈ Q0, are fundamental weights. Also to v we assign an
element v :=
∑
i∈Q0
viǫi in the root lattice.
The next proposition follows from Theorem 10.16 in [N1].
Proposition 4.2.3. Let θ be generic. Consider the irreducible highest weight module
L(d) of g(Q). The number of irreducible components in Λ0(DQ,v,d)
θ,ss coincides with
the dimension of the weight space of weight d− v in L(d).
Finally, let us discuss the quantum analogs of quiver varieties.
Let Ah(= Ah(V
∗)) denote the homogeneous Weyl algebra of V ∗, i.e., the quotient of
the tensor algebra T (V ∗)[h] by the relations u⊗ v − v ⊗ u− hω(u, v), u, v ∈ V ∗, where ω
denotes the symplectic form on V ∗. This algebra inherits a grading from T (V ∗)[h] with
Ah/hAh = C[V ].
Set V := R(DQ,v,d). Clearly, the group G := GL(v) acts on Ah by graded algebra
automorphisms. Further, the comoment map µ∗ : g→ C[V ] naturally lifts to a quantum
comoment map Φ : g → Ah. Namely, we have a unique (up to a scalar factor) Sp(V )-
equivariant homomorphism sp(V ) → Ah. The map Φ is obtained by restricting an this
homomorphism to g ⊂ sp(V ). So we can define the quantum Hamiltonian reductions
Aχh(DQ,v,d)h := Ah//χhG,AU(DQ,v,d)h := Ah//UG as in Subsection 3.3.
We can also consider the sheaf version of this construction. Namely, consider the
deformation quantization AV ∗,h of V obtained by localizing (the h-adic completion of)
the algebra Ah. This quantization is G-equivariant and graded. Now let us compare the
algebra AU(DQ,v,d)h with the algebra of global sections of AV ∗,h//
θ
UG := AV ∗,h|V θ,ss//UG.
Lemma 4.2.4. Suppose that
(i) quantization commutes with reduction for AU(DQ,v,d)h,
(ii) the action of G on ΛU(DQ,v,d)
θ,ss is free,
(iii) and the morphism MθU(DQ,v,d) → MU(DQ,v,d) is a symplectic resolution of
singularities.
Then the natural morphism
(4.3) AGh → Γ(M
θ
U(DQ,v,d),AV ∗,h//
θ
UG)
gives rise to an isomorphism between AU(DQ,v,d)h and the subalgebra of C
×-finite ele-
ments in Γ(MθU(DQ,v,d),AV ∗,h//
θ
UG).
Proof. Let us construct a homomorphism AU(DQ,v,d)
∧h
h → Γ(M
θ
U(DQ,v,d),AV ∗,h//
θ
UG),
where the superscript ∧h means the h-adic completion. Since G is reductive, and its ac-
tion on Ah(V
∗)∧h is pro-finite, we see that the natural homomorphism (Ah(V
∗)∧h)G →
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Ah(V
∗)∧h//UG = AU(DQ,v,d)
∧h
h is surjective and its kernel coincides with (Ah(V )
∧h)G ∩
Ah(V )
∧hΦh(U
⊥) = [Ah(V )
∧hΦh(U
⊥)]G. However, it is easy to see that this kernel is con-
tained in the kernel of (4.3). So we have an obviously C×-equivariant and C[U ][h]-linear
homomorphism AU(DQ,v,d)
∧h
h → Γ(V//
θ
UG,AV ∗,h//
θ
UG). We are going to show that this
homomorphism is an isomorphism.
We have the following commutative diagram, where the vertical arrows are quotients
by h.
C[M(DQ,v,d)]
AU(DQ,v,d)
∧h
h
C[Mθ(DQ,v,d)]
Γ(V//θUG,AV ∗,h//
θ
UG)
❄ ❄
✲
✲
The bottom horizontal arrow is an isomorphism since the morphism MθU(DQ,v,d)→
MU(DQ,v,d) because of (iii). The left vertical arrow is surjective because of (i). Thanks
to (ii), AV ∗,h//
θ
UG is a quantization of V//
θ
UG. The right vertical arrow is the quotient by h
because of (iii) and the remarks in the end of Subsection 4.1. So the top horizontal arrow is
surjective modulo h and hence is genuinely surjective. Since the sheaf AV ∗,h//
θ
UG is C[[h]]-
flat, we see that Γ(Mθ(DQ,v,d),AV ∗,h//
θ
UG) is a flat C[[h]]-algebra. Using this and the
observation that the bottom arrow is an isomorphism we see that the top horizontal arrow
is injective.
To complete the proof we notice that, since the grading on AU(DQ,v,d)h is posi-
tive, the algebra AU(DQ,v,d)h coincides with the subalgebra of C
×-finite elements in
AU(DQ,v,d)
∧h
h . 
We note that instead of MθU(DQ,v,d) in the previous lemma we could consider the
formal neighborhood V /̂/
θ
UG of M
θ
0(DQ,v,d) in M
θ(DQ,v,d). The claim is still that
A(DQ,v,d)h is the algebra of C
×-finite elements in the algebra of global sections of
Ah,V ∗ /̂/
θ
G.
4.3. Slodowy varieties. In this subsection we will define Slodowy varieties (tracing back
to [S]) that are certain smooth symplectic varieties that are related to Slodowy slices in
reductive Lie algebras.
First of all, let us recall Slodowy slices. Let G be a reductive algebraic group, g its Lie
algebra, e ∈ g a nilpotent element, and O := Ge. The Slodowy slice S(= S(e) = S(O))
associated to (g, e) is a transverse slice to the adjoint orbit O of e ∈ g. It is constructed
as follows. Pick a semisimple element h ∈ g and a nilpotent element f ∈ g forming an
sl2-triple with e. Then set S := e+ker ad(f). In the sequel we will identify g with g
∗ using
a symmetric non-degenerate invariant form (·, ·) and will consider O, S as subvarieties in
g∗. Also set χ := (e, ·).
The algebra C[S] has some nice grading (often called the Kazhdan grading). Namely,
let γ : C× → G be the one-parameter group associated to h (so that γ(t).ξ = tiξ for ξ ∈ g
with [h, ξ] = iξ). Consider the C×-action on g∗ given by t.α = t−2γ(t)α, t ∈ C×, α ∈ g∗.
It is easy to see that limt→∞ t.s = χ for all s ∈ S. In other words, the grading on C[S] is
positive.
Also thanks to the Kazhdan action, we see that S intersects an orbit O′ ⊂ g∗ if and
only if O ⊂ C×O′.
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In [L1], [L2] we considered a certain symplectic G-variety X, called the equivariant
Slodowy slice, whose quotient is naturally identified with S. As a variety, X := G × S.
The group G acts on X by the left translations: g.(g1, s) = (gg1, s). A symplectic form on
X is defined as follows. Identify T ∗G with G × g∗ via the trivialization by means of the
left-invariant 1-forms. Then X = G× S is included into G× g∗ = T ∗G. It turns out that
the restriction of the canonical symplectic form from T ∗G to X is non-degenerate. Denote
this restriction by ω. Define the action of C× on T ∗G by t.(g, α) = (gγ(t)−1, t−2γ(t)α).
The subvariety X ⊂ T ∗G is C×-stable.
Pick a parabolic subgroup P ⊂ G. By the Slodowy variety S(e, P ) corresponding
to e and P we mean the reduction X //0P . We will also need the formal deformation
S˜(e, P ) := X /̂/P .
It is clear that S(e, P ) can be naturally embedded into T ∗G//0P = T
∗(G/P ) (here we
consider the quotient with respect to the action of P from the left). From here it is easy to
see S(e, B) is the resolution of singularities of the intersection S∩N of S with the nil-cone
N ⊂ g∗, compare with [Gi]. For a general parabolic subgroup P ⊂ G, there are projective
morphisms S(e, P ) → S∩N ,X //P → S restricted from T ∗(G/P ) → N , G ∗P0 p
⊥ → g∗,
where P0 is the solvable radical of P .
Below we will be mostly interested in two cases.
Case 1. g is simple of types A,D,E, and e is a subprincipal nilpotent element in g.
The latter means that the orbit O is of codimension 2 in N .
Case 2. G = SLn. In this case the moment map T
∗(G/P )→ g∗ is generically injective
and its image coincides with Gp⊥. The latter subvariety is the closure of an appropriate
nilpotent orbit in g∗ (the Richardson orbit of p). So we see that T ∗(G/P ) is a symplectic
resolution of Gp⊥, while S(e, P ) is a symplectic resolution of S∩Gp⊥.
In fact, there is an alternative construction of S,X, S(e, P ) in terms of a Hamiltonian
reduction.
Consider the grading g :=
⊕
i∈Z g(i) given by the eigenvalues of ad(h). Recall an
element χ ∈ g∗. The restriction of the skew-symmetric form (ξ, η) 7→ 〈χ, [ξ, η]〉 to g(−1)
is non-degenerate. Following [Ka],[Mo],[P],[GG1], pick a lagrangian subspace l ⊂ g(−1)
and set m := l ⊕
⊕
i6−2 g(i).
As Gan and Ginzburg checked in [GG1], S is naturally identified with the reduction
g∗//χM , where M is the unipotent subgroup of G corresponding to m. More precisely, let
ρ : g∗ ։ m∗ be the natural projection. Then the natural map M × S → g∗, (m, s) 7→ ms,
is an isomorphism ofM×S and ρ−1(χ|m). From here it also follows that X is naturally (in
particular, G- and C×-equivariantly and symplectomorphically) identified with T ∗G//χM .
Hence S(e, P ) = (T ∗G//0P )//χM = T
∗(G/P )//χM .
4.4. Resolutions of quotient singularities. Set L := C2 and consider a non-zero
SL2(C)-invariant form ω0 on L. Equip L
n with the form ω = ω⊕n0 and set Γn := Γ
n
⋊ Sn.
The group Γn acts naturally on L
n (the symmetric group just permutes the copies of L)
and this action preserves ω.
Set X0 := L
n/Γn. There is a C
×-action on X0 induced by the action on C
2n given by
(t, v) 7→ t−1v.
Consider the set N0, . . . , Nr of irreducible Γ-modules, where N0 is the trivial module.
Consider the McKay quiver, whose vertices are 0, . . . , r and the number of arrows from i
to j equals the dimension of HomΓ(C
2 ⊗Ni, Nj). This quiver is known to be the double
of an affine Dynkin quiver Q. Moreover, 0 can be taken for the extending vertex of Q.
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Let δ denote the indecomposable positive imaginary root. Set v := nδ,d = ǫ0. Take a
generic character θ of GL(v), see the discussion before Proposition 4.2.2. Then there is
a C×-equivariant isomorphism X0 ∼= M0(DQ,v,d) of schemes (one uses [GG2] to show
that the right scheme is reduced and then argues as in the proof of Theorem 11.16 from
[EG]).
Let us show that this isomorphism can be made Poisson maybe after rescaling. This
stems from the following proposition proved in [EG], Lemma 2.23.
Proposition 4.4.1. There is unique (up to rescaling) Poisson bracket of degree −2 on
C[X0]. Furthermore, there are no (not necessarily Poisson) brackets of degree i with
i < −2 on C[X0].
We fix a C×-equivariant Poisson isomorphism X0 ∼=M0(DQ,v,d).
According to [GG2], Theorem 1.4.1, the variety Λ0(DQ,v,d) (and hence any Λχ(DQ,v,d),
ΛU(DQ,v,d)) is a non-empty reduced complete intersection and the action of GL(v) on
each component is generically free. By Proposition 4.2.2, we have a C×-equivariant sym-
plectic resolution X :=Mθ0 (DQ,v,d)→ X0.
Consider the graded symplectic deformation X̂ :=Mθ(DQ,v,d) of X .
In the sequel we will need a certain vector bundle on X to be referred to as a weakly
Procesi bundle whose existence was proved by Bezrukavnikov and Kaledin in [BeK2].
Namely, there is a C×-equivariant vector bundle P on X with the following properties:
(P1) There is a graded C[X ] = C[Ln]Γn-algebra isomorphism EndOX (P)
∼= C[Ln]#Γn.
(P2) ExtiOX (P,P) = 0 for i > 0.
In particular, (P1) implies that Γn acts on P fiberwise and each fiber is isomorphic to
CΓn as a Γn-module.
Thanks to (P2) we can uniquely extend P to a C×-equivariant vector bundle P̂ on X̂.
This vector bundle automatically satisfies the following three conditions.
(P̂0) EndO
X̂
(P̂) is flat over C[z].
(P̂1) EndO
X̂
(P̂)/(z) = C[Ln]#Γn.
(P̂2) ExtiO
X̂
(P̂ , P̂) = 0.
The group Γn still acts on P̂ fiberwise and each fiber is isomorphic to CΓn as a Γn-module.
4.5. Kleinian case. An important special case of the quotient singularity considered in
the previous section is that of the Kleinian singularities, i.e., n = 1 and Γn = Γ. The
reader is referred to [N2] for generalities on the Kleinian singularities and their resolutions.
Set X0 = C
2/Γ and let π : X → X0 be the minimal resolution of X0. Then X is a
symplectic variety with symplectic form, say, Ω.
Let D1, . . . , Dr be the irreducible components of the exceptional fiber π
−1(0). It is
well-known, see, for example, [GSV], that D1, . . . , Dr can be identified with simple roots
α1, . . . , αr of a simple root system of type A,D,E. Moreover, the intersection pairing
between Di, Dj equals −aij , where aij = 〈α∨i , αj〉 is the corresponding entry of the Cartan
matrix.
As we have seen in the previous subsection, one can construct X0 and X as quiver
varieties. The quiver Q is the affine quiver of the Dynkin diagram of α1, . . . , αr.
Alternatively, X can be realized as a Slodowy variety. Namely, let g be the simple Lie
algebra with system α1, . . . , αr of simple roots, G the corresponding simply connected
group. Let e ∈ g be a subprincipal nilpotent element and construct the Slodowy slice
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S and the equivariant Slodowy slice X from e. Let B denote the Borel subgroup of G
corresponding to the choice of α1, . . . , αr.
According to Brieskorn, the intersection S∩N is isomorphic to C2/Γ. The isomorphism
can be made C×-equivariant. This follows, for instance, from the construction explained
in [S]. By Proposition 4.4.1, we may assume, in addition, that an isomorphism is Poisson.
Consider the resolution π : S(e, B) → S∩N = X0. Its exceptional fiber again consists
of r divisors, say D′i, i = 1, . . . , r, that are in one-to-one correspondence with the set of
simple roots of g. More precisely, consider the line bundle Li on G/B corresponding to
the fundamental weight ωi (given by 〈ωi, α∨j 〉 = δij). Lift the bundles Li to T
∗(G/B)
and then restrict them S(e, B) ⊂ T ∗(G/B). It is known that the restriction is the line
bundle corresponding a unique component D′i of the exceptional divisor. Moreover, the
intersection pairing between D′i, D
′
j is again −aij .
Now both S(e, B),Mθ0(DQ,v,d) are symplectic (=minimal) resolutions ofX0 = S∩N =
M0(DQ,v,d). There is only one minimal resolution of X0. So there is a isomorphism
ϕ : S(e, B)→Mθ0(DQ,v) of schemes over X0. This isomorphism is automatically a C
×-
equivariant symplectomorphism. We may assume, in addition, that ϕ(D′i) = Di. If not,
we can enumerate Di’s differently.
We will need to understand the behavior of some natural line bundles on the varieties
S(e, B),Mθ0(DQ,v,d) under the isomorphism ϕ. On the Slodowy side we have line bun-
dles Li corresponding to the fundamental weights. On the quiver variety side we also
have r + 1 line bundles constructed as follows. Let L′i, i = 0, . . . , r, be the line bundle on
Mθ(DQ,v,d) induced by the 1-dimensional GL(v)-module
∧δi Ni, compare with the last
paragraph of Subsection 3.1.
Proposition 4.5.1. Let C = (aij)
r
i,j=1 be the Cartan matrix of Q. Then L
′
i =
∏r
j=1 ϕ∗(Li)
aij
for i = 1, . . . , r.
The proposition simply means that if we identify the free group spanned by Li (in fact,
this group coincides with Pic(X)) with the weight lattice of Q by sending Li to ωi, then
the bundles L′i get identified with the simple roots.
Proof. Consider the bundleNi onX ∼= R(DQ,v,d)
χ,ss//0GL(v) associated toNi. Gonzales-
Sprinberg and Verdier in [GSV] computed the first Chern classes c1(Ni) of Ni (of course,
c1(Ni) = c1(L′i)). The required result is the direct corollary of their computation (and
the well-known fact that H2DR(X) = C⊗Z Pic(X)). 
Finally, we will need an explicit construction of the bundle P̂ on X̂ . Namely, consider
the GL(v)-module P :=
⊕l
i=0N
⊕δi
i . Let P̂ denote the corresponding bundle on X˜.
Consider the restriction P of P̂ to X . It is known, see, for example, Section 1.5 in
[KaVa], that P satisfies (P1),(P2). Being a C×-equivariant extension of P, the bundle P̂
satisfies (P̂0),(P̂1),(P̂2).
4.6. Quiver varieties in type A vs Slodowy varieties. In [Ma1] Maffei established
isomorphisms between quiver varieties and Slodowy varities in type A. In this subsection
we are going to recall his construction and deduce some of its easy corollaries. We remark
that results closely related to Maffei’s were also obtained in [MV].
First, let us fix some notation. Let N be a positive integer and g = slN . Fix n > 0
and r1, . . . , rn ∈ Z>0 with
∑n
i=1 ri = N . The numbers r1, r2, . . . , rn define a parabolic
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subgroup P in G := SLN , namely, for P we take the stabilizer of a partial flag F = (0 ⊂
F1 ⊂ F2 ⊂ . . . ⊂ Fn = C
N) with dimFj =
∑j
i=1 ri.
Also pick d = (d1, . . . , dn−1) with
∑n−1
i=1 idi = N and let e ∈ g be a nilpotent element
whose Jordan type is (1d1, 2d2 , . . . , (n − 1)dn−1). From these data we can construct the
Slodowy slice S ⊂ g, and the Slodowy variety S(e, P ).
Define v := (v1, . . . , vn−1) by
(4.4) vi :=
n∑
j=i+1
ri −
n−1∑
j=i+1
(j − i)di.
Below we assume that all vi’s are positive. Finally, let Q be the quiver of type An−1 and
a character θ of GL(v) be as in (4.2).
Maffei proved in [Ma1], Theorem 8, that the algebraic varieties Mθ0(DQ,v,d) and
S(e, P ) are isomorphic. His construction is pretty technical but we will need to recall
it to establish some additional properties of his isomorphism, for example, that it is a
symplectomorphism.
Let us proceed to recalling the construction of a required isomorphism. First of all,
there is a special case when an isomorphism is easy: when e = 0 or, equivalently, d1 =
N, d2 = . . . = dn−1 = 0, see [N1], Theorem 7.2, or [Ma1], Lemma 15. In this case, S(e, P )
is nothing else but the cotangent bundle T ∗(G/P ). A point in T ∗(G/P ) can be thought
as a pair (x,F), where F is a partial flag as above and x ∈ g is such that x(Fi) ⊂ Fi−1.
An isomorphism ϕ˜ :Mθ0(DQ,v,d)→ T
∗(G/P ) is given by
GL(v).[(Ai), (Bi),Γ1,∆1] 7→ (∆1Γ1, 0 ⊂ ker Γ1 ⊂ kerA1Γ1 ⊂ . . . ⊂ kerAn−2 . . . A1Γ1 ⊂ C
N ).
Now proceed to the general case. Following [Ma1], we will first introduce some ”transver-
sal subvariety” in T ∗(G/P ).
For this we need some notation. Set
d˜1 := N, d˜i := 0, i > 0,
v˜i := vi +
n−1∑
j=i+1
dj, i = 1, . . . , n− 1,
d˜ := (d˜1, . . . , d˜n−1), v˜ := (v˜1, . . . , v˜n−1).
Further, set
(4.5) D˜1 :=
∑
16k6j<n
D
(k)
i , D
′
i :=
⊕
16k6j−i6n−i−1
D
(k)
j , V˜i := Vi ⊕D
′
i,
where D
(k)
i means a copy of Di. For the notational convenience we write V˜0 = D
′
0 := D˜1.
Let (A˜i, B˜i, Γ˜1, ∆˜1)i=1,...,n−2 be an element of R(DQ, v˜, d˜). Put A˜0 := Γ˜1, B˜0 := ∆˜1. As
in [Ma1] we will write the elements A˜i, B˜i in the block form as follows:
π
D
(h)
j
A˜i|D(h′)
j′
= Tj
′,h′
i,j,h , πD(h)j
B˜i|D(h′)
j′
= Sj
′,h′
i,j,h ,
π
D
(h)
j
A˜|Vi = T
V
i,j,h, πD(h)j
B˜|Vi = S
V
i,j,h,
πVi+1A˜|D(h′)
j′
= Tj
′,h′
i,V , πViB˜i|D(h′)
j′
= Sj
′,h′
i,V ,
πVi+1A˜i|Vi = Ai, πViB˜i|Vi+1 = Bi,
(4.6)
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where π• stand for the projections to the summands in (4.5).
Embed GL(v) into GL(v˜) by making GL(v) act trivially on D′i and as before on Vi.
Let θ˜ denote the character of GL(v˜) defined analogously to θ. Clearly, θ coincides with
the restriction of θ˜ to GL(v).
Further, choose sl2-triples (ei, [ei, fi], fi) in gl(D
′
i), i = 0, . . . , n− 1 as follows:
ei|D(1)j
:= 0, ei|D(h)j
:= idDj : D
(h)
j → D
(h−1)
j ,
fi|Dj−ij
= 0, fi|D(h)j
:= h(j − i− h) idDj : D
(h)
j → D
(h+1)
j .
(4.7)
In particular, the nilpotent element e0 ∈ g corresponds to the partition d. Under the
isomorphism T ∗(G/P ) ∼= M(DQ, v˜, d˜) described above the variety S(e, P ) is identified
with
{(A˜i, B˜i)
n−2
i=0 ∈ Λ(DQ, v˜, d˜)
ss,θ˜ : [B˜0A˜0 − e0, f0] = 0}/GL(v˜).
Now we are ready to define transversal elements. For this we need to assign degrees
(denoted by grad) to the blocks T••, S
•
• as follows.
grad(Tj
′,h′
i,j,h) := min(h− h
′ + 1, h− h′ + 1 + j′ − j),
grad(Sj
′,h′
i,j,h) := min(h− h
′, h− h′ + j′ − j),
(4.8)
An element ((A˜i), (B˜i))
n−2
i=0 ∈ Λ0(DQ, v˜, d˜) is said to be transversal if it satisfies the
following relations for i = 0, 1, . . . , n− 2:
(4.9)
T
j′,h′
i,j,h = 0 if grad(T
j′,h′
i,j,h) < 0,
or if grad(Tj
′,h′
i,j,h) = 0 and (j
′, h′) 6= (j, h + 1),
T
j′,h′
i,j,h = idDj if grad(T
j′,h′
i,j,h) = 0 and (j
′, h′) = (j, h+ 1),
TVi,j,h = 0,
T
j′,h′
i,V = 0 if h
′ 6= 1,
S
j′,h′
i,j,h = 0 if grad(S
j′,h′
i,j,h) < 0,
or if grad(Sj
′,h′
i,j,h) = 0 and (j
′, h′) 6= (j, h),
S
j′,h′
i,j,h = idDj if grad(T
j′,h′
i,j,h) = 0 and (j
′, h′) = (j, h),
SVi,j,h = 0 if h 6= j − i,
S
j′,h′
i,V = 0.
(4.10) [πD′iB˜iA˜i|D′i − ei, fi] = 0.
The subvariety of Λ(D˜, V˜ ) consisting of the transversal elements will be denoted by T.
To establish an isomorphism Mθ0(DQ,v,d)
∼
−→ S(e, P ) Maffei constructs a morphism
Λ0(DQ,v,d)→ T.
The main technical step in Maffei’s construction is the following lemma that is a union
of Lemmas 17-19 from [Ma1].
Lemma 4.6.1. Let x = ((Ai), (Bi), (Γj), (∆j)) ∈ Λ0(DQ,v,d). Then the following claims
hold:
ISOMORPHISMS OF QUANTIZATIONS VIA QUANTIZATION OF RESOLUTIONS 29
(1) there is a unique element x˜ = ((A˜i), (B˜i)) ∈ T satisfying the following equalities:
Ai = Ai,
Bi = Bi,
T
i+1,1
i,V = Γi+1,
S
V
i,i+1,1 = ∆i+1.
(4.11)
for all i = 0, . . . , n− 2 (where we set A0 := Γ1, B0 := ∆1).
(2) The map Φ : Λ0(DQ,v,d)→ T, x 7→ x˜, is a GL(v)-equivariant isomorphism.
(3) Φ(Λ0(DQ,v,d)
θ,ss) = T ∩ R(DQ˜, v˜, d˜)θ˜,ss.
So we can define the morphism ϕ :Mθ0(DQ,v,d)→M
θ˜
0(DQ, v˜, d˜) = T
∗(G/P ) sending
an orbit GL(v)x to GL(v˜)Φ(x).
The following proposition is the main result of [Ma1].
Proposition 4.6.2. The morphism ϕ is an isomorphism of Mθ0(DQ,v,d) onto S(e, P ).
Now we will use the Maffei construction to establish some properties of the morphism ϕ:
namely, that this morphism is C×-equivariant, is a symplectomorphism and is compatible,
in an appropriate sense, with natural line bundles. This is done in the next three lemmas.
Lemma 4.6.3. The morphism ϕ is C×-equivariant.
Proof. Let us define a certain C×-action on R(DQ, v˜, d˜). For this consider the element
h = ([e0, f0], [e1, f1], . . . , [en−2, fn−2]). The element [ei, fi] acts by j − i + 1 − 2h on
D
(h)
j ⊂ D
′
i. Let γ : C
× → GL(v˜) denote the one-parameter subgroup corresponding to h.
Consider the action of C× on R(DQ, v˜, d˜) given by t.x˜ = t−1γ(t)x. The following claims
are checked directly:
(i) The C×-action preserves the affine subspace given by (4.9) and also the subvariety
of solutions of (4.10). So T is C×-stable.
(ii) The induced C×-action on T ∗(G/P ) =Mθ˜0(DQ, v˜, d˜) is the Kazhdan action.
(iii) The blocks Ai,Bi,T
i+1,1
i,V , S
V
i,i+1,1 are multiplied by t
−1.
(i),(iii) and assertion (1) of Lemma 4.6.1 imply that the morphism Φ : Λ0(DQ,v,d)→ T
is C×-invariant. Now (ii) and the construction of ϕ complete the proof of the present
lemma. 
Lemma 4.6.4. The isomorphism ϕ is a symplectomorphism.
Proof. Let ω, ω˜ denote the symplectic forms on the spaces R(DQ,v,d) and R(DQ, v˜, d˜).
Explicitly, for vα = ((Aαi ), (B
α
i ), (Γ
α
j ), (∆
α
j )) ∈ R(DQ,v,d), α = 1, 2 we have ω(v
1, v2) =
β(v1, v2) − β(v2, v1), where β(v1, v2) =
∑n−2
i=1 tr(B
1
iA
2
i ) +
∑n−1
i=1 tr(∆
1
iΓ
2
i ). Analogously,
ω˜(v˜1, v˜2) = β˜(v˜1, v˜2)− β˜(v˜2, v˜1), where β˜ is defined similarly to β.
Let us show that
(4.12) Φ∗(β˜|T) = β|Λ0(DQ,v,d).
First of all, pick x ∈ Λ0(DQ,v,d) and v ∈ TxΛ0(DQ,v,d). Write the element dxΦ(v) in
the block form (T••, S
•
•,A•,B•) as above. Then T
j′,h′
i,j,h = 0 if h < h
′ and Sj
′,h′
i,j,h = 0 if h 6 h
′.
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Moreover, TVi,j,h = 0, S
j′,h′
i,V = 0 for all i, j, h, j
′, h′, and Tj
′,h′
i,V = 0 if h
′ 6= 1, SVi,j,h = 0 if
h 6= j − i. It follows that for v1, v2 ∈ TxΛ0(DQ,v,d) we have
β˜(dxΦ(v
1), dxΦ(v
2)) =
n−2∑
i=1
tr(B1iA
2
i ) +
n−2∑
i=0
tr((SVi,i+1,1)
1(Ti+1,1i,V )
2).
From assertion (1) of Lemma 4.6.1 we deduce that β˜(dxΦ(v
1), dxΦ(v
2)) = β(v1, v2). This
is equivalent to (4.12).
It follows that
(4.13) Φ∗(ω˜|T) = ω|Λ0(DQ,v,d)
In particular, we see that for x ∈ T ∩ R(DQ, v˜, d˜)θ˜,ss the kernel of the restriction of ω˜ to
TxT coincides with TxGL(v)x. So the pull-back of the symplectic form from S(e, P ) = (T∩
R(DQ, v˜, d˜)θ˜,ss)/GL(v) to T ∩ R(DQ, v˜, d˜)θ˜,ss coincides with the restriction of ω˜. Using
the definition of the symplectic form on a reduction, we see that ϕ is a symplectomorphism.

Below we will need to understand the behavior of some natural line bundles under
the isomorphism ϕ. Let Li, i = 1, . . . , n− 1, be the 1-dimensional GL(v)-module, where
GL(v) acts by (X1, . . . , Xn−1) 7→ det(Xi). Let Li denote the corresponding line bundle
on Mθ0(DQ,v,d).
Now let us define certain line bundles on S(e, P ). Let F = (0 = F0 ⊂ F1 ⊂ F2 ⊂ . . . ⊂
Fn−1 ⊂ Fn = C
N ) be the flag stabilized by P . Consider the P -modules L˜i :=
∧top Fi. Let
L˜i denote the corresponding bundles on T ∗(G/P ), S(e, P ).
Lemma 4.6.5. ϕ∗(L˜i) ∼= Li.
Proof. From the construction of the isomorphism Mθ˜0(DQ, v˜, d˜)
∼= T ∗(G/P ) produced
above, we see that one can interpret the line bundles L˜i in a different way. Namely, L˜i
coincides with the line bundle on R(DQ, v˜, d˜)//χ˜0 GL(v˜) induced by the 1-dimensional
GL(v˜)-module L˜i defined analogously to Li.
Now the isomorphism of the lemma follows from the fact that the restriction of the
character (X˜1, . . . , X˜n−1) 7→ det(X˜i) of GL(v˜) to GL(v) coincides with the character
(X1, . . . , Xn−1) 7→ det(Xi). 
5. W-algebras
5.1. Definitions. Let G be a reductive algebraic group, g be the Lie algebra of G. Pick
a nilpotent element e ∈ g and choose f, [e, f ] forming an sl2-triple with e. Recall the
Slodowy slice S and the equivariant Slodowy slice X = G× S.
A (finite) W-algebra is a quantization of the graded Poisson algebra C[S]. In full
generality, it was first defined by Premet in [P]. In this subsection we will recall the
definitions of a W-algebra following [L2] and [GG1]. For details the reader is referred to
the review [L7]. We remark, however, that here we will need homogenized versions of
W-algebras, i.e., our algebras will be graded algebras over C[h].
The variety X is affine and hence admissible in the sense of Subsection 2.3. So we
can consider the canonical quantization W˜h of X. Consider the algebra Γ(X, W˜h)G. This
algebra is complete in the h-adic topology, and Γ(X, W˜h)G/hΓ(X, W˜h)G = C[X]. Let Wh
ISOMORPHISMS OF QUANTIZATIONS VIA QUANTIZATION OF RESOLUTIONS 31
denote the subalgebra of C×-finite vectors in Γ(X, W˜h)G. Since the C×-action on S is
contracting, we see that Wh/hWh = C[S].
We remark that the quantization W˜h of X admits a quantum comoment map g →
Γ(X, W˜h), see [L3]. This gives rise to a G × C×-equivariant algebra homomorphism
Uh(g) → Γ(X, W˜h). Restricting the latter to the G-invariants we get a monomorphism
Uh(g)
G →֒ Wh. Since the G-action on X is free, it is easy to see that Uh(g)G coincides
with the center of Wh. An alternative proof is given in [L3], Subsection 2.2.
In the sequel we will need an extension ofWh. Namely, pick a Cartan subalgebra h ⊂ g
and let W denote the Weyl group of (g, h) and ∆ ⊂ h∗ be the root system. Pick a Borel
subgroup B ⊂ G. This choice defines a system Π of simple roots in ∆. Let, as usual,
ρ stand for half the sum of all positive roots. Then one defines the ·-action of W on h∗
by w · λ = w(λ + ρ) − ρ. Consider the induced action of W on Sh = C[h∗]. Recall the
Harish-Chandra isomorphism U(g)G ∼= ShW . We will use its homogenized version: we
identify Uh(g)
G with C[h∗, h]W , where the action of W on the latter algebra is given by
w.f(λ) = f(w−1(λ+ ρh)− ρh).
Below we will need to consider the algebra Wh,h :=Wh ⊗Uh(g)G C[h
∗, h]. For λ ∈ h∗ let
Wλ denote the quotient of Wh by the ideal in C[h∗] corresponding to λ and h = 1. It is
easy to see that the natural homomorphism Wh →Wλ is an epimorphism.
Now let us explain the approach to W-algebras of Premet, [P], in the version of Gan and
Ginzburg, [GG1]. Recall the grading g =
⊕
i∈Z g(i), the subalgebra m ⊂ g, the element
χ ∈ g∗ from Subsection 4.3.
Consider the quantum Hamiltonian reduction Uh(g)//χM equipped with the so called
Kazhdan grading. The latter is defined as follows: for ξ ∈ g(i) the Kazhdan degree of ξ is,
by definition, i + 2 (and the degree of h is 2, as usual). The algebra Uh(g)//χM inherits
the grading from Uh(g).
In [L2], the author checked that the filtered algebra Wh/(h − 1)Wh and U(g)//χM
are isomorphic. This does not automatically imply that the graded algebras Wh and
Uh(g)//χM are isomorphic. However, the existence of the latter isomorphism can be
easily deduced from [L2], Remark 3.1.4.
5.2. Parabolic W-algebras and quantizations of Slodowy varieties. Let us define
the parabolic analogs ofWh,h. Namely, let P be a parabolic subgroup of G and let a stand
for the quotient of p by its solvable radical. Consider a C[a∗, h]-algebra Ah that is, by
definition, the algebra of C×-finite elements in Γ(G/P,Dh(G/P0)
P/P0), where the action of
P/P0 on Dh(G/P0) is induced from the action on G/P0 by right translations. This algebra
comes equipped with a homomorphism Uh(g) → Ah induced by the quantum comoment
map. So we can consider the quantum Hamiltonian reduction WPh,a := (Ah/Ahmχ)
M .
This is also a graded algebra over C[a∗, h].
We will modify the C[a∗, h]-algebra structure on WPa,h as follows. Assume that B ⊂ P
and let L stand for the Levi subalgebra of P containing the maximal torus corresponding
to h. We may and will identify a with the center z(l) of l = Lie(L). Consider the map
ι : a→ Ah defined by ι(ξ) = Φ(ξ)− h〈ρ, ξ〉, where Φ is the initial map a→ Ah. The new
C[a∗, h]-algebra structure on WPh,a we need is induced by ι. The reason why we need this
shift will become clear later.
We remark that the identification of a with the center of l gives rise to the direct sum
decomposition h = a ⊕ (h ∩ [l, l]) and hence to the projection h ։ a. So we can set
Wa,h := C[a∗, h]⊗C[h∗,h]Wh,h.
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Lemma 5.2.1. (1) WPh,a/hW
P
h,a = C[S˜(e, P )].
(2) WPh,a coincides with the subalgebra of C
×-finite elements in Γ(S˜(e, P ), W˜h/̂/P ).
(3) There is a natural graded C[h]-algebra homomorphism Wa,h →WPh,a.
(4) This homomorphism is bijective when P = B.
(5) This homomorphism is surjective provided g is of type A.
Proof. The M-action on µ−1(χ|m) is free, [Gi], Corollary 1.3.8 (here µ is the moment
map Spec(Ah/(h)) → m∗). So the algebra WPh,a satisfies quantization commutes with
reduction condition by Lemma 3.3.1. But the algebra of global functions on X //P =
(T ∗G//P )//χM , by definition, is just (Ah/(h))//χM . This implies (1). The proof of (2)
is now analogous to that of Lemma 4.2.4.
Let us prove (3). We need to establish a homomorphism C[a∗, h]⊗Uh(g)G Uh(g) ։ Ah,
then we will apply the reduction by M .
We have the quantum comoment map homomorphism Uh(g)→ Ah together with a ho-
momorphism C[a∗, h]→ Ah specified above. Let us show that these two homomorphisms
agree on Uh(g)
G (the latter maps to C[a∗, h] via the composition Uh(g)
G ∼= C[h∗, h]W →֒
C[h∗, h]։ C[a∗, h]). This is a pretty standard fact but we will provide its proof for read-
ers convenience. First of all, since both homomorphisms Uh(g)
G → Ah are graded it is
enough to prove that they coincide modulo h−1. But the algebra A := D(G/P0)P/P0 acts
on C[G/P0] and the subalgebra Sa ⊂ A acts faithfully. Now the claim that the natural
action of U(g)G on C[G/P0] factors through the homomorphism U(g)
G → Sa is just part
of the construction of the Harish-Chandra isomorphism U(g)G ∼= ShW . This completes
the proof of (3).
So we have constructed a homomorphism C[a∗, h]⊗Uh(g)G Uh(g)→ Ah. For P = B the
natural homomorphism C[h∗, h]⊗Uh(g)G Uh(g)→ Ah is a bijection. Indeed, since the right
hand side is C[h]-flat, it is enough to show that this homomorphism is an isomorphism
modulo h. This follows from the fact that Ah/(h) = C[T ∗G//B] = C[h∗ ×g∗//G g
∗] =
C[h∗, h]⊗Uh(g)G Uh(g)/(h).
Proceed to assertion (5). Again, it is again to prove that the homomorphism is sur-
jective modulo h. The homomorphism becomes C[a∗ ×g∗//G S] → C[X //P ]. Again, the
homomorphism is the identity on C[a∗] and both algebras are flat (=graded free) over
C[a∗]. So its enough to prove that the homomorphism is surjective modulo (a). But
modulo (a) the left algebra is just C[S∩N ], where N denotes the nilpotent cone in g∗.
The right algebra is C[S(e, P )]. The image of S(e, P ) in S ∩N coincides with S ∩Gp⊥.
Let us show that the latter is a normal Poisson variety. First of all, Gp⊥ is the closure of
a nilpotent orbit and hence is normal, thanks to the results of Kraft and Procesi, [KP]. The
intersection S∩Gp⊥ is transversal at χ so S∩Gp⊥ is normal at χ. To prove the normality
at the other points we notice that the Kazhdan action contracts S∩Gp⊥ to χ. Also the
morphism S(e, P )→ S∩Gp⊥ is birational because the natural morphism T ∗(G/P )→ Gp⊥
is birational and G-equivariant. So we see that the morphism S(e, P )→ S∩N gives rise
to an isomorphism C[S(e, P )] ∼= C[S∩Gp⊥]. So the morphism C[S∩N ] → C[S(e, P )] is
surjective, as required. 
Remark 5.2.2. In general, the homomorphism Wh,a → WPa,h is not surjective but is
surjective modulo (h − 1). Let us sketch a proof. First, we need to show that the
homomorphism Sa ⊗U(g)G U(g) → D(G)//P is surjective. This homomorphism is the
identity on Sa so it is enough to show that the induced homomorphism of the fibers at
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λ ∈ a∗ is surjective for any λ ∈ a∗. But this follows from results of Borho and Brylinski,
[BB], Theorem 3.8 and Remark 3.9.
5.3. Main theorems. First of all let us state a result on the isomorphism of deformations
of Kleinian singularities.
Let Γ, Q,v,d, g,O, δ be as in Subsection 4.5. Pick a Cartan subalgebra h ⊂ g, a system
α1, . . . , αr of simple roots in h. Recall that the space z = gl(v)
∗GL(v) is identified with
CQ0 by
∑
i∈Q0
χiǫi 7→ [ξ 7→
∑
i∈Q0
χi tr(ξi)]. Here ǫi, i ∈ Q0, is the tautological basis in
CQ0. Consider the subspace z0 ⊂ z of all vectors orthogonal to δ. Identify h∗ with z0 by
λ 7→
∑r
i=0 λiǫi, where λ1, . . . , λr are defined from λ =
∑r
i=1 λiαi, and λ0 = −
∑r
i=1 δiǫi.
Recall that we have the C[h∗][h]-algebraWh,h (with the modified structure map C[h∗][h]→
Wh,h, see Subsection 5.2) and also a C[z0][h]-algebra Az0(DQ,v,d)h.
Theorem 5.3.1. There is a C[h∗][h]-linear isomorphism Az0(DQ,v,d)h
∼
−→Wh,h of graded
associative algebras.
Remark 5.3.2. Usually one considers the C[z0][h]-algebra Az0(DQ,v)h instead ofAz0(DQ,v,d)h.
However, it is pretty straightforward to see that these two algebras are naturally isomor-
phic.
Now let G = SLN , n, r1, . . . , rn, P,v,d, Q,O have the same meaning as in Subsection
4.6. Let a be constructed from P as in Subsection 5.2. Let us relate the algebras WPa,h
and A(DQ,v,d)h. First, we need to identify a with z
∗. We can view a as the space
{diag(x1, . . . , x1, . . . , xn, . . . , xn)} of matrices, where xi appears ri times with
∑n
i=1 rixi =
0. Map diag(x1, . . . , xn) ∈ a to
∑n−1
i=1 (
∑i
j=1 rjxj)ǫi.
We assume that di > 2vi − vi+1 − vi−1 for all i (we set v0 = vn = 0). This is equivalent
to ri > ri+1 for all i. Also recall that in Subsection 4.2 we assigned elements d to d and
v to v. Our condition is equivalent to saying that d− v is dominant.
The reason for this assumption is that it guarantees that quantization commutes with
reduction holds for A(DQ,v,d)h. If we remove this assumption then one can still show
that we have an epimorphism A(DQ,v,d)h ։WPh,a that is an isomorphism if and only if
the scheme M0(DQ,v,d) is reduced.
Theorem 5.3.3. There is a C[a∗][h]-linear isomorphism A(DQ,v,d)h
∼
−→ WPh,a of graded
associative algebras.
Remark 5.3.4. The previous theorem provides the third realization of the W-algebra
in type A. The first one was that of Premet, while the second one was the Yangian
type presentation of W by generators and relations due to Brundan-Kleshchev,[BrK]. At
the moment, an analogous presentation of the general parabolic W-algebras in type A
is not known, but should not be difficult to obtain. We also remark that Mirkovic and
Vybornov related parabolic Slodowy slice and Slodowy varieties to affine Grassmanians,
[MV]. One could speculate that their results is a classical analog of the Brundan-Kleshchev
presentation.
5.4. Reduction of even quantizations. Let X , G be as in Subsection 3.1 and let D be
an even graded G-equivariant quantization of X with parity antiautomorphism σ. Also
we suppose that C× acts on X as in Subsection 3.1. Let Φ : g→ Γ(X ,D) be the quantum
comoment map, we assume that Φ(t2ξ) = t.Φ(ξ). The goal of this subsection is to obtain
a criterium for D//G to be even. Of course, this depends on the choice of Φ: for two
quantum comoment maps Φ,Φ′ we have Φ(ξ)− Φ′(ξ) = 〈α, ξ〉h for some α ∈ g∗G.
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Let α be the character of the G-action on
∧top
g. The main result of this subsection is
the following theorem.
Theorem 5.4.1. Suppose that σ(Φ(ξ))− Φ(ξ) = 〈α, ξ〉h. Then D//G is an even quanti-
zation.
For example, if the group G has no characters, e.g. is semisimple or unipotent, then the
reduction of an even quantization is always even. Also if G is reductive and the quantum
comoment map is symmetrized, i.e., σ(Φ(ξ)) = Φ(ξ), then D//G is an even quantization of
X//G, and D//0G is an even quantization of X //0G. Now if we replace a reductive group
G with its parabolic subgroup P , then the quantization X //ρhP is even. This motivates
the shift we made in Subsection 5.2 (see also the proofs of Theorems 5.3.1,5.3.3 in the
next subsection).
The proof of Theorem 5.4.1 is organized as follows. First, we prove two auxiliary
lemmas. Then we prove Theorem 5.4.1 in the case when G is reductive, which is the most
technical part of the proof. Next, we deal with the cases of the 1-dimensional unipotent
group. And then we complete the proof of Theorem 5.4.1.
First of all, let us investigate a relationship between Φ and the antiautomorphism σ
participating in the definition of an even quantization.
Lemma 5.4.2. σ(Φ(ξ))− Φ(ξ) ∈ Ch for all ξ ∈ g. Moreover, if ξ ∈ g vanishes on g∗G,
then σ(Φ(ξ)) = Φ(ξ).
Proof. For any local section f or D we have
[σ(Φ(ξ)), σ(f)] = −σ([Φ(ξ), f ]) = −σ(hξDf) = hξDσ(f) = [Φ(ξ), σ(f)],
where ξD stands for the derivation of D induced by ξ. So Φ(ξ)−σ(Φ(ξ)) lies in the center
of D. Since X is symplectic, the center coincides with C[[h]]. Since both Φ(ξ), σ(Φ(ξ))
have degree 2 with respect to the C×-action, we see that σ(Φ(ξ))− Φ(ξ) ∈ Ch.
The G-action on C[[h]] is trivial. So ξ 7→ Φ(ξ) − σ(Φ(ξ)) is both G-invariant and G-
equivariant map. Hence for any ξ in the annihilator of g∗G we have σ(Φ(ξ)) = Φ(ξ). 
Recall that π : X → X /G stands for the quotient morphism. By our assumptions, this
morphism is locally trivial in etale topology.
Lemma 5.4.3. (1) The natural morphism π∗(D)G → D//G induces an isomorphism
π∗(D)G/π∗(DΦ(g0))G
∼
−→ D//G (were g0 is the annihilator of g∗G in g).
(2) π∗(D) is a flat (left or right) module over π∗(D)G.
Proof. Let us prove the first assertion. It is enough to prove that the homomorphism
π∗(D)G → D//G is surjective. Similarly to the proof of Proposition 3.4.1 in [L4], we
can show that π∗(D)G/(h) = π∗(OX)G. So to prove that π∗(D)G → D//G is surjective
it is enough to verify that the natural morphism π∗(OX )
G → OX//G is surjective. The
surjectivity property is preserved by an etale base change. So we may assume that X →
X /G is a free principal G-bundle, so that X = (X /G)× G. It follows that any G-stable
ideal in OX is the pullback of an ideal in OX/G. The surjectivity claim follows.
The second assertion follows from the fact that the morphism X → X /G is flat. 
Let us proceed to proving Theorem 5.4.1 in the case when G is reductive.
Proposition 5.4.4. If G is reductive and σ(Φ(ξ)) = Φ(ξ), then D//G is even.
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Proof. The proof is divided into several steps.
Step 1. Set I := DΦ(g0). The antiautomorphism σ descends to π∗(D)G. Assume for a
moment that the following claim holds
(*) π∗(I)G is σ stable.
Then σ induces an antiautomorphism of D//G = π∗(D)G/π∗(I)G and this antiauto-
morphism is a parity antiautomorphism.
We remark that (*) is local. So we may assume that X /G is affine. It follows that X is
affine. Then Γ(X , I) = Γ(X ,D) Span(Φ(ξ) : ξ ∈ g0). Abusing the notation, we will write
D, I for Γ(X ,D),Γ(X , I). Set J := IG. Then (*) can be rewritten as
(*) σ(J ) = J .
In the subsequent steps we will prove (*) in this form.
Step 2. On this step we will reduce the proof to the case when G is connected and
semisimple. Set G′ := (G◦, G◦). Assume that (*) holds for G′ instead of G. Then we have
a parity antiautomorphism σ′ of D//G′. Replacing G with G/G′ and D with D//G′ we
may assume that G◦ is a torus.
We remark that any Φ(ξ) is G◦-invariant. Since G◦ is reductive, IG
◦
coincides with
the left (=right) ideal in DG
◦
generated by Φ(ξ). For f ∈ DG
◦
and ξ ∈ g0 we have
σ(fΦ(ξ)) = Φ(ξ)σ(f) = σ(f)Φ(ξ). So DG
◦
Φ(g0) is σ-stable. Now it is easy to see that
IG is σ-stable.
Step 3. So we assume that G is semisimple and connected. On this step we are going
to reduce the proof of (*) for D to the proof of an analog of (*) for certain completions
of D.
Pick a point y ∈ µ−1(0)/G ⊂ X /G. Let my denote the ideal of π
−1
G (y) in OX . Denote
by m˜y the inverse image of my in D. Consider the completion D∧y := lim←−n→∞D/m˜
n
y . This
is a complete and separated topological C[[h]]-algebra equipped with a natural G-action.
The quotient of D∧y modulo h is naturally identified with the completion C[X ]∧y :=
C[X∧pi−1(y)]. Also we can define the completion (DG)∧y := lim←−n→∞D
G/mny . We remark
that σ induces an antiautomorphism of D∧y to be denoted by the same letter.
Consider the natural map D⊗̂DG(D
G)∧y → D∧y . Here in the left hand side D is
equipped with the h-adic topology, while (DG)∧y has the topology of a completion. We
claim that this map is bijective. Indeed, analogously to Lemma A2 in [L5], we see that
both D∧y , (DG)∧y are flat over C[[h]] and complete in the h-adic topology. By assertion 2
of Lemma 5.4.3, D⊗̂DG(D
G)∧y is also flat over C[[h]]. So it is enough to check that our map
is an isomorphism modulo h, i.e., that a natural map C[X ]⊗̂C[X]G(C[X ]
G)∧y → C[X ]∧y is
an isomorphism. But this is straightforward from the construction.
It follows that (D∧y)G = (DG)∧y . Consider the closure J ∧y of J in (D∧y)G. The iso-
morphism from the previous paragraph implies that J ∧y = [D
∧y SpanC(Φ(ξ))]
G. Assume
for a moment that σ(J ∧y) = J ∧y for all y. Let us deduce from this that σ(J ) = J .
Consider the functor of m˜Gy -adic completion on the category of finitely generated left
DG-modules. As in [L5], Lemma A2, one can show that this functor is exact. So J ∧y =
J ∧y + σ(J ∧y) coincides with the completion of J + σ(J ). Set N := (σ(J ) + J )/J .
The completion of this module at y vanishes for all y ∈ µ−1(0)/G. On the other hand,
N ⊂ DG/J is supported on µ−1(0)/G. It follows that N = {0}.
Step 4. Let us consider a special case of X and D.
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Consider the quantization D := D1/2h (G) of X := T
∗G. Equip the algebra D with a
G-action induced from the action on G by left translations. Then Φ(ξ) := ξG defines a
quantum comoment map.
The algebra DG is generated (as a C[[h]]-algebra) by the left invariant vector fields
and is naturally isomorphic to the h-adic completion Uh(g)
∧h of Uh(g). The quotient
Uh(g)
∧h/J is flat over C[h] and (Uh(g)∧h/J )/h(Uh(g)∧h/J ) = C[T ∗G//0G] = C. So
Uh(g)
∧h/J = C[[h]]. From here it is easy to deduce that J = Uh(g)∧hg. In particular, J
is σ-stable.
We will need a trivial generalization of this result. Namely, the ideal J remains σ-
stable if we replace D1/2h (G) with the tensor product D
1/2
h (G)⊗̂K[[h]]A
∧h
h,2m, where A
∧h
h,2m is
equipped with a trivial G-action.
Step 5. On this step we are dealing with general X ,D. Our goal is to describe the
structure of the the triple D∧y ,Φ : g → D∧y , σ : D∧y → D∧y . Then we will deduce the
equality σ(J ∧y) = J ∧y from this description.
Set m := 1
2
dimX − dimG. Consider the quantum algebra D1/2h (G) ⊗C[[h]] A
∧h
h,2m. Let
D′ denote its completion with respect to the ideal of the base G ⊂ T ∗G →֒ T ∗G× C2m.
This is an algebra equipped with
• the product G-action, where the action on the Weyl algebra is supposed to be
trivial,
• a quantum comoment map Φ′ : g→ D′ induced from the quantum comoment map
g→ D1/2h (G),
• A parity antiautomorphism σ′ that preserves the tensor product decomposition,
and coincides with the antiautomorphisms on the factors that were introduced
above.
Lemma 5.4.5. There is a G-equivariant isomorphism ι : D∧y → D
′ of C[[h]]-algebras
intertwining the quantum comoment maps and the parity anti-automorphisms.
Proof of Lemma 5.4.5. Applying (a slight modification of) Theorem 3.3.4 from [L4] (with-
out C×-actions) we see that there is a G-equivariant isomorphism ι0 : D∧y → D
′ intertwin-
ing the quantum comoment maps (since G is supposed to be semisimple the compatibility
with quantum comoment maps follows from the G-equivariance). So we only need to
prove the following claim:
(**) Let σ1, σ2 be two G-equivariant parity anti-automorphisms of D′. Then there is
f ∈ D′G such that σ1 = exp(ad f)σ2 exp(− ad f).
First of all, we remark that there is f ′ ∈ D′G such that σ1 = exp(ad(f ′)) ◦ σ2. Indeed,
σ1 ◦ σ
−1
2 is a G-equivariant C[[h]]-linear automorphism of D
′ that is the identity modulo
h. So σ1 ◦ σ
−1
2 = exp(hd), where d is a C[[h]]-linear derivation of D
′. But the completion
of T ∗G × C2m along any G-orbit has the trivial first De Rham cohomology because G
is semisimple. This easily implies that any C[[h]]-linear derivation of D′ has the form
1
h
ad(f ′) for some f ′ ∈ D′. Since d is G-equivariant, we see that there is a G-invariant
element f ′ ∈ D′ with d = 1
h
ad(f ′).
So σ1 = exp(ad(f
′)) ◦σ2. The equality σ21 = id implies exp(ad(f
′)) exp(− ad(σ2(f ′))) =
id. So f ′− σ2(f ′) ∈ C[[h]]. Replacing f ′ with f ′− P for an appropriate series P ∈ C[[h]],
we may assume that f ′ = σ2(f
′).
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For f1, f2 ∈ D′ let f1 ◦ f2 denote the Campbell-Hausdorff series of f1, f2 (the series
converges because [D′,D′] ⊂ hD′). We have
exp(ad(f))σ2 exp(− ad(f)) = exp(ad(f)) exp(ad(σ2(f)))σ2.
So it is enough to show that there exists a G-invariant element f with
(5.1) f ◦ σ2(f) = f
′.
From the form of the Campbell-Hausdorff series and the inclusion [D′,D′] ⊂ hD′ it is easy
to deduce that (5.1) has a unique solution that is automatically G-invariant. 
Now to prove that J ∧y is σ-stable, we use the results of Step 4. 
Now let us proceed to the case when we reduce by the one-dimensional unipotent group.
Proposition 5.4.6. Let G0 = C be the one-dimensional unipotent group, T := C
×, and
G = T ⋉ G0, where t ∈ T acts on G0 by (t, g0) 7→ tag0 for some a ∈ Z. Suppose that
σ(Φ(ξ0)) = Φ(ξ0) for the unit element ξ0 ∈ g0 (this is automatically true if a 6= 0), and
σ(Φ(η))− Φ(η) = a1h for the unit element η ∈ t = C. Then
(1) The quantization D//G0 is even.
(2) Let Φ0 : t→ Γ(X //G0,D//G0) be the quantum comoment map induced by Φ. Then
σ(Φ0(η)) = Φ0(η) + (a1 − a)h.
Proof. Let us prove assertion 1. Lemma 5.4.3 implies thatD//G0 = π∗(D)G0/π∗(DΦ(ξ0))G0.
But Φ(ξ0) is G0-invariant, and π∗(D)G0 is flat over C[Φ(ξ0)]. So we have the equality
π∗(DΦ(ξ0))
G0 = π∗(D)
G0Φ(ξ0) and the right hand side is σ-stable, compare with Step 3
of the proof of Proposition 5.4.4. This implies assertion 1.
Let us prove assertion 2. Since the group G0 is unipotent, there is an open affine subset
Y 0 ⊂ X /G0 such that the restriction the quotient morphism π : X → X /G0 is trivial over
Y 0. Replacing X with π−1(Y 0) we may assume that X /G0 is affine and X = X /G0×G0.
Again we write D instead of Γ(X ,D). Let x denote the coordinate function on G0 = C
so that ξ0.x = 1. We remark that the operator ξ0 : C[X ]→ C[X ] is surjective. It follows
that ξ0 : D → D is surjective. So we can find a lifting x˜ of x to D such that ξ0.x˜ = 1.
Consider the element f = Φ(η) − ax˜Φ(ξ0) ∈ D. Then [f,Φ(ξ0)] = 0 and so f ∈ DG.
Moreover, the image of f in D//G0 coincides with Φ0(η). Let us compute σ(f). We have
σ(f) = σ(Φ(η))− aσ(Φ(ξ0))σ(x˜) = Φ(η) + a1h− aΦ(ξ0)σ(x˜) =
= f + a1h− a[Φ(ξ0), σ(x˜)] + a(x˜− σ(x˜))Φ(ξ0) = f + a1h− ahξ0.σ(x˜) + a(x˜− σ(x˜))Φ(ξ0).
But ξ0.σ(x˜) = σ(ξ0.x) = 1 because σ is G0-equivariant. So we see that σ(f) coincides
with f +(a1−a)h modulo DGΦ(ξ0)+h2DG. It follows that σ(Φ0(η)) is congruent Φ0(η)+
(a1 − a)h modulo h2DG. This implies assertion 2. 
Proof of Theorem 5.4.1. Similarly to Step 2 of the proof of Proposition 5.4.4, we may
assume that G is connected. The character α does not change if we replace G with its
solvable radical. So Proposition 5.4.4 reduces the proof to the case when G is solvable.
Now let G0 be a one-dimensional normal unipotent subgroup in G. Let α0 be the
character of the action of G on g0 and let Φ0 : g/g0 → Γ(X//G0,D//G0) be the induced
moment map. Proposition 5.4.6 implies that σ(Φ0(ξ)) − Φ0(ξ) = 〈α − α0, ξ〉h for any
ξ ∈ g/g0. But α − α0 is nothing else but the character of G/G0 on
∧top(g/g0). So by
induction we reduce the proof to the case when G is a torus. Here our claim follows from
Proposition 5.4.4. 
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5.5. Proofs of the main theorems.
Proof of Theorem 5.3.1. Consider the symplectic formal scheme X˜ := R(DQ,v,d)θ,ss/̂/z0 GL(v)
over the formal neighborhood z∧00 of 0 in z0, where θ is as in (4.2). We claim that the
symplectic schemes S˜(e, B) and X˜ are C×-equivariantly symplectomorphic in such a way
that the symplectomorphism lifts the isomorphism h∗ → z0 constructed before Theorem
5.3.1.
We have the line bundles L′i, i = 0, . . . , r on X = M
θ
0(DQ,v,d). We claim that⊗
L⊗δii
∼= OX . This follows, for example, from a well-known fact that if we identify Pic(X)
with the weight lattice of g, then L′0 gets identified with −δ, where δ is the maximal root.
By Proposition 2.1.2, X˜, S˜(e, B) are obtained by pulling back the universal deformation
of X by means of certain maps z0 → H
2
DR(X), h
∗ → H2DR(X). Now Proposition 4.5.1
together with Proposition 3.2.1 imply that the maps z0 → H2DR(X), h
∗ → H2DR(X) are
intertwined by the isomorphism h∗ → U . This shows the claim of the previous paragraph.
Identify X˜ with S˜(e, B). Consider the canonical quantization D of this symplectic
scheme over z∧00 . By Corollary 2.3.3, any even graded quantization of X˜ is isomor-
phic to D. So Theorem 5.4.1 specifies the condition on a comoment quantum map for
the reduced quantization to be canonical. Thanks to Lemmas 4.2.4, 5.2.1, the algebras
Az0(DQ,v,d)h,Wh,h are the subalgebras of C
×-finite global sections of appropriate quan-
tizations of X˜ = S˜(e, B). Since these quantizations are graded and even by Theorem
5.4.1, they are isomorphic, and so we see that the algebras Az0(DQ,v,d)h and Wh,h are
isomorphic as C[h∗, h]-algebras. 
Proof of Theorem 5.3.3. It is the same as the proof of Theorem 5.3.1, but one has to
replace results from Subsection 4.5 with their counterparts from Subsection 4.6. Perhaps,
the only new part is that we need to check that quantization commutes with reduction
for A(DQ,v,d)h. Thanks to Lemma 3.3.1, we only need to check that Proposition 4.2.1
applies in the present situation.
Consider the quiver Qd and the dimension vector vd. Suppose vd is decomposed into
a sum v′ + v1 + . . .+ vk, with v1, . . . ,vk being roots for the Dynkin quiver Q. We need
to show that p(v) > p(v′) +
∑k
i=1 p(v
i).
We have p(vi) = 0 for i = 1, . . . , k so we only need to check that p(v) > p(v′) for any
v′ 6 v,v′ 6= v and v′s = 1. Let v
′ be the element of the root lattice associated to v′. We
have p(v) = (d, v)− 1
2
(v, v), p(v′) = (d, v′)− 1
2
(v′, v′). Here (·, ·) is the normalized invariant
scalar product, i.e. (x,y) :=
∑k
i=1 xi(2yi − yi−1 − yi+1). Set u := v − v
′, and u be the
corresponding vector in the root lattice. Then we have p(v)−p(v′) = (u, d− 1
2
(v+v′)) =
(u, d− v + 1
2
u) > 1
2
(u, u). The last inequality holds because d− v is dominant. 
6. Symplectic reflection algebras
6.1. Definitions. Let V be a symplectic vector space with symplectic form ω and G ⊂
Sp(V) be a finite group. Let S denote the set of symplectic reflections in G, that is the
set of all g ∈ G such that rk(g − id) = 2. Decompose S into the union
⊔r
i=0 Si of G-
conjugacy classes. Pick independent variables c0, c1, . . . , cr, one for each conjugacy class
in S and also an independent variable h. Let c denote the vector space dual to the span of
h, c0, . . . , cr, with dual basis hˇ, cˇ0, . . . , cˇr. By the (universal) symplectic reflection algebra
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(shortly, SRA) we mean the quotient H of C[c]⊗ TV#G by the relations
(6.1) [u, v] = hω(u, v) +
r∑
i=0
ci
∑
s∈Si
ωs(u, v)s,
with ωs = π
∗ω, where π stands for the projection V ։ im(s− id) along ker(s− id).
For β ∈ c let Hβ denote the specialization of H at β.
Let us list some properties of the algebra H:
(A) H/(h, c0, . . . , cr)H = SV#G.
(B) H is graded: CG ⊂ H has degree 0, V ⊂ H – degree 1, while c∗ is of degree 2.
(C) H is flat over C[c]. This is a reformulation of results of Etingof and Ginzburg,
[EG], Theorem 1.3.
(D) Finally, and, in a sense, most importantly, H is universal with these three proper-
ties under some mild restrictions on G. Namely, assume that G is symplectically
irreducible, that is, there is no proper symplectic G-submodule of V. Then let
c′ be a vector space and H′ be a graded C[c′]-algebra satisfying the analogs of
(A),(B),(C). Then there is a unique linear map c′ → c such that H′ ∼= C[c′]⊗C[c]H.
To prove (D) one argues as follows. The degree −2 component of the Hochshield cohomol-
ogy group HH2(SV#G) is identified with c∗. All graded deformations are unobstructed
because the degree −4 component of HH3(SV#G) vanish. To compute the Hochshield
cohomology of SV#G one argues similarly to the proof of Theorem 9.1 in [E].
In fact, below we will be interested mostly in the so called spherical subalgebra of H.
Namely, consider the trivial idempotent e = 1
|G|
∑
γ∈G γ ∈ CG and note that CG ⊂ H.
Form the spherical subalgebra eHe with unit e. This is a flat graded deformation of (SV)G.
We are mostly interested in the special case when G is the wreath-product Γn of a
Kleinian group Γ ⊂ SL2(C) and of the symmetric group Sn, where n > 1, and V = L⊕n,
see Subsection 4.4.
Let Γ \ {1} =
∐l
i=1 S
0
i be the decomposition into Γ-conjugacy classes. We have S =
Ssym ⊔
∐l
i=1 Si, where
Ssym := {sijγ(i)γ
−1
(j) , 1 6 i < j 6 n, γ ∈ Γ},
Si := {γ(j), 1 6 j 6 n, γ ∈ S
0
i }, i = 1, . . . , l.
where γ(j) means the element (1, . . . , 1, γ, 1, . . . , 1) ∈ Γ
n with γ on the j-th place, and sij
stands for the transposition of the i-th and j-th elements in Sn.
We remark that Γ is symplectically irreducible provided Γ 6= {1}. We can make Sn to act
symplectically irreducibly if we replace Ln with the double of the reflection representation
of Sn. Below we still write c1, . . . , cl for the independent variables corresponding to Si, i =
1, . . . , l, and we write k for the variable corresponding to Ssym. Then (6.1) becomes the
same system of relations as (1.2.2),(1.2.3) in [EGGO]. Of course, for n = 1 we just do
not have the class Ssym. However, it will be convenient for us to consider the space c˜ := c
for n > 1 and c˜ := c ⊕ Ckˇ for n = 1 and set H˜ := C[˜c]⊗C[c] H. So H˜ = H for n > 1 and
C[k]⊗H for n = 1.
6.2. Main result. Our ultimate goal is to reprove results relating eHe to certain quantum
Hamiltonian reductions. The latter is as follows.
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Let Ni, Q, δ,v,d be as in Subsection 4.4. Set V := R(DQ,v,d). Further, set G :=
GL(nδ), z := g∗G. Let Ah be the homogenized Weyl algebra of V . Consider the reduction
A(DQ,v,d)h := Ah//G. This is a graded algebra over C[z][h].
Let us state our main result. Recall that we have fixed a C×-equivariant Poisson
isomorphism C2n/Γn ∼= M0(DQ,v,d). Set c := h +
∑r
i=1 ci
∑
γ∈S0i
γ ∈ c∗ ⊗ Z(CΓ).
Further, recall the identification z ∼= CQ0. It will be convenient for us to change our
usual notation and write ǫ0, . . . , ǫr for the tautological basis of z
∗ (and not of z). Also set
ẑ∗ := z∗ ⊕ Ch and let ǫˇ0, . . . , ǫˇr, hˇ be the dual basis in ẑ.
Theorem 6.2.1. Suppose Γ 6= {1}. There is a graded algebra isomorphism eH˜e →
A(DQ,v,d)h, that maps c˜
∗ ⊂ eH˜e to ẑ∗ ⊂ A(DQ,v,d)h and induces the fixed isomorphism
C2n/Γn ∼= M0(DQ,v,d). The corresponding map υ : c˜∗ → ẑ∗ is the inverse of the
following map
h 7→ h,
ǫ0 7→ trN0 c/|Γ| − (k + h)/2.
ǫi 7→ trNi c/|Γ|, i = 1, . . . , r.
(6.2)
This theorem is similar to the principal result of [EGGO] but there are several differ-
ences. First, (6.2) looks different from the analogous formula in [EGGO]. This is because
their quantum comoment map differed from ours by a character (our quantum comoment
map is, in a sense, symmetrized but theirs is not). Second, our parameters are indepen-
dent variables, while [EGGO] considers numerical values. Finally, the proof in [EGGO]
works only when the quiver Q is bi-partive, which is true for Γ of types D,E and Al for
even l. The cases Al for all l > 0 are covered by the work of Oblomkov, [O] and Gordon,
[Go]. The case of n = 1 follows basically from Holland’s paper [H]. Holland’s results may
be interpreted as follows. The case Γ = {1} was obtained in [GG1]. The proof in this
case can be obtained by a slight modification of our argument, but we are not going to
provide it.
For n = 1 Theorem 6.2.1 together with Remark 5.3.2 imply the following result, which
essentially was first proved by Holland. Set ẑ0 := z0 ⊕ Ch.
Theorem 6.2.2. Let n = 1. There is a graded algebra isomorphism eHe→ Az0(DQ,v)h
mapping c∗ to ẑ∗0, where the induced map υ0 : c
∗ → ẑ∗0 is the inverse of the following map
h 7→ h,
ǫ0 7→ trN0 c/|Γ| − h.
ǫi 7→ trNi c/|Γ|, i = 1, . . . , r.
(6.3)
Theorem 6.2.1 for n = 1 will be proved in Subsection 6.3. The case n > 1 is much more
complicated. Its proof will be completed in Subsection 6.6.
Let us explain the scheme of the proof. To prove the existence of a graded endomor-
phism Υ : eH˜e → A(DQ,v,d)h mapping c∗ = c˜∗ to ẑ∗ is relatively easy. There are two
ingredients for this proof: the universality property of SRA’s, see (D) in the the previ-
ous subsection, and the existence of a bundle P on a resolution of C2n/Γn. This bundle
allows to construct a deformation of S(C2n)#Γn whose spherical subalgebra is precisely
A(DQ,v,d)h. In the case n = 1 we have enough information about the bundle P to
recover the corresponding map c∗ → ẑ∗ pretty easily. But this is not the case in general,
so the most difficult part of the proof is to show that the map c∗ → ẑ∗ is as needed.
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Of course, it is enough to show that the restriction Υ|c∗ differs from υ by a map
induced by an automorphism of A(DQ,v,d)h. We study certain group of automorphisms
of the algebras A(DQ,v,d)h in Subsection 6.4. First we use Maffei’s construction of
isomorphisms of quiver varieties, [Ma2], to show that the group we are interested in
includes the Weyl group Wfin of the Dynkin part of Q. Then we check that for n = 1 the
group under consideration basically coincides with Wfin. Finally, we produce a certain
automorphism of A(DQ,v,d)h for n > 1 that (as we will see later) does not belong to
Wfin.
Then our strategy to prove Theorem 6.2.1 for n > 1 is to reduce it to the case n = 1,
where the result is already known. This is achieved by considering certain completions of
eHe,A(DQ,v,d)h and their isomorphism induced by Υ. We will consider two different
completions. This will be done in Subsection 6.5.
In Subsection 6.6 we complete the proof of Theorem 6.2.1. We will show that the iso-
morphism of completions introduced in Subsection 6.5 give rise to certain endomorphisms
of some SRA with n = 1. From here, thanks to results of Subsection 6.4, we will deduce
that Υ|c∗ coincides with υ up to an element of Wfin×Z/2Z acting on ẑ. Then we will see
that any element of this group is actually induced by an automorphism of A(DQ,v,d)h.
The last subsection of the section has nothing to do with the main theorem. There we
use our techniques to establish a result to be used in a subsequent paper [GL].
6.3. An isomorphism via a (weakly) Procesi bundle. Here we are going to prove
that there is a C[h]-linear graded algebra homomorphism Υ : eH˜e→ A(DQ,v,d)h map-
ping c˜∗ to ẑ∗. Then we will prove Theorem 6.2.1 for n = 1.
Thanks to the universality property of H, the existence of Υ will follow if we produce a
graded flat C[̂z∗]-algebra H˜′ that deforms C[C2n]#Γ and such that eH˜′e ∼= A(DQ,v,d)h.
For the algebra H˜′ we basically take the endomorphism algebra of a quantization of a
bundle P̂ on the symplectic variety X̂ , see Subsection 4.4.
So let D stand for the canonical quantization of X̂ . By Proposition 5.4.4, D ∼=
Ah,V ∗//
θG. Recall, Lemma 4.2.4, that the subalgebra of C×-finite elements in D is natu-
rally identified with A(DQ,v,d)h.
Since ExtiO
X̂
(P̂ , P̂) = 0, one can lift P̂ to a unique projective C××Γn-equivariant right
D-module P̂h. Automatically, EndDopp(P̂h)/(h) = EndO
X̂
(P̂) and so EndDopp(P̂h) is flat
over C[̂z]. So we see that EndDopp(P̂h)/(̂z) = EndOX (P) = C[C
2n]#Γn. Let H˜
′ be the
subalgebra of C×-finite elements in EndDopp(P̂h). Since P̂
Γn = OX̂ , we see that P̂
Γn
h = D.
So D ∼= e[EndDopp(P̂h)]e, and A(DQ,v,d)h ∼= eH˜′e.
The graded flat deformation H˜′ of C[C2n]#Γn gives rise to a (unique for n > 1) linear
map ẑ→ c˜ with H˜′ ∼= C[̂z]⊗C[˜c] H. Taking the spherical subalgebras we get a homomor-
phism Υ : eH˜e→ A(DQ,v,d)h. Our problem now becomes to determine the restriction
Υ|c∗ .
First of all, let us show that Υ(h) = h. The algebras eH˜′e/(h), eH˜e/(h) are com-
mutative (for the first one this is evident, and for the second one follows from [EG]).
On the other hand, for β ′ ∈ ẑ with 〈β ′, h〉 6= 0 the specialization Aβ′(DQ,v,d)h is
not commutative (because the Poisson bracket on C[C2n]Γ induced by the bracket on
the filtered algebra Aβ′(DQ,v,d)h is nonzero). Similarly, for β ∈ c with 〈β, h〉 6= 0
the algebra eHβe is non-commutative for the same reason. This implies that Υ(h)
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is a non-zero multiple of h. Now consider the Poisson brackets on C[M0(DQ,v,d)]
and on C[C2n]Γn . Let ρ : M(DQ,v,d)h ։ C[M0(DQ,v,d)] be the canonical pro-
jection. The bracket on C[M0(DQ,v,d)] is given by {a, b} = ρ(
1
h
[ι(a), ι(b)]), where
ι : C[M0(DQ,v,d)] → A(DQ,v,d)h is any section of ρ. The bracket on C[C2n]Γ
can be defined using eHe in a similar way. Since our identification of C[C2n]Γn and
C[M0(DQ,v,d)] was Poisson, we see that Υ(h) = h.
In fact, the case n = 1 is particularly easy because in this case we know much more
about P̂ than in general, see Subsection 4.5. We use the description of P̂ given there to
prove Theorem 6.2.1 for n = 1.
In Subsection 4.5 we constructed P̂ explicitly for any generic θ. Now suppose that
θ is chosen as explained after Proposition 4.2.2. In fact, one can interpret X̂, P̂ in a
slightly different way. Namely, consider the variety Y of all Γ-linear algebra homomor-
phisms H˜/(h)→ End(CΓ). This variety comes equipped with a GL(v) = GL(CΓ)-action
and with a canonical GL(v)-equivariant bundle C of rank |Γ|. Now Y θ,ss consists of
all homomorphisms having a ”cocyclic covector”, i.e., an element α ∈ (CΓ)∗ such that
a∗(α), a ∈ H˜/(h) span the whole space (CΓ)∗. Consider the variety X̂ ′ := Y θ,ss/GL(CΓ)
and the bundle P̂ ′ on X̂ ′ obtained from C by descend. It is a standard fact on the McKay
correspondence that there is an C×-equivariant isomorphism η : X̂ ′ → X̂ such that
• P̂ ′ ∼= η∗(P̂).
• Ψ lifts the map c∗/Ch→ z∗0/Ch induced by (6.3).
By the definition of X̂ ′, P̂ ′, we have a natural homomorphism H˜/(h) → EndO
X̂′
(P̂ ′).
This homomorphism is the identity modulo z0 and both algebras are flat over C[z0]. It
follows that this homomorphism is an isomorphism. So we see that there is an isomorphism
eHe ∼= C[c]⊗C[̂z0] Az0(DQ,v,d)h with the isomorphism υ
′
0 : c
∗ → ẑ∗0 that maps h to h and
is congruent to υ0 modulo Ch. We need to show that this isomorphism actually coincides
with υ0.
To show this let us consider the set csing of all elements β in c1 := {β ∈ c|〈β, h〉 = 1} such
that the algebra eHβe has infinite homological dimension. According to [CBH], this set is
a finite union of hyperplanes, whose only common intersection point is the only point β0
such that the corresponding element c0 := 1+
∑r
i=1〈β
0, ci〉
∑
γ∈S0i
γ satisfies trNi(c
0) = 0.
So to prove υ0 = υ
′
0 it is enough to show that 〈υ
′−1∗(β0), ǫi〉 = 0 for i = 1, . . . , r.
Recall the isomorphism Az0(DQ,v,d)h
∼= Wh,h, Theorem 5.3.1. It is known, thanks to
the localization theorems from [Gi] or [DK], that the algebra Wλ has finite homological
dimension provided 〈λ, α〉 6= 0 for any root α. The number of hyperplanes in csing coincides
with the number of positive roots. So υ′∗−1(β0) is the only intersection point of the
hyperplanes kerα and hence vanishes on ǫi, i = 1, . . . , r.
We remark that the claim of the previous sentence can be obtained also without using
Theorem 5.3.1 and the localization. For this one needs to use the results on automorphisms
of Aẑ0(DQ,v,d) obtained in the next subsection. We will see that a unique fixed point
of certain group of automorphisms of Aẑ0(DQ,v,d)h vanishes on ǫi, i = 1, . . . , r. On the
other hand, this group obviously preserves υ′∗−10 (csing).
6.4. Automorphisms. In this subsection we will study the graded automorphisms of
the algebras A(DQ,v,d)h that preserve ẑ
∗ and are the identity modulo ẑ∗. For this we
will need to recall a construction appearing in different forms in the work of Nakajima,
Lusztig and Maffei. We will follow [Ma2].
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Consider, for a moment, an arbitrary quiver Q˜ = (Q˜0, Q˜1) and a dimension vector v˜.
Let W be the Weyl group of the quiver Q˜. The group W acts on z˜ := CQ˜0.
Proposition 6.4.1. Pick a character θ of GL(v˜) such that θ · v˜ = 0. Let i be a loop
free vertex of Q˜, and s = si, i ∈ Q˜0, be the simple reflection corresponding to i. Suppose
that θi 6= 0, sv˜ > 0. Then there exists a C×-equivariant isomorphism S : Mθ(DQ˜, v˜)
∼
−→
Msθ(DQ˜, sv˜) lifting s : CQ˜0 → CQ˜0.
The construction of the isomorphism is due to Maffei, [Ma2]. We will recall his con-
struction in the setting we need.
Without loss of generality we may assume that i is a source in Q˜ (i.e., h(a) 6= i for all
a ∈ Q˜1). Set v˜′ := sv˜, θ′ := sθ. Also we may assume that θi > 0 (because θi, θ′i have
different signs).
Pick the spaces Vi of dimension v˜i, i ∈ Q˜0, and set T :=
⊕
a,t(a)=i Vi. Also for any i pick
a vector space V ′i of dimension v˜
′
i. We remark that dimT = v˜i + v˜
′
i. Consider the space
V˜ :=
⊕
a,t(a)6=i
(
Hom(Vt(a), Vh(a))⊕Hom(Vh(a), Vt(a))
)
⊕
⊕Hom(Vi, T )⊕ Hom(T, Vi)⊕Hom(T, V
′
i )⊕Hom(V
′
i , T ).
We write an element of V˜ as ((Aa), (Ba), A, B,A
′, B′) with Aa ∈ Hom(Vt(a), Vh(a)), Ba ∈
Hom(Vh(a), Vt(a)), A ∈ Hom(Vi, T ), B ∈ Hom(T, Vi), A
′ ∈ Hom(V ′i , T ), B
′ ∈ Hom(T, V ′i ).
The space V˜ comes with a natural action of a group G˜ := G×GL(v˜i)×GL(v˜′i), G :=∏
j 6=iGL(v˜j). Moreover, V˜
GL(v˜′i) = R(DQ˜, v˜), V˜ GL(v˜i) = R(DQ˜, v˜′). Let π, π′ denote the
natural projections V˜ ։ R(DQ˜, v˜), R(DQ˜, v˜′).
Consider the locally closed subvariety Z ⊂ V˜ consisting of all vectors x = ((Aa), (Ba),
A, B,A′, B′) such that
(1) The sequence 0→ V ′i
A′
−→ T
B
−→ Vi → 0 is exact.
(2) π(x) ∈ Λχ(DQ˜, v˜), π′(x) ∈ Λsχ(DQ˜, v˜′) for some χ ∈ CQ˜0.
(3) A′B′ = AB − χi idT .
In particular, we see that π, π′ induce G˜-equivariant projections Z → Λ(DQ˜, v˜),Λ(DQ˜, v˜′)
denoted by ρ, ρ′. Thanks to [Ma2], Lemma 30, ρ−1(Λ(DQ˜, v˜)θ,ss) = ρ′−1(Λ(DQ˜, v˜)θ
′,ss)
(for applying this lemma we need to assume that θi > 0). Denote these equal subvarieties
of Z by Zss. Now thanks to Lemma 33 in [Ma2], the restrictions
ρ : Zss → Λ(DQ˜, v˜)θ,ss,
ρ′ : Zss → Λ(DQ˜, v˜′)θ
′,ss
(6.4)
are principal GL(v˜′i)- and GL(v˜i)-bundles, respectively. This gives isomorphismsM
θ(DQ˜, v˜) ∼=
Zss/G˜ ∼=Mθ
′
(DQ˜, v˜′). For Si we take the resulting isomorphismMθ(DQ˜, v˜)
∼
−→Mθ
′
(DQ˜, v˜′).
This isomorphism is C×-equivariant by the construction. The claim that it lifts si : C
Q˜0 →
CQ˜0 follows from the condition (2) in the definition of Z. Most likely, S is always a Poisson
isomorphism but we will not need this fact in the whole generality.
Now consider the special case when sv˜ = v˜. Suppose that the natural morphisms
Mθ0(DQ˜, v˜)→M0(DQ˜, v˜),M
sθ
0 (DQ˜, v˜)→M0(DQ˜, v˜) are resolutions of singularities.
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Lemma 6.4.2. The following diagram is commutative.
Mθ0(DQ˜, v˜) M
sθ
0 (DQ˜, v˜)
M0(DQ˜, v˜)
✲S
❅
❅
❅
❅❘
 
 
 
 ✠
Proof. The lemma will follow if we check the following claim:
• Suppose that x = ((Aa), (Ba), A, B,A
′, B′) is an element of Z such that χ = 0 (see
(1)-(3)) above. Then f(π(x)) = f(π′(x)) for any f ∈ C[R(DQ˜, v˜)]GL(v˜).
Le Bruyn and Procesi found a set of generators for the algebra C[R(DQ˜, v˜)]GL(v˜) in [LBP].
Let p := (a0, . . . , ak) be a cyclic (i.e., t(a0) = h(ak)) path in DQ˜. To this path we can assign
a polynomial fp mapping x ∈ R(DQ˜, v˜) to tr(xak . . . xa0), where xak is the component of
x corresponding to ak. The polynomials fp generate C[R(DQ˜, v˜)]
GL(v˜). So it remains to
check that fp(π(x)) = fp(π
′(x)) for any path p and any x ∈ Z with χ = 0, equivalently,
with AB = A′B′. Since the trace of a product is stable under a cyclic permutation of the
factors, we may assume that h(ak) = t(a0) 6= i. In this case the products for π(x) and
π′(x) are the same, thanks to the equality AB = A′B′. 
We will apply the construction above to the special case explained in Subsection 6.2.
Let Q, n, v˜,d be as in the beginning of that subsection. We are interested in the quiver
Q˜ := Qd and the dimension vector v˜ := vd.
Lemma 6.4.3. Preserve the notation of Proposition 6.4.1. Let i = 1, 2, . . . , r. Then the
morphism S :Mθ(DQd,vd)→Msθ(DQd,vd) is Poisson.
Proof. Since the morphisms Mθ(DQd,vd),Msθ(DQd,vd) → M(DQd,vd) are Poisson
and birational, it is enough to prove that the morphism M(DQd,vd) → M(DQd,vd)
induced by S (and also denoted by S) is Poisson. Let {·, ·}χ denote the Poisson bracket
on Mχ(DQd,vd). We need to show that {·, ·}χ = S∗{·, ·}sχ.
The Poisson algebra C[Mχ(DQd,vd)] is filtered and the associated graded algebra is
C[M0(DQ
d,vd)]. Moreover, {·, ·}χ decreases the degree by 2, and the induced bracket
on C[M0(DQd,vd)] coincides with {·, ·}0. The automorphism of M0(DQd,vd) induced
by S is the identity by Lemma 6.4.2. It follows that {·, ·}χ − S∗{·, ·}sχ decreases degrees
at least by 3. But there are no brackets on C[M0(DQd,vd)] of degree less than −2, see
Proposition 4.4.1. So {·, ·}χ = S∗{·, ·}sχ. 
Now let us proceed to the quantum situation. Let Dθ denote the reduction Ah//θGL(v).
Consider the sheaves Dθ, S∗(Dsθ) on Mθ(DQ,v,d). Thanks to Proposition 5.4.4, both
are canonical quantizations of Mθ(DQ,v,d)/z but with respect to different morphisms
Mθ(DQ,v,d) → z: Dθ – for the original map Mθ(DQ,v) → z, while S∗(Dsθ) – for
its composition with s : z → z. It follows that there is a C×-equivariant isomorphism
ι : Dθ
∼
−→ S∗(Dsθ) that induces s on Oz. Thanks to Proposition 4.2.4, we get a C[h]-linear
automorphism S : A(DQ,v,d)h → A(DQ,v,d)h that acts as s on z∗. Moreover, S is the
identity modulo ẑ∗.
Let Wfin denote the Weyl group of the Dynkin part of Q. Let A denote the group
of automorphisms of A(DQ,v,d)h that are C
×-equivariant, C[h]-linear, preserve ẑ∗ ⊂
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A(DQ,v,d)h and induce the identity modulo ẑ
∗. We have a natural homomorphism
A → GL(z). The assignment s 7→ S extends to a homomorphism Wfin → A whose
composition with A → GL(z) is the identity. To see this one either applies results of
Maffei, [Ma2], or uses the following lemma.
Lemma 6.4.4. The restriction of the A-action to z defines an embedding A →֒ GL(z).
Proof. Let a ∈ A be an element in the kernel. Then a acts by the identity on both ẑ∗
and on A(DQ,v,d)h/(̂z
∗). So for any choice of β ∈ ẑ∗ the element a induces a filtration
preserving automorphism aβ of Aβ(DQ,v,d) (the specialization of A(DQ,v,d)h at β)
such that gr aβ is the identity. If all aβ are the identity, then so is a. Indeed, for any
different elements x, y ∈ A(DQ,v,d)h there is β ∈ ẑ
∗ such that the images of x, y in
Aβ(DQ,v,d) are different. So let us prove that aβ is the identity for any β.
Let FiAβ(DQ,v,d) denote the natural filtration on Aβ(DQ,v,d). Since the associated
graded of aβ is the identity, we see that the restriction of aβ to FiAβ(DQ,v,d) is unipotent
for any i. So d = ln(aβ) is defined and is a derivation of Aβ(DQ,v,d) that reduces the
degrees. Let m be the maximal integer such dFiAβ(DQ,v,d) ⊂ Fi−mAβ(DQ,v,d) for
all i. Then d induces a derivation d0 of grAβ(DQ,v,d) = (SC
2n)Γn of degree −m. The
derivation d0 is Poisson by the construction. On the other hand, d0 can be extended to
a (automatically Poisson) derivation of S(C2n). This is because the morphism C2n →
C2n/Γn is e´tale in codimension 1. But any Poisson derivation of S(C
2n) is Hamiltonian.
It follows that d0 is Hamiltonian, i.e, d0 = {f, ·} for some f ∈ S(C2n)Γn . Since d0 is of
degree −m, one can choose f of degree 2−m. But m > 1 so the degree of f is less than
2. Since Γn has no fixed points in C
2n, we get a contradiction. 
Now consider the case n = 1. Consider the subgroup A˜ of GL(̂z) consisting of all
maps ẑ∗ → ẑ∗ that send h to h, preserve z∗0, and coincide with an element of Wfin on z
∗
0.
We claim that the image of A in GL(̂z∗) coincides with A˜. This is a consequence of the
following more general and more technical statement to be used also later.
Proposition 6.4.5. Let n = 1. Let U1, U2 be finite dimensional vector spaces, Ai :=
C[Ui] ⊗ Az0(DQ,v,d)h. Let ϕ : A1 → A2 be a C[h]-linear endomorphism that maps
U∗1 ⊕ ẑ
∗
0 to U
∗
2 ⊕ ẑ
∗
0 and induces the identity map on S(C
2)Γ. Then ϕ maps z∗0 to z
∗
0 and
induces an element from Wfin on z
∗
0.
Proof. It is enough to consider the case when U1 = 0. Let (̂z0)sing be the set of all β ∈ ẑ0
with 〈β, h〉 = 1 and 〈β, α∨〉 = 0 for some α ∈ ∆, where ∆ ⊂ z∗0 is the finite part of the
root system of Q.
Pick u ∈ U2. The endomorphism ϕ induces a filtered algebra homomorphism
Aϕ∗(β+u)(DQ,v,d)→ Aβ(DQ,v,d)
whose associated graded is the identity. Hence this homomorphism is an isomorphism. It
follows that for any u ∈ U2 and β ∈ (̂z0)sing we have ϕ∗(β)+ϕ∗(u) = ϕ∗(β+u) ∈ (̂z0)sing.
Since (̂z0)sing is not stable under translations by a vector, we see that ϕ
∗(u) = 0. By the
same reason, ϕ∗ is bijective on ẑ0.
It remains to show that ϕ preserves z∗0 and induces an element from Wfin on this space.
To show this it is enough to consider the case when U2 = 0. Here ϕ is an automorphism
of Az0(DQ,v,d)h.
Thanks to Lemma 6.4.4, we can identify ϕ with its image in GL(̂z∗0). From the discussion
at the end of the previous subsection we see that ϕ preserves (z∗0)sing. From here it is
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easy to deduce that ϕ ∈ C×WfinA0, where A0 stands for the automorphism group of
the Dynkin diagram and C× is viewed as the group of scalar matrices. Now, according
to [CBH], the global dimension of eHβe for β ∈ c
∗
1 is bigger than 1 if and only if c is
annihilated by some real root of the affine quiver Q. The automorphism ϕ preserves the
corresponding subset of ẑ0. From here it is easy to deduce that ϕ ∈ WfinA0. So it remains
to show that ϕ ∈ A0 implies ϕ = id.
Assume the converse, let ϕ be a nontrivial element of A0. Recall the element hˇ ∈ c.
The element υ∗0(hˇ) ∈ ẑ0 is A0-stable. Consider the algebra Hhˇ. This algebra is just A2#Γ,
where A2 stands for the usual (not homogenized) Weyl algebra of C
2. So the spherical
subalgebra eHhˇe is just A
Γ
2 . The restriction of ϕ to eHhˇe = A
Γ
2 is the identity because
the associated graded of ϕ is the identity (compare with the proof of Lemma 6.4.4).
On the other hand, according to [EG], Theorem 2.16, the completion of eHe/(h − 1) at
hˇ is the universal formal deformation of AΓ2 . In particular, we have an A0-equivariant
isomorphism HH2(AΓ2 )
∼
−→ c1 (the r.h.s. is viewed as a vector space with origin hˇ). But
the action of ϕ on HH2(AΓ2 ) is trivial because ϕ restricts to the identity automorphism of
AΓ2 . Contradiction. 
Let us proceed to the case of n > 1. We still have Wfin acting on A(DQ,v,d)h such
thatWfin acts on ẑ exactly as in n = 1 case. We will see below that A = Wfin×Z/2Z and
describe the action of Z/2Z. Now let us describe a certain element of A. We will see later
that this element does not lie inWfin. Namely, we have an antiautomorphism τ ofH given
by τ(v) = v, τ(g) = g−1 for g ∈ Γn, τ(h) = −h, τ(k) = −k, τ(c(γ)) = −c(γ−1) for γ ∈ Γ.
Then τ fixes e and so descends to eHe. Also we note that τ is the identity on eHe/(c).
So we get antiautomorphism τ ′ := Υ ◦ τ ◦ Υ−1 of Ah(DQ,v,d). Set ν := σ ◦ τ ′, where σ
is the parity antiautomorphism induced from Ah(V ). So ν is a C[h]-linear automorphism
of Ah(DQ,v,d) that preserves ẑ
∗ and is the identity modulo ẑ∗. Moreover, the action of
Υ−1 ◦ ν ◦Υ on c/Ch coincides with that of τ .
6.5. Completions. Below n > 1.
So we have two tasks: to describe the restriction of Υ to c∗ and to describe the group
A. The first is our primary goal, but the second is also very important. We will see that
we are able to recover Υ|c∗ only up to an element of A.
To approach both these questions we will study isomorphisms of certain completions
induced by Υ. The completions will have a form (eHe)∧b ,A(DQ,v,d)∧bh for certain points
b ∈ C2n/Γn.
A general definition is as follows. Let A be an algebra such that its center Z is finitely
generated, and A is finite over Z. Further, let A be another algebra equipped with an
epimorphism A ։ A. Pick a point b ∈ Spec(Z) and let mb be the ideal in A generated
by the maximal ideal of b in Z. Then consider the preimage m˜b of mb in A. We put
A∧b := lim←−A/m˜
n
b .
In this subsection we will study the structure of the completions we need and in the
next one we will apply these results to accomplish the two goals mentioned above.
Until a further notice we consider the general SRA H corresponding to a space V
and a group G. Taking A = SV#G,A := H we get the ideals m˜b ⊂ H, em˜be ⊂ eHe
and the corresponding completions H∧b, (eHe)∧b . The following lemma implies that the
completions (eHe)∧b and eH∧be are naturally identified.
Lemma 6.5.1. The filtrations em˜nb e and (em˜be)
n on eHe are compatible.
ISOMORPHISMS OF QUANTIZATIONS VIA QUANTIZATION OF RESOLUTIONS 47
Proof. Let us remark that (em˜be)
n ⊂ em˜nb e. On the other hand, as a left H-ideal, m˜b
is generated by c and some elements x1, . . . , xm of H such that each xi commutes with
G ⊂ H and [xi, x] ⊂ cH for any x ∈ H. From this description it is easy to deduce that
for any n the ideal (em˜be)
n contains em˜Nb e for N ≫ 0. 
The structure of the algebra H∧b was studied in [L6]. Namely, let b˜ be a point in the
preimage of b in V and set G := Gb˜. Then define the algebraH as the quotient of TV [c]#G
by the relations
(6.5) [u, v] = hω(u, v) +
r∑
i=1
ci
∑
s∈Si∩G
ωs(x, y)s,
Following [BE], consider the centralizer algebra Z(G,G,H∧0) that comes equipped with
an embedding CG →֒ Z(G,G,H∧0). What we need to know about this algebra is that
there is a C[c]G-linear isomorphism H∧b
∼
−→ Z(G,G,H∧0), [L6], see Theorems 1.2.1, 2.7.3
and that eZ(G,G,H∧0)e is naturally identified with eH∧0e, [BE], Lemma 3.1, where e is
the trivial idempotent in CG. So we get a C[c]-linear isomorphism eH∧be ∼= eH∧0e.
The algebra H∧0 can be decomposed into a completed tensor product as follows. There
is a unique G-stable decomposition V = V G ⊕ V +. Consider the Weyl algebra AV G ,h and
the the algebra H+ that is the quotient of TV +[c]#G by relations (6.5). It is clear that
H = AV G ,h ⊗C[h] H
+. So H∧0 = A∧0
V G ,h
⊗̂C[[h]]H
+∧0 . Summarizing we get a C[c]-linear
isomorphism
(6.6) (eHe)∧b ∼= A∧0
V G ,h
⊗̂C[[h]]eH
+∧0e.
Let us proceed to the completions of quantum Hamiltonian reductions. Let V be a
symplectic vector space and G be a reductive group acting on V by linear symplecto-
morphisms. Let µ : V → g∗ denote the moment map. Pick a point b ∈ V//0G. We are
interested in the structure of (Ah(V )//G)
∧b. Let x ∈ V be a point from a unique closed
orbit in the fiber of b. Automatically, µ(x) = 0. Set H := Gx and let U denote the
symplectic part of the normal space to Gx at x, i.e., U := V/(TxGx)
∠ (since µ(x) = 0,
we see that TxGx is an isotropic subspace in V ). Then U is a symplectic H-module. Set
z := (g∗)G, z′ := (h∗)H . We have a natural (restriction) map z→ z′.
Lemma 6.5.2. We have a C[[z, h]]-linear isomorphism
(Ah(V )//G)
∧b ∼= C[[z, h]]⊗̂C[[z′,h]](Ah(U)//H)
∧0.
Proof. Set Y = (T ∗G × U)//0H , where H acts on T ∗G from the right. This is a Hamil-
tonian G-variety that is naturally isomorphic to the model variety MG(H, 0, U) from
[L1]. Let y ∈ Y be a point corresponding to the orbit of (1, 0, 0) ∈ T ∗G × U . Ac-
cording to the main result of [L1], the Hamiltonian formal G-schemes V ∧Gx , Y ∧Gy are
isomorphic. By Proposition 5.4.4, the quantization (Dh(G) ⊗C[h] Ah(U))//0H of Y is
even. Also it is graded and therefore canonical. It follows that the topological algebras
Ah(V )
∧Gx , [(Dh(G) ⊗C[h] Ah(U))//0H ]
∧Gy are G-equivariantly isomorphic. Furthermore,
similarly to Theorem 3.3.4 in [L4], we see that there is a G-equivariant C[h]-linear iso-
morphism Ah(V )
∧Gx ∼= [(Dh(G) ⊗C[h] Ah(U))//0H ]∧Gy intertwining the quantum como-
ment maps. It follows that the topological C[[z, h]]-algebras Ah(V )
∧Gx//G, [(Dh(G) ⊗C[h]
Ah(U))//0H ]
∧Gy//G are isomorphic. Similarly to the proof of Proposition 5.4.4, we see
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that Ah(V )
∧Gx//G ∼= (Ah(V )//G)∧b and
[(Dh(G)⊗C[h] Ah(U))//0H ]
∧Gy//G ∼= [(Dh(G)⊗C[h] Ah(U))//0H//G]
∧0.
So it remains to identify (Dh(G)⊗C[h] Ah(U))//0H//G with C[z, h]⊗C[z′,h] Ah(U)//H .
First of all, we note that, by the definition of a quantum Hamiltonian reduction,
(Dh(G) ⊗C[h] Ah(U))//0H//G ∼= (Dh(G) ⊗C[h] Ah(U))//G//0H . But it is easy to see that
(Dh(G)⊗C[h]Ah(U))//G is naturally identified with Dh(G)//G⊗C[h]Ah(U) = (C[z][h]⊗C[h]
Ah(U))//0H , where the quantum comoment map h → C[z][h] ⊗C[h] Ah(U) has the form
ξ 7→ −ρ(ξ) ⊗ 1 + 1 ⊗ Φ(ξ), ρ being the natural projection h → z∗ and Φ : h →
Ah(U) being the quantum comoment map for the action of H on U . This implies that
(Dh(G) ⊗C[h] Ah(U))//0H//G and C[z, h] ⊗C[z′,h] (Ah(U)//H) are C[z, h]-linearly isomor-
phic. 
Now let us specify what choices of b ∈ C2n/Γn ∼=M0(DQ,v,d) we need.
The stratification of C2n/Γn by the symplectic leaves is the same as the stabilizer
stratification. In particular, there are two symplectic leaves of codimension 2: the first
one, LΓ corresponds to the first copy of Γ inside Γn ⊂ Γn, while the second one, Lsym, –
to the subgroup of order 2 generated by the transposition s12 ∈ Sn ⊂ Γn. In other words,
LΓ,Lsym are the images of {0, u2, . . . , un}, {u1, u1, u3, . . . , un} in C
2n/Γn.
We will need points b1 ∈ LΓ, b2 ∈ Lsym. The algebra H
+1 constructed from b1 is just
C[k]⊗H(Γ), where H(Γ) is the SRA constructed from Γ (over C[h, c1, . . . , cr]). Similarly,
the algebra H+2 constructed from b2 is C[c1, . . . , cr]⊗H(S2), where the algebra H(S2) is
constructed from S2 (over C[k]).
Now let us consider the Hamiltonian reduction side. Recall that we reduce the space
V := R(DQd,vd) by the action of G := GL(v). Pick an element x ∈ R(DQ,v) that
is decomposed into the sum
⊕n−1
i=1 xi ⊕ 0, where xi are generic non-isomorphic elements
of R(DQ, δ) mapping to 0 under the moment map. Since the representation of x is
semisimple, its G-orbit is closed. The stabilizer H := Gx is naturally identified with
GL(δ) × C×(n−1). The symplectic part U of the slice module TxV/gx is identified with
R(DQd, δd)⊕ C2n−2 ⊕ C2n−2, where the stabilizer H acts via the projection H ։ GL(δ)
on the first summand, trivially on the second one, and via the projection H ։ C×(n−1)
on the third one.
It is easy to see that x maps into LΓ under the quotient map (in fact, any point of LΓ is
obtained in this way but we will not need this fact). So we may assume that b1 coincides
with the image of x.
Now let us study the structure of the completion (Ah(V )//G)
∧b in more detail. By
Lemma 6.5.2, (Ah(V )//G)
∧b ∼= C[[z, h]]⊗̂C[[z′,h]](Ah(U)//H)∧0. Recall the basis ǫˇi, i =
0, . . . , r in z. Let ǫˇ′i, i = 0, . . . , r be the analogous basis in gl(δ)/[gl(δ), gl(δ)] ⊂ z
′. Also
let λ1, . . . , λn−1 be the elements in z
′ corresponding to the n− 1 copies of C×. The map
z→ z′ is given by ǫi 7→ ǫ
′
i + δi
∑n−1
j=1 λj and, in particular, is an embedding.
Lemma 6.5.3. There is a C[z]-linear isomorphism C[z]⊗C[z0]Az0(DQ, δ,d)h
∼= C[z, h]⊗C[z′,h]
Ah(U)//H of graded algebras.
Proof. Let z′0 ⊂ z
′ be defined analogously to z0 ⊂ z. The spaces z′0 and z0 are naturally
identified. We need to show that Az0(DQ, δ,d)h
∼= Ah(U)//z0H . This follows from the
observation that U//z0Z(H)
◦ is naturally identified with R(DQ,v). 
So we see that A(DQ,v,d)
∧
b1
h
∼= A∧02n−2,h⊗̂C[[h]](C[z]⊗C[z0] Az0(DQ, δ,d)
∧0
h ).
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Now let us proceed to the second leaf. Pick an element x ∈ R(DQ, nδ) that is decom-
posed into the sum
⊕n−2
i=1 xi⊕x
⊕2
n−1, where xi, i = 1, . . . , n−1, are generic non-isomorphic
elements of R(DQ, δ) mapping to 0 under the moment map. The stabilizer H := Gx is
naturally identified with GL(2) × C×(n−2). The symplectic part U of the slice module
TxV/gx is identified with
(End(C2)⊕ End(C2)∗ ⊕ C2 ⊕ C2∗)⊕ (Cn−2 ⊕ Cn−2∗)⊕ C2n−2
(where C2 should be viewed as the multiplicity space for the representation xn−1). The
stabilizer H acts via the projection H ։ GL(2) on the first summand (denote it by U1),
via the projection H ։ C×(n−2) on the second one, and trivially on the third one.
Again, it is easy to see that x maps into Lsym under the quotient map and hence we
may assume that b2 coincides with the image of x. Set z1 := gl(2)
∗GL(2). We have a basis
λ, λ1, . . . , λn−2 in z
′, where λ corresponds to the determinant of GL(2) and λ1, . . . , λn−2
correspond to the n−2 copies of C×. A natural map z→ z′ is given by ǫi 7→ δi(λ+
∑n−2
i=1 λi).
Again, C[z] ⊗C[z′] Ah(U)//H = C[z]⊗C[z1] Ah(U1)//GL(2), where the map z → z1 is given
by χ 7→ (δ · χ)λ.
6.6. Reduction to the Kleinian case. The following proposition constitutes a reduc-
tion procedure.
Proposition 6.6.1. There are isomorphisms Υ1 : C[k] ⊗ e1H
+1e1 → A(DQ, δ,d)h and
Υ2 : C[c1, . . . , cr]⊗ e2H(S2)e2 → C[z]⊗C[z1] Ah(U1) such that Υ1|c∗ ,Υ2|c∗ = Υ|c∗.
Proof. Let us prove the existence of Υ1.
Step 1.
Pick a point b1 as in the previous subsection. The isomorphism Υ : eHe→ A(DQ,v,d)h
induces the isomorphism of completions Υ : eH∧b1 e → A(DQ,v,d)
∧b1
h . As we have seen
in the previous subsection we have isomorphisms
eH∧b1e ∼= A∧02n−2,h⊗̂C[[h]]C[[k]]⊗̂e1H
+1∧0e1,(6.7)
A(DQ,v,d)
∧b1
h
∼= A∧02n−2,h⊗̂C[[h]]A(DQ, δ,d)
∧0
h .(6.8)
So we get an isomorphism Υ∧b1 of the right hand sides. We are going to show that there
is an isomorphism
(6.9) Υ∧1 : C[[k]]⊗̂e1(H
+1)∧0e1 → A(DQ, δ,d)
∧0
h
that coincides with Υ∧b1 on c∗. This follows from the next step.
Step 2. Let Z be a commutative algebra, and let Ah be a Z[[h]]-algebra such that:
• Ah is flat over C[h].
• Ah is complete in the m-adic topology, where m is a maximal ideal of Ah containing
h and such that Ah/m = C.
• Ah/hAh is commutative and Noetherian.
Let ι1, ι2 : A
∧0
2n−2,h → Ah be C[[h]]-linear homomorphisms such that the images of the
maximal ideal of A∧02n−2,h lie in m. There is a Z[h]-linear automorphism A of Ah such that
ι1 = A ◦ ι2.
Let us prove this claim. Using an easy induction, we reduce the proof to the case when
n = 2. So we have elements ui, vi ∈ Ah, i = 1, 2, with [ui, vi] = h. First of all, we notice
that Ah is decomposed into the completed tensor product
(6.10) Ah(U)
∧0⊗̂C[[h]]Ah,
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where U ⊂ Ah with u1, v1 ∈ U and Ah is some subalgebra of Ah such that the maximal
ideal in Ah/hAh is Poisson, compare with [L4], Subsection 7.2. In particular, for a, b ∈ Ah
we have [a, b] ∈ hm. From here it is easy to see that u2, v2 ∈ U + m
2 and modulo m2 the
elements u2, v2 are linearly independent. So applying the automorphism of Ah induced
by a linear symplectomorphism of U , we may assume that u1 ≡ u2, v1 ≡ v2 mod m2.
Now we claim that there is an element a ∈ m3 such that
exp(
1
h
ad(a))u1 = u2, exp(
1
h
ad(a))v1 = v2
(the series in the left hand sides automatically converges because a ∈ m3). First of all,
from the fact that u1 is a generator in the Weyl algebra and the decomposition (6.10),
we can deduce that the map 1
h
ad(u1) : m
i+1 → mi is surjective. So if u2 − u1 ∈ mi, then
there is a1 ∈ m
i+1 such that u2− u1 =
1
h
[a1, u1]. Now u2− exp(
1
h
a1)u1 ∈ m
i+1. Thanks to
the Campbell-Hausdorff theorem, we can use an induction to prove that there is a′ ∈ m3
with exp( 1
h
ad(a′))u1 = u2. So we may assume that there is u1 = u2.
Now we need to show that there is a′′ with [a′′, u1] = 0 and exp(
1
h
ad(a′′))v1 = v2. Let
us note that [u1, v2−v1] = 0. In other words, v2−v1 is expressed as a (non-commutative)
power series of u1, the elements of the skew-orthogonal complement to u1, v1 in U , and
the elements of Ah. Now we can find a
′′ using the argument of the previous paragraph.
Step 3. So we have proved the existence of an isomorphism in (6.9). Now we are going
to show that there is an isomorphism
(6.11) Υ1 : C[k]⊗ e1H
+1e1 → A(DQ, δ,d)h
that coincides with Υ∧1 on c
∗. On both algebras in (6.9) there are C×-actions such that
the algebras of C×-finite vectors coincide with the algebras in (6.11).
So we only need to prove the following claim:
Let (C[k]⊗ e1H
+1e1)
∧0 be equipped with a C×-action such that
(i) t.α = t2α for any α ∈ c, t ∈ C×
(ii) and the induced action on C[C2]Γ∧0 = (C[k]⊗ e1H
+1e1)
∧0/(c) is the standard one.
Then the algebra of C×-finite vectors in (C[k]⊗e1H
+1e1)
∧0 is isomorphic to C[k]⊗e1H
+1e1.
Moreover, the two gradings on the last algebra (the standard one, and one induced by
the C×-action) differ by a compatible inner grading.
We say that a grading of C[k] ⊗ e1H
1+e1 is compatible and inner if it is the grading
by eigenvalues of a derivation of the form 1
h
ad(a), where a is an element of degree 2 with
respect to the standard grading on this algebra.
Let E,Est be the derivations induced by the C
×-action under consideration and by
the standard C×-action. Then E − Est is a C[c]-linear derivation of C[k] ⊗ e1H
1+∧0e1.
Every Poisson derivation of (C[C2]Γ)∧0 = C[[k]]⊗̂e1(H
1+)∧0e1/(c) is inner. It follows
that E − Est =
1
h
ad(a) for some a ∈ C[[k]]⊗̂e1H
1+∧0e1, compare with Lemma 2.11.2 in
[L6]. The algebra C[k] ⊗ e1H
1+e1 has no elements of degree 1, so we can assume that
a =
∑
i>2 ai, where ai has degree i with respect to the standard grading.
We claim that a2 is central. Indeed, when Γ is of type D or E, the algebra C[C
2]Γ has no
nonzero elements of degree 2. Now consider the case when Γ = Zn. Choose an eigenbasis
x, y ∈ C2∗ for Γ. The algebra C[C2]Γ is generated by xn, yn, xy. The subspace of elements
of degree 2 in C[C2]Γ is one-dimensional and is spanned by xy. Therefore a2 = cxy for
some c ∈ C. Consider the actions of E,Est on the (three-dimensional) cotangent space
to 0 in C2/Γ. The eigenvalues of these operators are n, n, 2 (because of (ii)) and for both
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the image of xy has eigenvalue 2. On the other hand, the eigenvalues of Est − {cxy, ·}
equal n + c, n− c, 2 and again xy corresponds to the eigenvalue 2. But these eigenvalues
coincides with those for E. So we see that c = 0 and so a2 is central.
So E = Est +
∑
i>3
1
h
ad(ai). Since Est(
1
h
ai) = (i − 2)
1
h
ai, it follows that there is
b ∈ C[[k]]⊗̂e1H
+1∧0e1 with E = exp(−
1
h
ad b)Est exp(
1
h
ad b). This implies the claim of
this step and completes the proof of the existence of Υ1.
The proof that Υ2 exists is completely analogous. 
The existence of Υ1 together with Proposition 6.4.5 imply that Υ maps h, c1, . . . , cr to
ẑ∗0 and there is w ∈ Wfin such that Υ(ci) = wυ(ci). Similarly the existence of Υ2 implies
that Υ(k) = ±υ(k).
Define an action ofWfin×Z/2Z on ẑ in the following way: w ∈ Wfin fixes δ and acts on
ẑ0 as before, while a non-trivial element ς ∈ Z/2Z maps δ to −δ and is the identity on ẑ0.
From the previous paragraph we see that Υ|c∗ coincides with gυ for some g ∈ Wfin×Z/2Z.
So it remains to check that the group A established in Subsection 6.4 coincides with
Wfin × Z/2Z.
First of all, let us show thatA ⊂Wfin×Z/2Z. Any element a ∈ A acts on A(DQ,v,d)
∧b1
preserving ẑ∗ and coinciding with the identity modulo ẑ∗. Following the proof of Propo-
sition 6.6.1, we see that there is an automorphism of A(DQ, δ,d)h that coincides with a
on ẑ∗. Thanks to Proposition 6.4.5, we see that a preserves ẑ0 and acts on this space as
an element of Wfin. Similarly, we can consider, b2 instead of b1 and get that a preserves
Cδ and acts on this line by ±1. This proves the inclusion A ⊂Wfin × Z/2Z.
Let us prove now that A =Wfin×Z/2Z. Recall the automorphism ν ∈ A. It is enough
to check that ν 6∈ Wfin.
Transport the action of A to eHe by means of Υ, and the action of Wfin × Z/2Z by
means of υ. Since Υ|c∗ = g ◦ υ for some g ∈ Wfin × Z/2Z, we see that the image of A in
GL(c∗) is still contained in Wfin × Z/2Z. From the description of Υ−1 ◦ ν ◦ Υ given in
the end of Subsection 6.4 we see that this automorphism does not lie in Wfin. Hence our
claim.
This completes the proof of Theorem 6.2.1.
Remark 6.6.2. It seems to be impossible to produce explicit formulas for the isomor-
phism Υ using our approach. However, there is a uniqueness property for Υ: this is a
unique isomorphism satisfying the conditions of Theorem 6.2.1. This follows from Lemma
6.4.4.
6.7. Sl-invariance property for the Euler element. Here we consider the SRA H
for the group Γn, where Γ = Z/lZ. Below h = C
n is the reflection representation of Γn.
Recall that the Euler element eu ∈ H is defined by
eu =
n∑
i=1
xiyi + dim h/2 +
∑
s∈S
cs
1− λs
s,
where x1, . . . , xn is a basis of h
∗, y1, . . . , yn is the dual basis of h, cs = ci for c ∈ Si, i =
1, . . . , r, cs = k for s ∈ Ssym, and λs is the only non-unit eigenvalue of s in h∗. Our
formula looks different from a usual one, see, for instance, [BE], because our parameters
ci’s differ from ones used in the standard presentation of the rational Cherednik algebras
(by the factor of −2).
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We remark that eu is independent of the choice of x1, . . . , xn. The reason to consider
eu is that [eu, x] = x, [eu, y] = −y for all x ∈ h∗, y ∈ h, where we consider h, h∗ as
lagrangian subspaces in V = C2n. Also eu is Γn-invariant.
Recall that the group Wfin acts on eH˜e ∼= A(DQ,v,d)h as was explained in Subsection
6.4. In our case Wfin = Sl. The main result of this appendix to be used in a subsequent
paper is the following proposition.
Proposition 6.7.1. The element eusph := eeu ∈ eH˜e is Sl-invariant.
One of the corollaries of this proposition is that the Sl-action commutes with the C
×-
action on eH˜e induced from the action by algebra automorphisms on H˜ given by t.x =
tx, t.y = t−1y, t.w = w, t.h = h, t.ci = ci, where x ∈ h∗, y ∈ h, w ∈ W . However, this can
also be easily deduced from Lemma 6.4.4: for each a ∈ A the automorphism tat−1 also
lies in A and the restrictions of a and tat−1 to ẑ∗ (or to c˜∗) coincide.
Our proof is basically in two steps. First we prove the invariance for a similar element
e˜u ∈ A(DQ,v,d)h and then relate eeu with e˜u.
Let us define e˜u. In our case the quiver Q is the affine Dynkin quiver of type Al−1.
Consider the action of C× on V given by t.((Ai), (Bi),Γ0,∆0) := ((tAi), (t
−1Bi),Γ0,∆0).
This action commutes with G and preserves the symplectic form on V . So it gives rise
to a quantum comoment map C → Ah(V ) sending 1 to the symmetrized Euler element
e˜u ∈ Ah(V )G. Abusing the notation, by e˜u we also denote the image of e˜u in Ah(V )//G.
Recall that Sl acts on Ah(V )//G by C[h]-linear automorphisms.
Lemma 6.7.2. The element e˜u ∈ Ah(V )//G is Sl-invariant.
Proof. The Hamiltonian C×-action on V considered in the previous paragraph induces
Hamiltonian actions on all reductions Mθ(DQ,v,d). Inspecting the Maffei construction
recalled in Subsection 6.4, we see that the isomorphisms constructed there are equivariant
with respect to the Hamiltonian C×-actions. It follows that Sl acts on Ah(V )//G by C
×-
equivariant automorphisms. Now all σ(e˜u), σ ∈ Sl, are elements of degree 2 defining
quantum comoment maps for the C×-action. So they all differ from one another by
elements of ẑ∗.
It is enough to prove that σ(e˜u) − e˜u ∈ Ch because h is Sl-invariant. This will
follow if we check that the image of e˜u (also denoted by e˜u) in C[Λ(v,d)]GL(v) is Sl-
stable. We may assume that the quiver affine quiver Q is oriented counterclockwise and
the framing is attached to vertex 0. Then e˜u =
∑l−1
i=0 tr(AiBi). The condition that
the point x = ((Ai), (Bi),Γ0,∆0) lies in Λχ(v,d) is B0A0 − Al−1Bl−1 + Γ0∆0 = χ0 and
BiAi − Ai−1Bi−1 = χi for i 6= 0. Let us prove that s(e˜u) = e˜u for the reflection s
constructed from the vertex i 6= 0. Recall the variety Z introduced in Subsection 6.4 and
the projections π, π′ : Z → Λ(v,d). We remark that in the definition of Z we required
i to be the source. With the orientation we have chosen this is not so and to fix this we
need to replace the pair (Ai−1, Bi−1) with (−Bi−1, Ai−1). Condition (3) in the definition
of Z then implies (in the notation of Subsection 6.4) that B′iA
′
i = BiAi − χi, A
′
i−1B
′
i−1 =
Ai−1Bi−1 + χi. Also we remark that for j 6= i, i − 1 we have B′jA
′
j = BjAj . So we
have
∑
i tr(B
′
iA
′
i) =
∑
i tr(BiAi). But this precisely means that S
∗(e˜u) = e˜u. Since this
equality holds for all generators of Sl, we see that e˜u is Sl-stable. 
Identify A(DQ,v,d)h and eH˜e by means of the isomorphism Υ from Theorem 6.2.1.
Again, for any σ ∈ Sl the operators [σ(eusph), ·], [eusph, ·] are the same because Sl com-
mutes with the C×-action introduced above in this subsection. Since eusph is homogeneous
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of degree 2, this implies σ(eusph) − eusph ∈ ẑ∗. From the explicit form of the correspon-
dence between the parameters, see Theorem 6.2.1, we see that h, k are Sl-invariant. So it
is enough to show that e˜u lies in the linear span of eusph and 1 modulo the ideal generated
by h, k.
The algebra eH˜e/(h, k) is just (eH+0 e
⊗n)Sn , where H+0 is the SRA for Γ at h = 0, and
e is the trivial idempotent in this algebra. On the other hand, A(DQ,v,d)h/(k, h) is the
algebra of functions on the reduced scheme R(DQ, nδ)//G′. Here G′ is the quotient of G
by the subgroup {x 1, x ∈ C×}. The induced isomorphism
(eH+0 e
⊗n)Sn ∼= C[R(DQ, nδ)//G′]
can be described as follows.
First, consider the case n = 1. Here Spec(eH+0 e) is the moduli space parameterizing
semisimple H+0 -modules that are Γ-equivariantly isomorphic to CΓ. To a module we
assign the pair of operators x ∈ h∗, y ∈ h. This assignment is known to define an
isomorphism Spec(eH+0 e) → R(DQ, δ)//G
′ coinciding with the isomorphism we need.
The element eusph corresponds to xy + 1
2
+
∑
s∈S
cs
1−λs
s, where x, y are basis elements in
h∗, h subject to 〈x, y〉 = 1 and viewed as operators on CΓ. These operators are subject
to the relation [y, x] =
∑
s∈S css, where S is just Γ \ {1}. In other words, x, y are just
ℓ-tuples (x0, . . . , xℓ−1), (y0, . . . , yℓ−1) (that represent maps between isotypic components
of CZ/ℓZ) subject to
(6.12) xiyi − xi−1yi−1 = −
ℓ−1∑
j=1
cjη
ji,
where η is the primitive ℓ-th root of 1 defining the action of Γ on h∗. The element eu
is central and so acts by the same scalar on all isotypic components. The scalar equals
1
ℓ
∑ℓ−1
i=0(x
iyi + 1
2
+
∑ℓ−1
j=1
cj
1−ηj
ηji). Changing the summation order, we see that the last
sum is just 1
ℓ
∑ℓ−1
i=0 x
iyi + 1
2
= 1
ℓ
e˜u+ 1
2
.
Now let us consider the case of arbitrary n. Here the isomorphism eHe/(k, h) ∼=
C[R(DQ, nδ)//G′] is given as follows. Recall that
eHe/(h, k) = (eH+0 e
⊗n)Sn = (C[R(DQ, δ)//G′0]
⊗n)Sn,
where G′0 is the quotient of GL(δ) analogous to G
′. So we need to define a morphism
from (R(DQ, δ)//G′0)
n/Sn → R(DQ, nδ)//G′. This morphism just sends the n-tuple of
representations (z1, . . . , zn) to their direct sum. The morphism of interest is an isomor-
phism and the corresponding homomorphism of algebra is the required one. Under the
isomorphism (R(DQ, δ)//G′0)
n/Sn
∼
−→ R(DQ, nδ)//G′ the element e˜u on the right hand
side corresponds to the sum
∑n
i=1 e˜ui, where e˜ui, i = 1, . . . , n, are analogous trace poly-
nomials for the n copies of C[R(DQ, δ)//G′0]. But we also have eu =
∑n
i=1 eui. Now using
the previous paragraph we prove our claim for arbitrary n.
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