Abstract
Introduction
Due to their approximation capabilities [1, 2] , neural networks, NN, have been used mainly in the control of nonlinear systems [3] . The basic idea is to adjust the weights of the neural network until satisfactory control is obtained. The weights adjustment process is carried out until satisfactory control is obtained. It can be performed off line, if a good, reliable model of the process is available or on line in the context of adaptive control if the model is poorly known or time varying. A several researchers working for the optimisation of NN [4] , the structure of a single hidden layer NN is defined as the number of input variables and the number of neurons in the hidden layer [5] .
Fuzzy systems are being used successfully in an increasing number of application areas. These rulebased systems are more suitable for complex system problems where it is very difficult, if not impossible, to describe the system mathematically. One of the most important considerations in designing any fuzzy system is the generation of the fuzzy rules as well as the membership functions for each fuzzy set [6] [7] [8] . In most existing applications, the fuzzy rules are generated by experts in the area, especially for control problems with only a few inputs. With an increasing number of variables, the possible number of rules for the system increases exponentially, which makes it difficult for experts to define a complete rule set for good system performance [9] [10] . Today fuzzy logic controllers are mostly designed using genetic algorithms [11] [17] .
In this work we use multi objective genetic algorithm to design an Neural Networks and Fuzzy Logic Controllers and carry out a comparison between the two so designed controllers. This paper is organised as follows, section 2 presents the neural network design procedure, section 3 describes the FLC design and section 4 is devoted to the results of simulation.
The design of the NN controller

The NN controller
In this work, we consider a single hidden layer multi layered perceptrons, MLP. When designing such a neural network for control, one is first confronted with the choice of the structure of the network. For single hidden layer networks, it consists in deciding what variables to input to the controller and in fixing the number of neurons in the hidden layer. Once the structure is decided upon, optimisation of the weights of the connections, otherwise known as the learning process, can start. The structure of the networks influences the learning process and the quality of control since the approximating error depends on the number of neurons in the hidden layer and on the information input to network [18] . Clearly, it is not possible to consider simultaneous design of the structure and weights in an on line learning procedure. However, this is a feasible alternative in the case of off line learning. In this work, we consider an off line simultaneous design of the structure and the connection weights of a neural network. A multi-objective genetic algorithm, MOGA, is used for finding a good solution. Optimisation is performed in closed loop with the controller in the loop. In the next paragraph we describe the multi-objective genetic algorithm.
The solution procedure with a Multi objective genetic algorithm
A Multi objective optimisation problem consists in optimising a vector valued objective function [17] . An n objectives problem is defined as:
and there exits at least one i
. The non dominated solutions form the Pareto front. The multi-objective genetic algorithm is used to find solutions close to the Pareto front. The main elements of the multi objective genetic algorithm are :
(a) The individuals of the populations: Each individual represents an NN controller. Its chromosomes comprise three sub-chromosomes: the first encodes the input variables, the second the number of hidden neurons and the third the weights of the networks.
(b) Fitness function. The fitness function gives the quality of the solution associated with the chromosome. Since our objective is not only to find a controller that gives satisfactory closed loop performance but also one with a structure as simple as possible that is with a reasonable number of input variables and a reasonable number of neurons in the hidden layer, in this work, the fitness is based on the concept of non dominance using the following three objectives: the number of input variables, the number of neurones in the hidden layer, the cumulated error made by the controller when controlling the system for a sufficiently long period of time. This error which is the most important element in the design procedure is computed as follows. Each chromosome in the population represents an NN controller with its input variables, the number of neurons in the hidden layer and the values of the connections weights. In order to compute the error, the controller is applied in closed loop for system represented by its model. The simulated control system is carried out for sufficiently long period of time. The controllers that give an unstable closed loop are affected a very high cost. The procedure can be seen as looking for a stable optimal NN controller in the sense of the cumulated output error. The steps of the MOGA used here are as follows [19] :
Step 1: Initialisation An initial population of N individual is created. An individual is a NN controller represented by a chromosome that contains its input variables, its number of neurons and the values of the connection weights. For each individual the vector valued objective function is formed as follows:
where N is the number of input variables, L is the number of neurons and E is the cumulated output error.
Step 2 : Ranking For the current population we determine the non dominated individuals. We allocate the same dummy fitness for all these non dominated individuals generally f 0 =1. In order to maintain some diversity in the population, this dummy fitness is scaled by a factor proportional to the number of individual in this front. This quantity is called a niche. Each individual in the front will have a dummy
m is the niche. With the remaining individuals of the population we determine the new non dominated front to which we allocated the dummy fitness
where s m is the smallest niche in the previous front. This dummy fitness is then scaled as in above. This process of sorting and allocating dummy fitness is continued until the last individual of the front sorted. At the end of the step, the three objectives are transformed into a single objective according to the concept of non dominance.
Step 3 : Application of a simple genetic algorithm In this step we apply the simple genetic algorithm with single objective to the current population each individual having its dummy. A new population is generated with all individuals having a vector valued objective function computed as in the initialisation step.
Step 4 : Stopping If the maximum number of generations is reached stop otherwise go to step 2.
The design structure of the NN is shown in the figure 1 Figure 1 . Design structure of the NN with MOGA
Design of the Fuzzy logic controller
We consider a Takagi Sugeno type of fuzzy controller [20] , the inputs to the controller are the error « e » and its variation « Δe » and its output is the control signal u(t). One rule of such a controller is given by:
If e is N and Δe is P then u = p 1 *e+p 2 *Δe+c
In the same way as above, we use the MOGA algorithm in this design controllers. We consider two objectives : The parameters p i of the consequence of the rules and her number, a scaling gain of the control signal and the universe of discourse of the inputs.
The fuzzy sets of the input are chosen Negative, Zero, Positive, the inference mechanism is the prod,som. The fuzzy sets for the control are GN , PN , ZZ ,PP GP .
The output of the fuzzy controller is called by a gain  . This gain is included in the optimization process. Table I 
Simulation results
The design methodology using MOGA is applied for designing a fuzzy controller and a neural controller for a temperature control system. The model of the process is given by [21] : 
Conclusion
In this note, we have considered the design of neural network and Takagi Sugeno fuzzy logic controller, TSFLC, with multi-objective genetic algorithm, MOGA. For the neural network, the MOGA has to minimize three objectives, the cumulated error, the number of neurons in the hidden layer and the number and type of inputs to the network. In the case of the TS FLC, the objectives are the cumulated error and the parameters of the rules consequence. Both algorithms are applied for the control of temperature system. The FLC seems to perform better than the NN controller, this probably due to the fact that the a good solution is obtained easier for the FLC since the optimization process has only two objectives, the three objectives NN optimization is more difficult to solve.
