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Abstract-An algorithm is proposed which allows sequences of binary numbers to interact. We 
introduce a two-dimensional matrix form of the sequences achieved by a general folding method. 
Interactions between one- and two-dimensional forms of binary sequences generate new sequences, 
which compete with the original ones due to selection pressure. Starting from random initial popula- 
tions, replicating and self-replicating sequences are generated in large numbers. We report on results 
for four-digit sequences and propose nonlinear differential equations modelling the system. 
Self-replication or reproduction has long been considered to be one of the most important 
prerequisites of life [l]. Since self-replication is a cyclic process, it is natural to ask questions 
about its origin, and how this relates to the origin of life itself [a]. Such questions are only 
exacerbated by the progress made in the molecular genetic sciences [3]. The simplest living 
organisms may be certain RNA phages primarily carrying the information necessary to instruct 
or reprogram host cells to reproduce the phages instead of themselves [4]. However, it is generally 
accepted that sequences of around 3000 nucleotides are needed for these simplest forms of life to 
exist. 
Some radically simplified artificial systems have been studied in the past in an attempt to 
elucidate certain aspects of reproduction in well-defined mathematical frameworks, such as the 
cellular automata [5-71, spinglas models [8,9], or nonlinear dynamical systems [lo-131. More 
recently, complex models have been introduced under the heading of “artificial life” [14-161. 
In this letter we shall introduce another simple system, some members of which show 
the characteristics of self-replication. It is based on the re-interpretation of logical and math- 
ematical operations and was inspired by findings made in biochemistry nearly a decade ago. 
Kruger et al. [17] and Guerrier-Takada et al. [18] h ave demonstrated that strands of RNA, which 
form three-dimensional molecules, can operate on themselves and/or other RNA strands. Thus, 
RNA can occasionally assume the double function of being information carrier (represented by 
the sequence of nucleotides in the strand) and enzyme (protein-like, represented by the two- or 
three-dimensional structure of the RNA molecule) at the same time. 
In modern digital computers, sequences of bits are the primary carriers of information. If we 
consider this as the genotypic form of an entity which we shall call binary strings, we may ask 
the question whether there exists another form, the phenotype, of a bit string capable of carrying 
out operations on other bit strings. The answer appears to be ‘yes’ and the simplest phenotypic 
form that comes to mind is that of a two-dimensional matrix. 
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Table 1. Results of four different folding methods applied to a string S: Length N is a square 
number. 
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If we now consider a set of binary symbols Si, i = 1,. . . , N, N E N, si E (0, l},l to be 
organized in a one-dimensional sequence 
s’= (s1, s2,. . . , si, . . . ) sjv) ) 
we require the existence of a mapping M 
(1) 
M:s’-+Pc, (2) 
which transforms s’ to a corresponding two-dimensional matrix form P,- of the sequence which 
should be unique and reversible. The mapping can be termed a folding (this we call the folding 
method), following the notion used in molecular biology. In this letter, we shall restrict ourselves 
to quadratic matrices of size V% x v% and corresponding strings of length N. Table 1 gives 
typical sample results of various mapping (folding) methods applied to strings with N compo- 
nents. 
In contrast, to another idea for the folding discussed in the literature [19,20], the phenotypic 
forms considered here are mathematical operators naturaIly able to interact with the primary 
form of strings. 
Assume that an operator P; was formed from string S: This operator, in turn, can act on 
another string and generate still another string: 
P,-s” * S”. (3) 
We can think of a string as consisting of fi fragments with length fi each. The operator P,- 
is able to transform one of these fragments at a time using semi-local operations. In this way, it 
moves down the string s” in steps of size fl until it has finally completed the production of a 
new string Z” (see F g i ure 1). Then operator P, unfolds back into its corresponding form as a 
string s’ and is released, together with s” and S”‘, into the ensemble of other strings which will 
be called string soup from now on. 
A general operation of P,- may be subsumed under the following transformation rule: 
S -ll = f(P&). (4 
A particular example of the action of an operator on a string would be the computation of scalar 
products. As we deal with binary strings, the following related computation will be studied here: 
j=&V 
I, 
‘i+kd?if = c G 
I 
7 i=l,..., l/E, lc=o ,..., X6-1, (5) 
j=l 
‘We are not restricted to binary numbers. Any number, and possibly sets of symbols, could be used provided an 
appropriate and natural interaction mechanism can be found. 
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Operator !I$ String 2 String 2’ 
Figure 1. An operator P,- acts upon a string s” to produce a new string ~7”‘. 
Table 2. Classification of different polymerization reactions. Raw material X not mentioned 
Reactants are conserved 
Reactants 
s + s’ 
s + SI 
s -t .sI 
sfs 
s+s 
Product 
S” 
S 
S’ 
S’ 
S 
Description 
other reaction 
replication 
replication 
other reaction 
self-replication 
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where Ic counts the steps the operator has taken down the string. U[ ] symbolizes the squashing 
function 
o[x] = 
{ 
1, for 5 > 0, 
0, for x < 0, (6) 
and 0 is an adjustable threshold, here fixed at 0 = 1. 
The new interpretation for this operation is to consider it in analogy to a chemical reaction 
as a polymerization, in which Pg reacts with s” and produces a ne2u string 2”. In a chemical 
notation, this would read (skipping the vector arrows from strings) 
s + s’ + s + s’ + s”. (7) 
We therefore require that a new string is assembled, using the interaction of s and s’ as the source 
of information that instructs the details of the sequence of s”.~ In other words, the proposed sys- 
tem is open with an ongoing generation of new strings (from some sort of raw material). It is this 
non-equilibrium character of reactions which makes the self-organizing phenomena encountered 
here possible. Table 2 classifies the various reactions. 
There are some options to balance the continued production of new strings which depend on 
the resource limitations necessarily imposed on such a system. 
(a) One can run the system with a fixed number of strings. 
(b) One can do the same after an intitial period of unrestricted growth starting from a small 
number of strings. 
(c) One can restrict the raw material in the soup that may be used to build strings. 
21t is also possible that only one of the two, either string or operator, should be conserved. Qualitatively, the 
behaviour of the system is similar. 
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As Eigen [lo] has pointed out, all 
force strings into a competition for 
numbers must be able either 
have qualitatively similar effects on the system, namely to 
available resources. The strings that survive in macroscopic 
(i) to reproduce themselves, 
(ii) to reproduce by the help of others, or 
(iii) to lock into reaction cycles with mutually beneficial transformations. 
Here, we shall consider systems with a fixed string number M, M E N. 
There are some potentially “lethal” strings in these systems. A string is said to be lethal 
or “pathological” with respect to the operation of equation (4) if it is able to replicate in an 
unproportionally large number in almost any ensemble configuration. In the particular case of 
equation (5), the string consisting of “O’s” only is pathological because it is able to replicate with 
itself and with every other string. We shall call this string destructor and shall constantly monitor 
string soup reactions in order to remove the destructor upon appearance. Another potentially 
hazardous string consists of “l’s” only. We shall call it the exploitor. In addition to being able 
to replicate itself, it is able to replicate with a large fraction of strings. Although the exploitor is 
pathological, we can deal with it in a more gentle way by providing a means of non-deterministic 
string decay. 
To this end, we shall introduce the following general stability criterion for strings: a string may 
be considered more stable the fewer “l’s” it contains. Its chance to decay, therefore, depends on 
k= l,...,M. 
i=l 
I(“) measures the amount of Y’S” in string k and will determine a probability 
with which an encountered string should decay. The parameter n shall serve us to adjust proba- 
bilities slightly. Note that the exploitor has probability p = 1 and must decay upon encounter. 
The entire algorithm can now be stated as follows. 
STEP 1. Generate M random binary strings of length N each. 
STEP 2. Select a string3 and fold it into an operator (a matrix) of dimension fi x fi. 
STEP 3. Select another string3 and apply the operator generated in Step 2. 
STEP 4. Release the new string, the old string, and the operator (as string) into the string soup. 
STEP 5. Remove one randomly chosen string in order to compensate for the addition of a string 
in Step 4. 
STEP 6. Monitor the soup and replace destructors by random strings. 
STEP 7. Select one string and substitute it according to the probability of equation (9) by a 
random string. 
STEP 8. Go to Step 2. 
Table 3 shows the impressive amount of possible interactions between strings as we increase 
their length N. For arbitrary N we have 
12s = 2N - 1 (10) 
string types and 
nR = 22N -(3~2~)+2 (11) 
3Selection is at random, from a uniform distribution. 
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Table 3. Some low-dimensional examples. m: matrix size in one dimension; N: length of strings; 
n,: number of different string types, excluding destructor; TZR: number of possible reactions, 
excluding self-reactions. 
-2 3 4 5 10 
N 4 9 16 25 100 
ns 15 511 65535 N 107 - 1030 
nR 210 - 2.6. lo5 N 4 109 N 10’5 - 1060 
reactions, excluding reactions with the destructor and self-reactions. The 
self-replications is ns~ = 72s. 
number of potential 
The simplest non-trivial system has strings of length N = 4. We shall name them by combining 
the binary numbers they carry into a decimal number: 
with 
s'= E JW 7 
k = -&2”‘. 
W-4 
(13) 
l=l 
Each of the 15 types of strings can interact with all other types. 
We are now in the position to discuss the dynamical behaviour of our system N = 4. Global 
quantities which characterize its time development are the concentrations xi(t) of all different 
string sorts sCi): 
(14) 
where m,(t) is the number of actual appearances of string type sci) in the soup and M, as before, 
is the constant total number of strings. 
Figure 2 shows the first lo4 iterations through the algorithm with M = 1000 strings. Although 
the dynamics look very noisy, an impression of attractor state behaviour can be gained. By 
increasing the population 100-fold this view is confirmed, as can be seen from Figure 3. The sys- 
tem seems to relax to a macroscopic attractor state as given by the time-averaged concentrations. 
Running the algorithm under different initial conditions reveals that the macroscopic behaviour 
is subject to only slight changes, well within the range of fluctuations present in the system. 
Using other folding rules or different parameters n, however, results in visible global changes 
of behaviour [21]. 
We can try to model the proposed string reactions by a system of coupled differential equations 
similar to those studied by Eigen and Schuster for the hypercycle [ll]. To this end, we have to 
assume that the important aspects of our system can be described by continuous non-random 
concentration functions Y%(t) of the different string types i, 1 < i < ns, which are considered to 
approximate the time averaged concentrations (xijt 122,231: 
Yi(t) = (%)t, 0 < Yi(t) I 1. (15) 
The deterministic rate equations in yi(t) read: 
-I 
?/2(t) + 
ns 
x Cik $/k(t) - Dt Yict) + 
k#i I 
n.9 
c 
j,k#i 
Wzjk ?-/j(t) Yk(t) - yli(t) Q(t), (16) 
Eli Yk ct) 
where Bi, Cik, W.jk are rate constants for self-replication, replication, and other reactions (see 
Table 2) derived from a reaction table of the participating string tyl)es. They are either 1 if a 
6 
0.16( 
Figure 2. Type concentrations during the first 10,000 iterations through the algorithm of a binary 
string system, N = 4, A4 = 1000. The initial configuration is a randomly distributed population. 
Noisy attractor system. 
Figure 3. Type concentrations in a simulation using the reaction matrix of the binary string system 
N = 4, M = 100,000 strings were simulated. 
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Figure 4. Simulation of the differential equations (16). Constants derived from binary string 
system N = 4. Initial conditions same as in Figure 3. Types 1,2,4,8 show highest, types 7,11,13,14 
show lowest concentration. 
reaction exists, or 0 otherwise. Di determines a selection term 
Di = pci). (17) 
A(t) is an unspecific growth term 
where 
aij = 
1, if the reaction between sci) and s(j) produces s(O), 
0, otherwise, 
(1% 
reflects reactions producing the destructor. Finally, Q(t) is a flow term used to enact competition 
between the various string sorts s ci) by enforcing that the overall sum of concentrations in the 
system is kept constant. The behaviour of these equations for 15 string types with concentra- 
tions yi(t) and couplings derived from the N = 4 system is shown in Figure 4. We can clearly 
observe that some concentrations merge into the same levels, due to the particular interactions 
present in the dynamics of this binary string system. Since the number of string types is very 
low in this simulation, no type dies out. The comparison between the statistical data and the 
numerical integration of (16) shows very good agreement. 
A wealth of models becomes possible in the proposed framework. Here we have only discussed 
the simplest system in some detail. More complex systems will be treated elsewhere [21,24]. In 
general, the combinatorial explosion we encounter here will be useful for application purposes [25] 
since we are able to act at the “atomic level” of the system (the binary numbers). In addition, 
the folding methods introduced here can be refined as to allow the local structure of a sequence 
to partially determine its two-dimensional form. 
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