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Abstract
In this paper, the rate-distortion theory of Gray-Wyner lossy source coding system is investigated. An iterative algorithm is
proposed to compute rate-distortion function for general successive source. For the case of jointly Gaussian distributed sources,
the Lagrangian analysis of scalable source coding in [1] is generalized to the Gray-Wyner instance. Upon the existing single-letter
characterization of the rate-distortion region, we compute and determine an analytical expression of the rate-distortion function
under quadratic distortion constraints. According to the rate-distortion function, another approach, different from Viswanatha et
al. used, is provided to compute Wyner’s Common Information. The convergence of proposed iterative algorithm, RD function
with different parameters and the projection plane of RD region are also shown via numerical simulations at last.
I. INTRODUCTION
Consider lossy source coding is a very important technology in contemporary communication to provide greater transmission
rate. The rate-distortion region for lossy source coding is still difficult to achieve after decades of research. Gray and Wyner
proposed Gray-Wyner lossy source coding system in [2], as shown in Fig.1. However, rate-distortion (RD) region was computed
and determined only for the case of certain simple discrete sources with equal distortion constraints. Most research of Gray-
Wyner lossy source coding system focused on common information(CI), which is a special corner point on RD region. Two
most popular CI are Wyner’s common information and Gasc-Korner common information proposed in [3] and [4], respectively.
Then Xu et al. provided converse proof that Wyner’s common information equals to the smallest common message rate when the
total rate is arbitrarily close to the RD function under suitable conditions in [5]. Moreover Viswanatha et al. had more interest in
computation of CI. They achieved the Wyner’s common information of two correlated zero-mean Gaussian random variables in
[6]. We can achieve the same results during RD function in Section IV-C. Giel et al. study a generalizaiton of Wyner’s commoon
information to Watanabe’s Total Correlation in [7]. Some partial results include Wyner’s common information characterization
for bivariate Gaussian sources in [8], and total correlation characterization for vector Gaussian sources in [9].
Encoder 1
Encoder 0
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Decoder 1
Decoder 2
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(Xˆ1, D1)
(Xˆ2, D2)
Fig. 1: Gray-Wyner lossy source coding system.
Successive refinement problem can be seen as a special case of Gray-Wyner source coding problem, removing Encoder 1
in Fig.1. In 1991, Equitz and Cover found the relationship between successive refinement problem and rate-distortion problem
in [10], making this problem popular in decades. For instance, Tuncel and Rose provided an iterative algorithm to compute
minimum sum rate and also developed Kuhun-Tucker optimality conditions of their multi-layer source coding system in [11].
Following the Lagrange analysis method in [11], Nayak and Tuncel obtained an analytical representation of the RD function,
for bivariate correlated Gaussian sources in [1]. The vector form of the same RD problem was further studied in [12].
Besides the successive refinement problem considered in [1], [10]–[12], other multi-terminal rate-distortion problems are
studied in different distributed scenarios. In [13], Xiao et al. considered the centralized/distributed data compression problem
through one/two encoders and only one decoder, with bivariate correlated Gaussian sources. In [14], [15], Yang et al. studied a
multi-terminal sequential data compression system, which is mainly motivated by the causal video coding strategy in practical
standards.
Although the computation methods for multi-terminal RD function are flourished, it lacks of the analytic determination for
the Gray-Wyner lossy source coding system [2], even for the simple bivariate correlated Gaussian sources. Sula et al. studied
the pareto-optimal tradeoffs between R1 + R2 and R0 in [16]. The main contribution of this paper is to establish an explicit
formula on the RD function of Gaussian Gray-Wyner system with quadratic individual distortion constraints.
The rest of this paper is organized as follows. The system description and preliminaries are given in Section II. In Section
III, we propose one iterative algorithm to compute RD function in Gray-Wyner system for general successive sources. Section
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2IV provide the main results of this paper, which is the analytical expression of rate-distortion function in quadratic Gaussian
Gray-Wyner system. And we compute Wyner’s common information during determining the special corner point on RD region,
different method of [5] and [6]. Numerical simulation is also provided in Section V to shown the convergence of proposed
iterative algorithm, RD function with different parameters and the projection plane of RD region. At last, we conclude with a
summary of our results in section VI.
II. PRELIMINARIES
In this section, we firstly review the Gray-Wyner lossy source coding system. And then making some definitions of this
source coding problem and RD function.
A. System model
Let sequence {(X1, X2)n}∞n=1 be produced by pairs of memoryless correlated sources, where each pair of random variable
is independent and identically distributed with joint probability distribution pX1X2(x1, x2) in alphabets X1 ×X2. To make the
paper simplified, probability density function pV (v) is replaced by p(v) if there is no special note in the rest of the paper.
From Fig.1, Gray-Wyner lossy source coding system with three encoders and two decoders can be described as follows
• Three encoders have access to both sources with encoding functions f (n)i :
f
(n)
i : X (n)1 ×X (n)2 → {1, 2, · · · ,M (n)i }, i ∈ {0, 1, 2}.
• Each of two decoders has access to only two encoded information, where Decoder i has access to the information from
Encoder i and Encoder 0, with decoding function g(n)i :
g
(n)
i : {1, 2, · · · ,M (n)0 } × {1, 2, · · · ,M (n)i } → Xˆ (n)i , i ∈ {1, 2}.
where the two reconstructions are sequences of symbols in alphabets Xˆ (n)i .
• Decoder i is only interested in the source reproduction Xˆi with constraint Di, where i ∈ {1, 2} with single-letter distortion
measures with
di : X (n)i × Xˆ (n)i → [0,∞), i ∈ {1, 2}.
B. Definitions and single-letter characterization
Definition 1: A tuple (R0, R1, R2, D1, D2) is said to be achievable RD vector if there exists a sequence of encoding functions
f
(n)
i , i ∈ {0, 1, 2} and decoding functions g(n)i , i ∈ {1, 2} such that
lim sup
n→∞
1
n
log |M(n)i | ≤ Ri, i ∈ {0, 1, 2};
lim sup
n→∞
E
[
di(X
(n)
i , g
(n)
i (M
(n)
0 ,M
(n)
i ))
]
≤ Di, i ∈ {1, 2}.
According to Theorem 14.3 in [17], the optimal rate region R∗ for the Gray-Wyner system is the closure of the set of achievable
rate triples. Next lemma is the lossy performance of Gray-Wyner system, which is also the single-letter characterization of
rate region.
Lemma 1: A quintuple (R0, R1, R2) is said to be achievable subject to distortion constraints (D1, D2) if and only if there
exist auxiliary random variables U and (Xˆ1, Xˆ2) jointly distributed with (X1, X2) such that
R0 ≥ I(X1, X2;U),
Ri ≥ I(X1, X2; Xˆi|U), i ∈ {1, 2} (1)
Di ≥ E{di(Xi, Xˆi)}.
We denote this quintuple (R0, R1, R2) as RGW
Proof: Refer to [2, Th. 7], [1, Sec. II. A] and [17, Ch. 14.2] for the proof of this lemma.
Even though the characterization of optimal rate region is shown in above lemma, the computation of the region is still
a hard and non-straightforward problem. So, we define a weighted RD function Rα(D1, D2), where α is denoted as tuple
(α0, α1, α2), as trade-off between a weighted average of rates to propose the boundary of the rate region, which is also the
supporting hyperplane of the region.
3Definition 2: The weighted RD function is defined as follows:
Rα(D1, D2) , min
p(xˆ1, xˆ2, u|x1, x2)
E{d1(X1, Xˆ1)} ≤ D1
E{d2(X2, Xˆ2)} ≤ D2
α0I(X1, X2;U) +
2∑
i=1
αiI(X1, X2; Xˆi|U). (2)
Since the convexity of this region can be proved according to [11], computing the RD function defined in (2) can be
transformed to a convex optimization problem, and we may use the Lagrangian minimization approach, shown in [18], to solve
this problem.
Firstly, the Lagrangian formulation function can be denoted as:
Lα,β(p(xˆ1, xˆ2, u|x1, x2)) , α0I(X1, X2;U) +
2∑
i=1
αiI(X1, X2; Xˆi|U) + βiE{di(Xi, Xˆi)}, (3)
for all α0, α1, α2, β1, β2 ≥ 0. Where β is denoted as tuple (β1, β2). So the minimization of the Lagrangian function is denoting
as L∗α,β:
L∗α,β , min
p(xˆ1,xˆ2,u|x1,x2)
α0I(X1, X2;U) +
2∑
i=1
αiI(X1, X2; Xˆi|U) + βiE{di(Xi, Xˆi)}. (4)
Therefore, RD function Rα(D1, D2) can be transformed to:
Rα(D1, D2) = max
β1,β2
{L∗α,β − β1D1 − β2D2}. (5)
Alternatively, if we define the achievable distortion
D(α, β) ,
{(
E{d1(X1, Xˆ1)}, E{d2(X2, Xˆ2)}
)
: (Xˆ1, Xˆ2) achieves L∗α,β
}
.
Then for any (D1, D2) ∈ D(α, β),
Rα(D1, D2) = L
∗
α,β − β1D1 − β2D2. (6)
In the rest of this paper, we will focus on solving this Lagrangian problem.
III. ITERATIVE ALGORITHM
In this section, we are interested in an iterative algorithm for general sources with arbitrary distribution. Before proposing
iterative algorithm for computing RD function shown in (5), we need first compute Lagrangian minimization problem mentioned
in (4).
A. Computation of Lagrangian Minimization:
Firstly, (3) can be expanded using definition of mutual information:
Lα,β(p(xˆ1, xˆ2, u|x1, x2)) =α0I(X1, X2;U) +
2∑
i=1
αiI(X1, X2; Xˆi|U) + βiE{di(Xi, Xˆi)}
=
∑
x1,x2,xˆ1,xˆ2,u
p(x1, x2, xˆ1, xˆ2, u)
[
(α0 − α1 − α2) log p(u|x1, x2)
p(u)
+ α1 log
p(xˆ1, u|x1, x2)
q(xˆ1, u)
+ α2 log
p(xˆ2, u|x1, x2)
q(xˆ2, u)
+ βidi(xi, xˆi)
]
, (7)
where p(u) and p(xˆi, u) are marginal distribution corresponding to p(u|x1, x2) and p(xˆi, u|x1, x2), respectively, which is
p(u) =
∑
x1,x2
p(x1, x2)p(u|x1, x2),
p(xˆi, u) =
∑
x1,x2
p(x1, x2)p(xˆi, u|x1, x2).
To construct iterative algorithm, free distribution q(u) and q(xˆi, u), which can not be necessarily equal to marginal distribution
p(u) and p(xˆi, u) respectively, are introduced here. Science we only need to compute optimal distribution p(u|x1, x2),
p(xˆ1, u|x1, x2), p(xˆ2, u|x1, x2), q(u), q(xˆ1, u) and q(xˆ2, u), to make the paper simplified, we denote the joint distribution
p(xˆ1, xˆ2, u|x1, x2) and q(xˆ1, xˆ2, u) in the rest of paper to represent above marginal probability distribution.
4Therefore, an alternative Lagrangian minimization formulation with two variables is defined as:
Lα,β(p(xˆ1, xˆ2, u|x1, x2), q(xˆ1, xˆ2, u))
,
∑
x1,x2,xˆ1,xˆ2,u
p(x1, x2, xˆ1, xˆ2, u)
[
(α0 − α1 − α2) log p(u|x1, x2)
q(u)
+ α1 log
p(xˆ1, u|x1, x2)
q(xˆ1, u)
+ α2 log
p(xˆ2, u|x1, x2)
q(xˆ2, u)
+ βidi(xi, xˆi)
]
. (8)
Next we transform the problem into a double minimization applying a method proposed by Blahut [19] and [11, Lemma 1].
Lemma 2:
L∗α,β = min
p(xˆ1,xˆ2,u|x1,x2)
min
q(xˆ1,xˆ2,u)
Lα,β(p(xˆ1, xˆ2, u|x1, x2), q(xˆ1, xˆ2, u)). (9)
Proof: Comparing (3) and (8), it is easy to get
Lα,β(p(xˆ1, xˆ2, u|x1, x2), q(xˆ1, xˆ2, u)) = Lα,β(p(xˆ1, xˆ2, u|x1, x2)) +D(p(xˆ1, xˆ2, u)||q(xˆ1, xˆ2, u))),
where D(p||q) is the Kullback-Leibler distance. According to the property of Kullback-Leibler distance, it is obviously that
Lα,β(p(xˆ1, xˆ2, u|x1, x2), q(xˆ1, xˆ2, u)) ≥ Lα,β(p(xˆ1, xˆ2, u|x1, x2)) with equality if and only if q(xˆ1, xˆ2, u) = p(xˆ1, xˆ2, u).
Corollary 1:
L∗α,β = min
p(xˆ1,xˆ2,u|x1,x2)
Lα,β(p(xˆ1, xˆ2, u|x1, x2), q∗(xˆ1, xˆ2, u)),
where q∗(xˆ1, xˆ2, u) = p(xˆ1, xˆ2, u) =
∑
x1,x2
p(x1, x2)p(xˆ1, x2, u|x1, x2)
Because the inner minimization in (9) is always finite, the order of minimization can be reversed to get the following
corollary.
Corollary 2:
L∗α,β = min
q(xˆ1,xˆ2,u)
min
p(xˆ1,xˆ2,u|x1,x2)
Lα,β(p(xˆ1, xˆ2, u|x1, x2), q(xˆ1, xˆ2, u)). (10)
Then the optimal conditional distribution p∗(xˆ1, xˆ2, u|x1, x2), which is the function of free distribution q(xˆ1, xˆ2, u), for the
inner minimization in (10) is determined in following lemma.
Lemma 3:
p(u|x1, x2) = q(u) · e
α1
α0
log f1(x1,x2,u)+
α2
α0
log f2(x1,x2,u)
f0(x, y)
,
p(xˆ1|x1, x2, u) = q(xˆ1|u) · e
− β1α1 d1(x1,xˆ1)
f1(x1, x2, u)
, (11)
p(xˆ2|x1, x2, u) = q(xˆ2|u) · e
− β2α2 d2(x2,xˆ2)
f2(x1, x2, u)
,
where
f0(x1, x2) =
∑
u
q(u)e
α1
α0
log f1(x1,x2,u)+
α2
α0
log f2(x1,x2,u),
f1(x1, x2, u) =
∑
xˆ1
q(xˆ1|u) · e−
β1
α1
d1(x1,xˆ1), (12)
f2(x1, x2, u) =
∑
xˆ2
q(xˆ2|u) · e−
β2
α2
d2(x2,xˆ2).
Proof: The detailed proof is shown in Appendix A refer to [20, Ch. 8].
Corollary 3: Putting the optimal p∗(xˆ1, xˆ2, u|x1, x2) in (11) into (10), an alternative form of L∗α,β can be proposed as
follows:
L∗α,β = min
q(xˆ1,xˆ2,u)
−
∑
x1,x2
p(x1, x2) log f0(x1, x2). (13)
5Algorithm 1 The expanded Blahut-Arimoto Algorithm
Input: Initial value of q(0)(xˆ1, xˆ2, u) > 0 for all (xˆ1, xˆ2, u) ∈ Xˆ1 × Xˆ2 × U . Maximum error  > 0.
Output: An approximate solution of L∗α,β.
Set n = 1, ∆L =∞
while ∆L >  do
Updating f (n−1)i (x1, x2, u) using q
(n−1)(xˆ1, xˆ2, u) by (12).
Updating p(n)(xˆ1, xˆ2, uˆ|x1, x2) by (11).
Updating q(n)(xˆ1, xˆ2, u) during q(n)(xˆ1, xˆ2, u) =
∑
x1,x2
p(X1, X2) · p(n)(xˆ1, xˆ2, uˆ|x1, x2).
Updating L(n)∗α,β using (13) according to p
(n)(xˆ1, xˆ2, uˆ|x1, x2) and q(n)(xˆ1, xˆ2, u).
Compute ∆L = |L(n)α,β(p, q)− L(n−1)α,β (p, q)|.
Set n← n+ 1.
end while
B. Iterative Algorithm of RD function
According to above two lemmas, an iterative algorithm of computing Lagrangian minimization L∗α,β can be proposed, which
is an expanded Blahut-Arimoto Algorithm [21] [19].
The sequences Lα,β(p(1), q(0)) ≥ Lα,β(p(1), q(1)) ≥ Lα,β(p(2), q(1)) ≥ · · · must converge when given the bound Lα,β(p, q) ≤
L∗α,β by the construction of Algorithm 1, where p and q denote the distribution p(xˆ1, xˆ2, u|x1, x2) and q(xˆ1, xˆ2, u). Moreover,
convergence of classic Blahut-Arimoto Algorithm to minimum Lagrangian was proofed by [22]. And it can be achieved that the
sequence q(0), p(1), q(1), p(2), · · · , generated by Algorithm 1, converging to (p∗, q∗) = arg min
p,q
Lα,β(p(xˆ1, xˆ2, u|x1, x2), q(xˆ1, xˆ2, u))
referring to [11, Th. 1]. After achieving L∗α,β by Algorithm 1, RD function can be computed using (5) by linear programming
Algorithm 2 Algorithm of computing RD function
Input: Initial value of ∀β(0)1 , β(0)2 . Maximum error  > 0.
Output: An approximate solution of Rα(D1, D2).
Set n = 0
while |∆D1| >  or |∆D2| >  do
Compute L∗α,β(p, q), using Algorithm 1.
Compute D(n)X1 and D
(n)
X2
, using DXi = E{(Xi − Xˆi)2}.
Compute ∆Di = D
(n)
X2
−Di, i ∈ {1, 2}.
Update β(n+1)i = β
(n)
i + γn ·∆Di, i ∈ {1, 2}, where γn > 0 can be chosen probably.
Set n← n+ 1
end while
theory [23] to determine β1 and β2, shown in Algorithm 2. The convergence of this algorithm is well-known by [23].
IV. ANALYTICAL SOLUTION OF RD FUNCTION
In this section, we provide a way to calculate analytical formulation of RD function when sources are joint Gaussian random
variables. Although the Lagrangian minimization is computed under discrete sources in above section, it is easy to translate it
into continuous sources by replacing sum symbols with integral symbols.
A. Alternative characterization for L∗α,β
Although Algorithm 1 provides an approach to calculate Lagrangian minimization, we are more interested in the analytical
outer bound of Lα,β(p(xˆ1, xˆ2, u|x1, x2), q(xˆ1, xˆ2, u)). Next lemma will propose an alternative characterization for L∗α,β.
Lemma 4:
L∗α,β = max
(θ(x1,x2),ψi(x1,x2))∈Γ
−α0
∫∫
p(x1, x2) log θ(x1, x2)dx1dx2, (14)
6where
Γ ,{(θ(x1, x2), ψi(x1, x2, u)) : ∀(x1, x2) ∈ (X1,X2), xˆi ∈ Xˆi,
θ(x1, x2) > 0, ψi(x1, x2, u) > 0, µi(xˆi, u) ≤ µ0(u) ≤ 1}, i ∈ [1, 2],
µ0(u) ,
∫∫
p(x1, x2)ψ1(x1, x2, u)
α1
α0 ψ2(x1, x2, u)
α2
α0
θ(x1, x2)
dx1dx2,
µ1(xˆ1, u) ,
∫∫
p(x1, x2)ψ1(x1, x2, u)
(
α1
α0
−1)ψ2(x1, x2, u)
α2
α0
θ(x1, x2)
· e−
β1
α1
d(x1,xˆ1)dx1dx2,
µ2(xˆ2, u) ,
∫∫
p(x1, x2)ψ1(x1, x2, u)
α1
α0 ψ2(x1, x2, u)
(
α2
α0
−1)
θ(x1, x2)
· e−
β2
α2
d(x2,xˆ2)dx1dx2.
Proof: Converse: according to Lα,β(p(xˆ1, xˆ2, u|x1, x2)) shown in (7), we can get
Lα,β(p(xˆ1, xˆ2, u|x1, x2)) ≥ −α0
∫∫
p(x1, x2) log θ(x1, x2)dx1dx2 by following computation.
Lα,β(p(xˆ1, xˆ2, u|x1, x2)) + α0
∫∫
p(x1, x2) log θ(x1, x2)dx1dx2
=
∫
· · ·
∫
p(x1, x2, xˆ1, xˆ2, u)
[
(α0 − α1 − α2) log p(u|x1, x2)θ(x1, x2)
p(u)ψ1(x1, x2, u)
α1
α0 ψ2(x1, x2, u)
α2
α0
+ α1 log
p(xˆ1, u|x1, x2)θ(x1, x2)
p(xˆ1, u)ψ1(x1, x2, u)
(
α1
α0
−1)ψ2(x1, x2, u)
α2
α0 e−
β1
α1
d(x1,xˆ2)
+ α2 log
p(xˆ2, u|x1, x2)θ(x1, x2)
p(xˆ2, u)ψ1(x1, x2, u)
α1
α0 ψ2(x1, x2, u)
(
α2
α0
−1)e−
β2
α2
d(x2,xˆ2)
]
dx1dx2dxˆ1dxˆ2du
(a)
≥
∫
· · ·
∫
p(x1, x2, xˆ1, xˆ2, u)
[
(α0 − α1 − α2)
(
1− p(u)ψ1(x1, x2, u)
α1
α0 ψ2(x1, x2, u)
α2
α0
p(u|x1, x2)θ(x1, x2)
)
+ α1
(
1− p(xˆ1, u)ψ1(x1, x2, u)
(
α1
α0
−1)ψ2(x1, x2, u)
α2
α0 e−
β1
α1
d(x1,xˆ1)
p(xˆ1, u|x1, x2)θ(x1, x2)
)
+ α2
(
1− p(xˆ2, u)ψ1(x1, x2, u)
α1
α0 ψ2(x1, x2, u)
(
α2
α0
−1)e−
β2
α2
d(x2,xˆ2)
p(xˆ2, u|x1, x2)θ(x1, x2)
)]
dx1dx2dxˆ1dxˆ2du
=(α0 − α1 − α2)
(
1−
∫
p(u)µ0(u)du
)
+ α1
(
1−
∫∫
p(xˆ1, u)µ1(xˆ1, u)dxˆ1du
)
+ α2
(
1−
∫∫
p(xˆ2, u)µ2(xˆ2, u)dxˆ2du
)
(b)
≥ 0. (15)
The inequality of (a) follows from the inequality τ − 1 ≥ log τ . And the inequality of (b) follows from the conditions
µi(xˆi, u) ≤ µ0(u) ≤ 1 in Γ with equality if and only if µ0(u) = µi(xˆi, u) = 1, i ∈ {1, 2}.
Achievable: the necessary and sufficient condition for a given q(xˆ1, xˆ2, u) can achieve L∗α,β in Lemma 3 is proofed in
Appendix B. Therefore, L∗α,β = −α0
∫∫
p(x1, x2) log θ(x1, x2)dx1dx2 is achieved when we choose θ(x1, x2), ψi(x1, x2, u) as
f0(x1, x2) and fi(x1, x2, u), i ∈ {1, 2}, respectively.
Therefore, the proof is completed.
Corollary 4: A pair (θ(x1, x2), ψi(x1, x2)) ∈ Γ, i ∈ {1, 2} achieves L∗α,β if and only if there exists a distribution function
p(xˆ1, xˆ2, u) such that
θ(x1, x2) =
∫
p(u)e
α1
α0
logψ1(x1,x2)+
α2
α0
logψ2(x1,x2)du, (16)
ψi(x1, x2) =
∫
p(xˆi|u) · e−
βi
αi
d(xi,xˆi)dxˆi, (17)
µ0(u) = µ1(x1, x2) = µ2(x1, x2) = 1. (18)
Proof: The condition (16) and (17) are achieved when the inequality a in (15) holds. The condition (18) can be got when
the inequality b in (15) holds.
B. Analytical formulation of RD function
After achieving minimization Lagrangian function L∗α,β, we rewrite target RD function in (6). Rα(D1, D2) = L
∗
α,β −
β1D1 − β2D2 for any (D1, D2) ∈ D(α, β). Computing the analytical solution of RD function for general sources is still a
7difficult problem. In rest of this paper, we determine the source is a pair of jointly Gaussian random variables with zero mean
and covariance matrix of
CX1,X2 =
[
1 ρ
ρ 1
]
,
where 0 < ρ < 1. Moreover, Xi and Xˆi are measured by same mean square error distortion measure, d(xi, xˆi) = (xi − xˆi)2.
Without loss of generality, we define Dmaxi , minxˆiE{di(xi, xˆi)} = 1, i ∈ {1, 2}.
Firstly, some special cases which are easy to be achieved would be discussed.
(i) α0 = 0 : In this case, rate constraint on the second-layer is moved out. Rate on second-layer can be any high to satisfy
requirement of (D1, D2) ∈ D(α, β) without changing the value of RD function. Therefore, an optimal strategy would be
letting I(X1, X2; Xˆ1|U) = 0 and I(X1, X2; Xˆ2|U) = 0. Thus
Rα(D1, D2) = 0.
(ii) α1 + α2 ≤ α0: It is obviously that the sum cost on first-layer and third-layer is smaller than the cost on second-layer.
So, an optimal strategy of getting RD function is letting I(X1, X2;U) = 0, thus
Rα(D1, D2) =
α1
2
log
1
D1
+
α2
2
log
1
D2
.
(iii) α1 = 0, α2 > α0 > 0: Only first-layer rate has no constraint, we can transmit as many bits as are necessary to
satisfy constraints on reproducing X1. Therefore, an optimal method is that second-layer and third-layer provide full service
for reproduction source Xˆ2. Thus
Rα(D1, D2) = α0 ·RX2(D2) =
α0
2
log
1
D2
.
(iv) α2 = 0, α1 > α0 > 0: Only third-layer rate has no constraint, As the analysis in case (iii) Thus
Rα(D1, D2) = α0 ·RX1(D1) =
α0
2
log
1
D1
.
(v) D1 ≥ 1: From the definition of Dmax1 , when D1 ≥ 1, the source reproduction Xˆ1 has no constraint. Therefore, similar
as case (iii), RD function can be achieved:
Rα(D1, D2) =
α0
2
log
1
D2
.
(vi) D2 ≥ 1: Similar as case (v), RD function can be achieved:
Rα(D1, D2) =
α0
2
log
1
D1
.
Summarizing the above results, the RD function can be written as:
Rα(D1, D2) =

0 if α0 = 0
α0
2 log
1
D1
if α2 = 0, α1 > α0 > 0 or D2 ≥ 1
α0
2 log
1
D2
if α1 = 0, α2 > α0 > 0 or D1 ≥ 1
α1
2 log
1
D1
+ α22 log
1
D2
if α1 + α2 ≤ α0
(19)
After discussing special situations, we will focus on following general condition, denoted as DNZα,D , {(α, D1, D2) : αi >
0, α1 + α2 > α0, D1 < 1, D2 < 1}, i ∈ {0, 1, 2}.
Next, we need to assume some variables which is useful for following deriving.
Xˆ1 = m1U + V1, (20)
Xˆ2 = m2U + V2, (21)[
X1
X2
]
= A1
[
U
Xˆ1
]
+
[
N11
N12
]
(22)
= A2
[
U
Xˆ2
]
+
[
N21
N22
]
, (23)
where V1 and V2 are independent of U ; (N11, N12) is independent of (U, Xˆ1) and (N21, N22) is independent of (U, Xˆ2). The
random variables V1, V2, (N1, N2), (N11, N12) and (N21, N22) are all zero-mean Gaussian.
According to (6), Lemma 4 and the optimal condition shown in Corollary 4, we can simplify RD function only related to
three unknown variables m1, m2 and the variance of U , which denoted as σ2U .
8Theorem 1:
Rα(D1, D2) =
α0
2
log
1− ρ2
(1−m21σ2U )(1−m22σ2U )− (ρ−m1m2σ2U )2
+
α1
2
log
1−m21σ2U
D1
+
α2
2
log
1−m22σ2U
D2
, (24)
when
γ1(
β1
α1
− ω1) = 0, (25)
γ2(
β2
α2
− ω2) = 0, (26)
where
γ1 =
fα1(m1,m2)|H|2
2α1α0m1
≥ 0, γ2 = fα2(m1,m2)|H|
2
2α2α0m2
≥ 0, (27)
ω1 =
(m1 −m2ρ)|H|
2α1α0m1
, ω2 =
(m2 −m1ρ)|H|
2α2α0m2
, (28)
|H| = 2(γ1 + η1ω1) = 2(γ2 + η2ω2), (29)
D1 =
η1
2(γ1 +
β1
α1
η1)
, D2 =
η2
2(γ2 +
β2
α2
η2)
, (30)
fα1(m1,m2) =
α1
α0
(m2 −m1ρ)(ρ−m1m2σ2U ) + (
α1
α0
− 1)(m1 −m2ρ)(1−m21σ2U ), (31)
fα2(m1,m2) =
α2
α0
(m1 −m2ρ)(ρ−m1m2σ2U ) + (
α2
α0
− 1)(m2 −m1ρ)(1−m22σ2U ), (32)
ρ ≥ m1m2σ2U , 0 < ρ <
m1
m2
, 0 < ρ <
m2
m1
. (33)
Proof: The detailed proof is shown in Appendix C.
So we only need to determine m1, m2, σ2U to compute Rα(D1, D2) using the constraints of (25), (26) and (33). Moreover,
D1 and D2 can also be written as the function of the three variables m1, m2, σ2U from (30).
D1 = (1−m21σ2U )
ω1
β1
α1
, (34)
D2 = (1−m22σ2U )
ω2
β2
α1
. (35)
At last, using the transition parameters m1, m2, σ2U , the main result of this paper, analytical RD function, can be proposed
in next theorem.
Theorem 2: Analytical solution of RD function
Rα(D1, D2) = (36)
α0
2 log
1−ρ2
α0α1+α0α2−α20
α1α2
ν1ν2
+ α12 log
ν1
D1
+ α22 log
ν2
D2
if (α, D1, D2) ∈ D1α,D
α0
2 log
(
(
2α1
α0
−1)(1−ρ2)
(1−ρ)2
)
+ α1 log
(
α1(1−ρ)
2α1−α0
)
+ α12 log
1
D1·D2 if (α, D1, D2) ∈ D2α,D
α0
2 log
1−ρ2
D1D2−(ρ−
√
(1−D1)(1−D2))2
if (α, (D1, D2) ∈ D3α,D
α0
2 log
1−ρ2
D1D2
if (α, D1, D2) ∈ D4α,D
α0
2 log
1−ρ2
D1(1−m220 (1−D1))−(ρ−(1−D1)m20 )2
+ α22 log
1−m220 (1−D1)
D2
if (α, D1, D2) ∈ D5α,D
α0
2 log
1−ρ2
D2(1−m210 (1−D2))−(ρ−(1−D2)m10 )2
+ α12 log
1−m210 (1−D2)
D1
if (α, D1, D2) ∈ D6α,D
α1
2 log
1
D1
+ α22 log
1
D2
if (α, D1, D2) ∈ D7α,D
α0
2 log
1
D1
if (α, D1, D2) ∈ D8α,D
α0
2 log
1
D2
if (α, D1, D2) ∈ D9α,D
0 elsewise
(37)
9where m10 and m20 are the root of fα1(m1, 1) = 0 and fα2(1,m2) = 0 when σ
2
U = 1−D2 and σ2U = 1−D1 respectively.
ν1 =
(α0 − α1)α1
(α0 − α2)α2 − (α0 − α1)α1
( (α2 − α1)ρ+√(α1 − α2)2ρ2 + 4(α0 − α1)(α0 − α2)
2(α0 − α1)
)2
− 1
 ,
ν2 =
(α0 − α2)α2
(α0 − α1)α1 − (α0 − α2)α2
( (α1 − α2)ρ+√(α1 − α2)2ρ2 + 4(α0 − α1)(α0 − α2)
2(α0 − α2)
)2
− 1
 .
TABLE I: classification with respect to (α0, α1, α2)
D1α {(α0, α1, α2) : α1 < α0, α2 < α0, α1 + α2 > α0}
D2α {(α0, α1, α2) : α1 < α0 ≤ α2}
D3α {(α0, α1, α2) : α2 < α0 ≤ α1}
D4α {(α0, α1, α2) : α1 > α0, α2 > α0}
D5α {α0 = α1 = α2}
D6α {α1 + α2 ≤ α0}
TABLE II: classification with respect to (D1, D2)
D0D {(D1, D2) : D1 < 1, D2 < 1}
D1D {(D1, D2) : D1 ≤ δD1}
D2D {(D1, D2) : D2 ≤ δD2}
D3D
{
fα1 (
√
1−D1
σ2
U
,
√
1−D2
σ2
U
) > 0, fα2 (
√
1−D1
σ2
U
,
√
1−D2
σ2
U
) > 0
}
D4D {(D1, D2) : D1 < 1− (1−D2)m210}
D5D {(D1, D2) : D2 < 1− (1−D1)m220}
D6D {(D1, D2) : D1 < 1− ρ2(1−D2)}
D7D {(D1, D2) : D2 < 1− ρ2(1−D1)}
D8D {(D1, D2) : (1−D1)(1−D2) ≤ ρ2}
D9D
{
(D1, D2) : min
{ 1−D1
1−D2 ,
1−D2
1−D1
} ≥ ρ2}
where δD1 =
α1
α0
(m20−ρ)2
α1
α0
(m220
−2m20ρ+1)+m20ρ−1
and δD2 =
α2
α0
(m10−ρ)2
α2
α0
(m210
−2m10ρ+1)+m10ρ−1
. DcD is denoted as complementary set of
DD. The denotion of classificaion are shown in Table I, Table II and Table III.
Proof: The detailed proof can be seen in Appendix D.
C. Wyner’s Common Information
In this subsection, we provide analytical solution of Wyner’s common information in Gaussian Gray-Wyner lossy source
coding system using the solution of RD function above. The results of Wyner’s common information of bivariate Gaussian
situation is same as Viswanatha et al. achieved in [6, Th.2], but with different method, which can reproof the correctness of
RD function we proposed above.
According to lossless formulation in [17, Ch. 14] and lossy generalization of Wyner’s common information defined in [6,
Sec. III], we provide an alternative description of Wyner’s common information.
TABLE III: classification with respect to α,D
D1α,D {(α,D) : D1α ∩ D0D ∩ D1D ∩ D2D ∩ {(α1, α2) : α1 6= α2}}
D2α,D {(α,D) : D1α ∩ D0D ∩ D1D ∩ D2D ∩ {(α1, α2) : α1 = α2}}
D3α,D
{
(α,D) : D0D ∩
{{D1α ∩ D3D ∩ D8D ∩ D9D} ∪ {D2α ∩ D4cD ∩ D6D} ∪ {D3α ∩ D5cD ∩ D7D} ∪ {D4α ∩ D8D}}}
D4α,D
{
(α,D) : {D4α ∩ D0D ∩ D8cD} ∪ {D5α ∩ D0D ∩ D9D}
}
D5α,D
{
(α,D) : {D1α ∩ D0D ∩ D1cD ∩ D7D} ∪ {D3α ∩ D0D ∩ D5D}
}
D6α,D
{
(α,D) : {D1α ∩ D0D ∩ D2cD ∩ D6D} ∪ {D2α ∩ D0D ∩ D6D}
}}
D7α,D {(α,D) : D6α ∩ D0D}
D8α,D
{
(α,D) : D3α ∩
{{{α2 = 0} ∩ D0D} ∪ {D1 = 1, D2 < 1} ∪ {D0α ∩ D7cD}}}
D9α,D
{
(α,D) : D2α ∩
{{{α1 = 0} ∩ D0D} ∪ {D2 = 1, D1 < 1} ∪ {D0α ∩ D6cD}}}
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Lemma 5:
Ccommon(D1, D2) = minR0,
WHEN R0 +R1 +R2 = Rα=(1,1,1)(D1, D2),
where Rα(D1, D2) is the RD function defined in (2) and computed in Theorem 2, and (R0, R1, R2) ∈ RGW .
Next, we will firstly propose Wyner’s common information in the following Theorem. And we will provide a different proof
according to the results of computing Rα(D1, D2) above.
Theorem 3 (Wyner’s common information):
Ccommon(D1, D2) =

1
2 log
1+ρ
1−ρ if (D1, D2) ∈ D10common
1
2 log
1−ρ2
ρ2+D1− ρ21−D1
if (D1, D2) ∈ D11common
1
2 log
1−ρ2
ρ2+D2− ρ21−D2
if (D1, D2) ∈ D12common
1
2 log
1
D2
if (D1, D2) ∈ D2common
1
2 log
1
D1
if (D1, D2) ∈ D3common
1
2 log
1−ρ2
D1D2−(ρ−
√
(1−D1)
√
(1−D2))2
if (D1, D2) ∈ D4common
0 if max{D1, D2} ≥ 1
where
D10common = {D1 ≤ 1− ρ,D2 ≤ 1− ρ} ,
D11common = {(1−D1)(1−D2) > ρ2, D2 < 1− ρ < D1} ,
D12common = {(1−D1)(1−D2) > ρ2, D1 < 1− ρ < D2} ,
D2common = {1− ρ2(1−D2) ≤ D1 ≤ 1} ,
D3common = {1− ρ2(1−D1) ≤ D2 ≤ 1} ,
D4common =
{
min
{
1−D1
1−D2 ,
1−D2
1−D1
}
≥ ρ2 and (1−D1)(1−D2) ≤ ρ2
}
.
Proof:
According to the computation of RD function in Section IV, we only need to discuss four cases similar as the discussion
for (25) and (26).
(i) γ1 = 0, γ2 = 0, β1α1 > ω1 > 0,
β2
α2
> ω2 > 0. According to the case (a.3) in Appendix D, RD function for
α0 = α1 = α2 = 1 can be directly achieved as follows:
Rα(D1, D2) =
α0
2
log(1− ρ2) + α1
2
log
1
D1
+
α2
2
log
1
D2
+
2α0 − α1 − α2
2
log
1
1− ρ2
=
1
2
log
(1− ρ2)
D1D2
.
And the rate R0 on the second-layer can also be achieved from (24)
R0 =
1
2
log
1− ρ2
(1−m21σ2U )(1−m22σ2U )
.
We need following Lemma to find the relationship between minimized R0 and D1, D2, ρ:
Lemma 6:
min R0 =

1
2 log
1+ρ
1−ρ (D1, D2) ∈ D10common
1
2 log
1−ρ2
ρ2+D1− ρ21−D1
(D1, D2) ∈ D11common
1
2 log
1−ρ2
ρ2+D2− ρ21−D2
(D1, D2) ∈ D12common
(38)
where
D10common , {D1 ≤ 1− ρ,D2 ≤ 1− ρ},
D11common , {(1−D1)(1−D2) > ρ2, D2 < 1− ρ < D1},
D12common , {(1−D1)(1−D2) > ρ2, D1 < 1− ρ < D1}.
Proof: We want to minimize the R0, which is equal to maximize function (1−m21σ2U )(1−m22σ2U ). Letting x = m21σ2U ,
because of m1m2σ2U = ρ, m
2
2σ
2
U =
ρ2
x . According to the restrictions (33) in Theorem 1, we can get that
ρ2
1−D2 ≤ x ≤ 1−D1.
Then we consider following function:
f(x) =(1−m21σ2U )(1−m22σ2U )
=1 + ρ2 − (x+ ρ
2
x
).
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(a) When ρ
2
1−D1 ≤ ρ and 1−D1 ≥ ρ, which is equal to D2 ≤ 1− ρ and D1 ≤ 1− ρ. fmin(x) = f(ρ) = (1− ρ)2.
(b) When ρ < ρ
2
1−D2 < 1 −D1, which is equal to (1 −D1)(1 −D2) > ρ2 and D1 < 1 − ρ < D2. fmin(x) = f(
ρ2
1−D2 ) =
ρ2 +D2 − ρ
2
1−D2 .
(c) When ρ
2
1−D2 < 1 −D1 < ρ, which is equal to (1 −D1)(1 −D2) > ρ2 and D1 < 1 − ρ < D1. fmin(x) = f(1 −D1) =
ρ2 +D1 − ρ
2
1−D1 .
Then Lemma 6 is proofed.
(ii) γ1 > 0, β1α1 = ω1 > 0, γ2 = 0,
β2
α2
≥ ω2 > 0: It belongs to case (b.1) in Appendix D. We can get
fα1(m1,m2) = (m2 −m1ρ)(ρ−m1m2σ2U ) > 0,
fα2(m1,m2) = (m1 −m2ρ)(ρ−m1m2σ2U ) = 0,
D1 = 1−m21σ2U ,
D2 < 1−m22σ2U .
Therefore, the root of fα1 is m1 =
m2
ρ . Because of
m2
ρ <
ρ
m2σ2U
shown in (33), equal to D1 > 1 − ρ2. Moreover, D2 <
1−m21σ2U ⇔ D1 > 1− ρ2(1−D2). Therefore, the distortion region of this situation is
D2common = {D1 > 1− ρ2(1−D2)},
which is equal to D431α mentioned in case d.3 in Appendix D. So at this situation, RD function is
Rα(D1, D2) =
1
2
log
1
D2
.
Therefore,
minR0 =
1
2
log
1
D2
.
(iii) γ1 = 0, β1α1 ≥ ω1 > 0, γ2 > 0,
β2
α2
= ω2 > 0: Similar as case (ii), the distortion region and minimized common rate
are:
D3common = {D2 > 1− ρ2(1−D1)},
minR0 =
1
2
log
1
D1
.
(iv) ω1 = β1α1 > 0, ω2 =
β2
α2
> 0: It belongs to case d in Appendix D. We can get that
D1 = 1−m21σ2U ,
D2 = 1−m22σ2U ,
fα1(m1,m2) = (m2 −m1ρ)(ρ−m1m2σ2U ) ≥ 0,
fα2(m1,m2) = (m1 −m2ρ)(ρ−m1m2σ2U ) ≥ 0.
The restrictions (33) in Theorem 1 can be simplified with α0 = α1 = α2 = 1 as follows
m1 ≥ m2ρ ⇔ 1−D11−D2 ≥ ρ2,
m1 ≤ m2ρ ⇔ 1−D21−D1 ≥ ρ2,
m1 ≤ ρm2σ2U ⇔ (1−D1)(1−D2) ≤ ρ
2,
m2 ≥ m1ρ ⇔ 1−D21−D1 ≥ ρ2,
m2 ≤ m1ρ ⇔ 1−D11−D2 ≥ ρ2,
m2 ≤ ρm1σ2U ⇔ (1−D1)(1−D2) ≤ ρ
2.
Therefore, distortion region can be shown as:
D4common ,
{
min
{
1−D1
1−D2 ,
1−D2
1−D1
}
≥ ρ2 and (1−D1)(1−D2) ≤ ρ2
}
.
And minimized R0(D1, D2) can be got from (57) because of rate on first-layer and third-layer are all zero:
minR0 = Rα(D1, D2) =
α0
2
log
1− ρ2
D1D2 − (ρ−
√
(1−D1)(1−D2))2
.
Then, the proof of Theorem 3 is done.
Remark 1: According to the same result of Wyner’s common information as Viswanatha et al. proposed in [6, Th.2], We
compute it during determining minimized R0 on supporting hyperplane of rate region of Gray-Wyner lossy source coding
system. And this result can also partially verify the correctness of RD function we proposed.
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V. NUMERICAL SIMULATION
In this section, we provide numerical simulation for iterative algorithm proposed in Section III and analytical RD function
proposed in Section IV.
A. Iterative algorithm
Here we study the convergence performance of proposed Algorithm by numerical simulation. Although the computation in
Section III is shown under discrete sources, the Algorithm we proposed can be used under abstract sources, both discrete and
continuous sources. When the sources are continuous, we only need to replace sum symbols with integral symbols without
changing any characteristic.
0 2 4 6 8 10 12 14 16 18 20
Iterative times N
0
0.2
0.4
0.6
0.8
1
1.2
N
or
m
al
iz
ed
 R
D 
fu
nc
tio
n
D1 = 0.1, 2 = 0.7
D1 = 0.3, 2 = 0.7
D1 = 0.1, 2 = 0.5
D1 = 0.1, 2 = 0.2
D1 = 0.1, 2
Gaussian sources
Fig. 2: Rate distortion function iterative algorithm
Since Gray-Wyner lossy source coding system is symmetrical, we fix D2 = 0.2, α0 = 1 and α1 = 0.6 to run the proposed
Algorithm with different parameters α2, different distortion D1 and different sources. In Fig.2, we present normalized RD
function for discrete memoryless sources with source and reproduction alphabet {00, 01, 10, 11} and probability distributions is
shown in following table: for first four polylines. The fifth polyline is normalized RD function for Gaussian random variables
X1
X2 0 1
0 0.3 0.2
1 0.2 0.3
with zero mean, unit variance and correlation coefficient ρ = 0. Normalized RD function is normalized by convergent RD
function and the termination error  in both Algorithm 1 and Algorithm 2 is chosen as 10−4. For all polylines in Fig.2, it can
be shown that the iterative algorithm proposed have great convergence for different sources, distortion and weights α.
B. RD function
In this subsection, we provide numerical simulation for RD function with different parameters in Fig.3(a). And according
to analytical weighted RD function proposed in Section IV, RD region of Gray-Wyner lossy source coding system is the
region surrounded by all supporting hyperplane whose normal is parallel to [α0, α1, α2]. Here, we provide a projection plane
in Fig.3(b).
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(a) RD function
0 0.5 1 1.5
R1+R2
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
R
0
D1 = 0.2,rho = 0.3
D1 = 0.3,rho = 0.3
D1 = 0.4,rho = 0.3
D1 = 0.5,rho = 0.3
D1 = 0.6,rho = 0.3
D1 = 0.7,rho = 0.3
D1 = 0.8,rho = 0.3
D1 = 0.2,rho = 0.5
D1 = 0.3,rho = 0.5
D1 = 0.4,rho = 0.5
D1 = 0.5,rho = 0.5
D1 = 0.6,rho = 0.5
D1 = 0.7,rho = 0.5
D1 = 0.8,rho = 0.5
Wyner's common information
(b) Tradeoff between R0 and R1 +R2
Fig. 3: RD function for Gray-Wyner lossy source coding system and tradeoff between R0 and R1 +R2 with different
parameters.
Firstly, we fix α0 = 1 and α2 = 0.6 in Fig.3(a) to obverse the relationship between RD function and distortion (D1, D2),
weighted α1 and correlation coefficient ρ of sources. Then, we fix D2 = 0.3 and only research the difference of RD region’s
projection plane with different D1 under two sources whose correlation coefficient are ρ = 0.3 and ρ = 0.5 respectively.
Fig. 3(b) depicts the tradeoff between R0 and R1 + R2 with different D1. And the points o and ∗ in the figure represent
the achievable rate of Gray-Wyner lossy source coding system when R0 equals to Wyner’s common information for ρ = 0.3
and ρ = 0.5 respectively. It can be seen that Wyner’s common information firstly constant, then increase and at last decrease,
which is the same trend as Viswanatha shown in [6, Fig.2].
VI. CONCLUSION
In this paper, our contribution is firstly proposing an iterative algorithm for general sources in Gray-Wyner lossy system.
Then, the main result of this paper, an analytical solution of RD function, is proposed. We transformed the problem of computing
RD function to a Lagrange minimization problem firstly to get some results and conditions on optimal Lagrange minimization.
Then we introduced some useful intermediate variables to build connection between random variables and optimal probability
density function. Finally, we proposed analytical solution of RD function during category discussion. According to the main
result, we provide another approach to compute Wyner’s common information during RD function we proposed. At last,
we provide numerical simulations of proposed iterative algorithm to show the convergence and RD function with different
parameters on Gaussian sources to make formula intuitive.
APPENDIX A
PROOF OF LEMMA 3
Firstly we expand (8) as follows
Lα,β(p(xˆ1, xˆ2, u|x1, x2), q(xˆ1, xˆ2, u)) = α0
∑
x1,x2,u
p(x1, x2, u) log
p(u|x1, x2)
q(u)
(39a)
+α1
∑
x1,x2,xˆ1,u
p(x1, x2, xˆ1, u) log
p(xˆ1|x1, x2, u)
q(xˆ1|u) · e−
β1
α1
d1(x1,xˆ1)
(39b)
+α2
∑
x1,x2,xˆ2,u
p(x1, x2, xˆ2, u) log
p(xˆ2|x1, x2, u)
q(xˆ2|u) · e−
β2
α2
d2(x2,xˆ2)
. (39c)
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Cause (39b) and (39c) are symmetrical, we first consider and compute (39b)
α1
∑
x1,x2,xˆ1,u
p(x1, x2, xˆ1, u) log
p(xˆ1|x1, x2, u)
q(xˆ1|u) · e−
β1
α1
d1(x1,xˆ1)
=α1
∑
x1,x2,xˆ1,u
p(x1, x2)p(u|x1, x2)p(xˆ1|x1, x2, u) log B1(x1, x2, u)
p(x1, x2)p(u|x1, x2)
+ α1
∑
x1,x2,xˆ1,u
p(x1, x2, u, xˆ1) log
p(x1, x2, u, xˆ1)
B1(x1, x2, u)q(xˆ1|u) · e−
β1
α1
d1(x1,xˆ1)
(a)
≥α1
∑
x1,x2,u
p(x1, x2)p(u|x1, x2) log B1(x1, x2, u)
p(x1, x2)p(u|x1, x2)
+ α1 log
1∑
x1,x2,xˆ1,u
B1(x1, x2, u)q(xˆ1|u) · e−
β1
α1
d1(x1,xˆ1)
(b)
≥ − α1
∑
x1,x2,u
p(x1, x2)p(u|x1, x2) log f1(x1, x2, u), (40)
where f1(x1, x2, u) , p(x1,x2)p(u|x1,x2)B1(x2,x1,u) . Inequality (a) using log-sum inequality with equality if and only if p(xˆ1|x1, x2, u) =
q(xˆ1|u)·e−
β1
α1
d1(x1,xˆ1)
f1(x1,x2,u)
. And inequality (b) with equality if and only if f1(x1, x2, u) =
∑ˆ
x1
q(xˆ1|u) · e−
β1
α1
d1(x1,xˆ1).
(39c) can be simplified as the same way
α2
∑
x1,x2,xˆ2,u
p(x1, x2, xˆ2, u) log
p(xˆ2|x1, x2, u)
q(xˆ2|u) · e−
β2
α2
d2(x2,xˆ2)
≥ −α2
∑
x1,x2,u
p(x1, x2)p(u|x1, x2) log f2(x1, x2, u),
with equality if and only if f2(x1, x2, u) =
∑
xˆ2
q(xˆ2|u) · e−
β2
α2
d2(x1,xˆ1). Hence, Lagrangian function (39) can be simplified
to:
(39) ≥ α0
∑
x1,x2,u
p(x1, x2, u) log
p(u|x1, x2)
q(u)
− α1
∑
x1,x2,u
p(x1, x2)p(u|x1, x2) log f1(x1, x2, u)
− α2
∑
x1,x2,u
p(x1, x2)p(u|x1, x2) log f2(x1, x2, u)
= α0
∑
x1,x2,u
p(x1, x2)p(u|x1, x2) log p(u|x1, x2)
q(u)e
α1
α0
log f1(x1,x2,u)+
α2
α0
log f2(x1,x2,u)
≥ −α0
∑
x1,x2
p(x1, x2) log f0(x1, x2), (41)
with equality if and only if f0(x1, x2) =
∑
u q(u)e
α1
α0
log f1(x1,x2,u)+
α2
α0
log f2(x1,x2,u). (41) can be easily achieved using the
same method as (40) dose. The proof of Lemma 3 is done.
APPENDIX B
We proof that a given q(xˆ1, xˆ2, u) is optimal for L∗α,β if and only if it satisfies following condition, which is a deformation
of ”KT conditions” in [11] and [1].
υ0(u) ≤ 1,∀u with Qu = 0 and ∀r(xˆi|u),
υ1(xˆ1, u) ≤ 1,∀xˆ1, u with Qu > 0, (42)
υ2(xˆ2, u) ≤ 1,∀xˆ2, u with Qu > 0,
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where
υ0(u) ,
∑
x1,x2
p(x1, x2)f1(x1, x2, u)
α1
α0 f2(x1, x2, u)
α2
α0
f0(x1, x2)
,
υ1(xˆ1, u) ,
∑
x1,x2
p(x1, x2)f1(x1, x2, u)
(
α1
α0
−1)f2(x1, x2, u)
α2
α0
f0(x1, x2)
· e−
β1
α1
d1(x1,xˆ1),
υ2(xˆ2, u) ,
∑
x1,x2
p(x1, x2)f1(x1, x2, u)
α1
α0 f2(x1, x2, u)
(
α2
α0
−1)
f0(x1, x2)
· e−
β2
α2
d2(x2,xˆ2).
In this function fi(x1, x2, u), i = 1, 2 is a little different from the definitions in Lemma 3:
fi(x1, x2, u) ,

∑ˆ
xi
q(xˆi|u) · e−
βi
αi
d(xi,xˆi) q(u) > 0∑ˆ
xi
r(xˆi|u) · e−
βi
αi
d(xi,xˆi) q(u) = 0
,
where r(xˆi|u) is admissible reproduction distributions.
Proof: A necessary condition for the optimality if a given q(xˆ1, xˆ2, u) is that all perturbations increase Lα,β. We formalize
an − perturbation of q(xˆ1, xˆ2, u) as Tuncel did in [11]:
q(xˆ1, xˆ2, u) , (1− )q(xˆ1, xˆ2, u) + r(xˆ1, xˆ2, u),
where  > 0, and the condition ∂Lα,β(q
(xˆ1,xˆ2,u))
∂
∣∣∣
=0
≥ 0 should be satisfied.
First, we denote f 0(x1, x2) and f

i (x1, x2, u) as the perturbed form of f0(x1, x2) and fi(x1, x2, u) respectively. Then we
denote U0(q, r) , {u : q(u) = 0, r(u) > 0}, and for all u ∈ U0, note that q(xˆ1, xˆ2, u) = r(xˆ1, xˆ2, u) and q(xˆi|u) = r(xˆi|u).
Then we need the following limits: lim
→0
f 0(x1, x2) = f

0(x1, x2) and lim
→0
f i (x1, x2, u) = f

i (x1, x2, u).
Then we evaluate the derivatives
∂Lα,β(q
(xˆ1, xˆ2, u))
∂
∣∣∣∣
=0
=
∂ − α0
∑
x1,x2
p(x1, x2) log f0(x1, x2)
∂
∣∣∣∣∣∣
=0
= −α0
∑
x1,x2
p(x1, x2)
f0(x1, x2)
∂f 0(x1, x2)
∂
∣∣∣∣
=0
.
Expanding ∂f

0 (x1,x2)
∂
∣∣∣
=0
and ∂f

i (x1,x2,u)
∂
∣∣∣
=0
, we can get:
∂f 0(x1, x2)
∂
∣∣∣∣
=0
= −f0(x1, x2) +
∑
u:q(u)>0
rue
∑2
i=1
αi
α0
log fi(x1,x2,u)
+
∑
u∈U0
rue
∑2
i=1
αi
α0
log fi(x1,x2,u)
+
α1
α0
∑
u:q(u)>0
q(u) · e(
α1
α0
−1) log f1(x1,x2,u)+α2α0 log f2(x1,x2,u) ∂f

1(x1, x2, u)
∂
∣∣∣∣
=0
+
α2
α0
∑
u:q(u)>0
q(u) · e
α2
α0
log f1(x1,x2,u)+(
α2
α0
−1) log f2(x1,x2,u) ∂f

2(x1, x2, u)
∂
∣∣∣∣
=0
,
∂f i (x1, x2, u)
∂
∣∣∣∣
=0
=
1
q(u)
∑
xˆi
(rxˆi,u − ruq(xˆi|u)) · e−
βi
αi
d(xi,xˆi).
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Then we can simplify ∂Lα,β(q
(xˆ1,xˆ2,u))
∂
∣∣∣
=0
as:
∂Lα,β(q
(xˆ1, xˆ2, u))
∂
∣∣∣∣
=0
= α0 − α0 p(x1, x2)
f0(x1, x2)
[ ∑
u∈U0
rue
∑2
i=1
αi
α0
log fi(x1,x2,u)
+
∑
xˆ1,u:q(u)>0
α1
α0
rxˆ1,u · e(
α1
α0
−1) log f1(x1,x2,u)+α2α0 log f2(x1,x2,u)−
β1
α1
d(x1,xˆ1)
+
∑
xˆ1,u:q(u)>0
(
1
2
− α1
α0
)ruq(xˆ1|u) · e(
α1
α0
−1) log f1(x1,x2,u)+α2α0 log f2(x1,x2,u)−
β1
α1
d(x1,xˆ1)
+
∑
xˆ2,u:q(u)>0
α2
α0
rxˆ2,u · e
α1
α0
log f1(x1,x2,u)+(
α2
α0
−1) log f2(x1,x2,u)− β2α2 d(x2,xˆ2)
+
∑
xˆ2,u:q(u)>0
(
1
2
− α2
α0
)ruq(xˆ2|u) · e
α1
α0
log f1(x1,x2,u)+(
α2
α0
−1) log f2(x1,x2,u)− β2α2 d(x2,xˆ2)
≤ 0
⇐⇒ 1 ≥
∑
u∈U0
ruυ0(u)
+
∑
xˆ1,u:q(u)>0
ruυ1(u, xˆ1)
[
α1
α0
rxˆ1|u + (
1
2
− α1
α0
)q(xˆ1|u)
]
+
∑
xˆ2,u:q(u)>0
ruυ2(u, xˆ2)
[
α2
α0
rxˆ2|u + (
1
2
− α2
α0
)q(xˆ2|u)
]
.
At last, the problem transformers to proof that: q(xˆ1, xˆ2, u) is optimal if and only if the above inequality is satisfied for all
r(xˆ1, xˆ2, u). The sufficiency and necessity can be easily proofed during choosing r(xˆ1, xˆ2, u) =
{
1 , xˆi = xi
0 , otherwise
and
using (42) respectively.
APPENDIX C
PROOF OF THEOREM 1
Firstly, using method of convolution, ψi(x1, x2) in (17) can be transformed to
ψi(x1, x2) =
∫
p(xˆi|u) · e−
βi
αi
d(xi,xˆi)dxˆi
=
√
pi
βi
αi
p(xi −miu)
=
√
ωi
βi
αi
e−ωi(xi−miu)
2
.
Because random variables Xi and U are all zero Gaussian variables, we can assume that Xi −miU follows N(0, ωi). Thus
the variance of Vi defined in (20) and (21) can be determined as σ2Vi =
1
2ωi
− 1
2
βi
αi
≥ 0, 0 ≤ ωi ≤ βiαi .
Next, in order to compute the analytical formulation of L∗α,β in Lemma 4, using the condition of µ0(u) = µ1(xˆ1, u) =
µ2(xˆ2, u) = 1 proposed in Corollary 4, some useful transformations are presented here. Letting
p(x1, x2)
θ(x1, x2)
= K0e
− 12xTBx,
where
x = [x1 x2]
T
, (43)
B = b
[
1
m21
− 1m1m2
− 1m1m2 1m22
]
, (44)
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with b ≥ 0. We can simplify µ0(u) and µi(xˆi, u) in Lemma 4:
µ0(u) = K0
√
ω1
β1
α1
α1
α0
√
ω2
β2
α2
α2
α0 2pi√|H| ·
∫∫ √|H|
2pi
e−
1
2 (x−su)TH(x−su)dx1dx2,
µ1(xˆ1, u) = K0
√
ω1
β1
α1
(
α1
α0
−1)√
ω2
β2
α2
α2
α0 2pi√|G1|e− 12 zˆ1TF1zˆ1
·
∫∫ √|G1|
2pi
e−
1
2 (x−A1zˆ1)TG1(x−A1zˆ1)dx1dx2, (45)
µ2(xˆ2, u) = K0
√
ω1
β1
α1
α1
α0
√
ω2
β2
α2
(
α2
α0
−1)
2pi√|G2|e− 12 zˆ2TF2zˆ2
·
∫∫ √|G2|
2pi
e−
1
2 (x−A2zˆ2)TG2(x−A2zˆ2)dx1dx2,
where
H =
[
b
m21
+ 2α1α0ω1 − bm1m2 ,
− bm1m2 bm22 + 2
α2
α0
ω2
]
,
G1 =
[
b
m21
+ 2(α1α0 − 1)ω1 + 2
β1
α1
− bm1m2
− bm1m2 bm22 + 2
α2
α0
ω2
]
= H+
[
2 β1α1 − 2ω1 0
0 0
]
,
A1 = G
−1
1
[
2ω1(
α1
α0
− 1)m1 2 β1α1
2ω2
α2
α0
m2 0
]
,
F1 =
[
2(α1α0 − 1)ω1m21 + 2α2α0ω2m22 0
0 2 β1α1
]
−AT1G1A1,
s =
[
m1
m2
]
, zˆi =
[
u
xˆi
]
.
G2, A2 and F2 are symmetrical as G1, A1 and F1. Moreover H and Gi can be denoted as the cross correlation matrix of
x− su and x−Aizˆi respectively. In order to simplify computation, we denote
η1 ,
b
m22
+ 2
α2
α0
ω2, γ1 ,
α2
α0
ω2b
m21
+ (
α1
α0
− 1)ω1η1, (46)
η2 ,
b
m21
+ 2
α1
α0
ω1, γ2 ,
α1
α0
ω1b
m22
+ (
α2
α0
− 1)ω2η2. (47)
Then (29) is achieved for computing the |H| = 2(γ1 + η1ω1) = 2(γ2 + η2ω2) > 0 and |Gi| = 2(γi + ηi βiαi ) > 0.
According to the result µ0(u) = µ1(x1, x2) = µ2(x1, x2) = 1 in Corollary 4, the equations in (45) can be solved as:
γ1(
β1
α1
− ω1) = 0,
γ2(
β2
α2
− ω2) = 0,
K0 =
1
2pi |H|
1−α1
α0
−α2
α0
2 |G1|
α1
α0
2 |G2|
α2
α0
2 ,
Fi =
2
βi
αi
γi
γi+ηi
βi
αi
[
m2i −mi
−mi 1
]
is positive semi-definite.
(48)
Therefore, (25) and (26) are proofed.
Combing above results and Ai [1 mi]
T
= [m1 m2]
T into (22) and (23), we can get that[
X1
X2
]
=
[
m1
m2
]
U +A1
[
0
1
]
V1 +
[
N11
N12
]
=
[
m1
m2
]
U +
[
N ′11
N ′12
]
=
[
m1
m2
]
U +A2
[
0
1
]
V2 +
[
N21
N22
]
=
[
m1
m2
]
U +
[
N ′21
N ′22
]
,
where (N′i1,N
′
i2) is independent of U . Di = E(xi − xˆi)2 could also be expressed as:
D1 = σ
2
N11 =
η1
2(γ1 +
β1
α1
η1)
, (49)
D2 = σ
2
N22 =
η2
2(γ2 +
β2
α2
η2)
. (50)
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Therefore, (30) can be achieved. Then, the covariance matrix CN′i can be computed using above results:
CN′i = G
−1
i + σ
2
ViAi
[
0 0
0 1
]
ATi = H
−1.
Next, we can achieve CX1,X2 from another way with variance of U :
CX1,X2 = H
−1 + σ2U
[
m21 m1m2
m1m2 m
2
2
]
=
[
1 ρ
ρ 1
]
,
which is equal to
1 = m21σ
2
U +
η1
2(γ1 + ω1η1)
, (51)
ρ = m1m2σ
2
U +
b
m1m2
2(γ1 + ω1η1)
, (52)
1 = m22σ
2
U +
η2
2(γ1 + ω1η1)
. (53)
Solving the above simultaneous equations using (46), (47), (25) and (26), the equations (27), (28), (31) and (32) in Theorem
1 can be achieved. We can also get the optimal βi from the solution of above simultaneous equations:
β1 =
α0(1−m21σ2U )(m1−m2ρ)|H|
2m1D1
,
β2 =
α0(1−m22σ2U )(m2−m1ρ)|H|
2m2D2
.
(54)
At last, putting (43), (48) into (14), and putting (49), (50), (54) into (6), we can achieve the RD function only related to m1,
m2 and σ2U :
Rα(D1, D2) = L
∗
α,β − β1D1 − β2D2
=
α0
2
log(1− ρ2) + α0 − α1 − α2
2
log |H|+ α1
2
log |G1|+ α2
2
log |G2|
=
α0
2
log
1− ρ2
(1−m21σ2U )(1−m22σ2U )− (ρ−m1m2σ2U )2
+
α1
2
log
1−m21σ2U
D1
+
α2
2
log
1−m22σ2U
D2
.
Therefore, (24) is achieved. At last, the conditions (33) can be easily got combing the inequations of ρ > 0, b ≥ 0, |H| > 0,
Fi is positive semi-definite together. So the proof of Theorem 1 is done.
APPENDIX D
PROOF OF THEOREM 2
According to the condition in Theorem 1, we only need to determine the value of m1, m2 and σ2u when D1 and D2 are
given. Therefore, from (25) and (26), we decide to discuss four cases. Here we present the classification diagram in Fig.4
when (α1, α2) ∈ D1α
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.2
0.4
0.6
0.8
1.0
D1
D
2
DD
DD
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3
2
Fig. 4: Intuitive region of (D1, D2) when (α1, α2) ∈ D1α
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A. β1α1 = ω1 > 0, γ2 = 0,
β2
α2
> ω2 > 0
According to (31), (32) in Theorem 1 and (20), we can know that σ2V1 = 0. So the rate on first-layer is zero, and information
only transformed by second-layer and third-layer. Therefore Xˆ1 is only related to U , we can let m1 = 1 which will not change
RD function Rα(D1, D2). From the equation β1α1 = ω1, we can also get that σ
2
U = 1 −D1. So, we only need to determine
the relationship between D1, D2 and m2.
1) α1 ≥ α0: The cost on first-layer is no less than second-layer. So, whatever the value of D1, this situation is satisfied.
Moreover, in this case, the system model deterioration to the first situation in [1, Th.2]. Thus RD function can be proposed as
follows
Rα(D1, D2) =
α0
2
log
1− ρ2
D1(1−m220(1−D1))− (ρ− (1−D1)m20)2
+
α2
2
log
1−m220(1−D1)
D2
,
where m20 is denoted as the root of equation fα2(1,m2) = 0 and it is the function of D1. We can proof that there is only
one root of fα2(1,m2) = 0 in Appendix E. The region of D2 is from the constraint of
β2
α2
> ω2 > 0, which is:
DA.1α,D , {(α, D1, D2) ∈ DNZα,D : D2 < 1− (1−D1)m220 , α2 < α0 ≤ α1}.
This condition is corresponded to {D3α ∩ D0D ∩ D5D} in Table III
2) α1 < α0: We can also get D2 < 1 − (1 − D1)m220 from β2α2 > ω2 > 0. Moreover, according to fα1(1,m2) ≥ 0 and
constraint (33) in Theorem 1, we can get the region of (D1, D2) as
DA.2α,D , {(D1, D2) ∈ DNZα,D : ρ < m20 <
1
ρ
, D1 >
α1
α0
(m20 − ρ)2
α1
α0
(m220 − 2m20ρ+ 1) +m20ρ− 1
,
D1 ≥ 1− ρ
m20
, D2 < 1− (1−D1)m220 , α1 < α0, α2 < α0}.
At this time, RD function is still
Rα(D1, D2) =
α0
2
log
1− ρ2
D1(1−m220(1−D1))− (ρ− (1−D1)m20)2
+
α2
2
log
1−m220(1−D1)
D2
.
This condition can be simplified to {D1α ∩ D0D ∩ D1cD ∩ D7D} in Table III, which is presented as D3D in Fig.4.
B. β1α1 > ω1 > 0, γ1 = 0,
β2
α2
= ω2 > 0
Using the same method in Subsection A, RD function can be proposed as follows
Rα(D1, D2) =
α0
2
log
1− ρ2
D2(1−m210(1−D2))− (ρ− (1−D2)m10)2
+
α1
2
log
1−m210(1−D2)
D1
,
where we let m2 = 1 and m10 is the only root of fα1(m1, 1) = 0 which satisfies constraints (33) in Theorem 1, which is also
the function of D2. Moreover, the region of variable D1, D2 in this case is:
DB.1α,D , {(α, D1, D2) ∈DNZα,D : D1 < 1− (1−D2)m210 , α1 < α0 ≤ α2},
DB.2α,D , {(α, D1, D2) ∈DNZα,D : ρ < m10 <
1
ρ
, D2 >
α2
α0
(m10 − ρ)2
α2
α0
(m210 − 2m10ρ+ 1) +m10ρ− 1
,
D2 ≥ 1− ρ
m10
, D1 < 1− (1−D2)m210 , α1 < α0, α2 < α0},
which is corresponded to {D2α∩D0D∩D6D} and {D1α∩D0D∩D2cD ∩D4D} in Table III respectively. And the last one is presented
as D4D in Fig.4.
C. ω1 = β1α1 > 0, ω2 =
β2
α2
> 0
According to (20), (21), we can know that σ2V1 = σ
2
V2
= 0. So the rate on first-layer and third-layer are all zero. Moreover,
we can get σ2U =
1−D1
m21
= 1−D2
m22
putting to ω1 = β1α1 and ω2 =
β2
α2
into (34) and (35). Next, we need to consider the region
of Dα(D1, D2) in this case
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1) α1 > α0 and α2 > α0: The cost on first-layer or third-layer is larger than that on second, thus whatever the value of
D1 and D2 can satisfy this situation. Because of ρ ≥ m1m2σ2U in (33), the distortion region is
DC.1.1α,D , {(α, D1, D2) ∈ DNZα,D : ρ2 ≥ (1−D1)(1−D2), α1 > α0 and α2 > α0},
which is corresponded to {D4α ∩ D0D ∩ D8D} in Table III. At this time, we can get RD function
Rα(D1, D2) =
α0
2
log
1− ρ2
D1D2 − (ρ−
√
(1−D1)(1−D2))2
. (55)
When the distortion region is
DC.1.2α,D , {(α, D1, D2) ∈ DNZα,D : ρ2 < (1−D1)(1−D2), α1 > α0 and α2 > α0},
this problem comes to compute RD function of correlated Gaussian sources under individual distortion criteria, which is solved
by J.J Xiao et al. in [13]. And it is corresponded to {D4α ∩ D0D ∩ D8cD} in Table III. So RD funciton is
Rα(D1, D2) =
α0
2
log
1− ρ2
D1D2
. (56)
2) α1 ≥ α0 > α2: The rate of first-layer is zero whatever D1 is. So, one possibility of the rate on third-layer be zero is that
information on second-layer, satisfied the constraint of reproducing source Xˆ1, can also satisfy the constraint of reproducing
source Xˆ2. In this situation, this problem transforms to an special case, successive refinement, which is the model Nayak and
Tuncel studied in [1]. So when D2 ≥ 1− ρ2(1−D1), distortion region is:
DC.2.1α,D , {(α, D1, D2) ∈ DNZα,D : 1− ρ2(1−D1) ≤ D2 < 1, α1 ≥ α0 > α2},
which is corresponded to {D3α ∩ D0D ∩ D7cD} in Table III. At this time, RD function is:
Rα(D1, D2) =
α0
2
log
1
D1
.
When D2 < 1−ρ2(1−D1), combing with the restrictions (33) in Theorem 1, we can get another feasible distortion region:
DC.2.2α,D , {(α, D1, D2) ∈ DNZα,D : 1−m220(1−D1) ≤ D2 < 1− ρ2(1−D1), α1 ≥ α0 > α2},
which is corresponded to {D3α ∩ D0D ∩ D5cD ∩ D7D} in Table III. At this time, RD function is:
Rα(D1, D2) =
α0
2
log
1− ρ2
D1D2 − (ρ−
√
(1−D1)(1−D2))2
.
3) α2 ≥ α0 > α1: Just like Subsubsection (C.2), we can get that:
Rα(D1, D2) =
α0
2
log
1
D2
,
when
DC.3.1α,D , {(α, D1, D2) ∈ DNZα,D : 1− ρ2(1−D2) ≤ D1 < 1, α2 > α0 ≥ α1}.
which is corresponded to {D2α ∩ D0D ∩ D6cD} in Table III. And
Rα(D1, D2) =
α0
2
log
1− ρ2
D1D2 − (ρ−
√
(1−D1)(1−D2))2
,
when
DC.3.2α,D , {(α, D1, D2) ∈ DNZα,D : 1−m210(1−D2) ≤ D1 < 1− ρ2(1−D2), α2 ≥ α0 > α1}.
which is corresponded to {D2α ∩ D0D ∩ D4cD ∩ D6D} in Table III.
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4) α1 < α0 and α2 < α0: According to γ1 > 0, γ2 > 0, we can get that
α1
α0
(
√
1−D2 −
√
1−D1ρ)(ρ−
√
(1−D1)(1−D2)) + (α1
α0
− 1)(
√
1−D1 −
√
1−D2ρ)D1 > 0,
α2
α0
(
√
1−D1 −
√
1−D2ρ)(ρ−
√
(1−D1)(1−D2)) + (α2
α0
− 1)(
√
1−D2 −
√
1−D1ρ)D2 > 0.
Together with ρ ≥ m1m2σ2U , ρ < m1m2 and ρ < m2m1 proposed in (33), we can get the distortion region
DC.4α,D ,
{
(α, D1, D2) ∈ DNZα,D : min
{
1−D1
1−D2 ,
1−D2
1−D1
}
≥ ρ2, (1−D1)(1−D2) < ρ2,
α1
α0
(
√
1−D2 −
√
1−D1ρ)(ρ−
√
(1−D1)(1−D2)) + (α1
α0
− 1)(
√
1−D1 −
√
1−D2ρ)D1 > 0
α2
α0
(
√
1−D1 −
√
1−D2ρ)(ρ−
√
(1−D1)(1−D2)) + (α2
α0
− 1)(
√
1−D2 −
√
1−D1ρ)D2 > 0
}
,
It is corresponded to {D1α ∩D0D ∩D3D ∩D8cD ∩D9D} in Table III which is presented as D4D in Fig.4. And the RD function is:
Rα(D1, D2) =
α0
2
log
1− ρ2
D1D2 − (ρ−
√
(1−D1)(1−D2))2
. (57)
D. γ1 = 0, γ2 = 0, β1α1 > ω1 > 0,
β2
α2
> ω2 > 0, α1 ≤ α0, α2 ≤ α0
According to (31) and (32) in Theorem 1, the value of m1, m2 are the roots of simultaneous equations{
fα1(m1,m2) =
α1
α0
(m2 −m1ρ)(ρ−m1m2σ2U ) + (α1α0 − 1)(m1 −m2ρ)(1−m21σ2U ) = 0
fα2(m1,m2) =
α2
α0
(m1 −m2ρ)(ρ−m1m2σ2U ) + (α2α0 − 1)(m2 −m1ρ)(1−m22σ2U ) = 0
.
1) α1 < α0, α2 < α0 and a1 6= a2: Because γ1 = 0, γ2 = 0, recall (27), (29), (51) and (53), we can get that
1−m21σ2U =
(α0 − α1)α1
(α0 − α2)α2 − (α0 − α1)α1
(
m21
m22
− 1
)
,
1−m22σ2U =
(α0 − α2)α2
(α0 − α1)α1 − (α0 − α2)α2
(
m22
m21
− 1
)
.
From above simultaneous equations, we can get that
(ρ−m1m2σ2U )2 =
(α0 − α1)(α0 − α2)
α1α2
(1−m21σ2U )(1−m22σ2U ),
m2
m1
=
(α1 − α2)ρ+
√
(α1 − α2)2ρ2 + 4(α0 − α1)(α0 − α2)
2(α0 − α2) ,
m1
m2
=
(α2 − α1)ρ+
√
(α1 − α2)2ρ2 + 4(α0 − α1)(α0 − α2)
2(α0 − α1) .
Therefore, putting above results into (24), RD function in this situation can be proposed as follows:
Rα(D1, D2) =
α0
2
log
1− ρ2
α0α1+α0α2−α20
α1α2
(1−m21σ2U )(1−m22σ2U )
+
α1
2
log
1−m21σ2U
D1
+
α2
2
log
1−m22σ2U
D2
=
α0
2
log
1− ρ2
α0α1+α0α2−α20
α1α2
ν1ν2
+
α1
2
log
ν1
D1
+
α2
2
log
ν2
D2
,
where
ν1 =
(α0 − α1)α1
(α0 − α2)α2 − (α0 − α1)α1
( (α2 − α1)ρ+√(α1 − α2)2ρ2 + 4(α0 − α1)(α0 − α2)
2(α0 − α1)
)2
− 1
 ,
ν2 =
(α0 − α2)α2
(α0 − α1)α1 − (α0 − α2)α2
( (α1 − α2)ρ+√(α1 − α2)2ρ2 + 4(α0 − α1)(α0 − α2)
2(α0 − α2)
)2
− 1
 .
This condition is corresponded to {D1α ∩D0D ∩D1D ∩D2D ∩ {(α1, α2) : α1 6= α2}} in Table III, which is presented as D1D in
Fig.4.
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2) α1 = α2 < α0: Because γ1 = 0, γ2 = 0 and a1 + a2 > a0 when D11α ⊆ DNZα , according to (27), (29), (51) and (53),
we can get that
m1 = m2,
1−m21σ2U =
α1(1− ρ)
2α1 − α0 ,
ρ−m21σ2U =
(1− ρ)(α0 − α1)
2α1 − α0 .
Putting above results into (24), RD function in this situation can be proposed as follows:
Rα(D1, D2) =
α0
2
log
(
( 2α1α0 − 1)(1− ρ2)
(1− ρ)2
)
+ α1 log
(
α1(1− ρ)
2α1 − α0
)
+
α1
2
log
1
D1 ·D2 .
This condition is corresponded to {D1α ∩ D0D ∩ D1D ∩ D2D ∩ {(α1, α2) : α1 = α2}} in Table III. Therefore, combing above
results and RD function in (19), the proof is done.
APPENDIX E
Proof of fα2(m1,m2) = 0 has only one root when m1 =
√
1−D1
σ2U
: When all parameters satisfy Theorem 1, we can get that
fα2(m2) =
α2
α0
(m1 −m2ρ)(ρ−m1m2σ2U ) + (
α2
α0
− 1)(m2 −m1ρ)(1−m22σ2U )
=
α2
α0
(
√
1−D1
σ2U
−m2ρ)(ρ−
√
(1−D1)σ2Um2)
+ (
α2
α0
− 1)(m2 −
√
1−D1
σ2U
ρ)(1−m22σ2U ),
so:
fα2(
√
1−D1
σ2U
ρ
) = (
α2
α0
− 1)
√
1−D1
σ2U
(
1
ρ
− ρ)(1− 1−D1
ρ2
),
fα2(
ρ√
(1−D1)σ2U
) = (
α2
α0
− 1)ρ 1√
σ2U
(
√
1
1−D1 −
√
1−D1)(1− ρ
2
1−D1 ),
fα2(
√
1−D1
σ2U
ρ) =
α2
α0
√
1−D1
σ2U
ρ(1− ρ2)D1.
Because the two constraints m1ρ < m2 < m1ρ and m1ρ < m2 <
ρ
m1σ2U
must be satisfied, we consider following three
conditions:
(i) D1 > 1 − ρ2: At this condition, it is easy to get that m1ρ < ρm1σ2U . Therefore fα2(
√
1−DX
σ2U
ρ) > 0, fα2(
√
1−DX
σ2
U
ρ ) has the
same sign with α2α0 − 1 < 0 and fα2(
ρ√
(1−DX)σ2U
) has the same sign with 1 − α2α0 > 0. So there are only one root of m2
between m1ρ and m1ρ .
(ii) D1 < 1− ρ2: As the same of above, we can get that ρm1σ2U <
m1
ρ . Therefore fα2(
√
1−DX
σ2U
ρ) > 0, fα2(
ρ√
(1−DX)σ2U
) has
the same sign with α2α0 − 1 < 0 and fα2(
√
1−DX
σ2
U
ρ ) has the same sign with 1 − α2α0 > 0. So there are only one root of m2
between m1ρ and ρm1σ2U
.
(iii) D1 = 1 − ρ2: As the same of above, we can get that ρm1σ2U =
m1
ρ . Therefore fα2(
√
1−DX
σ2
U
ρ ) > 0 and fα2(
√
1−DX
σ2U
ρ) =
fα2(
ρ√
(1−DX)σ2U
) = 0. However, when m2 = 1√
σ2U
, it may cause |H| = 0, which has contradiction with the results above.
So we consider the function h(m2) =
fα2 (m2)
m1−m2ρ which becomes a quadratic equation. It is obvious that h(m1ρ) < 0 and
h(m1ρ ) > 0, so there is only one root between m1ρ and
ρ
m1σ2U
.
Above all, the proof is done.
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