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Abstract
Rank histograms have become popular tools for assessing the reliability of fore-
casts in meteorology. A forecast that is well-calibrated leads to a uniform rank his-
togram, and deviations from uniformity indicate miscalibration. However, the ability
to identify miscalibration crucially depends on the number of bins chosen for the
histogram. If too few bins are chosen, the rank histogram is likely to not detect
miscalibrations, if too many are chosen, even perfectly calibrated forecasts lead to
rank histograms that do not look uniform. In this paper we address this trade-off and
discuss how many bins should be chosen in a rank histogram. Our results indicate
that it is often appropriate to choose fewer bins than the usual choice of ensemble
size plus one, especially when the number of observations available for verification is
small.
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1 Introduction
Rank histograms are a widely used diagnostic tool for assessing calibration of forecasts in
meteorology. The idea to consider the ranks of observations within a predictive ensem-
ble has been developped independently by Anderson (1996), Hamill and Colucci (1997)
and Talagrand et al. (1997). If the prediction is well-calibrated (or reliable), the rank
of observations within the ensemble is approximately uniformly distributed. Deviations
from uniformity indicate miscalibration: sloped histograms indicate bias whereas ∪- and
∩-shapes indicate over- and underdispersion, respectively. This makes rank histograms a
powerful and popular diagnostic tool for assessing calibration. Originally, rank histograms
are designed to be applied to univariate forecasts, but several generalizations towards mul-
tivariate forecasts exist (Wilks, 2004; Thorarinsdottir et al., 2016; Ziegel and Gneiting,
2014).
As pointed out by Wand (1997), choosing the number of bins in a histogram is generally
a trade-off: More bins lead to a more detailed histogram but also make it more susceptible
to random fluctuations. In particular, when the available number of forecast-observation
pairs is small, the change of appearence with different bin numbers can be quite dramatic,
see Figure 1. The goal of this work is to address this trade-off and provide guidance
how many bins should be considered in a rank histogram. We focus on the case where
only few forecast-observation pairs are available, say less than 200. Particularly in this
case, choosing too many bins can lead to overinterpretation of a histograms appearance.
This case frequently occurs in seasonal forecasting where variables are averaged over long
timespans in order to eliminate modes of high frequency variability, leading to a drastically
reduced number of available observations, see Van Schaeybroeck and Vannitsem (2018).
When an ensemble forecast with m ensemble members is considered, the observation
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rank can take values between 1 and m+ 1. It is therefore intuitive and common practice to
use m+1 bins for rank histograms, each bin corresponding to a single rank, see for example
Wilks (2019). We show how rank histogram with any bin number can be constructed in
a way that every bin accounts for the same number of ranks. This is necessary in order
to address the above-mentioned trade-off, but is also useful in its own right. It can, for
example, be quite difficult to compare histograms with different bin numbers. Therefore,
when different forecast systems with different ensemble sizes are compared, it is useful when
the same bin number can be chosen for all of them.
Our approach to finding ‘good’ bin numbers acknowledges that rank histograms are
first and foremost used in exploratory data analysis. They are typically generated and
inspected by scientists who then intuitively decide whether they look sufficiently uniform
or not. Consequently, a ‘good’ number of bins is one that leads to an unbiased decision
of the inspecting scientist, not some inherent statistical property of the data. In order to
infer good bin numbers we take two steps. First we mimic a scientists decision by a binary
classifier that is susceptible to statistical analysis. Thereafter, we can choose numbers of
bins that lead to unbiased decisions of the classifier.
The classifier is based on a visual distance to uniformity, see Figure 1, and rejects when-
ever this distance exceeds a certain number, the acceptance threshold. This is a necessary
oversimplification, which in particular does not take characteristic shapes such as slopes
or ∪-shapes into account. Nevertheless, an empirical study where several Statisticians la-
belled more than 200 histograms showed that this classifier provides a good approximation
to scientists’ decisions. Moreover, the results of the study are used to identify reasonable
values of the acceptance threshold, namely those that lead to the most similar decisions
between scientists and classifier.
For the classifier based on the derived acceptance threshold, the probability of false
acceptance and false rejection rate depend on the number of bins of the histogram. This
allows us to derive an optimal bin number in analogy to statistical testing theory: First,
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an upper limit for the probability of a false reject is chosen, say 5%. Then, subject to
this condition, the probability of a false accept can be minimized by choosing the correct
number of bins.
This approach should not be confused with actual statistical testing for uniformity of
rank histograms, see for example Elmore (2005); Taillardat et al. (2016). In particular,
Delle Monache et al. (2006) introduced the reliability index which is equivalent to our
distance from uniformity (when m + 1 bins are chosen), and Wilks (2019) considered a
formal statistical test for uniformity based on this statistic. Our approach is different in
that we interpret the informal act of a scientist inspecting a rank histogram as a statistical
test, and consider the bin number as parameter in this test. Formal tests for uniformity
generally assess the uniformity of the data underlying the histogram, which does not depend
on the chosen number of bins.
Our results show that, when only few observations are available, histograms based
on too many bins lead to high probabilities of false rejects, since they tend to not look
sufficiently uniform. This can be avoided by reducing the number of bins which results
in a flatter histogram. For example, when 100 observations are available, choosing more
than 8 bins results in a probability of more than 33% of a false reject. For 60 available
observations, this probability is already exceeded when more than 5 bins are chosen.
There is a strand of literature on optimality criteria for histogram bin numbers and bin
widths, examples being Scott (1979); He and Meeden (1997); Muto et al. (2019); Knuth
(2019). These criteria have generally been developped in a different context and under
assumptions that make them inappropriate for rank histograms. They focus on histograms
as tools for estimating probability densities, where the goal is to find the number of bins
that minimizes a distance (often the mean integrated squared error) between the underlying
density and the histogram of the data. It is mostly assumed that the density is continuous
and sufficiently smooth over an interval. Some early work even assumes approximately
normally distributed data (Scott, 1979; Sturges, 1926). These assumptions are not met
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for rank histograms which are based on discrete data. Moreover, most results derived in
this theory are asymptotic and therefore assume n to be large, whereas we are particularly
interested in the small n scenario. Thirdly, the derived binnings are often data driven, i.e.
the bin number depends on properties of the data beyond the sample size n, such as for
example the sample variance. This is unwanted in the context of rank histograms, as they
are often compared between different forecast systems, and in this case should have the
same number of bins.
The remaining paper is organized as follows. In the next section we show how histograms
with any bin number can be derived from rank histograms generated from an m-member
ensemble forecast. Section 3 argues how optimal bin numbers can be obtained. The
optimal bin number requires the subjective acceptance threshold to be chosen. In Section
4 we present an empirical study and use it to derive an approximation of the acceptance
threshold. In section 5 we present the optimal bin numbers for a range of different data
sizes and acceptance thresholds. Section 6 concludes.
2 Changing the bin number for rank histograms
When computing rank histograms of an ensemble forecast with m members the ranks
r1, ..., rn take values in {1, ...,m + 1}. Therefore, the default is to use histograms with
m + 1 bins, each containing the counts for one rank only. It is sraightforward to instead
generate a rank histogram with k < m + 1 bins, if k divides m + 1. Then, the first
bin contains the counts for the first (m + 1)/k ranks, and so on. However, this is quite
restrictive, and indeed m + 1 is prime for some popular ensemble sizes such as 10, 30 or
100. As argued in the introduction, free choice of the bin number k is desirable and we
show in the following how this can be achieved.
The problem that arises when k does not divide m + 1 is that some bins get assigned
more ranks than others. Take the simple example of m = 2 where the observed ranks take
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the values 1, 2, 3, and assume we want to plot a histogram with only two bins. Then the
question arises whether the counts of rank 2 should be placed in the first or the second
bin, and both options lead to skewed histograms even if the ranks are perfectly uniformly
distributed. This issue can be resolved by randomization. For each count of rank 2 we
simply flip a coin and count it for the first bin if the coin shows tails, and for the second
bin otherwise. When moving beyond this simple example, the randomization becomes more
involved, as it needs to account for the fraction of overlap between bins and ranks: Say, for
example, we have ranks 1, ..., 5 and consider only 4 bins, then the first bin should account
for all counts of rank 1 and 1
4
− 1
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= 1
20
th of the counts for the second bin. Ergo, for each
count of rank 2, we should flip a ’skewed’ coin showing heads with probability 1/20, and
count it for the first bin if heads comes up, and for the second bin otherwise.
Luckily there is a trick that helps us to achieve exactly the same results without tedious
computation of bin overlaps. Consider ranks r1, ..., rn ∈ {1, ...,m + 1} and compute the
transformed ranks
r˜i :=
ri − 1 + Ui
m+ 1
, (2.1)
where U1, ..., Un are independent random variables, uniformly distributed on the interval
[0,1]. The transformed ranks can take each value between 0 and 1, and we can create a
histogram of them with any number of bins k in the usual way, i.e. the jth bin counts the
number of transformed ranks in the interval [ j−1
k
, j
k
). The random variables Ui take the
roles of the coinflips above, but since they are uniformly distributed on the interval [0,1]
they automatically account for the fraction of overlap between the k bins and the m + 1
ranks.
The histogram of the modified ranks can be interpreted exactly as the original rank
histogram. In fact, the randomization only has an effect if a bin number is chosen that
does not divide m+ 1, otherwise the histogram of the transformed ranks is identical to the
classical rank histogram.
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3 Histograms and visual testing for uniformity
In this section we introduce a statistical test whether a given histogram is uniform or not,
based on the visual distance from uniformity. This test is designed to mimic a scientists’
intuitive decision. Thereafter we show how the bin number can be chosen in order to
optimize the decision of this classifier. With the transformation (2.1) in mind we can focus
on histograms for random variables distributed on the whole interval [0,1].
Let X1, ..., Xn be such random variables that are independent and identically dis-
tributed. The histogram with k bins Hk(X1, ..., Xn) is obtained by plotting k bars, the
ith bar spanning from (i− 1)/k to i/k and being of height
hi :=
k
n
n∑
j=1
1{Xj ∈ ((i− 1)/k, i/k]}, for i = 1, ..., k.
Here, 1 denotes the indicator function that returns 1 if the event in the brackets is true,
and 0 else. The norming factor k
n
at the beginning ensures that the histogram has a total
area of 1.
We define the visual distance to uniformity as
D(Hk) :=
1
k
k∑
i=1
|hi − 1|,
see Figure 1. The figure also clearly shows that this distance not only depends on the
data, but also on the chosen number of bins k. This is nothing else than the L1-distance
between the histogram and the constant line y = 1. Note that the intuitively most uniform
histogram is a histogram where every bin has the same count, i.e. h1 = · · · = hk = 1, and
D(Hk) = 0 is achieved.
Consider now the statistical test that accepts the hypothesis of the data being uniform
if and only if D(Hk) is below a fixed acceptance threshold c. The choice of this acceptance
threshold is discussed in the next section. For fixed c this statistical test depends on only
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one parameter, namely the number of bins k. Indeed choosing a different bin number k′
leads to a different distance from uniformity D(Hk′) and may therefore lead to a different
decision of the test. It is now standard procedure in statistical testing theory to choose the
parameter in order to maximize the power of the test subject to the test being of a certain
prespecified size. The size (or significance level) 1 − α is the probability to accept under
the null hypothesis, and is often chosen to be 95%. In our context the test is of size α if
P0[D(Hk) > c] ≤ α, (3.1)
where P0 indicates the probability when the data underlying Hk is uniformly distributed.
The power of the test under a given alternative distribution D is the probability of rejecting
when X1, ..., Xn ∼ D, and thus depends on D. However, our goal is not to calculate the ac-
tual power under a given alternative, but to maximize the power (under any alternative),
subject to (3.1), by our choice of the bin number k. This can be done by choosing the
maximal bin number k such that (3.1) is still satisfied. It is very intuitive that increasing
the bin number generally increases the distance from uniformity and therefore increases
the power of the test. We show in the online supplement to this article that, while sin-
gle counterexamples can be constructed, this holds across the vast majority of relevant
scenarios.
Therefore, a good strategy for maximizing the power of the test subject to a given size
α, is to choose the maximal bin number k such that the test is still of size α, i.e.
k(c, n, α) := max{k : P0[D(Hk) > c] ≤ α.} (3.2)
We call this the optimal bin number subject to size α.
Finding the optimal bin number requires computation of the left hand side of (3.1).
An explicit formula is available (nhi/k follows a multinomial distribution), but the com-
putational effort of evaluating it grows rapidly in n and k, and it becomes untractable for
approximately n ≥ 80 and k ≥ 10. However, the left hand side of (3.1) can be efficiently
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calculated by Monte-Carlo approximation, i.e. by repeatedly generating random samples
of uniform X1, ..., Xn and calculating the fraction of draws for which D(Hk) ≥ c.
In the next section we evaluate an empirical study indicating that a good approximate
value for c is around 0.25. From a statistical point of view it would be more classical to
assume k fixed and choosing an optimal acceptance threshold c leading to a uniformly most
powerful test of size 1− α. Since the distribution of the test statistic D(Hk) also depends
on the bin number k, we can flip this argument and derive an optimal k subject to c being
fixed.
4 The acceptance threshold
Next we discuss how to choose the acceptance threshold c. As argued before, this should
be done such that rejecting a histogram whenever D(Hk) > c is a good approximation for
a scientists intuitive decision on that histogram.
Differently phrased, the acceptance rate c should be chosen such that the binary classifier
Cc(D(Hk)) =
accept if D(Hk) ≤ c,reject if D(Hk) > c
optimally approximates a scientists decision to accept or reject histograms as uniform.
Let us stress that the goal for choosing c is not to somehow optimize the ability of Cc to
recognize uniform histograms, but to mimic scientists decisions. Different scientists find
different deviations from uniformity acceptable and while one scientist rejects histograms
with small deviations from uniformity, another might be willing to accept much stronger
deviations. The decision of the first scientist might than be well-approximated by Cc1 ,
while the second scientist is better approximated by Cc2 where c2 > c1. This would result
in a larger optimal bin number for scientist 2 than for scientist 1. The bin number is thus
used to counterbalance personal biases of the inspecting scientist.
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However, this requires the personal acceptance thresholds c1, c2 to be known. They can
be approximated by the following experiment: First, we generate a number of histograms
with a range of different distances from uniformity, and ask the scientist to label them
as uniform or not. Thereafter, we compare the scientists decisions with the decisions of
the classifiers Cc for a range of c. The classifier with the lowest misclassification rate,
i.e. the fraction of histograms for which Cc decided differently than the expert, wins. The
corresponding c is the personal acceptance rate. The R-package RankHistBins contains the
code necessary to conduct this experiment and find your personal acceptance threshold.
More often than not the personal preferences of the inspecting scientist will be un-
known, and the ‘average scientists’ acceptance rate should be used. In order to derive an
approximation of this constant, the above-described experiment was conducted with more
than 15 Statisticians from the Norwegian Computing Center Oslo. They categorized in
total 210 histograms as uniform or not. The histograms had varying number of bins and
the distance from uniformity of the histograms ranged from 0.1 to 0.6. The evaluation of
the results shows an overall correlation between the distance D(Hk) and the Statisticians
decision of -0.57 (‘accept’ = 1 and ‘reject’ = 0). The ROC-curve for the binary classifier
Cc has an area under curve (AUC) of 0.81, indicating that the distance D(Hk) is indeed
a good predictor for the scientists decision. The misclassification rates of Cc as a function
of c are shown in Figure 2. The minimal misclassification rate of 0.24 was achieved for
c = 0.25.
In practice, the decision of an expert to accept or reject not only depends on D(Hk),
as assumed here, but also depends on the bin number k itself. This effect is unwanted in
our context, and the test presented in the last section does not account for it. In order to
analyze the impact of this effect, the 210 histograms used in the study had different bin
numbers, namely 5,6,8, or 10 bins. Figure 2 shows the acceptance rate of the scientists as
a function of D(Hk), for each bin number k separately. It can be observed that, indeed, for
fewer bins the acceptance rate seems to be slightly higher than for many bins. However,
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this effect is small when compared to the effect of D(Hk) on the rejection rate, justifying the
approach taken in this paper. The correlation between bin number and scientists decision
in the conducted experiment was -0.16.
5 Results
Here we compute optimal bin numbers for a range of α and n and c. As argued in the
introduction, the results presented in this paper are mostly relevant for small data sizes
n. We therefore restrict our analysis to n ≤ 200. Three different rejection thresholds
are considered; c = 0.2 corresponding to a conservative expert who accepts only rather
regular histograms as uniform, c = 0.25 which is the value obtained in our empirical study,
and c = 0.3 corresponding to an optimistic expert who is willing to accept more varied
histograms as uniform.
Figure 4 shows the optimal bin number as a function of n for three different sizes of
the test, α = 0.05, 0.1, 0.33. The results advise that for small sample sizes n indeed
very few bins should be considered when the probability for false rejects should be small.
For example, if we consider a test of size 95% and the acceptance threshold 0.25, then
only 4 bins should be considered for a histogram based on 100 observations. Moreover, for
n < 80 a false rejection rate of 5% can only be achieved by considering histograms with 2
bins. Such histograms are hardly useful in practice since they cannot express a variety of
different shapes. However, since the considered test mimics a scientists intuitive decision,
the classical upper limit of 5% for the probability of a false reject seems rather strict in
our setting. Therefore Figure 4 also considers the sizes 90% and 66%. For the considered
example of 100 observations, 5 bins should be chosen when the false rejection probability is
limited by 10%, and the bin number further increases to 8 for a false rejection probability
limited by 33%.
Instead of focusing on the theoretical optimal number of bins derived in Section 3, we
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may analyze the false rejection rate of the classifier Cc as a function of the bin number k.
Figure 4 shows the results for the bin numbers k = 4, 6 and 9. Both figures illustrate the
danger of using too many bins when the sample size is small. Alarmingly, all considered
scenarios lead to a large false rejection probability (often 50% or higher) for any reasonable
number of bins when the sample size is 50 or smaller. Rank histograms based on such
very small sample sizes should therefore not be overinterpreted and always accompanied
by formal analysis that takes the number of observations into account.
Let us remark that the by far most characteristic shapes in the appearence of rank
histograms are slopes as well as ∪- and ∩-shapes. These shapes are equally well expressed
by histograms with only 3 bins, and it is therefore quite reasonable to choose indeed very few
bins when n is small. More elaborate shapes, such as certain S-shapes, can in theory indicate
higher order misspecifications such as misspecified skewness in the predictive distribution.
However, this requires typically very large n, see Thorarinsdottir and Schuhen (2018).
Even these elaborate shapes can be clearly captured by histograms with, say, 12 bins. The
advantage of using more bins than that seems therefore doubtful and we recommend to
limit the number of bins to 12, regardless of n. We used this cutoff in Figure 4.
6 Discussion
We introduced a criterion for choosing the number of bins in a rank histogram. The criterion
addresses the trade-off that adding more bins leads to a more detailed histogram but at the
same time decreases statistical robustness, and tries to optimize intuitive decision making
based on the histogram.
The assumption is made that a scientists decision is well-approximated by the binary
classifier Cc. This is an oversimplification that is necessary in order to relate rejection
probabilities to bin numbers. In Section 4 we argued that this assumption is justified.
Nevertheless, the derived optimal bin numbers are to be understood as an indicator of
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a good number of bins rather than as a true optimum that has to be chosen under all
circumstances. The results presented in Section 5 show that, especially for small sample
sizes well below 100, histograms with few bins of 5 or less are preferable. Moreover, for
such small number of observations the false rejection probability is generally large, and one
should therefore be careful not to overinterpret the appearence of a histogram.
Our results show the risks of the common practice to choose the ensemble size plus
one as bin number for rank histograms of ensemble forecasts, which sometimes results in
histograms with 51 bins or more. This practice not only bears the risk of overinterpreting
rank histograms, it makes it moreover difficult to compare different models that have
different ensemble sizes. As we showed, choosing any number of bins for the histogram
is possible after applying a simple transformation to the observed ranks.
The derivation of the optimal bin number assumes that histograms with a higher bin
number are more likely to be rejected by the test described in (3.1). While this tends
to be correct, the probability of rejection generally depends on the distribution of the
data X1, ..., Xn, and the assumption is violated for some distributions and some k. The
supplementary material to this paper provides more detailed insight into this matter and
shows that it is justified to assume the power of the test to increase in k.
We moreover assumed throughout this paper that the ranks X1, ..., Xn are independent.
This assumption is commonly made when rank histograms are constructed, but is violated
in some applications, in particular when multiple spatial grid points are considered as
samples. These kind of complex dependence structures can make the histogram much
harder to interpret and, in particular, prevent formal testing for uniformity. See Hamill
(2001) for an in-depth discussion of this topic.
This article is accompanied by the R-package RankHistBins which is available on the
authors github account github.com/ClaudioHeinrich/RankHistBins. The package al-
lows to generate histograms with any bin number from observed ranks, and to compute
the optimal bin number for any sample size n, acceptance threshold c and test size 1− α.
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Moreover, it provides tools and guidance that allow the reader to conduct the experiment
described in Section 4 and to derive their personal acceptance threshold c.
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Figure 1: Three histograms based on the same data with different number of bins. The
data is a sample of 30 numbers, uniformly distributed on [0,1]. The middle plot shows the
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