Propagation of intensive waves (or finite amplitude waves) is distinct in a qualitative sense from that of weak wave disturbances, being described by the linear theory. This is most pronounced in the case of initial harmonic waves. For weak waves, even though the damping occurs, the wave's shape does not change during propagation, that is, all points in the wave profile move with identical and constant velocity. In the case of finite amplitude waves, each point in the wave's profile moves with its own local velocity, which is determined by the value of the field in this point. As a result wave front steeping occurs, that is, the tendency for a compression or rarefaction shock wave to appear depending on the sign of the nonlinearity parameter. In the frequency domain this corresponds to the appearance of the higher harmonics.
For the case of longitudinal waves in homogeneous isotropic solids, is determined as [5] where signs ± correspond to waves traveling in the positive and negative directions of the x-axis. From this equation it follows that the damping coefficient, ( ), and phase velocity, C( ), are determined as ( ) = 2 ∕2C
3 0
and C( ) = ∕k = C 0 = const. In general, the latter is not quite correct and a more general relation, k( ) = ±
, must be applied instead of Equation 1.4; here C( ) and ( ) are real. These functions are related by the fundamental Kramers-Kronig relations [7] , resulting from the causality condition: 6) where C ∞ = C( → ∞) is the high frequency limit of the phase velocity and ℘ denotes the Cauchy principal value. It follows from these relations that a medium with dissipation must fundamentally possess dispersion, and it is enough to know ( ) to find C( ) (and vice versa). However, most media possess appreciable damping of the viscous type without noticeable dispersion of acoustic wave velocity in the low-frequency range, up to the hypersound. Hence, the equation of state (Equation 1.1) and dispersion relation (Equation 1.4) describes linear properties of a nonideal homogeneous media adequately.
To solve problems with traveling waves it is useful to pass on to the coordinate system, moving in the positive direction of the x-axis at a velocity C 0 : x ′ = x, = t − x∕C 0 , here is a symbolic small parameter, allowing for slow variation of the wave profile due to dissipation and nonlinearity on the wavelength scale. In this system partial derivatives in the left-hand side of the Equations 1.2 and 1.3 are written as: x ′ 2 ,
The right-hand side (due to the smallness of the nonlinearity) should be set such that
. Substituting Expression 1.7 into Equation 1.2, assuming ∼ , and retaining only the terms that can, in principle, not be smaller than 2 , yields the first-order equation for velocity, V = U∕ t: , and x ′ is formally replaced by x. This equation is named the Burgers equation and the method of its derivation is "the method of a slowly varying profile" proposed by R.V. Khokhlov [1, 6] .
To analyze solutions of this equation it is practical to pass on to the dimensionless variables W = V∕V 0 , = and z = V 0 x, that result in: 9) where Γ = Re is the Gol'dberg number [8] , Re = V 0 ∕ = 2 C 0 V 0 ∕ is the acoustical Reynolds number, V 0 and 1∕ are characteristic velocity of the medium and time, for example, initial velocity and cycle of the harmonic oscillation at medium's boundary (x = 0). The Burgers equation in the dimensionless form has just one coefficient, Γ, characterized by parameters of the medium and input action.
In media with quadratic nonlinearity, three-wave (or three-frequency) interactions occur, that is, propagation of initial harmonic waves with frequencies 1 and 2 is accompanied by the generation of secondary waves primarily with multiple and combinational frequencies 2 1 , 2 2 , and 3 = 1 ± 2 . The efficiency of the interactions are determined by the fulfillment of the phase matching condition ⃗
where ⃗ k 1,2 and ⃗ k 3 are wave numbers of the initial and secondary waves,
is the phase velocity of the wave with frequency i . As it follows from these conditions in the media without dispersion (C( ) = const) resonant interaction occurs only for collinear longitudinal waves or noncollinear (at a particular angle) longitudinal and shear waves. In terms of quantum mechanics such processes can be interpreted as interaction (coalescence or decomposition) of phonons with fulfillment of the conservation laws for energy E = h and quasi-momentum
where h is Plank's constant.
In this chapter basic nonlinear phenomena and their behavior in homogeneous media with classical quadratic nonlinearity are considered. Used here are both forms of the Burgers equation (usual and dimensionless) and simple wave equation, which is limit case of latter when Γ → ∞.
A Progressive Approximation Approach: The Second Harmonic Generation in an Unbounded Medium
Firstly, the phenomenon of the second harmonic generation at excitation in the form of harmonic wave, that is, specifying boundary condition as V(x = 0, t) = V 0 sin t, is calculated. A solution is sought to Equation 1.8 in the form: 10) where
Substituting Equation 1.10 in Equation 1.8 yields the linear heterogeneous equation for V 2 (x, ):
Its solution has the form: 12) From this expression the nonlinear parameter of the medium can be determined if all other parameters are known. From Equations 1.10 and 1.12 it follows that the amplitude of the wave at a fundamental frequency decreases exponentially with the distance, whereas amplitude of the secondary wave increases proportional to x at first, emerges at peak value
at x m = ln 2∕2 2 , and then has exponential decrease. The ratio of the amplitudes at x = x m is equal to √ 2Re∕16. If Re ≪ 1 this ratio is small, inequality |V 2 (x, )| ≪ |V 1 (x, )| is fulfilled, and the solution (Equation 1.12) is always valid, that is, the wave decays before than nonlinear phenomena occur. In the case Re > 1 the solutions (Equations 1.10 and 1.12) obtained by the progressive approximations approach are valid only at small distances 2 x ≪ Re −1 , and to derive solution for all distances it is necessary to take into account evolution of the whole of wave spectrum, that is, generation and interaction of an infinitely large number of the higher harmonics, so far as the phase matching condition is automatically met for them.
However, in this case another approach, based on the field description of the nonlinear wave, is applicable.
Generation of the Wave at a Difference Frequency: Parametric Array, Degenerate Interaction of Waves
Consider now the phenomenon of generation of the wave at a difference frequency, which occurs at propagation and interaction of two initially harmonic waves with close frequencies 1 ≈ 2 = . In the case of boundary condition V(x = 0, t) = V 01 cos 1 t + V 02 cos 2 t, the wave at sum 1 + 2 and difference Ω = 1 − 2 frequencies will appear, as well as the secondary waves at frequencies 2 1 and 2 2 . The low-frequency (LF) wave at the difference frequency Ω ≪ 1,2 is of special interest, since it decays weaker than the initial high-frequency (HF) waves and at great distances it amplitude can exceed the amplitudes of the initial waves. In the case of a small Reynolds numbers (Re ≪ 1), using the above mentioned approach it is possible to obtain the expressions for the initial waves, V 1 (x, ), and for the secondary wave, V 2 (x, ), at the frequency Ω:
From the latter expression it follows that the amplitude of the wave at the difference frequency at first grows from 0 (at x = 0) to peak value at: 15) and then decays slowly (proportional to exp[− Ω 2 x] at great distances). The ratio of the wave amplitude V 2 (x, ) at x = x max to the geometric average of initial wave's amplitudes is determined as
≪ 1 the nonlinear conversion coefficient is tenuous. When Re ≫ 1 ( → 0) from Expressions 1.13 and 1.14 expressions can be obtained for
∕ ΩV 01 V 02 :
A similar approach can be applied to the problem with the generation of LF waves appearing at propagation of the initial wave in the form of an amplitude-modulated HF wave
here m is modulation index. Then the wave at frequency interacts with waves at side lobe frequencies ± Ω, which also interact to one another and result in appearing as two LF waves at difference frequencies Ω and 2Ω. Such a process corresponds to demodulation of the amplitude-modulated HF wave envelope; it is also called self-demodulation.
This process forms the basis of parametric radiating array operation: the secondary LF wave appears as result of the interaction of two power collinear initial HF waves in a nonlinear medium -water, for example. The amplitude of the secondary wave depends on the radiation angle: the peak value occurs in the line of propagation of the initial waves ( = 0), and in the case of deviation the amplitude decreases sharply due to breaking of the phase matching condition. The directional pattern of this nonlinear array can be quite narrow; it is determined by the ratio of the LF wavelength to the characteristic decay length of the HF waves. The inverse phenomenon -modulation -forms the basis of parametric receiving array operation.
The phase modulation of HF wave occurs at interaction of the power HF and the weak LF waves (with frequencies and Ω). This corresponds to the generation of waves at combinational frequencies ± Ω in the medium. Amplitudes of the latter waves also depend on the angle and have peak values in the case of collinear propagation of the initial HF and LF waves. The directional pattern of the receiving array can also be narrow; it is determined by the ratio of the LF wavelength to the characteristic interaction length, that is, to the distance between HF wave radiator and combinational wave receiver. Parametric arrays were proposed by P.J. Westervelt [9] and V.A. Zverev and A.I. Kalachev [10] and in 1960s. In spite of quite small outer dimensions they are wideband and possess the narrow directional pattern and low level of side lobes. However, there is a significant demerit -low conversion efficiency of initial waves into secondary ones. Since there is no dispersion in usual media the loss associated with generation of the higher harmonics n 1,2 and n 1 + m 2 (n and m are integer) are highly efficient.
In connection with generation of the wave at difference frequency, propagation of the weak LF wave at frequency 1 = in the field of intensive HF pumping wave at frequency 2 = 2 is of certain interest. The parametric interaction of these waves results in generation of a wave at difference frequency Ω = 2 − 1 , which is equal to the weak wave frequency [6] . This so-called degenerate interaction can cause elimination or amplification of the weak wave. In this case boundary conditions have forms:
where V 0 and v 0 are the initial amplitudes of HF and LF waves, V 01 ≫ V 02 , is HF wave phase. The physical meaning of inequality V 01 ≫ V 02 lays with the influence of the pumping wave on propagation conditions of the weak wave by the modulation of sound speed in the medium, whereas the weak wave has no influence on the pumping one. Solution of Equation 1.8 is sought in the form:
where the first term in the right-hand side is the solution to the linearized Equation 1.8 when = 0, V 2 (x) and (x) are the amplitude and the phase of the weak wave; they are slow varied functions of the distance x, dV 2 
.18 into Equation 1.8 yields the equations for V 2 (x) and (x):
are obtained. Hence, when = 0 and = , peak suppression and amplification of the LF wave occur, whereas there is no influence of the pumping wave on the weak when = ∕2. Thus, varying the phase of the HF wave, , allows the weak wave amplitude to be influenced and the value of medium's nonlinearity parameter, , to be measured.
Generation of the Wave at Second Harmonic Frequency in Resonators
At excitation harmonic vibrations in restricted systems -resonators -a standing wave forms as interference of two counterpropagating waves due to the reflections at the end-walls. The standing waves are eigen vibrations (or modes) of the resonator; they are feasible only at certain frequencies. The finite sizes of resonators can result in a large excess of the excited amplitude over the pumping one at frequencies close to the eigen frequencies in the case when damping is quite small. When the wave reflects at the end-wall its phase can be changed (this is equivalent to phase velocity dispersion); as a result the level of the nonlinear processes depends on the type of the boundary condition.
The first type is the perfect rigid boundary, where the normal component of the velocity is equal to zero. The stress wave changes neither form nor sign. The second type is the perfect soft boundary, where the normal component of stress is equal to zero. In this case the wave form also does not change, but the sign becomes opposite. It is of interest to consider the influence of different combinations of boundary conditions on the manifestation of nonlinear phenomena in the resonators. Further, consider the process of the forced generation of the wave at the frequency of the second harmonic in the resonators with three combinations of the boundaries: rigid and rigid, rigid and soft, soft and soft. To calculate the displacement fields, U(x, t), the perturbation approach is utilized, so the solution of Equation 1.2 will be sought in the form U(
In the case of two rigid boundaries (at x = 0 and x = L) the conditions have the form:
where L is the length of the resonator, A 0 and Ω are the amplitude and frequency of radiator oscillations.
In the first (linear) approximation the solution of Equation 1.2 has the form:
where K = Ω∕C 0 , Δ = Δ(Ω) = Ω∕2C 2 0 ≪ 1. It follows from this expression that the linear resonance occurs when K n L = n, n = 1, 2, 3 … , that is, when excitation frequency is equal to Ω n = nC 0 ∕L; the amplitude of steady vibrations therefore has
times increase as compared with A 0 . The quantity Q n is named the Q-factor of the resonator at frequency Ω n . The wave U 2 (x, t) at the frequency 2Ω is determined by the second approximation of Equation 1.2 as:
and zero boundary conditions
The solution of this equation is sought in the form:
.24 yields the equation for amplitude, u 2 (x):
where R =
.
There is no dispersion in the case of both rigid boundaries and the resonance condition is fulfilled for the nonlinear wave U 2 (x, t) as well as for the linear one U 1 (x, t), since 2Ω n = Ω 2n . In the vicinity of the resonance (Ω ≈ Ω n ), the amplitudes of the waves U 1 (x, t) and U 2 (x, t) are determined by the linear loss at the frequencies Ω and 2Ω. From Equation 1 .25 with application of zero boundary conditions follows:
In the case of the resonator with rigid and soft boundaries the boundary conditions have the form:
Using the above mentioned approach yields the follows solutions of Equation 1.2 in the first and the second approximations:
As is apparent from Equation 1.28 the linear resonance occurs in this case when K n L = ( ∕2)(2n − 1), n = 1, 2, 3 … at excitation frequencies Ω n = (2n − 1)C 0 ∕2L. In this resonator the frequency of the nonlinear wave, U 2 (x, t), is not resonant, unlike the linear wave (this is equal to the manifestation of dispersion), hence the amplitude of U 2 (x, t) is rather small and is not determined by loss but by the frequency mismatch 2Ω n relative to resonant frequency Ω 2n . Finally, in the case of a resonator with both soft boundaries the boundary conditions have the form:
The solution of Equation 1.2 at Ω ≈ Ω n has the form:
Here the resonance condition is the same as in the case of both rigid boundaries K n L = n and fulfills for the nonlinear wave U 2 (x, t) (K 2n L = 2 n). However, it does not appear as the eigen function for displacement is proportional to cos 2K(x + L∕2), whereas the driving force at the frequency 2Ω is proportional to sin 2K(x + L∕2), that is, the right-hand side of Equation 1 .25 is orthogonal to the eigen function of this equation. 
Simple Waves and Formation of Discontinuities
(1.32) As a result, wave front steeping occurs during propagation and at the point (x * , * ), tipping over appears, that is, the wave profile becomes ambiguous (Figure 1.1) . The coordinates of this point can be found from the following conditions:
corresponding to infinite slope of the wave profile and to the inflexion in the point (x * , * ). According to Expression 1.33 these conditions can be written as:
The ambiguity of the wave profile is physically meaningless; therefore, the mathematical formulation of the solution must be changed to eliminate this. One of the solutions to the problem is the introduction of discontinuity (or thin shock front) in the wave profile.
The evolution of the wave changes drastically after formation of the shock front; but its profile is, nevertheless, described by Equation 1.32 outside the vicinity of the discontinuity. (It should be noted that in this case the solution in the form of the simple wave is valid for a relatively weak shock wave when |V 0 |∕C 0 ≪ 1, this condition allows the waves reflected from the shock to be neglected, because their amplitudes are of the third order of smallness [4, 6] .) To describe the evolution of the wave after shock formation it is necessary to determine its position on the wave profile on the basis of the momentum conservation law. (As far as the considered medium is ideal then the energy conservation law is also valid before the shock formation, and after this the energy of the wave decreases.) In the case of perturbation in the form of a restricted pulse decreasing to zero as → ±∞ one can obtain:
hence, the area under the curve, V = V( ) is independent on the space coordinate x. Note that in the case of a continuous periodic wave the momentum conservation law is valid within each cycle; hence, the integration should be performed not over the whole values of but within points 1 and 2 = 1 + T, where V( 1 ) = 0, V( 2 ) = 0, and T is the wave period. The position of the shock, S , therefore, is determined such a way to compensate the squares S 1 and S 2 of the intercepted parts of the wave (Figure 1.1 ). This corresponds to:
where V 1 and V 2 are the values of the velocities before and after shock and
is determined by Expression 1.33:
Substituting this expression into Equation 1.37 yields:
In the fixed coordinate system the velocity of the shock is equal to the half-sum of simple waves velocities before and after the shock, C S = C 0 + 2 (V 1 + V 2 ). The total system of equations describing the propagation of the wave after shock formation, except Equation 1.39, includes two more equations:
(1.40) Consider now the evolution of an initially harmonic wave V(x = 0, t) = V 0 sin t using these equations. Substituting this boundary condition into Expression 1.32 yields the transcendental equation: 
As is shown in Figure 1 .1, in the plane of coordinates ( , W) the wave profile (when z ≠ 0) is composed of the initial profile (when z = 0) = arcsin W and the line = −zW. The angle between the line and axis W increases with z, and when it reaches the value of ∕4 the wave profile becomes ambiguous at the point * = 0 (here and further > 0). Hence, the condition z = 1 determines the distance x * = ( V 0 ) −1 = C 0 ∕2 V 0 of shock formation in the initially sine wave ( = 2 C 0 ∕ is the wavelength).
Consider now the spectrum change of the wave W = W(z, ). The Fourier series for W = W(z, ) can be written in the form:
where
Introducing the new variable = + zW in Expression 1.46 yields:
Employing the well-known expressions for a Bessel function of integer order:
results in the sought after formula for Fourier coefficients:
The solution (Equations 1.45 and 1.49) is named the Bessel-Fubini formula. It is valid at z < 1, since when z > 1 Function 1.43 becomes ambiguous and cannot be expanded into the Fourier series. The amplitudes of the first four harmonics versus distance are shown in Figure 1 .2. From Expression 1.49 and Figure 1 .2 it follows that the first harmonic amplitude decreases with z, whereas higher harmonic amplitudes increases. In the beginning of the process (z ≪ 1) they are proportional to z n−1 :
As noted above, the ambiguity in the wave profile appears when z = 1, at point * = 0 the shock amplitude therefore is equal to zero. When z > 1 this amplitude increases, its value is determined as:
The dependence W S = W S (z) is shown in Figure 1 .3. The amplitude of shock increases up to the value of 1 at z = ∕2 and then reduces due to the nonlinear damping of the wave. When z ≥ 2, Equation 1.50 has an approximate solution W S (z) ≅ ∕(1 + z), the wave (Equation 1.43) therefor transforms into a so-called saw-tooth wave, its form is determined as:
The solution (Equation 1.51) can be expanded into a Fourier series: In a similar manner, the problem with evolution of a unipolar symmetric pulse can be considered (Figure 1.4) : .33, the expressions for the rising, W 1 (z, ), and descending, W 2 (z, ), parts of the pulse before shock formation are written as: 
(1.55)
During propagation the rising part of the pulse becomes steeper, whereas, on the contrary, the descending part stretches. The amplitude of the pulse remains equal to 1, its phase is determined as m = 1 − z. At z = 1 the pulse in the initial form of an equilateral triangle transforms into a rectangular one:
( 1.56) and, further, when z > 1 this form remains and the pulse's evolution is determined by the second part of Expression 1.55 W 2 (z, ) =
2− 1+z
, S ≤ ≤ 2. Since W 1 (z ≥ 1, ) = 0, then from Equations 1.35 and 1.37 the following are obtained:
where z ′ = z − 1 ≥ 0. Inserting Expression 1.58 into Equation 1.57 provides expressions for amplitude, W S2 (z ′ ), duration of the pulse, 0 (z ′ ), and phase of the shock, S (z ′ ), are obtained:
As is seen from these expressions, the amplitude of the pulse decreases during propagation, whereas the duration rises, but their product is constant, as it must in compliance with momentum conservation law. Figure 1 .4 displays the evolution of this pulse. In the beginning, before shock formation, the disturbance changes according to the solution of the simple wave equation (curves z = 0.5, 1), but after this when the rising part of the pulse becomes vertical (curve z = 1), the distortion of the pulse profile is described by:
(1.60)
Exact Solutions of the Burgers Equation
The solutions of the simple wave equation determine the behavior of the finite amplitude waves in an ideal medium before shock formation. In the real media the propagation of nonlinear waves should be described in the frames of the Burgers equation (Equations 1.8 and 1.9), accounting for viscosity and heat conductivity. In this case the solutions are always single valued, even at Re, Γ → ∞, when the Burgers equation reduces to the simple wave equation.
The Burgers equation possesses a rare property among nonlinear partial differential equations -it has exact solutions. It is easy to verify that using the Cole-Hopf transformation [6] : 
( 1.62) This equation has the solution in the form:
Hence, using Transformation 1.61 and accounting the boundary condition W = W(z = 0, ) allows the exact solution to the Burgers equation to be obtained. In the cases of sine wave and unipolar pulse excitations at the boundary the solutions to Equation 1.63 are determined as: 
here C 1 , C 2 > 1 when z > 0. In this case nonlinear distortions are appreciable. In the limiting case, C 1 , C 2 ≫ 1, the solutions (Equation 1.65) become the solutions of the linear diffusion equation. In addition, the Burgers equation has a particular solution in the form of stationary wave independent on z:
where 0 is an integration constant. A further exact solution to the Burgers equation is the so-called Khokhlov's solution [11, 12] , which describes the propagation of one period of the saw-tooth wave with finite thickness:
, − ≤ ≤ . 
. It is worth noting that the energy of the wave's one period in this solution has nonmonotonous behavior: it decreases in the beginning stage of propagation (at z < z 0 ) and reaches the minimum at z = z 0 , then it increases at z > z 0 and reaches the maximum, and after this it only decays and tends to zero asymptotically. It also follows from Equation 1.67 that the shift of phases of the wave's zero points 0 ≅ ± (where W(z, 0 ) = 0) occurs with growth of z and, 
This expansion is named Fay's solution [13] ; it was obtained earlier than Khokhlov's solution by direct search for the solution to the wave equation in the form of a Fourier series. Expansion 1.68 adequately describes the spectrum of the saw-tooth wave with finite thickness (at z > ∕2) as well as slow damping of higher harmonics. When z ≫ 1 their amplitudes decrease proportional to exp(−nz∕Γ) as opposed to exp(−n 2 z∕Γ) in the linear case and 1∕z in the shock wave; this is associated to the energy transfer from the lowfrequency part of the wave to the high-frequency part. As Γ → ∞ Fay's solution reduces to Equation 1.52 for a periodic saw-tooth wave in an ideal medium. In the range of the large distances (z∕Γ ≫ 1) the higher harmonics (Equation 1.68) decay strongly and the wave profile becomes close to the sine wave
sin ; its amplitude therefore has no dependence on the initial value V 0 .
Nonlinear Wave Processes in Relaxing Media
The structure of wave equations in Nonlinear Acoustics of homogeneous media is quite simple. Since linear (elastic and inelastic) and nonlinear terms appear in the equation of state additively and independently, this is valid for the wave equation too. The evolution of the equations from simple to sophisticated consists in successive accounting for the medium's acoustic properties and the corresponding passage from the linear wave equation to the simple wave equation and the Burgers equation. In just the same way, the equation for nonlinear relaxing medium is derived by the substitution of an integral relaxing term with an exponential kernel for the viscous term 0̇i n the equation of state (Equation 1.1) [6, 11] :
where 0 is a characteristic relaxing time and m is a dimensionless parameter determining dissipation and dispersion properties of the medium (the dispersion is supposed to be small and m ≪ 1). The acoustic relaxation is caused by the internal irreversible processes of a medium's thermodynamic equilibrium being restored after the action of the wave with a certain delay relative to its contraction and rarefication phases [3, 4] . As mechanisms of the relaxation many processes can be considered, such as chemical reactions, phase transitions, an excitation of molecule's rotational and vibrational degrees of freedom, impurity diffusion, moving and interactions of defects, and so on. With respect to the linear properties of the medium the relaxation results in both damping of the "nonviscous" type and phase velocity dispersion.
In the low-frequency range, where 0 ≪ T = 2 ∕ (T is wave period), the wave's propagation is similar to the case of the medium with dissipation of the viscous type; its velocity . In the high-frequency range ( 0 ≫ T) the relaxing processes are "frozen" and the wave's velocity is C ∞ = C( → ∞) > C 0 . As evident from the Equation 1.69 the dependence ( ) is inertial (not instantaneous), that is, the stress at a certain time instant, t, is determined by the strain in the all instants prior to t.
Substituting Equation 1.69 into the equation of motion yields a wave equation for :
.70 (at = 0) leads to the dispersion equation, which determines the phase velocity C( ) and damping constant ( ): Applying "the method of a slowly varying profile" (Equation 1.7) the one-wave equation for particle's velocity is obtained [6] : 
One of the solutions of this equation is a stationary wave of symmetrical jump type. Supposing V = V( ) in Equation 1.74 yields:
The dependences of C = C( 0 ) and = ( 0 )
After integration, determining the integration constant from the conditions
Finally, one more integration yields:
where D = mC 0 ∕2 V 0 is a parameter characterizing the ratio of dispersion and nonlinearity and a is an integration constant. The stationary wave has different forms subject to D. At D ≫ 1 nonlinearity is weak and Expression 1.77 describes the shock with finite thickness V( ) = V 0 tanh( ∕2D 0 ) as in the medium with dissipation of the viscous type. When the value of D is of the order of 1 but D > 1 the stationary wave becomes nonsymmetric ( Figure 1.8) ; its form is stable due to the balance of, on the one hand, the nonlinearity and, on the other one hand, relaxation. The nonlinearity increases the steepness of the wave whereas the effect of relaxing dissipation and dispersion is the opposite. In the case of D ≤ 1 the solution becomes ambiguous and it is necessary to introduce a discontinuity by using the rule of equal squares to eliminate this. Now consider the propagation of sine waves in this medium. Introducing dimensionless variables allows Equation 1.70 to be rewritten as:
here 0 = 0 . In the low-frequency range ( 0 ≪ 1) when
.78 follows the Korteweg-de Vries-Burgers equation [6] : The first term in the right-hand side of this equation describes dissipation (as in the Burgers equation) and the second is the dispersion term (as in the Korteweg-de Vries equation).
Just as in Section 1.1, consider the generation of the wave at the frequency of the second harmonic during propagation of the low-frequency sine wave V(x = 0, t) = V 0 sin t. Turning back to the variables of Equation 1.79 gives:
Using the progressive approximation approach, that is, supposing |V 2 (x, )| ≪ |V 1 (x, )|, V 2 (x = 0, ) = 0, yields expressions for the waves V 1 (x, ) and V 2 (x, ) at the frequencies and 2 :
In this case the amplitude of the fundamental frequency has exponential decay, whereas the amplitude of the secondary wave increases in the beginning nonmonotonously and then decays. To consider the "straight" influence of the dispersion on secondary wave amplitude, it is necessary to exclude the dissipative term 2 As is evident from these expressions the dispersion as well as the dissipation prevents the development of nonlinear processes, since the wave amplitude at the frequency of the second harmonic has inverse proportionality to the dispersion parameter 0 = m 2 0 ∕2C 0 . So far as dissipation is not account for, initial wave amplitude V 1 (x, ) does not change and secondary wave amplitude V 2 (x, ) oscillates along the x-axes due to interference of the waves propagating with different phase velocities C( ) и C(2 ).
The Korteweg-de Vries equation as well as the Burgers equation is one of the fundamental modeling equations in nonlinear wave theory. It has an exact solution in the form of the solitary wave [15] . The shape of this solution does not vary during the propagation due to the balance of nonlinearity and dispersion: .89 is close to the simple wave equation (the difference is a small linear term in the right-hand side); therefore, its decision will contain ambiguity -"overturning". Thus, the constancy of the damping coefficient (i.e., its frequency independence) does not prevent break formation in an intensive highfrequency wave. Here, as well as in Burgers' equation, it is necessary to introduce a viscous dissipative term in Equation 1.69 to prevent the break. Note that, for micro-inhomogeneous media with relaxation (Chapter 5), there is one mechanism limiting the steepness of a wave front and preventing break formation -dispersion of nonlinearity.
Spherical and Cylindrical Waves
The propagation of spherical and cylindrical finite amplitude waves is qualitatively similar to the case of the plain waves: initially harmonic waves also change in form with the generation of the higher harmonics and the possible appearance of shocks resulting in nonlinear damping [6] . The quantitative distinctions are stipulated by amplitude's increase or decrease due to the convergence or divergence of the wave. This results in more appreciable nonlinear behavior in the convergent waves and as compared with the case of plain waves, and a weak manifestation of nonlinearity in the divergent waves. From the equation of motion (Equation I.7) and equation of state (Equation 1.1) it is possible to derive the following wave equations for radially symmetric displacements opposite occurs for convergent waves. The amplitudes of the divergent waves at frequencies
