The North American Nanohertz Observatory for Gravitational Waves (NANOGrav) has observed dozens of millisecond pulsars for over a decade. We have accrued a large collection of dispersion measure (DM) measurements sensitive to the total electron content between Earth and the pulsars at each observation. All lines of sight cross through the solar wind which produces correlated DM fluctuations in all pulsars. We develop and apply techniques for extracting the imprint of the solar wind from the full collection of DM measurements in the recently released NANOGrav 11-yr data set. We filter out long time scale DM fluctuations attributable to structure in the interstellar medium and carry out a simultaneous analysis of all pulsars in our sample that can differentiate the correlated signature of the wind from signals unique to individual lines of sight. When treating the solar wind as spherically symmetric and constant in time, we find the electron number density at 1 A.U. to be 7.9 ± 0.2 cm −3 . Our data shows little evidence of long-term variation in the density of the wind. We argue that our techniques paired with a high cadence, low radio frequency observing campaign of near-ecliptic pulsars would be capable of mapping out large-scale latitudinal structure in the wind.
INTRODUCTION
The North American Nanohertz Observatory for Gravitational Waves (NANOGrav) has entered a second decade of precisely timing an array of millisecond pulsars (MSPs) in an effort to detect extremely lowfrequency (∼nHz) gravitational waves (Arzoumanian et al. 2018a,b) . As part of this effort, NANOGrav has conducted a careful accounting of the noise processes influencing our measurements, with particular attention paid to the effects of the interstellar medium (ISM) (Levin et al. 2016; Jones et al. 2017; Lam et al. 2015 Lam et al. , 2016 Lam et al. , 2017 Wang & Han 2018) .
Pulse times of arrival (TOAs) are primarily influenced by the ISM through variable dispersive delays. At a radio frequency ν, the light propagating from a pulsar to the Earth is delayed by an amount t d = D(t)/(Kν 2 ), where
is the dispersion measure (DM), typically expressed in pc cm −3 , K = 2.41 × 10 −4 MHz −2 pc cm −3 s −1 , and n e (t, r) is the electron number density at time t and position r. The integration path extends from the Earth to the pulsar along the directionn(t), the unit vector pointing towards the pulsar from Earth at time t.
The solar wind (SW), streams of electrons flowing outward from the Sun, has a distinct and sizable influence on the DM of many pulsars. Over the course of a year, the line of sight (LOS) to a pulsar will sweep out an elliptical cone through the SW, causing annual fluctuations in DM which peak when the Sun and pulsar are in conjunction and the LOS connecting them most closely approaches the Sun. The fluctuations are larger and more peaked for pulsars closer to the ecliptic as the LOS for these pulsars more closely approaches the Sun. This is all well known. Shortly after they were discovered, pulsars were recognized as useful probes of the SW and corona (Counselman & Shapiro 1968; Hollweg 1968) . The Crab Pulsar, with an ecliptic latitude β = −1.24
• , has been observed extensively for such applications (Goldstein & Meisel 1969; Counselman & Rankin 1972) . TEMPO and TEMPO2 (Nice et al. 2015; Edwards et al. 2006) , software packages commonly used for pulsar timing, both include constant, spherically symmetric models for the SW that attempt to account for timing perturbations it causes. Arzoumanian et al. (2018b) recently demonstrated that NANOGrav's sensitivity to gravitational waves has progressed to the point that our upper limit on the amplitude of the gravitational wave stochastic background depends on our choice of solar system ephemeris. To combat this undesirable model dependence, they developed tools for bridging various ephemerides, allowing the pulsar timing data itself to inform the ephemeris.
A need has arisen for a similar treatment of the SW in which pulsar timing data can be used to inform models of the SW. As evidence for this need, Archibald et al. (2018) recently published important new constraints on general relativity's strong equivalence principle based on observations of a pulsar in a hierarchical triple system. They explicitly discuss issues they faced when trying to include data collected while the pulsar was close to the Sun and maximally influenced by the SW. Building on techniques used by, e.g., Splaver et al. (2005) and Lommen et al. (2006) , Archibald et al. (2018) adapted the parameters of the SW to their data, but these techniques proved insufficient and systematic artifacts were left behind in their data. With observations of a lone pulsar, it is not possible to fully disentangle the influence of the ISM from that of the SW and it is difficult to constrain spatial and temporal variations in the SW. These purposes are better served by an analysis of data from a large array of pulsars, and in this work, we develop and use the techniques necessary to do just that.
In nautical parlance, to "sound" is to measure the depth of a body of water, often in fathoms. One common sounding technique is to measure the time it takes for pulses of sound to travel from a ship, bounce off the sea floor, and return to the ship. This is not altogether dissimilar from the techniques we develop in this work: pulsed radio waves, delayed by propagation through a medium of interest-the solar wind-used to probe the distribution of that medium.
In Section 2, we describe the data we use for our analysis. In Section 3, we describe DM fluctuations caused by the SW and the ISM and the models for those fluctuations we apply to our data. In Section 4, we lay out the procedure by which we apply our DM fluctuation model to the data. In Section 5, we summarize and discuss the results of our modeling effort. Finally, in Section 6 we discuss future prospects for investigations such as this and offer some concluding remarks.
DATA
To correct delays in TOAs caused by variations in DM, NANOGrav conducts at least two observations in widely separated radio frequency bands for every observing epoch of every pulsar in our array. For data collected with the 305-m William E. Gordon Telescope of the Arecibo Observatory, observations are normally taken using two separate receivers on the same day; depending on the pulsar, these are either the 430 MHz and 1.4 GHz receivers or the 1.4 GHz and 2.3 GHz receivers (or, in one case, the 327, 430, and 1400 MHz receivers). For data collected with the 100-m Robert C. Byrd Green Bank Telescope, observations are typically taken at 800 MHz and 1.4 GHz, usually within the same week. While using non-simultaneous timing observations to infer DM can induce measurement biases as the true DM varies by some amount between the measurements (Lam et al. 2015; Niu et al. 2017) , these errors are typically small and we ignore them 1 . Furthermore, Cordes et al. (2016) recently expounded on how scattering causes light from multiple paths to converge on the observer, making the observed DM an effective average over many paths. Since scattering varies with radio frequency, so too will DM. We acknowledge but ignore this phenomenon in this work as it is particularly impactful at radio frequencies lower than those we deal with. All data are available online 2 and described in more detail in Arzoumanian et al. (2018a) .
A nominal DM, D 0 , along with a time series of perturbations to the nominal DM, δD(t i ) (where t i is the centroid of a bin of multifrequency TOAs), are included as free parameters in a pulsar timing model and constrained by the TOAs using generalized least-squares fitting techniques common in the practice of pulsar timing (Edwards et al. 2006; van Haasteren & Levin 2013; Vigeland & Vallisneri 2014) . The linearized timing model M, paired with a noise model C yield a parameter covariance matrix
A sub-block of C p that is symmetric about the diagonal describes covariances in the measured time series δD(t i ); we call this sub-block Σ and its ith diagonal element σ 2 i . Since the time series δD(t i ) is defined as variation about D 0 , it is constrained to have zero weighted mean. As such, Σ has a null eigenvalue and is not invertible. We define Ξ = E T FE, where F is a diagonal matrix containing the non-zero eigenvalues of Σ and the columns of E are the associated eigenvectors. Then Ξ is invertible:
1 Jones et al. (2017) showed that most DM variation timescales are greater than the observation cadence. Additionally, sufficiently non-simultaneous observations that occurred when the underlying DM was varying quickly because of a pulsar's proximity to the Sun have already been removed from the NANOGrav 11-yr data release to avoid large DM measurement biases.
2 data.nanograv.org
PHYSICAL MODEL OF DISPERSION MEASURE FLUCTUATIONS
We treat the DM time series for a pulsar, D(t i ) = D 0 + δD(t i ), as a sum of two terms: contributions from the ISM, I(t i ), and contributions from the SW, W(t i ). We now discuss each of these contributions in detail, specifically how we model them.
The Solar Wind
The number density of electrons in the SW can be modeled as
where n lm is a coefficient for the real spherical harmonic Y lm . The coordinates λ and β are ecliptic longitude and latitude, respectively. This is a completely general form for a time-dependent field with an inverse square radial profile. An inverse square radial density profile follows from a wind ejected radially outward at a fixed velocity. Issautier et al. (1998) , using in situ measurements from the Ulysses space probe, found this inverse square scaling to hold almost exactly in far southern ecliptic latitudes. For northern latitudes, they find a steeper radial scaling for the electron density: n e ∝ r −2.36 between approximately 1.5 and 2 A.U. Just a few solar radii (R ) from the Sun, a variety of techniques have revealed additional contributions to n e that fall off very quickly with distance, scaling as r −4 , r −6 , or more steeply (Leblanc et al. 1998 ). These additional power-law components to the radial electron density profile will only prove important for describing observations where the LOS comes within just a few degrees of the Sun. NANOGrav observations are never intentionally taken while a pulsar is particularly close to the Sun, so only a small fraction of our data could be coincidentally influenced by these regions of the SW. As such, we do not model regions of non-inverse-square scaling in this work.
The SW is known to have strong latitudinal variation (Issautier et al. 1997) . Near the solar activity minimum, for |β| 20 • , the wind is relatively slow, producing a high electron density; the wind speed can vary a great deal with small variations of β in this equatorial region. Further poleward, the wind is faster, producing lower electron densities, and is more-nearly constant in β. You et al. (2007) developed and built into TEMPO2 a DM model for the purposes of pulsar timing that incorporated both the fast and slow winds. There is some evidence for asymmetry between the northern and southern poleward winds based on in situ measurements taken with the Ulysses space probe, but the apparent asym-metry may be caused by evolution of the wind during the year the probe took traveling from one pole to the other (Issautier et al. 2004 (Issautier et al. , 2008 .
To capture all of the known latitudinal structure in the wind, we would have to include large values of l in our model. We opt to not do so and consider only models with l = 0, and consequently, m = 0. To demonstrate why we do this, define
These functions encode the temporal structure of DM fluctuations attributable to moments of the SW's shape of various degrees l. We show several examples of Z l in Figure 1 . There is a narrow window of orbital phase when the Sun and pulsar are near conjunction that moments with different l can be differentiated from one another, and the amplitude of the signal falls off quickly as |β| increases. Our data are not ideally suited for differentiating moments of different l for two reasons: we do not sample the narrow window of orbital phase near conjunction densely enough given our approximately monthly observing cadence and only a small number of pulsars in our array are particularly close to the ecliptic. Issautier et al. (2004) show that the primary change in the SW over the solar cycle is that the dense wind, constrained to |β| 20
• near the minimum of the solar activity cycle, spreads poleward, to as high as |β| ≈ 70
• during the solar activity maximum. To encapsulate this sort of time evolution in our model, we would have to incorporate moments with l > 0. We do not consider l > 0 for the reasons stated above, but we nonetheless consider variability in time in some of our modeling.
After these simplifications, our minimal model for the electron density in the SW is
where n 0 (t) is the electron number density at 1 A.U. The component of DM that can be attributed to electrons in the solar electron cloud is 3 W(t i ) = n 0 (t)Z 0 (t i , λ, β). For all pulsars, Z 0 depends exclusively on the geometry of the Earth-Sun-pulsar system, which is precisely measured through timing measurements.
In the frequency domain, fluctuations in DM from the SW appear with a fundamental frequency of 1 yr −1 . The phase of the signature is known. As the ecliptic latitude of a pulsar approaches zero, the duty cycle of the periodic SW signature becomes smaller, transferring power from the fundamental frequency into higher harmonics.
In the coming discussion, we demonstrate that the ISM can produce similar periodic fluctuations with high harmonic content, but that with an entire array of pulsars, the signatures can be readily disentangled.
The Interstellar Medium
The ISM is an inhomogeneous medium with ionized density structures following an approximately Kolomogorov scaling law, i.e. the power spectrum of spatial wave numbers, q, is proportional to q −κ with κ ≈ 11/3. Embedded in this turbulent Kolomogov medium, there are discrete density structures such as magnetically collimated filaments and plasma lenses that can cause DM variation events and additional chromatic timing behavior inconsistent with the expectations of a Kolomogorov medium (e.g. Coles et al. 2015; Lam et al. 2018b ). We do not incorporate such structures into our modeling because these discrete structures appear only rarely.
To model the influence of the turbulent ISM on observations of pulsars, material in the ISM is commonly described as being confined to a thin screen between the Earth and pulsar, transverse to the LOS. Using the techniques of Cordes et al. (2016) , we have simulated the electromagnetic phase perturbation, φ, generated by propagation of light through thin screens of a Kolomogorov medium; phase perturbations φ(t) are related to DM perturbations as D(t) = −νφ(t)/(cr e ), where c is the speed of light and r e is the classical electron radius (Rickett 1990) .
The trajectory that the LOS cuts through a screen depends on the distance of the screen and pulsar from the solar system barycenter (SSB), D s and D p respectively. The ecliptic coordinates and proper motion of the pulsar also affect the trajectory. For simplicity, we will assume that the screen is at rest relative to the SSB. Further, assume the Earth's orbit, x e (t), is circular and perfectly confined to the ecliptic, i.e.
where ω 1 = 2π yr −1 , D 1 = 1 A.U., and t R is a reference epoch, specifically an autumnal equinox.
At some reference epoch, t 0 , the position of a pulsar relative to the SSB is
where λ 0 and β 0 are the pulsar's ecliptic latitude and longitude at t 0 . Since accelerations are small, we will ignore them and take the rates of change of the pulsar's ecliptic coordinates asβ = µ β andλ = µ λ / cos β where µ β and µ λ are the components of the pulsar's proper motion in ecliptic coordinates. DefineX andŶ, orthogonal vectors spanning planes transverse to the LOS at t 0 :
We specify positions in the screen with coordinates ∆X and ∆Y alongX andŶ respectively. If D s D 1 , the location at which the LOS intersects the screen will be
Projected onto the basis spanning the screen,
and
In each component of the screen trajectory, there is one term that grows linearly in time and is proportional to the product of D s and a component of proper motion; the other term oscillates annually and has a larger amplitude for smaller values of D s . The relative scale of these two terms influences the qualitative shape of the trajectory the LOS cuts through the screen and, consequently, the spectral properties of the DM fluctuations caused by sampling the screen along that trajectory. This is demonstrated in Figures 2 and 3 . In the top panel of Figure 2 we depict the trajectory the LOS tracks across screens placed at different distances from the Earth for J0030+0451. The bottom left panel of Figure 2 shows those three different trajectories projected onto a single realization of a Kolomogorov phase screen. The bottom right panel shows the value of φ from the phase screen evaluated along those trajectories (color coded). The nearest screen yields fluctuations in φ that are noticeably quasi-periodic with an approximately annual fundamental periodicity. As the screen distance is increased, this quasi-periodicity begins to vanish. The Earth (blue dot) orbits the solar system barycenter (black dot) and the pulsar (red dot) displays proper motion transverse to the LOS. The orange, red, and blue curves represent the trajectory the LOS cuts through transverse planes at varying distance between the Earth and pulsar (not to scale). These curves were generated using the ecliptic coordinates and proper motion for J0030+0451. Bottom Left: A Kolomogorov phase perturbation screen and the trajectory traced through the screen if it is placed at different distances between the Earth and pulsar. Bottom Right: The phase perturbation from the Kolomogorov screen sampled along the three different trajectories. The nearest screen (orange) leads to quasi-periodic fluctuations in φ. This quasi-periodicity is noticeably reduced for more distant screens. The vertical offset between the curves is put in by hand for visual clarity. 2016). Since J0030+0451 is closer than J1614−2230 and has less proper motion, the linearly growing terms in Equations 10 and 11 are typically less significant for J0030+0451, making the annual terms more important. These statements about the shape of the trajectories the LOS cuts through screens, when mapped to the spectral properties of temporal variations in φ, mean that one expects J0030+0451 to show more quasi-periodic variation from the ISM than J1614−2230. For D s 0.1 kpc, J0030+0451 displays strong fluctuations at approximately 1 yr −1 with additional power at numerous higher harmonics. J1614−2230 is relatively free from such quasiperiodicity. The low-frequency "red" power (more power at lower frequencies) visible for all but the lowest values of D s is associated with the linear terms in Equations 10 and 11, stochastic fluctuations caused by the sampling region drifting across a Kolomogorov screen.
IMPLEMENTATION
We describe our DM time series as a superposition of SW and ISM contributions, W and I, respectively:
Based on our analysis in Section 3.2, we further subdivide I into the sum of two terms: R, a stochastic red process confined to frequencies below 1 yr −1 , and P, a periodic sinusoid of unspecified amplitude and phase with a frequency of 1 yr −1 . This is, of course, an approximate description. The low-frequency red power extends to frequencies above 1 yr −1 , but specifically because it is red, power in those higher frequencies will be sub-dominant. Power in the fundamental harmonic of the quasi-periodic oscillations can be at frequencies near, but not at, 1 yr −1 . Additionally, harmonics of 1 yr −1 may be present in the periodic signals associated with the ISM. We ignore these higher harmonics in our description of I because they contain less power than the fundamental and they only matter if there are very nearby screens between Earth and pulsars with low proper motion.
Our aim in this work is to make inferences about the SW with our DM measurements. From this perspective, the SW signal is contaminated by the ISM signal, part of which, R, is stochastic and red. To mitigate R, we perform a weighted Gaussian convolution to separate our DM time series δD into low-frequency and highfrequency contributions, δD and δ D, respectively. In detail,
where,
and τ is a smoothing time scale. This defines a linear operator L such that δD = LδD. Also define H = I − L where I is the identity. Then δ D = HδD. Note that the nominal DM, D 0 , is a constant signal, so LD 0 = D 0 and HD 0 = 0.
We have fixed the time scale τ = √ 2 log 2/π yrs; convolution of a time series with a Gaussian of width τ is equivalent to multiplying the Fourier transform of that time series by a Gaussian centered at zero with a half width at half max of 0.5 yr −1 . Power at frequencies above 0.5 yr −1 is strongly attenuated, making δD a smoothed version of δD largely devoid of periodic signals with frequencies at or above 1 yr −1 . We choose the above value of τ so that HR ≈ 0. In practice, we write P = aS + bC, a linear combination of an annual sinusoid, S = sin [ω 1 (t − t R )], and cosinusoid, C = cos [ω 1 (t − t R )], of unspecified amplitudes a and b. This can alternatively be parameterized as
where Z 0 = HZ 0 and S and C are similarly defined. As a reminder, Z 0 is defined by Eq. 3. Though Z 0 , S, and C primarily consist of power at or above frequencies of 1 yr −1 , they are somewhat modified by the high-pass filter H. To quantify that modification, define ∆Z 0 = Z 0 − Z 0 . Similarly define ∆S and ∆C. These corrections are useful because they connect idealized basis elements like Z 0 to their filtered counterparts ( Z 0 in this case) which depend on the data.
Consider the simple case where n 0 is constant. In this case, we model the H-filtered DM time series for individual pulsars as a linear combination of three basis elements. We constrain the coefficients n 0 , a, and b with generalized least-squares techniques. Define a so-called "design matrix" M = [ Z 0 , S, C]. Then the best-fit values for the coefficients are   n
where Ξ −1 was defined in Section 2. Least-squares analysis like this has been done in this context before. Splaver et al. (2005) , in a study of PSR J1713+0747, foundn 0 = 5 ± 4 cm −3 . In a similar study of PSR J0030+0451, a pulsar much nearer the ecliptic than J1713+0747, Lommen et al. (2006) foundn 0 = 6.9 ± 2.1 cm −3 . Both authors assumed a constant value for n 0 , so we will consider that case as well for comparison, but neither attempted to mitigate the stochastic lowfrequency or periodic signatures potentially produced by the ISM.
The NANOGrav 11-yr data set contains DM time series for N = 45 pulsars, and we can leverage the whole data set to constrain n 0 . To this end, we append an index to our basis elements to indicate which pulsar in the array we are referring to, i.e. Z 0,1 , S 1 , and C 1 correspond to the first pulsar in our array. Define a global design matrix
There are 2N + 1 columns in M G and the number of rows is the total number of DM measurements summed over all pulsars 4 , N DM = 3321. Similarly, define a blockdiagonal global inverse covariance matrix
With a slight elaboration of this least-squares framework, we also test for variations in n 0 over time. We define a grid of N T = 13 times T i with one-year spacing; the latest of them is MJD 53788-one day after the final observation in the 11-yr data set-and the earliest is precisely 12 years earlier, spanning the full 11-yr data set (which actually spans approximately 11.4 yr). We treat n 0 as piecewise constant between grid points, meaning we allow it to take on N T −1 = 12 different values. Rather than a single basis element Z 0 being used to describe SW fluctuations, we now use N T − 1 basis elements Z 0 (T i , T i+1 ) that are equal to Z 0 between T i and T i+1 and zero otherwise. These are then high-pass filtered to produce Z 0 (T i , T i+1 ). The solar basis elements are then stacked into the first N T − 1 columns of M G . −3.3 ± 0.7 5.9 ± 0.9 6.8 ± 0.9 −29.4 ± 6.8 J1910+1256 −1.4 ± 11.1 28.8 ± 9.6 28.8 ± 9.6 −2.9 ± 22.0 J1911+1347 −11.3 ± 2.5 16.5 ± 2.1 20.0 ± 2.3 −34.4 ± 6.7 J1918−0642 −0.2 ± 1.9 7.0 ± 2.2 7.0 ± 2.1 −2.2 ± 15.5 J1923+2515 −2.2 ± 5.2 −12.3 ± 4.8 12.5 ± 5.2 −169.7 ± 21.9 B1937+21 −20.5 ± 4.7 13.9 ± 4.7 24.8 ± 4.6 −55.8 ± 11.2 J1944+0907 −7.3 ± 6.6 26.5 ± 7.1 27.5 ± 6.4 −15.4 ± 15.1 B1953+29 −2.4 ± 19.5 21.9 ± 20.1 22.1 ± 19.2 −6.4 ± 53.1 J2010−1323 −2.7 ± 2.5 1.8 ± 2.9 3.2 ± 2.4 −55.5 ± 52.1 J2017+0603 −0.2 ± 5.0 −41.4 ± 6.3 41.4 ± 6.3 −179.6 ± 6.9 J2033+1734 8.1 ± 13.6 21.4 ± 17.9 22.9 ± 19.0 20.7 ± 30.3 J2043+1711 2.2 ± 3.6 −8.3 ± 3.1 8.6 ± 3.1 165.1 ± 24.2 J2145−0750
1.0 ± 8.0 5.7 ± 7.5 5.8 ± 7.6 9.9 ± 77.8 J2214+3000 −81.7 ± 29.2 62.6 ± 27.7 102.9 ± 28.9 −52.5 ± 15.6 J2229+2643 −2.8 ± 3.5 3.8 ± 4.1 4.7 ± 3.7 −36.7 ± 48.6 J2234+0611 −6.6 ± 4.8 −2.7 ± 6.0 7.1 ± 5.6 −112. Note-Best-fit amplitude and 1-σ uncertainty on the amplitudes,â andb, of sinusoidal annual fluctuations in DM associated with the ISM. The quantitiesÂ andΦ are functions ofâ and b as described in the text preceding Eq. 15.
RESULTS
Our final model for the DM variations in a pulsar is
We first consider the case where n 0 is constant. After carrying out the analysis described above, the values of a andb for each of the 45 pulsars in the NANOGrav 11-yr data set, along with their uncertainties, are given in Table 1 . As noted above, the annual DM fluctuations from the ISM, P = aS + bC, can alternatively be param-
and Φ = arctan 2(a, b). We also give best fit values of these parameters,Â andΦ, in Table 1 . The ability to differentiate the annual DM fluctuations caused by structure in the ISM from those caused by the SW is greatly facilitated by the techniques developed in this work, relying on the many lines of sight made accessible by a full pulsar timing array. Our best-fit value for the electron density in the SW at 1 A.U. when it is assumed to be constant iŝ n 0 = 7.9 ± 0.2 cm −3 . The default value of n 0 used by TEMPO2 is 4 cm −3 ; the default value used by TEMPO is 10 cm −3 (Edwards et al. 2006; Nice et al. 2015) . Our result indicates that the default model for the SW in TEMPO2 will underestimate dispersive delays while TEMPO will overestimate them.
We can compare our result forn 0 to a long line of pulsar-based inferences about the SW. Goldstein & Meisel (1969) observed the Crab Pulsar with the old 300-foot telescope of the National Radio Astronomy Observatory in Green Bank during an occultation by the solar corona and failed to successfully detect variations in DM from the SW at all. With the more sensitive Arecibo telescope and using timing techniques more closely resembling those used today, Counselman & Rankin (1972) observed the Crab Pulsar through occultation in 1969 and 1970. They not only detected DM variations from the SW 5 , they found that between 5 and 20 solar radii, the SW was not yet freestreaming, and the electron density scaled as the radius to the −2.9 ± 0.2 power. As we have discussed, in a study of PSR J1713+0747, Splaver et al. (2005) found n 0 = 5 ± 4 cm −3 -a marginal detection. In a study of PSR J0030+0451, with an ecliptic latitude of approximately 1.5
• (the ecliptic latitude of PSR J1713+0747
5 Counselman & Rankin (1972) measured the electron density of the SW at 10 R to be 7000±600 cm −3 . Given the non-inversesquare scaling of the electron density they found within 20 R and that is known to exist from other studies, it is not straightforward to compare their measured electron density to ours which we have referenced to 1 A.U.
is approximately 30
• ), Lommen et al. (2006) measured n 0 = 6.9 ± 2.1 cm −3 . The results from Splaver et al. (2005) and Lommen et al. (2006) are consistent with our result; our much-increased precision is attributable to improvements in hardware at Arecibo and GBT (DuPlain et al. 2008; Ransom et al. 2009 ) and to the techniques we have developed here to combine measurements from many pulsars. Furthermore, our techniques allow us to mitigate potential bias in SW measurements caused by annual fluctuations in DM from the ISM.
In Figures 4 and 5 , we show the results of our modeling in detail for two pulsars: J1614−2230, the NANOGrav pulsar closest to the ecliptic; and J1909−3744, arguably the single best timed of the NANOGrav pulsars (Lam et al. 2018a) .
The model residuals for J1614−2230 in Figure 4 show no obvious structure. The largest outlier is associated with the observation taken second closest to the Sun. It is possible that we can not satisfactorily model both of the two closest observations to the Sun for this pulsar without considering non-inverse-square components of the SW. It is also possible that a discrete event such as a coronal mass ejection influenced this individual measurement as was the case in Howard et al. (2016) ; for observations taken so close to the Sun, such considerations may become important. In the periodogram 6 , it is clear that the many harmonics of 1 yr −1 present in the DM fluctuations of this pulsar have been successfully mitigated. In the right panel, one can see that the annual fluctuations in DM from the ISM are substantially sub-dominant to the fluctuations from the SW.
The model residuals for J1909−3744 in Figure 5 show much more structure than those of J1614−2230 in Figure 4 . It is possible that this is unmodeled influence of the ISM. J1909−3744 has a high proper motion (Matthews et al. 2016 ), which we argue tends to reduce the periodic content of ISM-induced DM fluctuations. However, the right panel of Figure 5 shows a clear "shoulder" in this pulsar's annual DM fluctuations that is well fit by the green curve describing an annual sinusoid from the ISM. This may indicate a screen of ISM material between Earth and J1909−3744 that is very close to the solar system. Additionally, Figure 1 shows that for pulsars further from the ecliptic, though the perturbation to DM from the SW is smaller in amplitude, it is spread out over a bigger percentage of orbital phase. It is possible that our observing cadence is high enough and the DM measurement precision for J1909−3744 is The black dots are the high-pass filtered DM data plotted modulo 1 yr; we have added in the basis corrections ∆Z0, ∆S, and ∆C scaled by the best-fit coefficientsn0,â, andb to compare the filtered DM data and the basis functions Z0, S, and C (see the discussion following Eq. 15). The green (magenta) curve is the best-fit contribution from the ISM (SW). The cyan curve is the sum of the magenta and green curves. good enough that unmodeled latitudinal structure in the SW is showing up in the model residuals.
When we relax the requirement that n 0 be constant throughout our data set and allow for it to be piecewise constant as discussed at the end of the previous section, we get the results shown in Figure 6 . Although we allowed n 0 to take on a different value in each of the 12 years that the 11-yr data set spills into, we only show the results for the final 10 years. The first value of n 0 we exclude from the plot is 1.9 ± 4.6 cm −3 : only 18 of the 3321 DM measurements we used fall into the span of times constraining this first value of n 0 , only 11 of our 45 pulsars have data going that far back in time, and all but two of those pulsars are more than 10 degrees from the ecliptic. The second value we exclude from the plot is −2.5 ± 1.7 cm −3 . Our fitting procedure does not restrict n 0 to positive values, but only positive values are physically meaningful. Only 62 DM measurements from just 18 pulsars are used to determine this value of n 0 , but just 11 of those DM measurements are from the three pulsars within 10 degrees of the ecliptic. But the main issue with this second excluded value is that it is centered on a year where the Green Bank Telescope was off line for much of the year, leaving almost a year-long gap in our observations of many pulsars. In the final 10 years of results we show, there is clear improvement in measurement precision over time as more pulsars were added to the NANOGrav timing program and hardware at our telescopes was upgraded. Variations in the wind density about the value we get when it is assumed to be constant (the dotted black line with 1-σ uncertainty indicated in red) are noise-like, indicating that there is little evidence in our data for time evolution in n 0 . Table 2 summarizes our results by presenting χ 2 values for various steps of our modeling on a pulsar by pulsar basis. If R are the residuals of a particular model, χ 2 = R T Ξ −1 R. We have divided the χ 2 values by N obs , the number of DM observations for a pulsar. This is approximately equal to the number of degrees of freedom for that pulsar, but straightforwardly determining the number of degrees of freedom for a particular pulsar is complicated by the nature of our modeling; the filtering we do is not equivalent to fitting out a parameterized model, and some of our fit parameters affect pulsars individually (an annual sine and cosine per pulsar) while some parameters affect all pulsars by varying amounts depending on the pulsar's ecliptic latitude (a constant or piecewise constant n 0 ). For instances when we have fit out an annual sine and cosine per pulsar, we divide by (N obs − 2).
In Table 2 , we include the sum of the N obs and all χ 2 columns. These sums show that high-pass filtering Figure 6 . Best-fit values of the solar wind electron density at 1 A.U., n0, when it is allowed to vary from year to year. We show results for only the final 10 years of the 11-yr data set because the best-fit values for n0 from the first approximately 1.4 yr of data are within 2-σ of zero, effectively a non-detection. The black dotted line shows the best-fit value of n0 when we assume it to be constant throughout our data set; the red shaded region indicates the 1-σ uncertainties on that value.
dramatically reduces the global χ 2 , an annual sine and cosine per pulsar plus a constant n 0 model further substantially reduces the global χ 2 , and a time variable n 0 reduces the global χ 2 marginally further. This picture of steady fit improvement at each subsequent step of our modeling is complicated when tested on a pulsar by pulsar basis. For J0030+0451, the pulsar second closest to the ecliptic in our sample, the χ 2 value improves at each step. For J1614−2230, the pulsar closest to the ecliptic in our sample, the constant n 0 model dramatically improves the χ 2 value as compared to the high-pass filtered case, but the χ 2 value is made marginally worse by allowing n 0 to vary. Notably, these pulsars probe different hemispheres of the SW and we may just be seeing that time evolution without latitudinal variation is insufficient for modeling our most near-ecliptic pulsars. The high values of χ 2 for many pulsars indicate that our DM measurement uncertainties are very small and that there is structure left over in our DM time series from still-unmodeled phenomenology in the ISM and SW.
PROSPECTS & CONCLUDING REMARKS
The NANOGrav 11-yr data set is among the best collections of pulsar timing data in existence for looking for and studying nanohertz gravitational waves, rivaled only by similar data sets from the European Pulsar Timing Array (Kramer & Champion 2013; Desvignes et al. 2016 ) and the Parkes Pulsar Timing Array (Hobbs 2013; Reardon et al. 2016) . But if one set out to observe pul- • according to the ATNF pulsar catalog (Manchester et al. 2005) . The lines of sight to these pulsars come within 20 solar radii of the Sun (as indicated by the y-axis). The dense vertical strip of pulsars near λ = 270
• are in the direction of the Galactic interior and approach the Sun around December or January of every year. The red dots represent millisecond pulsars (MSP) and the black dots represent canonical pulsars (CP). The horizontal dashed line represents the angular extent of the Sun.
sars for the purpose of investigating the SW rather than gravitational waves, the set of pulsars observed and the observing strategies employed would be quite different. Tiburzi & Verbiest (2018) recently presented lowfrequency (approximately 100 MHz), high cadence (approximately weekly) observations of three pulsars within 9
• of the ecliptic conducted with individual stations of the LOFAR telescope. Since dispersive timing delays scale as the inverse square of the radio frequency, variations in the electron content along the LOS lead to bigger and more precisely measurable timing fluctuations at these low radio frequencies. As Figure 1 shows, high cadence observations, particularly through solar conjunction, are necessary for probing latitudinal variations in the SW; higher than weekly cadence would be beneficial within approximately 10 days before and after solar conjunction. Figure 7 shows the entire known population of pulsars within 5
• of the ecliptic. These pulsars come within 20 R or less of the Sun when in solar conjunction, some of them being fully eclipsed by the Sun. For comparison, NASA's Parker Solar Probe will come within approximately 5 R of the Sun's surface. A high-cadence, low frequency pulsar observing campaign through approximately December and January, when the bulk of the near-ecliptic pulsar population drifts behind the Sun, paired with the analysis techniques we have developed here, could map out the large scale structure of the SW and powerfully complement the in situ capabilities of the Parker Solar Probe. New telescopes like the Canadian Hydrogen Intensity Mapping Experiment (CHIME) are well suited for this kind of high-cadence observational campaign.
Additionally, pulsars are strongly linearly polarized and are thus very useful for probing the Sun's magnetic field (Bird et al. 1980; You et al. 2012) . The type of many-pulsar analysis we have developed in this work could be straightforwardly extended to an analysis of rotation measures to make unprecedented inferences about the large scale configuration of the Sun's magnetic field. A high cadence, low frequency observing campaign would also be ideal for this application. T.P., S.M.R., P.S.R., R.S., I.H.S., K.S., J.K.S., and W.Z. contributed to the development of the 11-yr data set, as detailed in Arzoumanian et al. (2018a) .
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