Abstract. We use bordered Floer homology to give a formula for HFK (K p,pn+1 ) of any (p, pn + 1)-cable of a thin knot K in terms of ∆ K (t), τ (K), p, and n. We also give a formula for the Ozsváth-Szabó concordance invariant τ (K p,pn+1 ) in terms of τ (K), p, and n, and a formula for τ (K p,q ) for almost all relatively prime p and q.
Introduction
In [9] , Ozsváth and Szabó introduce a powerful knot invariant using Heegaard diagrams. In this paper, we study its simplest version, the knot Floer homology HFK (K), which has the structure of a bigraded vector space over F 2 , the field with two elements. Its Euler characteristic is the symmetrized Alexander polynomial ∆ K (T ), in the sense that
The gradings i and j are called the Maslov grading and the Alexander grading, respectively. It is sometimes convenient to make use of a third grading, δ = j − i. Originally, knot Floer homology was defined by counting pseudo-holomorphic curves in the g-fold symmetric product of a genus g Heegaard surface. Later, combinatorial versions appeared, including a method using grid diagrams [6] . The complex coming from a grid diagram has n! generators, where n is the arc index of the knot, so this method only works well in practice for knots with few crossings or for special families of knots. In this paper, we instead use bordered Floer homology, which generalizes Heegaard Floer homology to 3-manifolds with boundary, and to knots in 3-manifolds with boundary [4] . The beauty of this theory is that it allows us to compute invariants for a space by cutting the space into simpler pieces, and studying the pieces and their gluing instead. We apply the bordered method to cables of thin knots.
Let K be a knot in S 3 . Recall that the (p, q)-cable of K, denoted K p,q , is the satellite knot with pattern the torus knot T p,q and companion K. In other words, if T p,q is drawn on the surface of an unknotted solid torus, then we obtain K p,q by gluing the solid torus to the complement of K, identifying its meridian and preferred longitude with the meridian and preferred longitude of K.
A knot K is called Floer homologically thin [5] if its knot Floer homology is supported in a single δ-grading. Throughout this paper we will say thin to mean Floer homologically thin. If the homology is supported on the diagonal δ = −σ/2, where σ denotes the knot signature, then we say the knot is σ-thin, or perfect [12] . Quasialternating knots [5] , and in particular alternating knots [8] , are σ-thin.
Using HFK − (K), Ozsváth and Szabó define an integer knot invariant τ (K) [10] , independently discovered by Rasmussen [13] , whose absolute value is a lower bound on the four-ball genus. In [3] , Hedden gives upper and lower bounds for τ (K p,pn+1 ) in terms of τ (K), and, for sufficiently large |n|, describes the knot Floer homology of the cable in the topmost Alexander gradings. In the case where K is thin, we extend Hedden's results to a complete description of the knot Floer homology of the cable. In particular, we derive a formula for HFK (K p,pn+1 ) and for τ (K p,pn+1 ) in terms of τ (K), ∆ K (t), p, and n. Note that for a σ-thin knot, τ (K) = −σ(K)/2. Theorem 1. Suppose K is a thin knot. Let a be the sum of the absolute values of the coefficients of ∆ K (t), and let s = (a − 2|τ | − 1)/4. Then s is an integer, and for any integers n and p, with p > 1, the total rank of HFK (K p,pn+1 ) is s(6p − 4) plus the number given by the following table:
A complete description of HFK (K p,pn+1 ) in terms of τ (K), ∆(K), p, and n is given in Section 5.
If
Otherwise,
We prove Theorem 1 using the pairing Theorem 9 of [4] . Our method can easily be adapted to compute HFK (K p,q ) for any relatively prime p and q, as we explain at the end of Section 4.
We are grateful to Cornelia Van Cott for pointing out the following:
Corollary 2 (Van Cott). Suppose K is a thin knot, p > 1 is an integer, and q is an integer relatively prime to p.
The results of Theorem 1 and Corollary 2, combined with the inequality |τ | ≤ g 4 , provide some extra information about the four-ball genus of cables. For example Corollary 3. Suppose K is a thin knot with g 4 (K) = τ (K), p > 1 is an integer, and q > 0 is an integer relatively prime to p. Then g 4 (K p,q ) = τ (K p,q ).
Note: A Mathematica [14] program implementing this method is available online [11] . The program takes ∆ K (t), τ (K), p, and n as input, and outputs the generators of HFK (K p,pn+1 ) as a list of ordered pairs of Alexander and Maslov gradings. It then plots the result on the (A, M)-lattice. The program computes HFK for cabels with thousands of crossings in a matter of seconds, whereas the grid method would take aeons. In Section 8 we give the result for the (5, 16)-cable of the knot 11n50. This knot is interesting as it is the first known example of a homologically thin (with respect to HFK , Kh and Kh ′ ), non-quasi-alternating knot [2] . problem, and for his guidance. I am also thankful to Jon Bloom and Robert Lipshitz for many helpful conversations, and to Cornelia Van Cott for pointing out Corollary 2.
Preliminaries on bordered Floer homology
We review the theory of bordered Floer homology, focusing on the special case of torus boundary, in particular gluing a knot in the solid torus to a knot complement. For details and the more general theory, we refer the reader to [4] .
Let Y be a 3-manifold with Heegaard diagram (Σ g , {α 1 , . . . , α g }, {β 1 , . . . , β g }, z), and let F be a connected surface that separates Y into two manifolds with boundary. Assume that F intersects Σ g in a circle Z that contains the basepoint z and crosses 2k α-curves, twice each, and no β-curves. Assume also that no isotopies can be made to decrease the number of intersections with the α-curves, and that g(F ) = k. The circle Z separates Σ g into the two bordered Heegaard diagrams H 1 and H 2 , representing the two manifolds with boundary. The parametrization of the boundary is specified by Z, together with the 4k matched α-points and the basepoint z on it.
Suppose we have a bordered Heegaard diagram (H, z) = (Σ, α, β, z). To ∂Σ we associate an A ∞ -algebra A over F 2 , and to H either a left module CFD(H, z) over A, or a right A ∞ -module CFA(H, z) over A. Similarly, we can represent a knot in a bordered 3-manifold by a doubly-pointed bordered Heegaard diagram (H, z, w) = (Σ, α, β, z, w), where z and w are in Σ \ (α ∪ β), and z ∈ ∂H. To this diagram we can associate a right A ∞ -module CFA − (H, z, w), this time over
, where a holomorphic disk passing through w with multiplicity n contributes U n to the multiplication, or we can associate CFA(H, z, w), where we set U = 0. In this paper, (H 1 , z, w) = (p, 1) will be a diagram for the (p, 1)-cable in the solid torus, and (H 2 , z) = (K, n) a diagram for the knot complement S 3 \ K, with boundaries parametrized so that H 1 ∪ H 2 is a diagram for the satellite K p,pn+1 ֒→ S 3 . The separating surface F is a torus, and Z is a circle with four α-points, arranged as in Figure 1 . These points divide the circle into the four arcs ρ 0 , ρ 1 , ρ 2 , and ρ 3 , where ρ 0 contains the basepoint z. The A ∞ -algebra A is just a graded algebra; it has two idempotents, one for each α-arc, and 6 Reeb elements, coming from the Reeb chords ρ 1 , ρ 2 and ρ 3 (see Section 10.1 of [4] The A ∞ tensor product and the tensor differential are simple to describe for manifolds with torus boundary. A product a ⊠ d is nonzero whenever a and d occupy complementary sets of α-arcs. [4] . In our case, the elements of G ′ are quadruples of half-integers, with multiplication given by
The grading on A is given by
; 0).
In CFD, if B is a disk from x to y of index one that passes through a sequence of Reeb chords with product ρ, then the gradings of x and y are related by
where λ = (1; 0, 0; 0). On the CFA side, for a multiplication map m l+1 (x, a 1 , . . . , a l ) = y we have the formula
The pairing theorem of [4] says that
where gr(xy) lies in the double coset space g \G ′ / h (we use the notation xy to mean x ⊠ y). If we multiply gr(xy) by appropriate powers of g to the left and h to the right, we can arrange that the middle two numbers are 0. The first and fourth numbers become (N, A ′ ), where A ′ + c = A, and N = M − 2A. Here M is the Maslov grading, A is the Alexander grading, and c is a constant that we compute later.
3. CFD of a thin knot 3.1. The complex CFK − for thin knots. Recall that given a knot K, CFK − (K) is a free, finitely generated chain complex over F 2 [U], endowed with an Alexander filtration A by the integers, and an integer grading, called the Maslov grading. The differential lowers the Maslov grading by one, respects the Alexander filtration, and does not increase the U power. We can illustrate CFK − (K) graphically as follows. We choose a basis of generators B for CFK
which is homogeneous with respect to the Alexander filtration.
on the (U, A)-lattice, and draw arrows for the differential ∂ − . To match preexisting conventions, a generator of the form U x ξ of Alexander depth y is at position (−x, y), where ξ ∈ B. If ∂ − (x) = y 1 + · · · + y n , where x, y 1 , . . . , y n are basis elements, then there is an arrow from x to each y i . In this case we say that x points to each y i . If y i is below/to the left of x, we say that the arrow from x to y i points down/to the left. Note that all arrows point non-strictly down and to the left. If the arrow is vertical, meaning that x and y i have the same U power, then the length of the arrow is A(x) − A(y i ). If the arrow is horizontal, meaning that x and y i are in the same Alexander filtration, then the length of the arrow is the difference between the U power of y and the U power of x.
From now on, K will be a thin knot. In this case, ∆ K (T ) and τ (K) are sufficient to describe a model for the chain complex CFK − (K). Note that for a σ-thin knot, this means that the only information we need is the Alexander polynomial and the signature.
The proof relies on two lemmas. First we perform a filtered chain homotopy to obtain a new complex with a simpler differential. Then we change basis to show that the complex is isomorphic to a direct sum of three special kinds of complexes.
Lemma 5. There is a filtered chain homotopy equivalence
where ∂ z counts holomorphic disks that pass once through the basepoint z, and ∂ w counts disks that pass once through w.
Proof. In each vertical column of the (U, A)-lattice, the arrows that go between elements in the same position count disks that do not pass through either basepoint, and hence form the differential∂. We take homology with respect to these arrows. In terms of basis elements, if ∂ − (a) = b 1 + · · · + b n , and a and b 1 have the same Alexander filtration and U power, and if x 1 , . . . , x k are all the other elements that point to b 1 , then we replace the basis vectors
In this way, we get an isolated arrow from a to b 1 + · · · + b n , so we can delete it. Repeating this until there are no more such arrows, we get a complex with generators
Since K is thin, the difference in the Maslov gradings of any two generators of HFK is equal to the difference in their Alexander filtrations. Thus, if an arrow pointing from x to U l y drops the Alexander filtration by k, then M(x)−M(y) = A(x)−A(y) = k−l, since multiplication by U drops the Alexander filtration by 1. On the other hand, since the differential always drops the Maslov grading by 1, and multiplication by U drops it by 2, then 1 = M(x) − M(U l y) = k − l + 2l = k + l. Then either k = 0 and l = 1, or k = 1 and l = 0. In the first case we have a horizontal arrow of length one pointing to the left and contributing to U∂ w , and in the second case we have a vertical arrow of length one pointing down and contributing to ∂ z . Definition 6. A free, finitely generated, chain complex C over F 2 [U] is automatically endowed with a U-power filtration. An Alexander filtration A is a filtration such that
• multiplication by U lowers the A filtration by 1,
• the differential respects A. The complex C is said to be thin if the differential lowers the sum of A and U-power filtration by exactly 1.
This definition is equivalent to saying that in the graph of C all arrows are either vertical or horizontal and have length one.
Given a thin complex, call the map consisting of all vertical arrows ∂ z , and the map consisting of all horizontal arrows U∂ w . We choose this notation in order to be consistent with the case of a knot Floer complex. For a homogeneous element x,
x, where the three homogeneous summands have distinct positions on the lattice. Since ∂ 2 = 0, then all three summands must be indentically zero, showing that the maps ∂ z and U∂ w are differentials.
The vertical complex C vert := C/(U · C) is a chain complex which inherits the Alexander filtration from C. We call its homology the vertical homology, denoted H vert (C). We also define the horizontal complex C horz to be the degree zero part of the associated graded space to
] with respect to the Alexander filtration. It is filtered by the U powers, and inherits a differential from C. We call its homology the horizontal homology, denoted H horz (C). When C ∼ = CFK − (K), then ∂ z and ∂ w are the differentials for CF (S 3 ) with respect to the two different basepoints. In that case
, and
Lemma 7. Suppose C is a thin complex with horizontal and vertical homologies of rank at most 1. Then C is isomorphic to a direct sum of complexes, each modeled by one of the complexes in Figure 2 . In particular, ( HFK (K) ⊗ F 2 [U], ∂ z + U∂ w ) has a model complex isomorphic to a direct sum of these model complexes. 
Proof. For the sake of simplicity, we slightly abuse notation in this proof. We will say there is a w-arrow from x to y, to mean that there is a w-arrow from x to Uy. We will also denote U∂ w simply by ∂ w , and thus say ∂ w x = y, instead of U∂ w x = Uy.
We prove the lemma by induction on rk
where C ′ has lower rank than C, and vertical and horizontal homologies of rank at most 1, hence C ′ must split in the desired way too. Thus, C splits into a direct sum of the model complexes by induction.
On the (U, A)-lattice, the complex C is supported in a strip of finite width and slope 1. Choose a nonzero basis element b 1 over F 2 [U] of smallest Alexander filtration possible (so b 1 is on the lower boundary edge of the strip). ′ that has a w-arrow to d, replace it by b + b ′ , so that b remains the only generator with a w-arrow to d. In the same way we arrange that c is the only generator with a z-arrow to d. Now ∂ 2 z = 0 implies that no z-arrow points to c. After the last two changes, a may no longer be the only generator with a z-arrow to b.
Suppose there is some a ′ = a with a z-arrow to b. Since b is the only generator with a w-arrow to d, and c is the only one with a z-arrow to d, then ∂ z ∂ w + ∂ w ∂ z = 0 implies that a ′ also points to c. Similarly, if a ′ points to c, it must also point to b. Add a to all such a ′ , so that a is the only generator with a z-arrow to b, and the only one with a w-arrow to c. From ∂ 2 = 0 it follows that nothing points to a. Thus, we have changed basis to split off a C, modeled by the square We will split off a C l summand. Add a to any other generator that has a z-arrow to b, so that now only a does. Now no z-arrow points to a, since ∂ 2 z = 0. Note that ∂ w b = 0 implies that the horizontal homology is nonzero. Then it must be F 2 , represented by b, so ∂ w a = 0. As before, we may assume that ∂ w a = c, where c is a basis element. Note that ∂ w c = ∂ z c = 0.
Suppose that some a 1 = a has a w-edge to c, and add a 1 to all other such generators except a. Now only a and a 1 have a w-edge to c. If a 1 also has w-edges to generators other than c, change basis as before to arrange that ∂ w a 1 = c + c 1 , where c 1 is a basis element. We can continue until we get a zig-zag, i.e. basis elements a, a 1 , . . . , a n with ∂ w a = c, ∂ w a 1 = c + c 1 , ∂ w a 2 = c 1 + c 2 , ..., ∂ w a n−1 = c n−2 + c n−1 , and either ∂ w a n = c n−1 + c n , or ∂ w a n = c n−1 , so that no other w-edge points to any c i . In the first case, we replace the basis vectors c, c 1 , . . . , c n with c, c + c 1 , c 1 + c 2 , . . . , c n−1 + c n , and in the second, we get a contradiction to the fact that the horizontal homology has rank one. Now only a has a w-edge to c. If ∂ z d = c, then we may arrange that ∂ z d = c+c 1 , where c 1 is another basis element. As before, we can get a zig-zag Since the complex is supported in a diagonal strip of finite width, eventually we have to stop, and we split off a staircase C l for some l < 0.
Case 2: There is no vertical arrow pointing to b = b 1 .
We will split off a C l summand. If ∂ w b = 0, then we split off a single b. Otherwise, we may assume that ∂ w b = c, where c is a basis element. Add b to any other b ′ with a w-arrow to c, so that now only b has a w-arrow to c. Since ∂ 2 b = 0, then ∂ w c = ∂ z c = 0. Since there is no z arrow to b, then the vertical homology is F 2 , represented by b, so there is some d with a z-arrow to c, and we may assume that d is a basis vector. Add d to all other d ′ that have a z-arrow to c, so that now only d does. Since ∂ 2 = 0, there is no w-arrow to d. We can proceed as in Case 1.2.2. Eventually we split off a C l for some l ≥ 0.
In each of the cases we managed to split off a model complex, so by induction on the rank of C over F 2 [U], we are done.
In the special case of ( HFK (K) ⊗F 2 [U], ∂ z + U∂ w ), both the vertical and horizontal homologies have rank 1. Hence, the complex splits into exactly one C l summand, and possibly multiple C summands.
Proof of Theorem 4. We showed there is an isomorphism
for some k, where each C ′ i is one of the model complexes in Figure 2 . If we restrict to the vertical column of the (U, A)-lattice where the U-power is zero, we see exactly one representative over
For each square C, its representatives in this column appear in three adjacent Alexander gradings, with two representatives in the middle grading. For the staircase C l , its representatives in the column appear one in each of 2|l| + 1 adjacent gradings. Also note that this column is isomorphic to HFK (K), so its rank in any Alexander grading a equals the rank of HFK (K) in the same Alexander grading a (which also equals the absolute value of the coefficient of the symmetrized Alexander polynomial in degree a). Figure 3 illustrates these observations for the knot 5 2 .
The two ends of the staircase are the generators of HF (S 3 ), a 1 with respect to the basepoint w, and a 2|l|+1 with respect to the basepoint z. Thus, the representative for a 1 has Alexander grading −τ (K), and the one for a 2|l|+1 has Alexander grading τ (K) (see Section 6 for the definition of τ ). Then the staircase looks like the second model complex in Figure 2 
CFD from CFK
− . There is an algorithm for computing CFD of any bordered knot complement with framing n from CFK − . In particular, if K is thin, we take the simplified basis described in Section 3.1 and modify each square and the one staircase as in Figure 4 .
The dashed diagonal arrow stands for
Using (1) and the grading on the algebra, we find the gradings of the elements of CFD(K, n): a 2|l| a 2|l|+1 ; 0)/ h .
To get the gradings on any other square we need to multiply on the right by ( 
Using (2), we compute the gradings of the generators gr(a) = g \(0; 0, 0; 0)
where
; 0, 1; p).
In fact, we can construct a similar diagram to study any cable K p,q . Given any relatively prime integers p and q, with p > 1, let i be the integer 1 ≤ i < p, i = q mod p. Similar to the diagram in Figure 5 , one can construct a genus 1 bordered diagram for the (p, i)-cable as follows. Theorem 3.5 of [7] provides an algorithm for constructing genus 1 Heegaard diagrams for (1, 1) knots. In particular, the construction for the diagram of the (p, −i) torus knot can be modified to provide a bordered diagram for the (p, i)-cable in the solid torus. We first find the Heegaard normal form of the attaching curve β. Then we draw two α-circles through the basepoint w, one isotopic to the meridian of the torus, the other isotopic to the standard longitude (and hence to β), and remove a neighborhood of w. To be consistent with our conventions, we rename z to w, and place a new basepoint z in the top leftmost region of the diagram. Since the diagram has genus 1, it is straightforward to compute the multiplication maps and compute CFA − (p, i). By tensoring with CFD(K, (q − i)/p) as in Section 5, we can compute HFK (K p,q ) and τ (K p,q ).
The tensor product CFA ⊠ CFD
We now compute the gradings of the tensor product in (N, A ′ ) notation, and list the differentials. Then we find the shifting constant c.
It is easy to check that all elements of CFK − on a fixed line of slope 1 on the (U, A)-lattice are converted to elements of the same grading in CFD. We say that a square of CFD lies in level t if the upper right corner of the corresponding small square of CFK − (K) is on a line of slope 1 that is t units below the line through a 1 ,
i.e., the upper right corner element has Maslov grading t as an element of HFK . Note that t can be negative, meaning that the square is above the a 1 -line. By Theorem 4, there are c t+τ (K) squares in level t. Each square in level 2t has upper right corner in grading g \(t; 0, 2t; 0)/ h , so its gradings are
A square in level 2t−1 has upper right corner in grading g \(t−
; 0, 2t−1; 0)/ h , so its gradings are
The differential on the squares is given by
so all these generators die in HFK . The gradings and differentials on the staircase, including the diagonal string connecting a 1 and a 2|l|+1 , depend on τ (K):
The gradings of au 2t+1 , b i v 2t+1 , au 2t+2 , and b i v 2t+2 are the same as those of ax 3 and b i y 4 in level 2t, and ax 3 and b i y 3 in level 2t + 1, respectively.
For m = 2τ (K) − n > 0,
and for m < 0,
The differential is given by To get the absolute Alexander grading, we shift by the constant c = lp−np(p−1)/2. The formula for c can be found by listing the generators of the lowest and highest Alexander grading, and observing how much we need to add to symmetrize the result. There are a few cases to consider, depending on the signs of l and n, and how far off the staircase we see squares. This, together with the fact that N = M − 2A, completely describes HFK (K p,pn+1 ).
Proof of Corollary 3. Since τ (K) = g 4 (K) ≥ 0 and q > 0, Corollary 2 implies that τ (K p,q ) = pτ (K) + (p − 1)(q − 1) 2 .
Substituting g 4 (K) for τ (K) we see that τ (K p,q ) = pg 4 (K) + (p − 1)(q − 1) 2 .
On the one hand, we know that
since we can construct a surface for K p,q in the four-ball by connecting p parallel copies of the surface for K via (p−1)q 2 twisted bands. Thus g 4 (K p,q ) ≤ τ (K p,q ). On the other hand, g 4 (K p,q ) ≥ τ (K p,q ) for any knot, implying the desired result.
An example
The author programmed the results of this paper into Mathematica [14] to be able to compute specific examples. The program takes ∆ K (t), τ (K), p, and n as input, and outputs HFK (K p,pn+1 ). We use the program to compute HFK of the (5, 16)-cable of the knot 11n50. We include the relevant data for 11n50 for the reader's convenience: ∆ 11n50 (t) = 2t −2 − 6t −1 + 9 − 6t + 2t 2 , τ (11n50) = 0.
Note that here p = 5 and n = 3. We describe HFK of the cable as a polynomial, where the coefficient of x a y m is the rank of HFK in Alexander grading a and Maslov grading m: We also plot the result on the (a, m)-axis (without marking the rank at each coordinate):
