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Each human cerebral cortex is a highly folded unique map. In order to combine
the surface-based cortex data among subjects, we have developed an energy-based
model of areas tiling human cerebral cortex across individuals. This model assumes
that the cortical map in each individual subject is a sample from a single underlying
probability distribution, allowing for higher localization accuracy of structural and
functional features of the human brain. We update parameters using Markov Chain
Monte Carlo (MCMC) and Gibbs sampling for this hierarchical Bayesian model.
However, this procedure is very computationally costly in practice. To address this
issue, in this work we have applied several approximation methods including bihar-
monic matrix approximation (BHA) and sparse sampling for faster Gibbs sampling.
We use time, jumping distance, instability and Kullback–Leibler divergence as our
comparison metric for efficiency and accuracy. We find out sparse, close, close-sparse
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The cerebral cortex is the thin outer layer of neural tissue of the cerebrum of the
brain in humans and other mammals. Human cerebral cortex is the largest site of
neural integration in the central nervous system where most information processing
occurs. Human cerebral cortex has between 14 and 16 billion neurons. The cerebral
cortex is separated into the left and right cerebral hemisphere by the longitudinal fis-
sure. The two hemispheres are joined beneath the cortex by the corpus callosum.[4]
The cerebral cortex is highly folded, providing a greater surface area. The folds in
the brain add to its surface area and therefore increase the amount of gray matter
and the quantity of information that can be processed.[5] The cerebral cortex is
the most highly developed part of the human brain and is responsible for attention,
perception, awareness, thought, memory, language and consciousness. The cerebral
cortex contains sensory areas and motor areas. Sensory areas receive input from the
thalamus and process information related to the senses while motor areas regulate
voluntary movement. It also has specific functions such as sound in the auditory
cortex and sight in the visual cortex.
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1.1.1 Cortical maps
Although the cerebral cortex is a 3-D sheet of several millimeters thick, the 2-D
unfolded structure of the cortical is closely linked to its biological function. Cortical
maps are 2-D cortical surface organizations that have been identified as perform-
ing a specific information processing function (texture maps, color maps, contour
maps, etc.).[6] Bruce Fischl stated in his 1999 paper: “(1) many functional dimen-
sions (e.g., retinotopy, orientation tuning, ocular dominance, somatotopy, tonotopy)
are mapped on the cortical surface, (2) these mapped parameters vary much more
rapidly in the two dimensions parallel to the surface than they do through the sev-
eral millimeters of cortical thickness, and (3) different cortical areas are arranged
in a characteristic pattern, or mosaic, across the cortical surface.”[7] This thesis is
trying to find the intrinsic unfolded structure of the cortical surface map by mosaic
tile arrangement. Figure 1.1 is a demonstration of unfolding a 3-D sheet of the
cerebral cortex to a 2-D flat map. The cortical flat map is obtained by conformal
mapping of the highly curved cortical surface to a 2-D plane.[1]
Figure 1.1: A demonstration of unfolding a 3-D sheet of the cerebral cortex (left)
to a 2-D flat map (right), drawn with Pycortex (a python-based toolkit for surface
visualization)[1].
2
1.1.2 Registration among subjects
Everyone has a unique cortical map. The question rises up when we study more than
one subject: how do we determine which response in one subject corresponds to a
given response in another subject? Alex Huth summarised three existing answers
to this question in his 2015 paper [3]:
• “One answer is to use anatomy. Many existing methods align anatomical
images of brains from multiple subjects in either volumetric space or surface
space. These methods assume that brain anatomy and function are perfectly
correlated, and that any deviation from this relationship is noise. Yet this
assumption has repeatedly been proven false.”[3]
• “Another way to find correspondence between subjects is by using functional
responses. Some new methods find corresponding temporal patterns of func-
tional activation in each subject given responses to a complex natural stimulus,
such as a movie. These methods have proven much more successful at pre-
dicting functional data in new subjects than anatomical methods and may in
fact be near-optimal for mapping data from one subject to another. Working
purely in functional space makes it possible to disregard anatomical differences
between subjects, but it also means that these methods provide little informa-
tion about the organization of cortical maps. Indeed they would work just as
well even if cortical maps were completely different in each subject. We might
be able to learn more about how functional representations on the cortex are
organized if we can take both function and anatomy into account.”[3]
• “A third way to find correspondence between subjects is the region-of-interest
(ROI) analysis, which combines both anatomical and functional constraints.
In this method, an ROI is defined in each subject using a functional localizer
contrast. Among voxels that respond significantly to the localizer a single
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cluster is selected as the ROI based on its approximate anatomical location.
Then on a different dataset, average functional responses within that ROI are
compared across subjects. This method does not assume exact anatomical
correspondence across subjects. However, for many areas of the brain there is
no known localizer, making it impossible to apply the ROI method.”[3]
So we need a new method to register cortical maps among subjects that reflects
both anatomical and functional features.
1.2 Energy-Based Models
Statistical modeling is a simplified, mathematically-formalized way to approximate
reality and to make predictions. Statistical models contain independent and depen-
dent variables. The main purpose of modeling is to find out dependencies between
variables. By capturing those dependencies, a model can be used to answer ques-
tions about the values of unknown variables given the values of known variables.
Energy-Based Models (EBMs) capture dependencies between variables by associat-
ing a scalar energy to each configuration of the variables.
1.2.1 The framework
Energy-Based Models’ framework has two major steps: inference and learning.
• Inference builds a function that maps each point of an input space to a single
scalar, which is called “energy”.
• Learning is a data-driven process that shapes the energy in such a way that
the desired configurations get assigned low energies, while the incorrect ones
are given high energies. During the leanring processe, loss function, mini-
mized during learning, is used to measure the quality of the available energy
functions.
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Within this framework, the wide choice of energy functions and loss functions al-
lows for the design of many types of statistical models, both probabilistic and non-
probabilistic. Energy-based learning can be seen as an alternative to probabilistic
estimation for prediction, classification, or decision-making tasks. Because there is
no requirement for proper normalization, energy-based approaches avoid the prob-
lems associated with estimating the normalization constant in probabilistic models.
Furthermore, the absence of the normalization condition allows for much more flex-
ibility in the design of learning machines. The EBM approach provides a common
theoretical framework for many learning models, including traditional discrimina-
tive and generative approaches, as well as graph-transformer networks, conditional
random fields, maximum margin Markov networks, and several manifold learning
methods.[8, 9]
1.2.2 Probabilistic EBM
A probabilistic model is based on the theory of probability where randomness plays
a role in predicting future events. Many probabilistic models can be viewed as
special types of energy-based models in which the energy function satisfies certain
normalizability conditions, and in which the loss function, optimized by learning,
has a particular form. The simplest and most common method for constructing a
energy-based probabilistic model is to turning a collection of arbitrary energies into
a collection of numbers between 0 and 1 whose sum (or integral) is 1. This can be






where β is the inverse temperature, Ei the energy of state i and Pi the probabil-
ity of the system in state i. The denominator is called the partition function in
statistical physics. The choice of the Gibbs distribution may seem arbitrary, but
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other probability distributions can be obtained (or approximated) through a suit-
able redefinition of the energy function. Whether the numbers obtained this way
are good probability estimates does not depend on how energies are turned into
probabilities, but on how energy E is estimated from data. It should be noted that
the above transformation of energies into probabilities is only possible if the parti-
tion function converges. This somewhat restricts the energy functions and sampling
candidates.[8, 9, 11]
1.3 PrAGMATiC
Knowing the power of the probabilistic energy-based model and facing the cortical
registration problems, Alex Huth, my advisor, created a probabilistic energy-based
model that can register cortical maps among subjects. He established a mapping
that specifies a unique correspondence between each location in one brain and the
corresponding location in another to relate and compare anatomical or functional
features across subjects. [3]
1.3.1 The model
PrAGMATiC, a probabilistic and generative model of areas tiling the cortex, is a hi-
erarchical Bayesian generative model of cortical maps. This model assumes that the
cortical map in each individual subject is a sample from a single underlying probabil-
ity distribution. Learning the parameters of this distribution reveals the properties
of a cortical map that are common across a group of subjects. This model con-
sists of two parts: an arrangement model and an emission model. The arrangement
model uses a centroid-spring network to describe cortical topography. This flexibil-
ity brought by the springs can account for substantial individual differences in the
shape, size, and anatomical location of functional brain areas. The emission model




The arrangement model of PrAGMATiC contains a Gibbs sampler. In the sampler,
we need to find the total spring energy for every possible location on the entire
cortex, for every centroid, on every sweep. The total spring energy depends on
geodesic distance matrix which has to be updated after every time a new centroid is
sampled. The recursive sweeping over the whole cortical map is extremely expensive
both in time and space complexity which makes the model impractical. The cortical
map we study has 150k units in the visible layer, which gives out a huge geodesic
distance matrix in the size of (150k×150k). It is impossible to store or process
full distance geodesic matrix. Without proper approximation, this model can be
prohibitively expensive to fit.[3]
1.3.3 Statement of purpose
In this thesis, I will explain the mathematical formulation of this PrAGMATiC
model and show how the various parameters can be learned. Based on Alex’s work
and the challenge PrAGMATiC is facing, I propose to develop several approximation
methods for the arrangement model to make it practical to use. I propose the best




Build a spring system model
2.1 Modeling tools
I will introduce some physical and mathematical tools that will be used in the spring
system model of tiling the cortical map.
2.1.1 A spring system
A spring system or spring network is a physical model of centers of mass connected
to each other with a spring or springs of given stiffness and lengths. It extends
Hooke’s law to higher dimensions. With linear springs and small deformation a
spring system can be cast as a system of linear equations or equivalently as an
energy minimization problem. Assuming ki is the spring constant, xi the length, xi0







ki(xi − xi0)2 (2.1)
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2.1.2 Bayes theorem
Bayes’ theorem is a simple mathematical formula used for calculating conditional
probabilities. Bayesian theorem derives the posterior probability from a prior prob-
ability and a likelihood function which is stated mathematically as the following:
P (A|B) = P (B|A) · P (A)
P (B)
(2.2)
where A is the hypothesis, whose probability may be affected by evidence. Usually
there are competing hypotheses, and the task is to determine which is the most
probable. P (A), the prior probability, is the estimate of the probability of the
hypothesis A independently before the data B, the current evidence, is observed.
B, the evidence, corresponds to new data that were not used in computing the prior
probability. P (B) is the estimate of the probability of the evidence B independently.
P (B|A) is the probability of observing B given A, and is called the likelihood. As
a function of B with A fixed, it indicates the compatibility of the evidence with
the given hypothesis. P (A|B), the posterior probability, is the probability of A
given B. This is what we are looking for: the probability of a hypothesis given the
observed evidence.[13] Bayesian models use Bayes’ theorem to compute conditional
probabilities after obtaining new data.
2.1.3 Markov chain Monte Carlo
Markov chain is a sequence of possible events in which the probability of each event
depends only on the state of the previous event. Its future and past states are inde-
pendent given the current state. A example of a Markov chain is a simple random
walk on integer number line, Z, which starts at 0 and at each step moves +1 or
-1 with equal probability. Monte Carlo methods use random numbers to conduct
“mathematical experiments”. Markov chain Monte Carlo methods create samples
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from a possibly multi-dimensional continuous random variable, with probability den-
sity proportional to a known function. Suppose we have a probability distribution
f on a set S and our goal is to generate random elements of S with distribution f .
We can achieve this by inventing a Markov chain whose equilibrium distribution is
f and then simulate the chain for a long time. The more steps that are included,
the longer the chain is, the more closely the distribution of the sample matches the
desired distribution f . [2, 14–16]
2.1.4 Gibbs sampling
Gibbs sampling or a Gibbs sampler is an approach to design Markov chains with
a given equilibrium distribution. It is well suited for problems containing many
random elements such that the conditional distribution of each element is known,
especially when direct sampling is difficult. The idea in Gibbs sampling is to gen-
erate samples by sweeping through each variable to sample from its conditional
distribution with the remaining variables fixed to their current values. Figure 2.1
demonstrates the pseudo algorithm of one iteration for Gibbs sampling. Within
one iteration(sweep), we sample and update the variables one by one while fixing




2 , ..., x
(i)
D as our sam-
pling distribution of the ith iteration from the sampler. Generally, samples from
the beginning of the chain (the burn-in period) may not accurately represent the
desired distribution and are usually discarded. [2, 14, 15]
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Figure 2.1: Algorithm for Gibbs sampling, reproduction from Ilker’s paper(2012)[2].
Within one iteration, we sample and update the variables one by one while keeping
other variables fixed.
2.1.5 Maximum likelihood estimation(MLE)
Maximum likelihood estimation (MLE) is a method of estimating the parameters
of a probability distribution by maximizing a likelihood function, so that under
the assumed statistical model the observed data is most probable. The point in
the parameter space that maximizes the likelihood function is called the maximum
likelihood estimate. In Equation 2.2, the likelihood, P (B|A), is proportional to
the posterior probability, P (A|B). MLE is a special case of maximum a posterior
estimation that assumes a uniform prior distribution of the parameters. [17]
2.1.6 Voronoi diagram
Assuming centroids are points on a surface, a Voronoi diagram is a way of tiling the
surface into regions close to each of a given set of centroids. For each centroid there
is a corresponding tile area consisting of all points of the plane closer to that centroid
than to any other. These tiles are called Voronoi cells. The Voronoi diagram can
also be achieved by Delaunay triangulation.
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2.2 Building the model
Now we apply the tools above to build the PrAGMATiC model. The model for each
subject is instantiated as a two-layer Bayesian network, with one hidden layer and
one visible layer. In the hidden layer, we use a spring system to represent cortical
topography, which can be considered as an arrangement model. In the visible layer,
every point is assigned an observed functional value, which can be considered as an
emission model. The arrangement model tiles the cortical surface and the emission
model tries to generate observed brain data given a specific arrangement. Both
sub-models are probabilistic EBMs. Applying Bayes’ theorem we get the likelihood
by combing two sub-models. Parameters can be learned using maximum likelihood
estimation. The model is fit separately for each cortical hemisphere. Due to the
limitation of time and storage, without loss of generality, we only study the left
hemisphere in this thesis.
2.2.1 Arrangement model
In the arrangement model, we suppose that the cortex of each subject is tiled with
convex areas. The location of each tile area is determined by the location of its
centroid, which is a single point on the cortical surface. There are some known
cortical landmarks, which are identified separately in each subject. Centroids and
landmarks function as centers of mass, connecting each other by springs. Centroid
locations depend on the locations of neighboring centroids and landmarks and the
springs connecting them. The hidden layer units are the locations of the tile area
centroids. The location of centroid i in subject s is called his, and the collection of
all hidden units in subject s is called Hs. Given lengths and stiffness of springs, the












where Ki,j is the spring constant for the spring linking centroids i and j, Li,j is
the ideal length of the spring linking i and j, and Di,j,s(H) is the geodesic distance
across the cortex between centroids i and j in subject s and in the arrangement
H. This energy function, E(H;L,K), is exactly the sum over the spring potential
energy for all spring connections in the model. This model is shown schematically
in Figure 2.2.[3]
Figure 2.2: Diagram of the arrangement model, reproduction from Alex’s paper
(2015)[3]. Colored circles are centroids; crosses are identified cortical landmarks.
Both centroids and landmarks function as centers of mass, connecting each other by
springs, forming a spring system on the hidden layer of the cortex model.
The hyperparameter β is the inverse temperature of the spring system intro-
duced by us to control the model behavior. If β is large, then the system has low
temperature, and the springs will not deviate much from their ideal lengths; if β is
small, then the system has high temperature, and the springs will deviate a lot from
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their ideal lengths.
In the Gibbs sampler we update the location of each centroid, his, based
on the locations of the other centroids, H\is. This is done by finding the total
spring energy given each possible location of the selected centroid, summing the
non-normalized probabilities to find the normalizing constant, and then sampling
from the resulting multinomial distribution. When sampling one possible location
his = l
∗, Equation 2.4 and Equation 2.3 become:





Kj(Di,j,s(hi,s = l,H\is)− Li,j)2 (2.5)







Figure 2.3 shows the conditional probability map for the location of each centroid,
his, given other centroids, H\is, fixed. Notice that for a point candidate l
∗ to
the centroid, the lower spring energy E is, the larger e−βE will be, and the larger
probability the centroid will be sampled at this point. So it is equivalent to say, the
sampler is looking for the configuration of springs that has a minimum energy.
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Figure 2.3: Example of probability map of P (his) for ith centroid in subject s. The
red area has smaller energy and therefore larger probability the ith centroid will be
sampled at.
2.2.2 Emission model
In the emission model, each vertex is associated with an observed functional value
which can be represented by a vector or a scalar. We call the cortical map here as
visible layer. The visible layer units are vertices on the cortical surface mesh. Each
vertex point is associated with an observed functional value which can be a scalar
or a vector. The observed value for visible unit l in subject s is called Vls, and the
collection of all visible units in a subject is called Vs. We assume that all visible units
are independent of each other given the hidden layer units. The cortical surface mesh
is tile by the locations of centroids via Delaunay triangulation. Each tile is a Voronoi
cell. The mean functional value for the ith tile area is denoted Mi. We assume all
points within this tile area have the functional values as samples from a multivariate
15
Gaussian distribution with mean values, Mi, and variance σV,i. Emission model then
generates predicted functional cortical maps based on the arrangement of tiles.[3]
Here we define the squared error of observed functional values as our pseudo energy
to build a probabilistic energy based model. Similarly, the emission probability is
constructed with Equation 1.1:









(Mc(H,l,s) − Vl,s)2 (2.8)
Where Vl,s is the functional value for visible unit l in subject s, and Mc(H,l,s) is the
mean functional value for the closest hidden layer unit (by geodesic distance across
the cortical surface) in the arrangement H to visible layer unit l in subject s. The
constant σV is the standard deviation of the Gaussian, which is assumed to be equal
in all dimensions. Notice that the σ−2V plays the role of β to make the exponent is
dimensionless. This model is shown in Figure 2.4.[3]
2.2.3 Maximum likelihood estimation
We can get the total probability by joining the arrangement probability from Equa-
tion 2.3 and the emission probability from Equation 2.7:
P (V,H;M,L,K) = P (H;L;K) · P (V |H;M) (2.9)
We use maximum likelihood estimation (MLE) to learn the spring lengths,
L, the spring constants, K, and the area functional means, M , based on observed
visible unit data, V . Maximum likelihood estimation (MLE) requires us to find
the gradients. One way to compute gradients we need to integrate over P (H),
but that is hard. Assuming we have Nv = 150k vertices and Nc = 128 centroids,
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Figure 2.4: Diagram of the emission model, reproduction from Alex’s paper
(2015)[3]. Black circles are centroids. The color of each cortex tile represents that
every points with this color belongs to this tile and their mean functional value
which is assigned to the centroid it contains. With arrangement in the hidden layer,
the visible layer becomes Mosaic tiles of functional values in the visible layer.
the dimension of P (H) will be Nv !(Nv−Nc)! ≈ 8.5 × 10
446 which is beyond computer’s
computing capacity. So we approximate that integral by drawing J samples from
P (H) (this is called Monte Carlo integration). To do that we maintain J parallel





logP (Vs, H;M,L,K) (2.10)
where N is the number of subjects, s is an index across subjects. At each learning
step we perform one Gibbs sweep through each of the Markov chains. That is, at
step t in chain j and subject s we draw the sample: For each of the J samples
we compute the energy gradients for L,K and M , as well as the likelihood of the
observed data P (Vs). Then we compute the average gradients (for L and K) and
the weighted average gradient according to the data likelihoods. Finally we update
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L, K, and M by taking a small step down these gradients:[3]














The inverse spring temperature, β, determines how stiff or loose the springs are.
If β is very high, the temperature will be low, then the springs will be very stiff,
samples of the arrangement H will be highly correlated across iterations. There is
strong bias in favor of states with low energy and the model can stuck in a local
minimum. If β is very low, the temperature will be high, then the springs will be
very floppy, samples of the arrangement H will be highly random. The bias will
not be so favorable and the quality of the gradient steps will also suffer although
the system reaches equilibrium faster. A good solution to beat the trade-off is to
start at high temperature and gradually reduce it. We start from a relative high
temperature so the hidden layer has enough flexibility to account for substantial
individual differences. Then we slowly cool down the system by increasing β expo-
nentially ranging from 1.0×10−5 to 8.1×10−2 to finalize the learning parameters.[11]
If the standard deviation of the visible unit Gaussian distribution, σV is
very low, then one sample from the arrangement H will always yield much higher
likelihood of V than the others, and the weighted average of the gradients across
samples will become the difference between the best sample and the other samples.
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If σV is very high, then the likelihood of V will be very similar for all samples, and
the weighted average of the gradients will be almost identical to the simple average
across gradients, making learning slow. These hyperparameters interact with each
other and with the number of tiles as well.[3] We also introduce the entropy which
can be calculated from of Equation 2.5’s probability to control the modeling stability.
2.3.2 Arrangement sampling
The computational complexity of the parameter estimation comes mostly from two
operations: drawing samples from the distribution over arrangements P (H) using
Gibbs sampling, and computing the likelihood of the observed visible unit data
P (V |H). Of these two steps sampling P (H) is much more expensive. In the Gibbs
sampling we update the location of each centroid based on the locations of the
other centroids. Refer to Equation 2.8 and Equation 2.7, the Gibbs sampling is
done by finding the total spring energy given each possible location of the selected
centroid, summing these energies to find the normalizing constant. That is, for each
possible location, we compute the total spring energy. To compute this distribution
exactly we would need to find the total spring energy for every possible location
l∗ in the entire cortex, for every centroid, on every sweep of the Gibbs sampler.
This operation is orders of magnitude more expensive than any other step in the
model.[3]
2.3.3 Geodesic distance
The geodesic distance is distance between two vertices in a shortest path connecting
them on the cortical surface mesh. The geodesic distance between the point pi and
point pj is labeled as D(pi, pj). For a n-point surface mesh, O(n2) space is required
to store the distance matrix, and, depending on the type of data and distance met-
ric, O(n2 log n) even as much as O(n3) time can be required to compute it. The
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cortical map we study has 150k units in the visible layer, which result in the geodesic
distance matrix size (150k×150k) taking 180 G bytes for memory and it’s too large
to be precached. This huge matrix has to be fully recalculated at every sweep if not
precached.[18]
Accurate geodesic distances calculation is every expensive and impractical. We
compute these geodesic distances using a heat-based approximation to the exact
geodesic distance across the cortical surface mesh. The heat method is robust,
efficient, and simple to implement since it is based on solving a pair of standard
linear elliptic problems.[19] The method requires only standard heat diffusion dif-
ferential equation and can hence be easily applied on the cortical surface mesh. It
is accurate enough but not fast enough. In this thesis, we use the result from heat-






The intuition of achieving faster computation and less storage is to only use a subset
of the points in the cortical map, which is to use sparse network approximation. By
homogeneously decreasing the number of cortex points that we allow the centroids
to occupy, we created a sparse cortical map that has lower resolution compared
with the full one. In this way, we can reduce both the computational and memory
demands. The cortical surfaces that we use have approximately 150,000 vertices in
left hemisphere. We choose 15,000 random vertices in the left hemisphere to serve
as possible centroid locations. This immediately reduced both the computational
and memory demands of precaching one row of the geodesic distances matrix by a
factor of 10. Most importantly, the full geodesic distance matrix size reduced from
180 G (150k×150k×8 bytes) to 18 G which can be precalculated and precached in
the memory. In this case, when we update H in our Gibbs sampler, we can directly
draw the geodesic distance we need Di,j,s(hi,s = l,H\is) from the precached geodesic
distance matrix without recalculating. This saves time at the cost of accuracy. They
key to the trade off here is the sparsity gap, gs. In the case above, we choose the
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sparsity gap as 10, which means we take a point from every 10 points as part
of our subset. If we raise the sparsity gap, we get less complexity and also less
accuracy. If we decrease the sparsity gap to 1 which is the limitation, it is the same
as original model. We are handling a 2-D mesh; the Figure 3.1 is a one dimensional
demonstration for the sparse approximation.
Figure 3.1: One dimensional comparison between ground truth and sparse approx-
imation. x axis is a sample location and y axis is the probability. Sparse approxi-
mation takes a subset of ground truth as new dataset for candidate centroid.
3.2 Close area approximation
Another way to only use a subset of the cortical map is the close area approxima-
tion. As we know from Figure 2.3 the conditional probability map for sampling
one centroid is similar to a multi-normal distribution on the mesh. The area near
the previous centroid has higher probability for the centroid sampling than points
(area) far away. Especially when temperature is low and β is high, the location
change of the centroid is relative small and local. We propose to make the sampler
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short sighted and only takes the close area’s dataset as a subset. The sampler can
only see a previous centroid’s close area which is cut off by a threshold close radius
rc. we use this small subset of the points as the candidate for centroids. Figure
3.2 is a one dimensional demonstration for the close area approximation. Then here
comes the question: How close should it be? If we have smaller close radius, we
have less complexity and less accuracy as well. To make sure the close threshold is
safe without losing accuracy we refer to the jumping distance. Jumping distance,
JD, is the geodesic distance between the location of centroid i, Ci, at step t and
the location of the same centroid at step t+ 1.
JD(Ci, t) = D(Cti , Ct+1i ) (3.1)
Jumping distance can be calculated in each method. We choose the largest jumping
distance from the close area approximation to calculate threshold close radius rc:
rt+1c = max{JD(Ci, t)} × α (3.2)
Where α is the trade off scalar factor. When α is smaller, the computation will be
faster but less accurate. We fix α at 1 in our simulation. rc is updated at every
iteration. This is extra price we have to pay for the close approximation.
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Figure 3.2: One dimensional comparison between ground truth and close area ap-
proximation. x axis is a sample location and y axis is the probability. Close area
approximation takes a subset of near the peak as new dataset for candidate centroid.
3.3 Close and sparse approximation
Sparse and close area approximation are two different methods. It is natural to
go on one further step to combine both as a new approximation method. We first
take the close area subset of the surface mesh by cutting off at the threshold close
radius rc; and then take the sparse subset of the close area subset. In this way
we are taking advantages from both models. The two parameters sparsity gap,
gs, and close radius, rc, regulate the approximation behavior together. The extra
perks of the mixed model is that jumping distance can be directly pulled out from
the precached geodesic distance matrix. It will be easy and direct to get rc by
finding the maximum of the jumping distance. The Figure 3.3 is a one dimensional
demonstration for the close and sparse approximation.
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Figure 3.3: One dimensional comparison between ground truth and close and sparse
approximation. x axis is a sample location and y axis is the probability. Close and
sparse approximation takes a subset of some data near the peak as new dataset for
candidate centroid.
3.4 Biharmonic matrix approximation (BHA)
Interpolation is a type of estimation, a method of constructing new data points
within the range of a discrete set of known data points. When the interpolation
comes to 2-D surface mesh, people have developed many powerful tools. One of
them is Biharmonic matrix approximation (BHA). BHA is a method for efficiently
representing geodesic distance matrices using biharmonic interpolation. These rep-
resentations can be used to do multidimensional scaling on geodesic distance ma-
trices by the biharmonic method. We define g as a real-valued function on a
smooth surface mesh M. Now suppose that we are given g(bi) for a known set
of l points, {bi}li=1 ∈M, and wish to interpolate g(ui) at a different set of m points,
{ui}mi=1 ∈ M. The surface mesh M have l + m = n points in total. One solution
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to interpolate g(u) is biharmonic interpolation, which finds a smooth function (i.e.
one with continuous second derivative) that passes exactly through g(bi) for all i.
Biharmonic interpolation is accomplished by finding a solution to the biharmonic
equation subject to Dirichlet boundary conditions given by g(b): [18]
∆2g(u) = 0 (3.3)





It’s obvious to see −(∆2)−1uu (∆2)ub is the interpolation operator Pu for g(u)
so that:
g(u) = −(∆2)−1uu (∆2)ubg(b) = Pug(b) (3.5)
The Figure 3.4 is a one dimensional demonstration for BHA. BHA is an inter-
polation of irregularly spaced two-dimensional data points. In total, BHA can be
applied in 3 ways in our arrangement model: interpolating geodesic distance matrix,
interpolating spring network energy and a mixed model containing both.
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Figure 3.4: One dimensional comparison between ground truth and BHA. x axis is
a sample location and y axis is the probability. BHA draw some landmarks from the
ground truth and interpolate the whole probability distribution. The interpolated
distribution might differ from the ground truth a little bit
3.4.1 BHA1
BHA1 interpolates the full geodesic distance matrix Dn from a smaller geodesic
distance matrix Dl. In our PrAGMATiC model, there are three steps in BHA1:
1. We choose l landmarks. The first landmark is chosen at random. Each subse-
quent landmark is then chosen as the point with the largest minimum distance
to any of the current landmarks, until l landmarks have been selected. These
landmarks are considered as known points in BHA. Compute the geodesic
distance matrix between the l selected landmarks as the landmarks distance
matrix Dl. Dl has the dimension of l × l .
2. Since we are interpolating to not only the unknown points but the full surface
mesh, we compute the interpolation operator P which has the dimension of
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n× l by vertical joining identity matrix and Pu :
P = Pn = IlPu = Il − (∆2)−1uu (∆2)ub (3.6)
where Il is the identity matrix in dimension of l × l
3. Interpolate the full geodesic distance matrix Dn with P and Dl via BHA:
DBHAn = PDlP T (3.7)
Here, BHA can be thought of as performing two interpolation operations. First, the
product PDl interpolates geodesic distances from the landmarks to all the points,
approximating the n× l submatrix formed by the columns of PDl corresponding to
the landmarks. Right-multiplying by P T then interpolates each row of PDl across
the entire surface mesh, giving the full n × n approximation DBHAn . Notice the
number of landmarks is much smaller than the number of sparse points. Given 150k
points in our cortex map, we take 3k of them, about 2% of the total, as landmarks.
Dl has a small dimension and can be precached. The number of landmarks is the
trade-off for BHA’s efficiency and accuracy. The less landmarks we have, the faster
BHA interpolates but less accurately.
3.4.2 BHA2
In the Gibbs sampler, when we update the location of centroid i, we have to calculate
the spring energy between the other fixed centroids H\i and a candidate point l
∗
scanning all over the surface mesh, according to equation 2.5 and 2.6 resulting in
Figure 2.3. Instead of searching the whole surface mesh, we can just search the
landmarks we found in BHA1 as candidate. Then we apply BHA to interpolate the
spring energy from landmarks to all the points as new candidates. The full energy
for the spring network El has a dimension of 1 × n and energy of landmarks for
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the spring network El has a dimension of 1 × l. BHA2 interpolates energy of the
spring network by right-multiplying by P T then interpolates each row of El across
the entire surface mesh:
EBHAn = ElP
T (3.8)
where P T is the transpose of interpolation operator P . Since interpolations
of both BHA1 and BHA2 are from the same landmarks to the same surface mesh,
so the P stays the same in BHA1 and BHA2.
3.4.3 BHA3
BHA3 combines BHA1 and BHA2, interpolating both the geodesic distance matrix




The previous chapter gives us several approximation methods. Which one is the
best? To determine this, we generated samples under each approximation method
and then compared them to the ground truth. We use time, jumping distance,
Entropy (instability) and Kullback–Leibler divergence as our metrics for the com-
parison. We take 10 β points exponentially ranging from 1.0 × 10−5 to 8.1 × 10−2
to run the arrangement model for the ground truth and 6 approximation methods.
Notice that both the temperature T or the inverse temperature β are defined by us
and dimensionless in the model. Number of centroids (tiles), Nc, is 128 and Number
of iterations (sweeps), Ni, is 200. Close and sparse is labeled as “c&s” and ground
truth as “all” in the comparison figures. Figure 4.1 shows the final configuration of
tiles after 200 iterations of sampling at β=8.1× 10−2 for ground truth model.
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Figure 4.1: The final configuration of cortical tiles after 200 iterations of sampling
at β=8.1× 10−2 for ground truth model. There are Nc = 128 tiles in total.
4.1 Time
Time is the most important metric we use for the modeling efficiency comparison.
We average the time over iterations and plot the time vs β for the ground truth
and approximation models in Figure 4.2. We can see the three methods “all, BHA2
and close” are the most expensive at the level of 4 × 103 seconds. BHA1 and
BHA3 are faster around the level of 8× 102 seconds due to interpolation of geodesic
distance. Sparse and c&s(short for close and sparse) are very fast between 101 and
102 seconds for different β because the geodesic distance matrices are precached.
Sparse method’s time is pretty constant while c&s method’s time decreases as β
increase. Overall, when β < 5× 10−4, the sparse is fastest and when β > 5× 10−4
, the c&s is fastest.
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Figure 4.2: Time(s) vs. β. As As β increases, the time of c&s and close decrease.
Other methods takes relative constant time no matter how β changes. The all,
BHA2 and close are most expensive; BHA1 and BHA3 are in the middle level;
sparse and c&s are most efficient. When β < 5×10−4, the sparse is faster and when
β > 5× 10−4 , the c&s are faster.
4.2 Jumping distance
Jumping distance is the change of location of each centroid at each iteration mea-
sured in geodesic distance defined in Euqation 3.1. In our comparison, we use the
average of jumping distance over all centroids and all iterations as one of our met-
rics of the dynamics of the system. Besides, jumping distance is also used as the
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D(Cti , Ct+1i ) (4.1)
Figure 4.3 is the loglog plot of jumping distance(mm) vs. β. The jumping distances
decreases when β increases. All the approximation matches with the ground truth
pretty well until the β gets high around 2× 10−2. When β=8.1× 10−2, the system
of close approximation is almost frozen with jumping distance almost zero. Frozen
state means the sampler gets stuck in a local minima and not globally optimal.
“BHA1 and BHA3” are more dynamic than “ground truth and BHA2”. “c&s” lies
between the ground truth and close.
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Figure 4.3: Jumping distance(mm) vs. β. As β increases, temperature decreases,
the system cools down and the jumping distances decreases. All the approximation
matches very well unless very high β. At high β, the BHA overestimate the jumping
distance while sparse, close and c&s underestimate the jumping distance
4.3 Accuracy
4.3.1 Voronoi table
At every iteration, all the points on the surface mesh can find its nearest centroid and
therefore tile the cortical surface. To compare the accuracy among different sampling
methods, we need to keep track of the sampling (tiling) results. We construct a
Voronoi table to track every point’s tile assignment over iterations as a measure of
sampling. The Voronoi table is initialized as a nC × n zero matrix, where nC is
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number of centroids and n is the number of total points. At one iteration, the point
l finds its nearest centroid Ci; we then add the counting integer one to the cell (i, l)
of Voronoi table. Voronoi table is an accumulated counter of the points belonging to
which centroids (tiles). It’s easy to change the counter to a probability distribution
through dividing by the number of iterations Ni.
4.3.2 Entropy (instability)
From the Voronoi table, we can get the distribution or probability distribution of
tile belonging of every point on the surface mesh. How to visualize the Voronoi
table on the cortical surface? One intuition is to calculate the entropy for every
point. Specifically, entropy is a logarithmic measure of the number of states with
significant probability of being occupied. The definition of the entropy is expressed




p(xi) log p(xi) (4.2)
The summation is over all the centroids of the system, and pi is the probability that
point is in the ith centroid. For every point on the surface mesh, we can take its
corresponding column of the voronoi table and convert it to probability distribution.
Then we can calculate its entropy. Generally speaking, entropy is a measure of the
number of ways in which a system may be arranged, often taken to be a measure
of disorder (the higher the entropy, the more the disorder).[10] Here, the entropy
is a interpreted as instability. The higher entropy is, the more unstable the point
behaves during the sampling by changing its belonging centroid (tile) at a larger
probability. Figure 4.4 shows cortical entropy map after 200 iterations of sampling
at β = 8.1 × 10−2 for ground truth model. Points inner inside the tile has relative
lower entropy since there is less chance for them to change tile assignment while the
points near boundary are the reverse.
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Figure 4.4: The cortical entropy(instability) map after 200 iterations of sampling at
β=8.1× 10−2 for ground truth model. Blue means low entropy and red means high
entropy. Points inside the tile has relative lower entropy since there is less chance
for them to change tile assignment while the boundary points are the reverse.
If we averaged the instability across locations on the cortical surface, we can
get instability for every method at every β. The results are plotted in Figure 4.5.
As β increases, temperature decreases, the system cools down and the instability
decreases. All the approximation matches very well unless β is very high. At
β=8.1 × 10−2, the cs overestimate the instability while other approximations close
to ground truth.
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Figure 4.5: Instability vs. β. As β increases, temperature decreases, the system
cools down and the instability decreases. All the approximation matches very well
unless very high β. At β=8.1× 10−2, the cs overestimate the instability while other
approximations close to ground truth
4.3.3 Kullback–Leibler divergence
Entropy enablse us to visualize the Voronoi table on the cortical surface. But how to
compare the Voronoi table among different methods? The Kullback–Leibler diver-
gence (KL divergence) measures how different one probability distribution is from
a reference probability distribution. The higher KL divergence is, the more the
two probability distributions differ from each other. The minimum KL divergence
is 0 indicating that the two distributions compared are identical.[20] For discrete
probability distributions P1 and P2 defined on the same probability space, the KL
divergence of P1 from P2:










In our comparison, P1 is the probability distribution from lth column of the approx-
imation methods’ Voronoi table for the lth location; P2 is the probability distribu-
tion from lth column of the ground truth’ Voronoi table for the lth location. We
then averaged the KL divergence averaged across locations on the cortical surface.
The KL divergence will be used as the metric for accuracy in comparison. The
lower KL divergence, the more accurate the approximation method is. Figure 4.6
shows the KL divergence vs. β in loglog plot. When β < 10−4, the temperature
is so high that all approximations are equally bad with high KL divergence values.
When 10−4 < β < 10−2, all approximations are have higher accuracy and lower
KL divergence values as β increases; there is not too much difference among those
approximation methods. When β > 10−2, close and BHA2 keep doing better and
close approximation is the ultimate winner; BHA1 and BHA3 are staying at the
same KL divergence level; sparse and c&s divergence values increase as β increases
which means they are doing bad.
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Figure 4.6: KL divergence vs. β. When β < 10−4, the temperature is so high that
all approximations are equally bad with high KL divergence values. When 10−4 <
β < 10−2, all approximations are have higher accuracy and lower KL divergence
values as β increases; there is not too much difference among those approximation
methods. When β > 10−2, close and BHA2 are keeping doing better and close
approximation is the ultimate winner; BHA1 and BHA3 are staying at the same
KL divergence level; sparse and c&s divergence values increase as β increases which
means they are doing bad.
We should mention that KL divergence among the Voronoi tables also de-
pends on the number of iterations we run the sampler. The more iterations we run,
the lower KL divergence we get and the less bias the KL divergence will be. In
other words, our KL divergence values are biased due to the limitation of iterations.
However, all the approximation and ground truth have run the same iterations. All
the KL divergence we calculated have the same bias so the comparison relationships
still hold. Since the KL divergence is the most important metric for accuracy, we
selected three approximation methods with relatively good performance in time and
accuracy (BHA1, close, cs) and run for 1000 iterations. The results are plotted in
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Figure 4.7 and they are consistent with 4.6. When β < 2 × 10−3, three approxi-
mations have similar KL divergence values. When 2 × 10−3 < β < 3 × 10−2, close
approximation has lower KL divergence; BHA1 and cs approximations have relative
high values. there is not too much difference among those approximation meth-
ods.When β > 3 × 10−2, close is keeping doing better and close approximation is
the ultimate winner; BHA1 stays in the middle and c&s goes up.














Figure 4.7: KL divergence of (BHA1, close, c&s) from the ground truth vs. β. β
ranges from 2.7×10−5 to 2.2×10−1. When β < 2×10−3, three approximations have
similar KL divergence values. When 2× 10−3 < β < 3× 10−2, close approximation
has lower KL divergence; BHA1 and c&s approximations have relative high values.
there is not too much difference among those approximation methods. When β >
3 × 10−2, close is keeping doing better and close approximation is the ultimate




In order to register different cortical surfaces, we have developed an energy-based
model of areas tiling human cerebral cortex across individuals. We applied several
approximation methods including biharmonic matrix approximation(BHA), spar-
sity, close area, and c&s(mixed of close and sparse) for fast computation of the
arrangement model. By comparing efficiency in time and storage and accuracy
in Kullback–Leibler divergence among them we find out the best strategy below
to make the model practical. From the perspective of time, when β < 5 × 10−4,
the sparse is fastest and when β > 5 × 10−4 , the c&s is fastest. BHA1 and
BHA3 are in the middle but others are too expensive. From the perspective ac-
curacy, when β < 5 × 10−3, all approximations have similar accuracy and when
5 × 10−3 < β < 10−2, both BHA2 and close are equally the most accurate; when
β > 10−2 close is the most accurate and BHA2 is following closely; BHA1 and
BHA3 are in the middle. From the perspective of storage space, all the three BHA
methods take smaller space than sparse and c&s. The close and ground truth’s
geodesic distance matrix are too large to store in the memory. Thus our conclusion
is that when running the model by increasing β exponentially from 10−5 to 10−1,
we should choose different approximation methods at different β regions:
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1. when 10−5 < β < 5× 10−4, choose sparse approximation
2. when 5× 10−4 < β < 5× 10−3, choose c&s approximation
3. when 5 × 10−3 < β < 10−1, BHA1, BHA3 and close approximation are all
acceptable. The close is more accurate but BHA1 and BHA3 are faster with
less accuracy.
Among the three BHA methods,
1. BHA1, interpolating the geodesic distance, saves time with middle level of
accuracy.
2. BHA2, interpolating energy of the spring network, does not save time but has
high accuracy which is similar to the close area approximation. However, the
close area approximation outperforms BHA2 in accuracy and storage with the
same amount of time taken. BHA2 should be abandoned.
3. BHA3, mix of BHA1 and BHA2, has similar results as BHA1. This should
be credited to BHA1 since BHA1 and BHA2 are quite independent. BHA3
should be abandoned as well since it contains the BHA2 which is outperformed
by close area approximation.
We should take the BHA1 which interpolates the geodesic distance, as the only BHA
in our model. In conclusion, when the system is hot, β being low, the sparse and
c&s approximation is the most practical method. When the system cools down, β
being high, the BHA is the most practical method.
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