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Many important real-world robotic tasks have high diameter, that is, their solution
requires a large number of primitive actions by the robot. For example, they may require
navigating to distant locations using primitive motor control commands. In addition, mod-
ern robots are endowed with rich, high-dimensional sensory systems, providing measure-
ments of a continuous environment. Reinforcement learning (RL) has shown promise as
a method for automatic learning of robot behavior, but current methods work best on low-
diameter, low-dimensional tasks. Because of this problem, the success of RL on real-world
tasks still depends on human analysis of the robot, environment, and task to provide a useful
set of perceptual features and an appropriate decomposition of the task into subtasks.
This thesis presents Self-Organizing Distinctive-state Abstraction (SODA) as a so-
lution to this problem. Using SODA a robot with little prior knowledge of its sensorimotor
system, environment, and task can automatically reduce the effective diameter of its tasks.
First it uses a self-organizing feature map to learn higher level perceptual features while
vi
exploring using primitive, local actions. Then, using the learned features as input, it learns
a set of high-level actions that carry the robot between perceptually distinctive states in the
environment.
Experiments in two robot navigation environments demonstrate that SODA learns
useful features and high-level actions, that using these new actions dramatically speeds up
learning for high-diameter navigation tasks, and that the method scales to large (building-
sized) robot environments. These experiments demonstrate SODAs effectiveness as a generic
learning agent for mobile robot navigation, pointing the way toward developmental robots
that learn to understand themselves and their environments through experience in the world,
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A generic learning agent boots up in a brand new mobile robot, with a high-resolution,
high-dimensional range sensor, and continuous motor commands that send voltages to the
wheel motors to drive and turn the robot. It also has a list of tasks, requiring navigating to
distant locations in an office building. Being generic, however, the agent knows only that it
has a large vector of continuous input values, a few continuous outputs, and some reward
signals whose values it must maximize over time. This dissertation addresses the following
question: Under these conditions, How can the agent learn to complete its tasks?
1.1 Motivation
The ultimate goal of machine learning in robotics is an agent that learns autonomously. In
other words, it is a generic learning agent that can learn to perform its task without needing
humans to point out relevant perceptual features or break down its task into more tractable
subtasks. Constructing such an agent is difficult for two major reasons: (1) Many impor-
tant real-world robotic tasks have a high diameter, that is, their solution requires a large
number of primitive actions by the robots. (2) Modern robots are endowed with rich, high-
dimensional sensorimotor systems, providing measurements of a continuous environment,
1
and sending commands to a continuous motor system. These factors make the space of
possible policies for action extremely large.
Methods of reinforcement learning — by which an agent learns to maximize a re-
ward signal — have shown promise for learning robot behavior, but currently work best on
low-diameter, low-dimensional tasks. Thus, current applications of reinforcement learning
to real-world robotics require prior human analysis of the robot, environment, and task to
provide a useful set of perceptual features and an appropriate task decomposition.
This dissertation presents Self-Organizing Distinctive-state Abstraction (SODA) a
method by which a robot with little prior knowledge of its sensorimotor system and en-
vironment can automatically reduce the diameter of its tasks by bootstrapping up from its
raw sensory motor system to high-level perceptual features and large-scale, discrete ac-
tions. Using unsupervised learning, the agent learns higher level perceptual features while
exploring using primitive, local actions. Then, using the learned features, it builds a set of
high-level actions that carry it between perceptually distinctive states in the environment.
More specifically,
• SODA improves reinforcement learning in realistic robots, that is, robots with rich
sensorimotor systems systems in high-diameter, continuous environments;
• it learns autonomously, with little or no prior knowledge of its sensorimotor system,
environment, or task;
• it develops an accessible internal representation that is suitable for further bootstrap-
ping to yet higher representations.
The remainder of this chapter discusses each of these goals in more detail. Sec-
tion 1.2 briefly reviews the broad field of reinforcement learning, and discusses the dif-
ficulties of applying reinforcement learning in robots with rich sensorimotor systems in
high-diameter, continuous environments. Section 1.3 discusses the motivations for learning
without prior knowledge. Section 1.4 motivates the need for learning an internal represen-
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tation suitable for further bootstrap learning, and the constraints it places upon the methods
to be used. Section 1.5 gives an overview of the SODA method. Finally, section 1.6 lays
out the organization of the rest of the material in the dissertation.
1.2 Reinforcement Learning in Realistic Robots
The learning problem that SODA addresses is a special case of reinforcement learning.
Such problems all involve an agent interacting with an environment. The agent receives
sensations from the environment, and performs actions that may change the state of the
environment. It also receives a scalar reward signal that indicates how well it is performing
its task. The learning problem for the agent, generally, is to discover a policy for action
that maximizes the cumulative reward. Rewards may be sparsely distributed, and delayed,
for example occurring only when the agent achieves some goal. As a result of this sparsity,
the agent must determine how to assign credit (or blame) for the reward among all of the
decisions leading up to the reward.
Reinforcement learning spans a vast set of learning problems that vary along many
dimensions. Sensations and actions may be continuous or discrete. Rewards may be fre-
quent or sparse, immediate or delayed. Tasks may be episodic, with a definite termination,
or may continue indefinitely. Agents may begin learning tabula rasa, or may be given a full
model of the environment a priori. A single agent may learn alone, or multiple agents may
cooperate to maximize a single, global reward signal, or compete against one another.
SODA addresses the problem of a single agent learning in a realistic robot. Re-
alistic robots have a number of features that make reinforcement learning with little prior
knowledge difficult. There are two particular features of realistic robots that are of interest
to this dissertation: (1) they have rich sensors measuring a complex environment, and (2)
they have short-range, noisy, local actions that give their tasks a high-diameter. Efficient
learning requires an abstraction of the continuous, high-resolution sensorimotor system to






Figure 1.1: The Reinforcement Learning Problem Framework In reinforcement learn-
ing problems an agent interacts with an environment by performing actions and receiving
sensations and a reward signal. The agent must learn to act so as to maximize future reward.
First, modern robots have rich sensory systems such as laser range-finders or cam-
eras, that provide an array hundreds or thousands of measurements of the environment at
once. In addition, real environments are rich and complex. In typical robotics applications,
engineers use their knowledge of the nature of the sensors and environment to endow the
agent with an appropriate set of feature detectors with which to interpret its sensory input.
For example, an agent might be programmed with perceptual routines designed based on
the knowledge that its sensors are range-finders and that it should attempt to extract features
in the form of line segments because it operates in an indoor office environment. An agent
learning to operate a robot without such prior knowledge is confronted simply with a large
vector of numbers. The agent must learn on its own to extract the appropriate perceptual
features from that input vector by acting in the world and observing the results.
Second, modern robots have motor systems that accept continuous-valued com-
mands, such as voltages for controlling motors. Although robots controlled by digital com-
puters still act by sending a discrete sequence of such commands, the size of the discretiza-
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tion is typically determined by the controller’s duty cycle, which usually has a frequency of
many cycles per second. As a result, the robot’s primitive actions are typically fine-grained
and local. Performing meaningful tasks, such as navigating to the end of a corridor, may
require hundreds or thousands of these actions. Such long sequences of actions, combined
with sparse reward, make the problem of assigning credit to the decisions in that sequence
difficult, requiring a great deal of exploration of the space of possible sequences of actions.
An engineer might shorten the task diameter by providing the agent with prior knowledge
encoded in a set of high-level action procedures that abstract a long sequence of actions into
a single step, such as turn-around or follow-wall-to-end. Without this prior knowledge, an
agent must develop its own high-level abstraction of action if it is to reduce its task diameter.
In addition to rich sensors and local actions, real, physical robots have a number of
other properties that make their use challenging, but that are not directly related to the main
thesis of this dissertation, which is the autonomous development of a useful abstraction to
aid reinforcement learning. These properties include the fact that they can operate for a
limited time on a single battery charge, that they often must be physically repositioned at
a starting point in order to run controlled experiments. For these reasons, the evaluation of
SODA in Chapters 4, 5, and 6, is done in a realistic simulation in which the robot is modeled
on an actual physical robot with rich sensors, fine-grained continuous actions, with realistic
noise. This simulation allows many experiments to be run very efficiently while preserving
the properties that are important for evaluating SODA.
1.3 Learning Without Prior Knowledge
The second goal of this work is to make progress toward the generic autonomous learning
agent mentioned at the outset of this chapter. There are both engineering and scientific rea-
sons for this goal. The engineering reason is that building an agent that requires little prior
knowledge to learn a task saves human labor in adding the knowledge manually. Further-
more, such an agent should be robust and adaptable to new situations, since it must learn
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to act with few prior assumptions about itself or its world. The scientific reason is that by
exploring the limits of how much prior knowledge is required to learn to act in the world we
gain a greater understanding of the role of such knowledge. With such understanding, we
can make progress toward a general theory of how much knowledge is necessary to perform
a task, and how and when one might add prior knowledge to an agent to expedite the solu-
tion of a particular problem, without compromising the agent’s robustness and adaptability
to new situations.
In practice, it is probably impossible for an artificial agent to begin learning entirely
tabula rasa. At a minimum, it is likely that the algorithms used will have free parameters
that must be set properly for learning to succeed, and their values will encapsulate some
prior knowledge. The representational framework will likely also embody some assump-
tions about the nature of the problem and the world. In addition, SODA is not intended
to address every single problem encountered in applying reinforcement learning in robots.
Some problems, such as an inability of robot to completely observe its state through avail-
able sensors, are orthogonal research questions, already under investigation elsewhere (see
Section 2.2.5). When such problems, known as perceptual aliasing or partial observability
are encountered in experimental demonstrations of SODA, it is reasonable to add sufficient
additional information to SODA’s sensory input(e.g. a compass or coarse location sensor)
to allow the experiments to run without confounding the issues of high-diameter with those
of partial observability.
However, by consciously attempting to identify and limit the prior knowledge given
to the agent, we can try to set an upper bound on the prior knowledge needed for an impor-
tant class of learning problems, and make steps toward a principled framework for under-
standing how and when such knowledge should be added. One means of constructing such
a theory is to divide an agent’s cognitive system into a set of modules with well-defined
inputs, and then examine the assumptions that the modules make about their inputs to see
how much prior knowledge must be engineered into each module. In this way, it may be
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possible to create a hierarchy of such modules, in which the lowest level modules assume
only raw input and output from the robot, and the higher level modules assumptions are
satisfied by the output from the lower modules, bootstrapping up to high-level behavior.
1.4 Bootstrapping to Higher Levels of Representation
SODA can be seen as one investigation in a larger research area known as Bootstrap Learn-
ing (Kuipers et al., 2006), that seeks to understand how an agent can begin with the “pixel-
level” ontology of continuous sensorimotor experience with the world and learn high-level
concepts needed for common-sense knowledge. This learning is achieved through the hi-
erarchical application of simple-but-general learning algorithms, such that the concepts
learned by one level become the input to learning processes at the next level. One goal
of SODA is to produce a method can serve as a substrate for bootstrapping of yet higher-
level concepts and behaviors. Thus it is desirable to produce representations that can be
used as input by a wide variety of learning methods.
This goal constrains the choices of methods available for constructing the learning
architecture. Some methods, such as backpropagation networks and neuro-evolution, are
attractive for their performance on these kinds of problems, but their internal representations
are implicit, distributed and often inscrutable. These properties make it difficult to use them
as part of a bootstrap learning process. The methods used in SODA were chosen in part
because they abstract the agents experience into components, such as discrete symbols and
kernel functions, that are usable by a wide variety of learning methods.
1.5 Approach
Given a robot with high-dimensional, continuous sensations, continuous actions, and one or
more reinforcement signals for high-diameter tasks, the agent’s learning process consists of














Figure 1.2: The SODA Architecture This expanded version of the diagram in Figure 1.1
shows the internal structure of the SODA agent (For the purposes of this description, the
physical robot is considered part of the environment, and not the agent). The agent receives
from the environment a sensation in the form of a continuous sense vector. This vector is
passed to a self-organizing feature map that learns a set of high-level perceptual features.
These perceptual features and the scalar reward passed from the environment are fed as
input to a learned policy that is updated using reinforcement learning. This policy makes
an action selection from among a set of high-level actions consisting of combinations of
learned trajectory-following (TF) and hill-climbing (HC) control laws. These high-level
actions generate sequences of primitive actions that take the form of continuous motor
vectors sent from the agent to the robot.
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1. Define Primitive Actions. The agent defines a set of discrete, short-range, local
actions to act as the primitive motor operations. They are a fixed discretization of
a learnable abstract motor interface consisting of a set of “principal motor compo-
nents”.
2. Learn High-level Perceptual Features. The agent explores using the primitive ac-
tions, and feeds the observed sensations to a self-organizing feature map that orga-
nizes its units into a set of high-level perceptual features. These features are prototyp-
ical sensory impressions used both as a discrete state abstraction suitable for tabular
reinforcement learning, and a set of continuous perceptual features for continuous
control.
3. Learn High-level Actions. Using these new features, the agent defines perceptually
distinctive states as points in the robot’s state space that are the local best match for
some perceptual feature, and creates actions that carry it from one distinctive state to
another. The actions are compositions of (1) trajectory-following control laws that
carry the agent into the neighborhood of a new distinctive state, and (2) hill-climbing
control laws that climb the gradient of a perceptual feature to a distinctive state.
4. Learn Tasks. The agent attempts to learn its task using a well-known and simple
reinforcement learning method with a tabular state and action representation (such as
Sarsa(λ)), using the perceptual categories in the self-organizing feature map as the
state space, and the the new high-level actions as actions.
Figure 1.2 shows the architecture of the learning agent after the high-level features
and actions are learned. This method of Bootstrap Learning in which each stage of the
representation builds upon previously learned stage allows the robot to start with a high-
diameter, high-dimensional, continuous task and build up a progressively more abstract
representation. The learned features reduce the high-dimensional continuous state space to
an atomic, discrete one. Likewise, the high-level actions reduce the effective diameter of
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the task by ensuring that the agent moves through the environment in relatively large steps.
This reduction in task diameter allows the agent to learn to perform its tasks much more
quickly than it would if it had to learn a policy over primitive actions.
1.6 Overview of the Dissertation
This dissertation demonstrates the effectiveness of SODA in learning navigation, using a
series of experiments in two different environments on a realistic simulation of a mobile
robot. The dissertation is structured as follows:
• Chapter 2 describes SODA’s foundations in self-organizing feature maps, reinforce-
ment learning, and the Spatial Semantic Hierarchy. The chapter also discusses re-
lated work such as other autonomous learning architectures, hierarchical reinforce-
ment learning (including the Options framework), automatic temporal abstration for
learning agents, and automatic feature construction for reinforcement learning.
• Chapter 3 presents a formal description of SODA’s algorithm and assumptions, a
formal definition of trajectory-following and hill-climbing actions, some different
methods used for implementing TF and HC controllers, including learning them with
RL, and the novel state-representation used by SODA for learning the controllers.
• Chapter 4 describes the simulated robot and the two learning environment used in the
experiments in this dissertation, one a small test environment, the other large, real-
istic simulation of the floor of an office building. The chapter goes on to describe
the results of the feature learning phase of SODA in the two environments, showing
that the agent learns features representing the variety of possible perceptual situa-
tions in those environments, such as corridors and intersections at different relative
orientations to the robot.
• Chapter 5 describes experiments and results comparing learned trajectory-following
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and hill-climbing actions to hard-coded alternatives showing that learning the actions
as nested reinforcement learning problems makes them more efficient and reliable
while minimizing the amount of prior knowledge required.
• Chapter 6 presents experiments comparing SODA’s ability to learn long-range navi-
gation tasks to that of an agent using only low-level, primitive actions. SODA learns
much faster. In addition, this chapter analyzes the role of hill-climbing in SODA’s
high-level actions. When SODA uses a hill-climbing step at the end of each high-
level action, its actions are more reliable and the total task-diameter is lower than
when just using trajectory-following alone.
• Chapter 7 discusses SODA’s performance, strengths and weaknesses in more detail,
and as the role of SODA in the general Bootstrap Learning framework. In addition,
this chapter discusses a variety of possible future extensions to or extrapolations from
SODA, including (1) replacing SODA’s model-free reinforcement learning with some
form of learned predictive model, (2) bootstrapping up to a higher, topological, repre-
sentation, (3) improving SODA’s feature learning by using better distance metrics for
comparing sensory images. In addition, this section discusses the general role of prior
knowledge in the context of creating a “self-calibrating” robot learning algorithm.
• Chapter 8 summarizes the SODA architecture and the experimental results showing
the effectiveness of the SODA abstraction in reducing task diameter, and concludes
with a view of the relationship between SODA, bootstrap learning, and the general
enterprise of creating artificially intelligent agents.
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Chapter 2
Background and Related Work
The first section of this chapter provides background information on the main pieces of
prior work on which SODA is based: (1) the Spatial Semantic Hierarchy, (2) artificial re-
inforcement learning, including hierarchical reinforcement learning and (3) self-organizing
maps. The next sections, 2.2 and 2.3 discuss related work:
• Section 2.2 describes Bootstrap Learning, a philosophy for building agents that learn
world representations from primitive sensorimotor experience by first learning prim-
itive concepts and using those learned concepts to bootstrap the learning of higher-
level concepts.
• Section 2.3 discusses approaches for automatic feature construction or state abstrac-
tion in reinforcement learning, and relates these to SODA’s use of self-organizing
maps.
Finally, Section 2.4 looks at SODA vis-a-vis tabula rasa learning, and examines the as-
sumptions implicit in SODA’s architecture.
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2.1 The Building Blocks of SODA
SODA is built upon three major components of prior work: (1) The Spatial Semantic Hi-
erarchy is used as a framework for building agents that automatically learn navigate, as
discussed in Section 2.1.1; (2) artificial reinforcement learning, discussed in Section 2.1.2,
is a SODA agent’s method for learning how to act; (3) Self-Organizing Maps, described
in Section 2.1.3, are used by SODA to extract useful perceptual features from the agent’s
sensory input stream.
2.1.1 The Spatial Semantic Hierarchy (SSH)
The Spatial Semantic Hierarchy (Kuipers, 2000), a model of knowledge of large-scale space
used for navigation, provides part of the representational framework for SODA’s learning
problem. The SSH abstracts an agent’s continuous experience in the world into a discrete
topology through a hierarchy of levels with well-defined interfaces: the control level, the
causal level, the topological level, and the metrical level. SODA is founded on the control
and causal levels, which are described below. An possible extension of SODA based on
ideas from the topological level is described in Section 7.2.2.
The control and causal levels of SSH provide a framework for grounding the re-
inforcement learning interface in continuous sensorimotor experience. Specifically, the
control level of the SSH abstracts continuous sensory experience and motor control into
a set of discrete states and action defined by trajectory-following (TF) and hill-climbing
(HC) control laws. It defines the distinctive state as the principal subgoal for navigation. A
distinctive state is a stationary fixed point in the environment at the local maximum of a con-
tinuous, scalar perceptual feature, reachable (from within some local neighborhood) using
a hill-climbing control law that moves the robot up the gradient of the feature. The control
level also includes a set of trajectory-following control laws that carry the robot from one
distinctive state into the neighborhood of another. The causal level of the SSH represents
the sensorimotor interface in terms of discrete actions that carry the robot from one dis-
13
Figure 2.1: Continuous-to-Discrete Abstraction of Action In the SSH Control Level
(top), continuous action takes the form of hill-climbing control laws, that move the robot to
perceptually distinctive states, and trajectory-following control laws, that carry the robot
from one distinctive state into the neighborhood of another. In the Causal Level, the
trajectory-following/hill-climbing combination is abstracted to a discrete action, A, and
the perceptual experience at each distinctive state into views V 1 and V 2, forming a causal
schema 〈V 1|A|V 2〉. (Adapted from Kuipers (2000).)
tinctive state to another, and views that are a discrete abstraction of the robot’s continuous
perceptual state experienced at distinctive states.
The control level to causal level transition of the SSH provides a discrete state and
action model, well grounded in continuous sensorimotor interaction. This abstraction is
the means by which the learning agent will reduce its task diameter, by doing reinforce-
ment learning in the space of these large-scale abstract actions, rather than small-scale local
actions.
SODA builds on previous work by Pierce & Kuipers (1997) on learning the SSH
control level in a robot with a continuous sensorimotor interface, but little prior knowledge
of the nature of its sensors, effectors, and environment. In that work, the learning agent suc-
cessfully learned the structure of the robot’s sensorimotor apparatus and defined an abstract
14
interface to the robot suitable for low-level control. By observing correlations in sensor
values during action, the agent was able to group similarly behaving sensors together, sepa-
rating out, for example, a ring of range sensors from other sensors. Then, using a variety of
statistical and other data analysis techniques, the agent discovered the spatial arrangement
of the sensor groups. By computing sensory flow fields on the major sensor groups and
using principal component analysis (PCA), the agent defined an abstract motor interface,
represented by a basis set of orthogonal motor vectors u0, . . . ,un.
To define higher-level actions, the agent defined two kinds of control laws, homing
behaviors for hill-climbing and path-following behaviors for trajectory following. Each
kind of behavior was represented by a simple control template. Every control law is an
instantiation of one of those two templates, with the parameters set to minimize an error
criterion. The error criteria are defined in terms of a set of learned scalar perceptual features
Y , such as local maxima or minima over sensory images, defined through a set of feature
generators.
Each homing behavior is defined by a local state variable y ∈ Y , and is applicable
only when y is known to be controllable by a single motor basis vector uj . The homing
control template defines a one-dimensional proportional-integral controller that scales uj
as a function of y∗ − y, where y∗ is the target value for y. Each controller only operates
along one axis of the motor space, requiring the sensory and motor spaces to decompose in
closely corresponding ways.
Each path-following behavior is defined by a set of local state variables {y1, . . . , yn} ⊆
Y , and is applicable when all its local state variables can be held constant while applying
some uj (or its opposite) to move the robot. The path-following control template comprises
a constant application of uj plus a linear combination of the other motor basis vectors where
the linear coefficients are determined by proportional-integral or proportional-derivative
controllers designed to keep all yi within a target range.
These methods – sensor grouping and learning an abstract, low-level motor inter-
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face – allow the robot to learn continuous control with little prior knowledge, but are not
a suitable discrete sensorimotor abstraction for reinforcement learning. In particular the
feature discovery mechanism constructs a tree of heterogenous features of different types
and dimensionalities, and it is difficult to see how this variety of different kinds of percepts
could be used as input to an RL algorithm. Furthermore, the learned behaviors are limited
by their use of simple controller templates and their applicability only when a local state
variable can be controlled using a single component of the abstract motor interface.
SODA assumes an that the agent has discovered the primary sensor grouping and
learned the abstract motor interface using the methods above. SODA then augments this
system with a new feature generator that provides features that can be used both as local
state variables for continuous control, and as a discrete state abstraction for well understood
reinforcement learning algorithms. It also defines a new set of trajectory-following and hill-
climbing controllers based on these new features that are not subject to the limitations of
Pierce & Kuipers’ method.
2.1.2 Reinforcement Learning
Expanding the summary of reinforcement learning (RL) presented in the introduction, this
section introduces the basic concepts in reinforcement learning used by SODA. The mate-
rial below lays out the formal underpinnings of reinforcement learning in Markov Decision
processes (MDPs), describes the methods that SODA’s RL policies use to select exploratory
actions for learning, and describes the Sarsa learning algorithm, used by SODA. The section
goes on to discuss hierarchical extensions to reinforcement learning used by SODA.
Formal Framework of RL
The general formal framework for reinforcement learning is the Markov Decision Process
(MDP): Given a set of states S, a set of actions As applicable in each state s ∈ S, and a
reinforcement signal r, the task of a reinforcement learning system is to learn a policy, π :
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S ×A → [0, 1]. Given a state s ∈ S and an action a ∈ As, π(s, a) indicates the probability
of taking action a in state s. The optimal policy maximizes the expected discounted future
reward, as expressed in the value function of the state under that policy:
V π(s) = E
{
rt + γrt+1 + γ2rt+2 + · · · | st = s, π
}
, (2.1)
indicating the expected discounted sum of reward for future action subsequent to time t
assuming the state at time t is s, and actions are selected according to policy π. γ ∈ [0, 1] is
the discount rate parameter. When a predictive model of the environment is available, in the
form of the transition function T (st, at, st+1) = P (st+1|st, at) it is possible to derive the
policy for action from the value function by predicting what state will result from each of
the available actions, and setting the probabilities π(st, at) to maximize the expected value
of V (st+1).
When no model of the environment is available to provide the T function, it is
typical to collapse V and T into an intermediate function, the state-action-value function,
Qπ(s, a), giving the value of taking action a in state s under policy π:
Qπ(s, a) = E
{
rt + γrt+1 + γ2rt+2 + · · · | st = s, at = a, π
}
. (2.2)
The policy can be derived from Qπ through a number of methods, for example by always
selecting the action with the highest Q value. Therefore a large family of reinforcement
learning methods concentrate on learning estimates of one of these two functions, V or Q.
Methods for learning Q rely on the fact that the optimal policy Q∗ obeys the Bell-
man Equation:
Q∗(s, a) = R(s, a) + γ
∑
s′
P (s′|s, a) max
a′∈As
Q∗(s′, a′), (2.3)
where R(s, a) is the expected reward r resulting from taking action a in state s.
An iterative algorithm for approximating Q∗ via dynamic programming (DP) uses
an update operation based on the Bellman equation:
Qk+1 = R(s, a) + γ
∑
s′




Many methods exist that combine DP updating with Monte Carlo policy iteration to update
a policy π on-line such that Qπ provably converges to Q∗ under a handful of simplifying
assumptions. Sarsa, the method used by SODA, is one such method and is described in
more detail later in this section. The approximations necessary to apply these techniques in
robots with rich sensorimotor systems generally violate these simplifying assumptions, and
convergence proofs in these situations have thus far remained elusive. Nevertheless, these
techniques have been quite successful in real-world domains such as robotic soccer (Stone
& Veloso, 2000), albeit by manually incorporating a significant amount of prior knowledge
of the task.
In order to learn, these on-line algorithms need to choose at each step whether to
perform the action with the highest Q-value, or whether to choose some other, exploratory
action, in order to gain more information for learning. The most popular of these methods
are covered in the next section.
Exploration vs. Exploitation in RL
In reinforcement learning, agents attempt to learn their task while performing it, iteratively
improving performance as they learn. An agent in such a situation must decide when choos-
ing actions whether to explore in order to gain more information about its state-action space,
or exploit its current knowledge to attempt to immediately maximize future reward. The
typical way of dealing with this choice is for the agent’s policy to explore more early, and
gradually reduce exploration as time goes on. The two most popular main methods for
implementing this tradeoff, both used by SODA, are epsilon-greedy action selection, and
optimistic initialization.
In epsilon-greedy action selection, at each step the agent chooses a random ex-
ploratory action with probability ε, 0 < ε < 1, while with probability 1 − ε, the agent
chooses the greedy action, that it estimates will lead to the highest discounted future re-
ward, i.e. arg maxa∈As Q(s, a). Learning begins with a high value for ε that is annealed
18
toward zero or some small value as learning continues.
Optimistic initialization refers to initializing the estimates of Q with higher-than-
expected values. As the agent learns, the estimates will be adjusted downward toward the
actual values. This way greedy action selection biases the agent to seek out regions of the
state space or state-action space that have not been visited as frequently. It is possible to
combine optimistic initialization with ε-greedy action selection in a single agent.
Episodic vs. Continual RL Tasks
Some reinforcement learning problems terminate after some period of time, and are charac-
terized as episodic. Others continue indefinitely and are called continual (or non-episodic).
Trajectory-following and hill-climbing in the SSH are examples of episodic tasks, since
each continues for a finite period of time, while large scale-robot navigation using TF and
HC actions may be either continual or episodic, depending on the task.
Episodic tasks have a terminal state in which action stops and the agent receives its
“final reward” (for that episode). Non-episodic tasks, on the other hand, have no terminal
state, and the agent continues to act indefinitely. The learning problem in episodic tasks
is usually to maximize the total reward per episode, so it is not necessary to discount the
reward and γ = 1.0. In continual tasks, reward will accumulate indefinitely, so it is neces-
sary to discount future reward with 0 < γ < 1. Generally speaking, episodic tasks can be
solved with either on-line or off-line methods, while continual tasks must be solved on-line.
Depending on the nature of the task, however, it may be possible for an agent in a continual
task to stop acting and “sleep” periodically in order to learn off-line.
The experimental navigation tasks used to test SODA in Chapter 6 are all episodic.
However, SODA could just as easily be applied to continual navigation, for example in a
delivery robot that must continually make rounds of a large building.
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The Sarsa(λ) Algorithm
The feature and action construction methods in SODA are intended to be independent of
the specific reinforcement learning algorithm used. The experiments in this thesis uses
Sarsa(λ), described by Sutton & Barto (1998). Sarsa was chosen because it is simple and
well understood. Also, Sarsa has good performance when used with function approximation
– a necessity when using RL in robots. Some other methods, like Q-learning (Watkins
& Dayan, 1992), are known to diverge from the optimal policy when used with function
approximation (Baird, 1995).
‘Sarsa’ is an acronym for State, Action, Reward, State, Action; each Sarsa update
uses the states and actions from time t and the reward, state, and action from time t + 1,
usually denoted by the tuple: 〈st, at, rt+1, st+1, at+1〉. In the simplest form, Sarsa modifies
the state-value estimate Q(s, a) as follows:
Q(st, at)← Q(st, at) + α [rt+1 + γQ(st+1, at+1)−Q(st, at)] . (2.5)
This rule updates the current Q value by a fraction of the reward after action at plus the
temporal difference of the discounted reward predicted from the next state-action pair,
Q(st+1, at+1), and the current estimate of Q(st, at). The parameter 0 < α < 1 is a
learning rate that controls how much of this value is used. The parameter 0 < γ ≤ 1 is the
discount factor. For episodic tasks that ultimately reach a terminating state, γ = 1 is used,
allowing Q(s, a) to approach an estimate of the remaining reward for the episode.
For faster learning, Sarsa(λ) performs multiple-step backups by keeping a scalar
eligibility trace, e(s, a), for each state action pair, that tracks how recently action a was
taken in state s — i.e., how “eligible” it is to recieve a backup. Using this information the
algorithm updates the estimates of the value function for many recent state-action pairs on
each step, rather than just updating the estimate for the most recent pair. When a step is
taken, each eligibility trace is decayed according to a parameter 0 ≤ λ < 1:
∀s, a : e(s, a)← λe(s, a), (2.6)
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Then the eligibility trace for the most recent state and action is updated:
e(st, at)← 1. (2.7)
Finally the Q table is updated according to the eligibility trace:
∀s, a : Q(s, a)← Q(s, a) + e(s, a) α [rt+1 + γQ(st+1, at+1)−Q(st, at)] . (2.8)
This method can speed up learning by a large margin, backing up the reward estimates to
recently experienced state-action pairs, rather than just the most recent. (Note that when
λ = 0 the eligibility trace is zero for all but the most recent state-action pair, and the update
rule in Equation 2.8 reduces to the one step update in Equation 2.5.) Sarsa(λ)’s simplicity
and known convergence properties make it a good choice for use in SODA.
Hierarchical Reinforcement Learning and Options
Reinforcement learning methods that maintain a single, flat, policy struggle on high-diameter
problems. To address this failing, much recent work has gone into extending the paradigm
to learn a task as a decomposition of subtasks, or by using other forms of temporal ab-
straction. Originally this work assumed a task that had been decomposed by a human, and
concentrated on policy learning. More recently, however, work has gone into agents that
automatically discover a useful task decomposition or temporal abstraction.
The most widely-used formalism for representing hierarchical task decomposition
in reinforcement learning is the semi-Markov decision process (SMDP). SMDPs extend
MDPs by allowing actions with variable temporal extent, that may themselves be imple-
mented as SMDPs or MDPs, executed as “subroutines.” Such processes are “semi-Markov”
because the choice of primitive actions (at the lowest level of the decomposition) depends
not only on the environmental state, but also on the internal state of the agent, as manifest
in the choice of higher-level actions.
There are three major learning systems and frameworks based on SMDPs: Options
(Precup, 2000; Sutton, Precup, & Singh, 1999), MAXQ value function decomposition (Di-
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etterich, 2000), and Hierarchies of Abstract Machines (HAMs; Parr & Russel, 1997; Andre
& Russell, 2001) . These methods derive much of their power from the fact that short
policies are easier to learn than long policies, because the search space is smaller. Using
this knowledge they structure a long task as a short sequence of extended subtasks, that
may themselves be compositions of lower-level subtasks. In other words, all these methods
attempt to reduce the diameter of high-diameter tasks.
SODA’s abstraction is built on Options, because its formalism provides a conve-
nient framework for specifying trajectory-following and hill-climbing actions. In addition,
hand-specified Options have been successfully used in real-world robotics tasks. For ex-
ample, Stone & Sutton (2001) used the options framework in the complex task of robot
soccer. Finally Options has been the most successful framework for automatic discovery
of high-level actions. MAXQ and HAMs have primarily been used as a means by which
a human can specify a useful set of subtasks for learning. The rest of this section presents
the Options framework in more detail, and describes some existing methods for automatic
Option discovery.
The options formalism extends the standard reinforcement learning paradigm with
a set of temporally-extended actions O, called options. Each option oi in O is a tuple
〈Ii, πi, βi〉, where the input set, Ii ⊆ S, is the set of states where the option may be
executed, the policy, πi : S×A → [0, 1], determines the probability of selecting a particular
action in a particular state while the option is executing, and the termination condition,
βi : S → [0, 1], indicates the probability that the option will terminate in any particular
state. For uniformity, primitive actions are formalized as options so each SMDP’s policy
chooses among options only. Each primitive action a ∈ A can be seen as an option whose
input set I is the set of states where the action is applicable, whose policy π always chooses
a, and whose termination condition β always returns 1. In cases where the set of actions is
very large (or continuous) it is often desirable to allow each option to act only over a limited
set of actions Ai, such that πi : S ×Ai → [0, 1]. In addition, most work in options focuses
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on cases where the option policies are themselves learned using reinforcement learning
— although this is not strictly necessary within the formalism. In this case, it is often
useful to augment the option with a pseudo-reward function Ri, different from the MDP’s
reward function, to specify the subtask that the option is to accomplish. SODA’s trajectory-
following and hill-climbing actions are defined and learned as options. Sections 3.3 and
3.4.2 define Ii, πi, βi, Ri, and Ai for SODA’s TF and HC options.
To learn a policy for selecting options to execute, the Sarsa(λ) algorithm reviewed in
Section 2.1.2 must be slightly modified to accommodate options (Precup, 2000). Assume an
option ot is executed at time t, and takes τ steps to complete. Define ρt+τ as the cumulative,





Using this value, the one-step update rule (Equation 2.5) is modified as follows:
Q(st, ot)← Q(st, ot) + α [ρt+τ + γτQ(st+τ , ot+τ )−Q(st, ot)] . (2.10)
For Sarsa(λ), the multi-step update rule (Equation 2.8) is modified analogously. The eligi-
bility trace now tracks state-option pairs, e(s, o), and is updated upon option selection.
Note that for one-step options, these modifications reduce to the original Sarsa(λ)
equations. Also, when γ = 1, as is often true in episodic tasks, the reward ρ is simply
the total reward accumulated over the course of executing the option, and the update rule
is again essentially the same as the original, if the reward r in the original rule is taken to
mean the reward accumulated since the last action.
Work is ongoing to refine and extend the options framework, including sharing
information for learning between options (Sutton, Precup, & Singh, 1998) and using the task
decomposition to improve state abstraction (Jonsson & Barto, 2000). Although much early
work on options has assumed an a priori task decomposition, more recent work has focused
on discovering a useful set of options from interaction with the environment. This and other
work on automatic discovery of hierarchical actions is reviewed in the next section.
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Automatic Hierarchy Discovery
Manually decomposing a task into subtasks is a means of using prior knowledge to shrink
the effective diameter of a high-diameter task. One of the goals of SODA is an agent that
learns to reduce the diameter of its task without such prior knowledge.
Some work has been done on automatically learning a task hierarchy for this pur-
pose. Nested Q-Learning (Digney, 1996, 1998) builds a hierarchy of behaviors imple-
mented as learned sub-controllers similar to options (Section 2.1.2). It operates either by
proposing every discrete feature value as a subgoal and learning a controller for each, or
proposing as subgoals those states that are frequently visited or that have a steep reward
gradient. The former method can only be tractable with a relatively small set of discrete
features. Digney intended the latter version to be tractable with larger feature sets, although
it was only tested in a very small, discrete grid-world.
The work of McGovern & Barto (2001) and McGovern (2002) is similar in many
respects to the work of Digney. States are selected as subgoals using a statistic called “di-
verse density” to discover states that occur more frequently in successful trials of a behavior
than in unsuccessful trials, and new options are created to achieve these states as subgoals.
This method differs from Nested Q-Learning in that it is able to use negative evidence (that
a state is not on the path to the goal, and thus not likely to be a subgoal). To do this,
however, it requires that experiences be separated into “successful,” and “failed” episodes,
which seems to eliminate its use in non-episodic tasks. Furthermore, it requires the use
of a hand-crafted, task-specific “static filter” to filter out spurious subgoals. In testing on
2-room and 4-room grid-worlds with narrow doorways connecting the rooms, this method
correctly identified the doorways between the rooms as subgoals.
Building on the work of McGovern & Barto, Şimşek et al have developed two new
ways of discovering useful options. The first method uses a new statistic called relative
novelty (Şimşek & Barto, 2004) to discover states through which the agent must pass in
order to reach other parts of the state space. The method then proposes these access states
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as subgoals and constructs options for reaching them. The second method uses local graph
partitioning (Şimşek, Wolfe, & Barto, 2005) to identify states that lie between densely
connected regions of the state space, and proposes those states as subgoals.
SODA is similar to these methods in that it also learns a task decomposition, but it
does so by abstracting the agent’s continuous sensorimotor experience into a set of discrete,
perceptually distinctive states and actions to carry the robot between these states. In con-
trast, the option-discovery methods above assume a discrete state abstraction, and attempt
to find a smaller set of states that act as useful subgoals and learn new subtask policies
that carry the robot to these states. In each case, the agent’s task then decomposes into a
sequence of higher-level, temporally extended actions that decrease the effective diameter
of the task. SODA’s hill-climbing actions are similar to these sub-goal options in that they
attempt to reach a distinctive state as a sub-goal. SODA differs in that hill-climbing options
are quite local in their scope, and trajectory-following options are the means of carrying the
robot from one distinctive state into the local neighborhood of another. Trajectory-following
(which is formulated as an option in Section 3.3) is different from sub-goal options: Its pur-
pose is to make progress on a given trajectory for as long as possible, rather than to achieve a
termination condition as quickly as possible. In this way trajectory-following defines a new
kind of option that is the dual of traditional sub-goal-based options. For very large diameter
tasks, it may be necessary to add more layers of features and actions to further reduce the
diameter. The methods above may be directly useful for bootstrapping to even higher levels
of abstraction. One possible method of identifying and constructing higher-level options on
top of SODA is proposed in Section 7.2.2.
To summarize, SODA uses reinforcement to learn policies for trajectory-following
and hill-climbing actions, as well as for high-diameter navigation tasks using those actions.
The agent’s action set includes high-level actions as described above in Section 2.1.1, that
are defined as Options using hierarchical reinforcement learning, and the state representa-
tion is learned using a self-organizing map, described in the next section.
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2.1.3 Self-Organizing Maps (SOMs)
The unsupervised feature learning algorithm used in SODA is the Self-Organizing Map
(SOM; Kohonen, 1995). The self-organizing map has been a popular method of learning
perceptual features or state representations in general robotics, as well as world modeling
for navigation (Martinetz, Ritter, & Schulten, 1990; Duckett & Nehmzow, 2000; Nehm-
zow & Smithers, 1991; Nehmzow, Smithers, & Hallam, 1991; Provost, Beeson, & Kuipers,
2001; Kroöse & Eecen, 1994; Zimmer, 1996; Toussaint, 2004). Many of these systems,
however, provide some form of prior knowledge or external state information to the agent,
and none attempt to build higher level actions to reduce the task diameter. The first part of
this section presents the basic SOM learning method in the context of the standard “Koho-
nen Map” SOM algorithm, and details the reasons why SOMs are well suited for feature
learning in SODA. The second part describes the Growing Neural Gas (GNG) SOM algo-
rithm, and the Homeostatic-GNG variant developed for use with SODA.
The Standard Kohonen SOM
A standard SOM consists of a set of units or cells arranged in a lattice.1 The SOM takes
a continuous-valued vector x as input and returns one of its units as the output. Each unit
has a weight vector wi of the same dimension as the input. On the presentation of an
input, each weight vector is compared with the input vector and a winner is selected as
arg mini ‖x−wi‖.
In training, the weight vectors in the SOM are initialized to random values. When
an input vector xt is presented, each unit’s weights are adjusted to move it closer to the
input vector by some fraction of the distance between the input and the weights according
to
wi ← wi + ηtNt(i)(xt −wi), (2.11)
where ww is the winning unit’s weight vector and 0 < ηt < 1 is the learning rate at time
1The lattice is often, but not necessarily, a 2D rectangular grid.
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Figure 2.2: Example 5x5 Self-Organizing Map A SOM learning a representation of a
high-dimensional, continuous state space. In training, each sensor image is compared with
the weight vector of each cell, and the weights are adapted so that over time each cell
responds to a different portion of the input space. [Figure adapted from (Miikkulainen,
1990)]
t, and Nt : N → [0, 1] is the neighborhood function at time t. The neighborhood function
returns 1 if i is the winning unit, and decreases with the distance of unit i from the win-
ner in the SOM lattice, eventually decreasing to zero for units “outside the neighborhood”
(Figure 2.2).
Training begins with initially large values for both the learning rate and the neigh-
borhood size. As training proceeds, the learning rate and neighborhood are gradually an-
nealed to very small values. As a result, early training orients the map to cover the gross
topology of the input space, and as the parameters are annealed, finer grained structure of
the input space emerges.
Self-organizing maps have several properties that lend themselves well to our fea-
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ture learning task:
• Data- and sensor-generality. Because they operate on any input that can be expressed
in the form of a vector, they are not specific to any particular kinds of sensor or en-
vironment, making them especially well suited to learning with an unknown sensori-
motor system.
• Clustering with topology preservation. SOMs partition the input space into a set
of clusters that tends to preserve the topology of the original input space in reduced
dimensions. Thus features near one another in the SOM will be similar to one another.
This property can be exploited to speed up reinforcement learning when a SOM is
used to represent the state space (Smith, 2002).
• Incremental training. A SOM can be trained incrementally, with training vectors pre-
sented on-line as they are received during robot exploration. As training progresses
the SOM first organizes into a rough, general approximation of the input space that
is progressively refined. This property coincides well with the on-line nature of most
reinforcement learning algorithms, and enables the agent to learn its policy concur-
rently with learning its state representation (Smith, 2002).
• Adapting to the input distribution. Unlike a priori fixed discretizations, SOMs con-
centrate their units in areas of the perceptual space where the input is distributed. Fur-
thermore, the Growing Neural Gas (GNG) a modified SOM algorithms used in SODA
(described below) is good at following non-stationary input distributions (Fritzke,
1997), making it easier for the robot to learn incrementally as it performs its explores
its environment, without needing store training data and present it in batch. In some
cases, this allows the agent to learn task policies with Sarsa while training the SOM
concurrently.
In SODA, a SOM is used to learn a set of perceptual features from the sensory input.
The features have three complementary roles. First, the units are used as discrete perceptual
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categories that form the state space for the reinforcement learning algorithm that chooses
high-level actions. Second, the continuous activation values on the SOM are used by the
agent to define closed-loop hill-climbing and trajectory-following control laws with which
to construct high-level actions. Specifically, the agent hill-climbs to perceptually distinctive
states, each defined by the local maxima of activation on a SOM unit, and trajectory-follows
so as to make progress while maintaining the activation of the current SOM unit. Third, the
sorted list of the n closest units to the current input forms the Topn state representation,
described in Section 3.2, which is used when learning hill-climbing and trajectory-following
using reinforcement learning.
The Growing Neural Gas Algorithm
The SOM implementation used by SODA is based on a variant on the standard SOM algo-
rithm called the Growing Neural Gas (GNG; Fritzke, 1995). The GNG begins with a small
set of units and inserts new units incrementally to minimize distortion error (the error be-
tween the input, and the winning unit in the network). The GNG is able to continue learning
indefinitely, adapting to changing input distributions. This property makes the GNG espe-
cially suitable for robot learning, since a robot experiences its world sequentially, and may
experience entirely new regions of the input space after an indeterminate period of explo-
ration. In addition, the GNG is not constrained by the pre-specified topology of the SOM
lattice. It learns its own topology in response to experience with the domain. An abbreviated
description of the GNG algorithm follows.
• Begin with two units, randomly placed in the input space.
• Upon presentation of an input vector x:
1. Select the two closest units to x, denoted as w1 and w2 with weight vectors q1
and q2, respectively. If these units are not already connected in the topology,
add a connection between them.
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Figure 2.3: A Growing Neural Gas (GNG) Network An Example GNG network adapting
to model an input distribution with 1-dimensional, 2-dimensional, and 3-dimensional parts.
The GNG network has several properties that make it a potential improvement over typical
SOMs for our feature learning problem: It requires no prior assumptions about the dimen-
sionality of the task, it can continue to grow and adapt indefinitely. The Homeostatic-GNG
developed for SODA regulates its growth in order to maintain a fixed value of cumulative
error between the input and the winning units. Figure adapted from Fritzke (1995)
2. Move q1 toward x by a fraction of the distance between them. Move the weights
of all the topological neighbors of w1 toward x by a smaller fraction of the
respective distances.
3. Increment the age aw1j of all edges j emanating from w1.
4. Set the age aw1w2 of the edge between w1 and w2 to 0.
5. Remove any edges ij for which aij > amax. If this results in any units with no
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edges emanating from them, remove those units as well.
6. Add the squared error ||x− q1||2 to an accumulator ew1 associated with w1.
7. Decay the accumulated error of all nodes by a fraction of their values: ∀i : ei ←
ei +−βei, where 0 < β < 1.
• Periodically, every λ inputs, add a unit by selecting the existing unit with the greatest
accumulated error and the unit among its topological neighbors with the most accu-
mulated error; between these two units add a new unit whose weight vector is the
average of the two selected units. Connect the new unit to the two selected units, and
delete the original connection between the two.
The original GNG algorithm adds units until the network reaches some fixed criterion
such as a maximum number of units. SODA uses a new, slightly modified algorithm,
Homeostatic-GNG, that has no fixed stopping criterion, but rather only adds units if the
average discounted cumulative error over the network is greater than a given threshold. Ev-
ery λ inputs, the Homeostatic-GNG checks the condition ē > eτ , where eτ is the error
threshold. If the condition is true, and the error is over threshold, a unit is added, other-
wise none is added. Homeostatic-GNG was first published as Equilibrium-GNG (Provost,
Kuipers, & Miikkulainen, 2006).
Given a stationary input distribution, an Homeostatic-GNG will grow until reaching
an equilibrium between the rate of accumulation of error (per unit) and the rate of decay.
If the distribution changes to cover a new part of input space, the error accumulated in the
network will increase above the threshold, and the network will grow again in the region
nearest the new inputs.
To summarize, SODA uses a variant self-organizing map algorithm, Homeostatic-
GNG network, to learn a set of prototypical sensory images that form the perceptual basis
of the abstraction. Homeostatic-GNG is well suited for this task because it can be trained
incrementally, covering the changing input distribution as the robot explores, and because
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it does not require a fixed specification of the number of features to learn, instead adjusting
the number of features to maintain a prespecified level of discounted cumulative error.
This section described SODA’s foundations in the Spatial Semantic Hierarchy, re-
inforcement learning, and self-organizing maps. The remainder of this chapter discusses a
variety of related work in bootstrap learning, hierarhical reinforcement learning, and auto-
matic feature construction for reinforcement learning.
2.2 Bootstrap Learning
Most robot learning architectures endow the agent with significant amounts of prior knowl-
edge of the robot, environment, and task. As mentioned in Section 1.4, SODA is an instance
of a “bootstrap learning” algorithm (Kuipers et al., 2006). Agents using bootstrap learning
algorithms build representations of their world progressively from the bottom up, by first
learning simple concepts and then using those as building blocks for more complex con-
cepts. These kinds of algorithms can be classified into two broad classes: homogeneous
and heterogeneous.
Homogeneous bootstrap learning methods use the same learning method or set of
methods at every level of learning, positing a single, uniform learning algorithm to ac-
count for agent learning from raw pixels and motor commands all the way up to high-level
behavior. Drescher’s Schema Mechanism, described in Section 2.2.1, and Chaput’s Con-
structivist Learning Architecture (Section 2.2.2) are two such methods. Heterogeneous
bootstrap learning methods, on the other hand, use different algorithms as needed for dif-
ferent levels of behavior. Human research determines hierarchy of methods and interfaces,
within levels agents learn representations autonomously. Heterogeneous bootstrap learning
methods are generally directed at learning specific kinds of agent knowledge rather than the
whole scope of high-level behavior. In addition, they often assume the existence of some
lower-level knowledge that has already been learned. As a result of this presumption, those
methods can themselves be seen as building blocks in a larger bootstrap learning process
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that knits together the individual methods. Heterogeneous bootstrap learning methods in-
clude the work of Pierce & Kuipers, SODA, the place recognition system of Kuipers &
Beeson (2002), and OPAL (Modayil & Kuipers, 2006, 2004). Pierce and Kuipers’ work is
described in Section 2.1.1; Kuipers and Beeson’s place detection and Modayil’s OPAL are
described in Sections 2.2.3 and 2.2.4.
2.2.1 Drescher’s Schema System
The Schema System (Drescher, 1991) uses a constructivist, Piagetian model of child devel-
opment as a framework for an intelligent agent that learns to understand and act in its world
with no prior knowledge of the meaning of its sensors and effectors. It was not applied to
realistic robots, but was only tested in a very small discrete grid world. The Schema Sys-
tem does not use reinforcement learning, but instead explores its world attempting to find
reliable context-action-result schemas. It assumes a primitive set of discrete, propositional
features and discrete, short-range actions. High-level perceptual features are represented as
propositional conjuncts, generated by exhaustively pairing existing features, or their nega-
tions, and testing the resulting conjuncts to see if they can be reliably achieved through
action. High-level actions are created by chaining together sequences of primitive actions
that reliably activate some high level feature.
One especially interesting feature of its representation is what Drescher calls the
synthetic item. Each schema has a synthetic item representing the hidden state of the world
that would make that schema reliable. For example, the schema for moving the hand to
position-X and then feeling something touching the hand would have a synthetic item that
could be interpreted as the proposition that there is an object at position-X. Drescher defined
heuristics for when the agent would “turn on” synthetic items. For example, after a schema
had successfully executed, its synthetic item would stay on for some period of time. He
also proposed that artificial neural networks might be used to learn when to turn them on
and off.
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The Schema System was tested in a simulated “micro-world,” i.e. a small, discrete
two dimensional world with a hand that can touch and grasp “objects,” a simple visual
system with foveation, and a few other sensors and effectors. Even in this simple world,
the number of combinations of propositions to search through is extremely large. Given
that Drescher’s implementation was unable to scale up to the full micro-world even using
a Connection Machine, it is inconceivable that the system as implemented would scale to
modern physical robots with rich, continuous sensorimotor systems, and there’s no evidence
that any attempt at such a system has been made (but see Section 2.2.2 for an alternative
implementation in the same simulated world).
One of the main contributions of the Schema System is the idea that an agent with
practically no prior knowledge can learn to understand itself and its world through a bottom-
up, constructive search through the space of causal schemas, using ideas from developmen-
tal psychology both to provide a representational framework, and a set of heuristics for
agent behavior to guide the search. Another contribution, embodied in the synthetic items,
is the idea that, through a kind of informal abductive process, the agent can begin to form a
representation of the latent concepts that explain its sensorimotor experience.
However, unlike the Schema System, SODA explicitly concentrates on learning in
a continuous world, developing a useful continuous-to-discrete abstraction that improves
learning. Using this abstraction, SODA uses reinforcement learning to learn to perform
tasks, rather than just learning a model of the world.
2.2.2 Constructivist Learning Architecture
The Constructivist Learning Architecture (CLA; Chaput, 2004, 2001; Chaput & Cohen,
2001; Cohen, Chaput, & Cashon, 2002) is another computational model of child develop-
ment that uses SOMs (Section 2.1.3) as its feature representation, and constructs high-level
features by using higher level SOMs that learn the correlations of features on two or more
lower-level SOMs. The architecture has been used successfully to model development of
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infants’ perception of causation, and other child developmental processes. It also success-
fully replicates Drescher’s results from the Schema System operating in the micro-world
(Chaput, Kuipers, & Miikkulainen, 2003). In addition, it has been used to implement a
learning robot controller for a simple foraging task in a simulated robot.
Part of the power of CLA is that it recognizes that an agent’s actual sensorimotor
experience is a very small subset of the set of experiences that can be represented in its
sensorimotor system, and it uses data-driven, unsupervised, competitive learning in SOMs
to focus the search for high-level features and actions on the regions of the state space in
which the agent’s sensorimotor experience resides. The rest of the power comes from its
hierarchical structure, and the fact that it explicitly uses the factored and compositional
structure of high-level percepts and actions. That is, high-level features are a small subset
of the set of possible combinations of lower-level features, that are a small subset of combi-
nations of still lower-level features, continuing on down to the primitive features. Assuming
this kind of structure, CLA can further focus the search by first learning the lowest level of
features, then conducting the search for higher level features in the reduced space formed
by combining the existing lower level feature sets.
Like the Schema System, CLA does not explicitly address the continuous-to-discrete
abstraction, but merely assumes that such an abstraction exists, whereas SODA explic-
itly deals with learning such an abstraction. SODA, however, learns features with a sin-
gle, monolithic SOM on one large sensor group. Extending SODA to learn a factored
continuous-to-discrete abstraction using techniques from CLA is an interesting direction
for future work that is discussed in Section 7.3.
2.2.3 Bootstrap Learning for Place Recognition
Kuipers and Beeson’s (2002) bootstrap learning system for place recognition uses unsu-
pervised clustering on sensory images, and the topology abduction methods of the Spatial
Semantic Hierarchy to bootstrap training data for a supervised learning algorithm that learns
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to recognize places directly from their sensory images.
The method assumes that a major sensor group has been provided or found through
a grouping method like that of Pierce & Kuipers (1997). It also assumes an existing set of
TF and HC control-laws such as those learned by SODA. Using these control laws the agent
moves through the environment, from one distinctive state to another, collecting sensor
images from distinctive states. The agent then clusters the set of sensor images into a set
of views, choosing a number of clusters small enough to ensure that there is no image
variability within a distinctive state (i.e., every distinctive state has the same view), but
assuming that such a small set of clusters will create perceptual aliasing (i.e. more than
one state has the same view). The algorithm then uses an expensive exploration procedure
combined with the SSH’s topology abduction to produce a set of sensory images associated
with their correct place labels. These data are then used to train a supervised learning
algorithm (k-nearest neighbor) to immediately recognize places from their sensory images,
without any exploration or topology abduction.
2.2.4 Learning an Object Ontology with OPAL
The Object Perception and Action Learning (OPAL) (Modayil & Kuipers, 2004, 2006), as-
sumes the existence of a method for constructing an occupancy-grid representation of the
world from range data, and uses a hierarchy of clustering and action learning methods to
progressively distinguish dynamic objects from the static background, track the objects as
they move, register various views of the same object into a coherent object model, classify
new instances of objects based on existing object models, and learn the actions that can be
performed on different classes of objects. Each one of these steps builds on the represen-
tations learned in the one below it, forming a multi-layer bootstrap learning system for an
object and action ontology.
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2.2.5 Other methods of temporal abstraction
Ring (1994, 1997), developed two methods for temporal abstraction in reinforcement learn-
ing, neither one based on SMDPs. The focus of both methods, however, was on reinforce-
ment learning in non-Markov problems. By using temporal abstraction, he was able to
develop reinforcement learning methods to work on k-Markov problems, that is, problems
in which the the next state is dependent only on the current state and some finite k immedi-
ately previous states.
Ring’s first method, Behavior Nets (Ring, 1994) measured how often temporally
successive actions co-occur. This data was used to chain together actions that frequently
occur in sequence to form new, ballistic “macro actions”; these actions are added to the
agent’s repertoire of available actions, and also are available for further chaining. These
new actions are similar in some respects to the compound actions in Drescher’s Schema
System (Section 2.2.1); however, Drescher’s compound actions form trees of connected
schemas that converge upon some goal state, while Behavior Nets form single chains and
are not goal-directed. Although this work was addressed to the problem of non-Markov
reinforcement learning, it is possible that such macros may be useful in high-diameter rein-
forcement learning problems as well. However, as shown in Chapter 5, open-loop behaviors
such as these are less effective in physical robots with noisy motor systems, and closed loop
methods are preferred for usable high-level actions.
Ring’s second method, Temporal Transition Hierarchies (Ring, 1994, 1997), does
not create new actions. Rather, it builds a hierarchy of units that encode into the current state
representation information from progressively more distant time steps in the past, forming
a kind of task-specific memory. The agents’ policy function is implemented as a neural
network with a single layer of weights mapping from the state representation to the primi-
tive actions. The state representation initially consists only of units representing primitive
perceptual features, such as walls bordering each side of a cell in a grid-world. As the agent
learns, it monitors the changes in the weights of the network, and identifies weights that
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are not converging on fixed values. When it identifies such a weight wij , it adds a new unit
that takes input from the previous time step. The output of this new unit is used to dynami-
cally modify the value of weight wij based on the previous state. Each new unit’s weights
are likewise monitored, and the system progressively creates a cascading hierarchy of units
looking further back in time. This method, combined with Q-Learning for learning state-
action value functions forms the CHILD algorithm for continual learning (Ring, 1997).
CHILD is a very effective means of dealing with partially observable environments, i.e.,
environments in which many places produce the same perceptual view. Possible extensions
of SODA to such environments, including the use of CHILD, are discussed in Section 7.1.
2.3 Automatic Feature Construction for Reinforcement Learn-
ing
Tabular value-function reinforcement learning methods cannot learn in large discrete state
spaces without some mapping of the continuous space into a discrete space. Furthermore,
even large discrete spaces make learning difficult, because each state, or state-action pair,
must be visited in order to learn the value function (Sutton & Barto, 1998, Ch. 8). To
deal with this it is necessary to extract or construct features from the sensory vector that
provide a usable state abstraction from which the agent can learn a policy. Many times the
state abstraction is constructed by hand and given a priori, as with a popular method called
tile coding (also called CMAC; Sutton & Barto, 1998, Sec. 8.3.2). Unlike these methods,
SODA’s GNG network learns a state abstraction from input. Two other methods that learn




The U-Tree algorithm (McCallum, 1995) progressively learns a state abstraction in the form
of a decision tree that takes as input vectors from a large space of discrete, nominal features
and splits the space on the values of specific features, forming a partitioning of the state
space at the leaves of the tree. Splits are selected using a statistical test of utility, making
distinctions only where necessary to improve the Q function. In addition, the algorithm
considers not only the current state, but the recent history of states when making splits,
allowing it to act as a compact state memory in k-Markov problems.
U-Tree’s principal demonstration was in a simulated highway driving task with a
state vector of 8 features having from 2 to 6 possible discrete, nominal values, for a total
of 2592 total perceptual states and much of the state hidden. The individual features and
actions were related to a set of visual routines coded into the agent that encapsulated a
great deal of prior task knowledge. For example, one feature indicates whether object in the
current gaze is a car, road, or road shoulder. The algorithm eventually discovered a state
abstraction with fewer than 150 states within which it could perform the task.
It is unclear from this experiment how U-Tree would perform using as input, for
example, a raw laser rangefinder vector with approximately 500180 perceptual states. Nev-
ertheless, U-tree could potentially be useful once an initial discrete interface to the robot
has been learned. The possibility of replacing Sarsa in SODA with U-Tree or other methods
is discussed in Section 7.1.
In addition, supervised learning algorithms that learn decision trees for classifica-
tion problems can discover and use thresholds for splitting continuous-valued attributes
(Mitchell, 1997). It may be possible to implement similar continuous attribute splitting
to apply U-Tree to continuous state spaces, but there are problems with any method that
abstracts a continuous space simply by partitioning it. MDP-based reinforcement learning
methods assume that the environment obeys the Markov property – that there is no percep-
tual aliasing – but partition-based state abstractions automatically alias all states within a
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partition. If the size of the action is not well matched to the granularity of the state parti-
tioning, action can be highly uncertain, since it is impossible to know whether executing an
action will keep the robot within the same perceptual state or carry it across the boundary
into a new state. Furthermore, even if the scale of the actions is large enough to always
move the robot into a new perceptual state, small amounts of positional variation, espe-
cially in orientation or other angular measurements, can often lead to large differences in
the outcome of actions. Although SODA partitions the input space using a SOM, it de-
fines high-level actions that operate within the perceptual partition (neighborhood) defined
by a single SOM unit. SODA reduces the positional uncertainty induced by the SOM by
hill-climbing to perceptually distinctive states within each perceptual neighborhood.
2.3.2 Backpropagation
One popular non-tabular method of value-function approximation in reinforcement learning
is training a feed-forward neural network using backpropagation to approximate the Q or V
functions. While not explicitly a method of feature construction, backpropagation networks
implicitly learn an intermediate representation of their input in their hidden layer, and thus
can be said to be performing a form of state abstraction.
Unfortunately, these features are typically not accessible in a form that allows easy
reuse of the features for other purposes, such as for further bootstrap learning. Typically
these features are encoded in distributed activation patterns across the hidden units in such
a way that understanding the encoded features requires further analysis using methods like
clustering and principal component analysis on the hidden unit activations. Given this diffi-
culty, it is not clear what benefit the backprop hidden layer provides over doing the similar
analyses on the original inputs.
Moreover, even these networks often require substantial manual engineering of the
input features to work successfully. For example, TD-Gammon (Tesauro, 1995) is often
cited as an example of a reinforcement learning method that used a backpropagation net-
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work to learn to play grandmaster-level backgammon by playing games against itself. How-
ever, TD-Gammon incorporated significant prior knowledge of backgammon into its input
representation (Pollack & Blair, 1997; Sutton & Barto, 1998) before any backpropagation
learning took place.
Finally, unlike state abstraction using linear function approximators like tile coding,
some of which are proven to converge near the optimal policy (Gordon, 2000), backpropa-
gation is non-linear, and no such convergence proofs exist for it.
2.4 SODA and Tabula Rasa Learning
Although one of SODA’s goals is to minimize the need for human prior knowledge in the
learning process, it must be acknowledged that there is no truly tabula rasa learning, and
SODA is not entirely free of prior knowledge. This prior knowledge can be divided into
three basic categories: (1) general learning methods, (2) domain-specific knowledge as-
sumed to come from a lower-level bootstrap learning process, and (3) the parameter settings
of SODA’s constituent learning methods.
First, SODA contains prior knowledge of a variety of general learning methods and
representations, specifically those described in Section 2.1: the SSH, Homeostatic-GNG,
Sarsa(λ), and Options. These methods embed in them assumptions about the nature of the
world:
• that the world is generally continuous and the agent travels through it on a connected
path,
• that high-dimensional sensory input is distributed in a way that can be modeled use-
fully by a topological graph structure like the GNG,
• that the spatial world has regularities that allow hill-climbing and trajectory follow-
ing,
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• and as Hume (1777) pointed out, that the past is a reasonable guide to the future.
Second, SODA assumes that certain domain-specific knowledge has already been learned
by existing methods, namely:
• a main sensor group or modality that has been separated out from other sensors on
the robot,
• an abstract motor interface that has been learned through interaction with the envi-
ronment.
These items of knowledge can be learned using the methods of Pierce & Kuipers (1997),
which are assumed to form the bootstrap learning layer beneath SODA. These assumptions
are described more formally in Section 3.1.
Third, the parameter settings of SODA’s various learning methods embed some
prior knowledge about the world, such as how long the agent must explore the world in order
to learn a good feature set (Chapter 4), or the degree of stochasticity in the environment,
which determines an appropriate setting for Sarsa’s learning rate α. Section 7.4, discusses
parameter setting in more detail, and proposes some methods by which the need for such
prior knowledge can be further reduced.
2.5 Conclusion
To summarize, SODA rests on three foundational areas: (1) the causal and control levels
of the Spatial Semantic Hierarchy provide a continuous-to-discrete abstraction of action
that reduces the agent’s task diameter and reduces state uncertainty between actions; (2)
hierarchical reinforcement learning methods allow the automatic construction of high-level
actions; and (3) self-organizing maps learn a state abstraction that is concentrated in the
important regions of the state space, providing a discrete abstraction for reinforcement
learning, and continuous features usable by the SSH control level. The next chapter de-
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scribes how the SODA agent combines these three foundational methods for learning in





The previous chapter reviewed the prior work on which SODA is based, as well as a variety
of related work. This chapter presents a formal description SODA’s learning method, fol-
lowed by detailed descriptions of the various components of the method. The first section
lays out the formal assumptions of the methods and the steps of the learning algorithm. The
following sections describe the state representation used for learning trajectory-following
(TF) and hill-climbing (HC) actions, the formal definition of TF and HC actions as Op-
tions, and alternative formulations of TF and HC actions that are used for comparison the
experiments in subsequent chapters.
3.1 Overview
The SODA algorithm can be characterized formally as follows. Given
• a robot with a sensory system providing experience at regular intervals as a sequence
of N-dimensional, continuous sensory vectors y1,y2, . . . , where every yt ∈ RN ;
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• a continuous, M-dimensional motor system that accepts at regular intervals from the
agent a sequence of motor vectors u1,u2, . . ., where every ut ∈ RM ;
• an almost-everywhere-continuous world, in which small actions usually induce small
changes in sensor values, though isolated discontinuities may exist; and
• and a scalar reward signal, r1, r2, . . ., that defines a high-diameter task, such that
properly estimating the value of a state requires assigning credit for reward over a
long sequence of motor vectors ut, . . .ut+k),
the SODA algorithm consists of five steps:
1. Define a set of discrete, local primitive actions A0. First, using methods developed
by Pierce & Kuipers (1997), learn an abstract motor interface, i.e., a basis set of
orthogonal motor vectors U = {u0,u1, ...un−1} spanning the set of motor vectors
ut possible for the robot. Then define A0 to be the set of 2n motor vectors formed
by the members of U and their opposites: A0 = U ∪ {−ui|ui ∈ U}.
2. Learn a set F of high-level perceptual features. Exploring the environment with a
random sequence ofA0 actions, train a Growing Neural Gas network (GNG) with the
sensor signal yt to converge to a set of high-level features of the environment. For



















 1, if i, j adjacent0, otherwise. (3.3)
These equations define each feature function fi(y) as a Gaussian kernel on wi and
with a standard deviation equal to the average distance between adjacent units in the
GNG.
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3. Define trajectory-following control-laws. For each distinctive state defined by fi ∈
F , define trajectory-following control laws that take the agent to a state where a
different feature fj ∈ F is dominant. Methods for definining trajectory-following
control laws are described in Section 3.3.
4. Define a hill-climbing (HC) control law for each fi ∈ F . For each fi, in the context
where arg maxf∈F = fi, the controller HCi climbs the gradient of fi to a local max-
imum. Methods for defining hill-climbing controllers are described in Section 3.4.
5. Define a set of higher-level actions A1. Each a1j ∈ A1 consists of executing one
TF control law, and then hill-climbing on the resulting dominant feature fj . At this
point the agent has abstracted its continuous state and action space into a discrete
Markov Decision Process (MDP) with one state for each feature in F , and the large-
scale actions in A1. At the A0 level, this abstraction forms a Semi-Markov Decision
process, as described in Section 2.1.2, in which the choice of A0 action depends on
both the current state and the currently running A1 action. In the case where there
is perceptual aliasing, the abstract space forms a Partially Observable Markov Deci-
sion Process (POMDP); extending SODA to the POMDP case is discussed further in
Section 7.1.
Tasks such as robot navigation have considerably smaller diameter in this new A1 state-
action space than in the original A0 space, allowing the agent to learn to perform them
much more quickly
3.2 Topn State Representation
Trajectory-following and hill-climbing Options operate within an individual perceptual
neighborhood. In order to learn policies for them, the learner needs a state representation
that provides more resolution than the winning GNG unit can provide by itself. Therefore,
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πTFi : Open-loop Trajectory-follow on a
0
i :
fw ← arg maxf∈F f(y)
while fw = arg maxf∈F f(y):
execute action a0i
fds ← arg maxf∈F f(y)
πTFij : Closed-loop Trajectory-follow on a
0
i in feature fj :
fw ← arg maxf∈F f(y)





fds ← arg maxf∈F f(y)
Table 3.1: Open-loop and Closed-loop Trajectory-following. Top: The open-loop
trajectory-following macro repeats the same action until the current SOM winner changes.
Bottom: The closed-loop Option policy chooses the action with the highest value from the
Option’s action set. The action set, defined in Equation (3.7) is constructed to force the
agent to make progress in the direction of ai while being able to make small orthogonal
course adjustments.
the TF and HC Options described in Sections 3.3 and 3.4 use a simple new state abstraction
derived from the GNG, called the Topn representation.
If i1, i2, ..., i|F| are the indices of the feature functions in F , sorted in decreasing
order of the value of fi(y), then Topn(y) = 〈i1, ..., in〉. This representation uses the GNG
prototypes to create a hierarchical tessellation of the input space starting with the Voronoi
tessellation induced by the GNG prototypes. Each Voronoi cell is then subdivided according
to the next closest prototype, and those cells by the next, etc. This tuple of integers can be
easily hashed into an index into a Q-table for use as a state representation. This state
representation allows the agent to learn TF and HC Options policies using simple, tabular
reinforcement learning methods like Sarsa(λ) using existing information from the GNG,
instead of needing an entirely new learning method for Option policies.
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3.3 Trajectory Following
The purpose of trajectory-following actions is to move the robot from one perceptual neigh-
borhood to another by moving the robot through a qualitatively uniform region of the envi-
ronment. The classic example is following a corridor: beginning in a pose aligned with the
corridor, the robot moves down the corridor until it reaches a qualitatively different region
of space, e.g. an intersection or a dead end.
The simplest form of trajectory-following is to repeat a single action until the SOM
winner changes, as described in Table 3.1. Chapter 5 will show that this sort of open-loop
macro is unreliable when a realistic amount of noise perturbs the robot’s trajectory. Angular
deviations from motor noise accumulate, causing large deviations in the trajectory, some-
times pushing the robot off of the “side” of the trajectory. As a result, the end state of the
TF actions varies greatly, making their outcomes highly unreliable. The solution described
below constructs closed-loop TF Options that can correct for the perturbations of noise and
keep the robot moving along the trajectory that best matches the current perceptual proto-
type. For example, in corridor following, the closed-loop TF Option is expected to move
down the hallway, correcting for deviations to maintain the view looking forward as much
as possible. As described in Section 2.1.2, each Option is defined by an initiation set I, a
termination function β, a pseudo-reward function R, an action set A, and a policy π. The
remainder of this section defines these elements for trajectory-following Options.
To achieve reliable trajectories, SODA defines a closed-loop TF Option for each
combination of prototype and primitive action: {TFij |〈ai, fj〉 ∈ A0 × F}. The initiation
set of each TF Option is the set of states1 where its prototype is the winner:
ITFij = {y|j = arg max
k
fk(y)}. (3.4)
1To simplify the terminology, these descriptions refer to the input vector y as if it were the state s. Since y
is a function of s, this terminology is sufficient to specify the Options.
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The Option terminates if it leaves its prototype’s perceptual neighborhood:
βTFij (y) =
 0 if y ∈ ITFij1 otherwise. (3.5)
Each TF Option’s pseudo-reward function is designed to reward the agent for keeping the
current feature value as high as possible for as long as possible, thus:
RTFij (y) =
 fj(y) if not terminal,0 if terminal. (3.6)
In order to force the TF Options to make progress in some direction (instead of just oscil-
lating in some region of high reward), each Option is given a limited action set consisting
of a progress action selected from A0, plus a set of corrective actions formed by adding a
small component of each orthogonal action in A0:
ATFij = {ai} ∪ {ai + ctfak|ak ∈ A0,aTk ai = 0}. (3.7)
Lastly, the Option policy πTFij is learned using tabular Sarsa(λ), using the Top
n(y) state
representation described in Section 3.2, and the actions ATFij .
This definition of trajectory-following actions as Options allows the agent to learn
closed-loop trajectory-following control for each combination of perceptual feature and
primitive action. Experiments in Chapter 5 show that the learned Options are far more
reliable than open-loop TF in a robot with realistic motor noise.
3.4 Hill-climbing
Once a SODA agent has executed a trajectory-following action to carry the robot from one
distinctive state into the neighborhood of another, it then performs hill-climbing to reach
a new distinctive state. Hill-climbing actions remove positional uncertainty that may have
accumulated during the execution of a trajectory-following action by moving the robot to a
fixed point in the environment defined by the local maximum of the activation of the current
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winning SOM unit. One way of moving to the local maximum is to estimate the gradient
of the winning feature function f and follow it upward. An alternative method, used by
SODA, is to learn a hill-climbing Option for each perceptual neighborhood, that climbs to
a local maximum.
Section 3.4.1 below describes two means of gradient-estimate hill-climbing: sam-
pling the feature changes from each action and using action models to estimate the feature
changes. These methods have drawbacks: the former is inefficient, and the latter requires
substantial prior knowledge of the dynamics of the sensorimotor system. Section 3.4.2 de-
scribes how HC actions can instead be formulated as Options and learned using reinforce-
ment learning, Chapter 5 will the show that learning to hill-climb in this fashion results in
actions that are as efficient as those using a hand-built action model, but that do not need
prior knowledge of the action dynamics.
3.4.1 HC using Gradient Approximation
Ideally, a hill-climbing action would move the agent exactly in the direction of the feature
gradient (the greatest increase in feature value). Unfortunately, knowledge of the exact
direction of the gradient is not available to the agent. In addition, it is likely that none
the primitive actions A0 will move the agent exactly in the gradient direction. However,
it is possible to approximate the gradient by selecting the primitive action that increases
the value of the feature by the greatest amount at each step. The change in a feature value
induced by a particular action, or the feature-action delta is denoted Gij(t), and defined as
Gij(t) , fi(yt+1)− fi(yt) given ut = a0j . (3.8)
When the time t is obvious in context (e.g. the current time at which the agent is operating),
the feature-action delta will be abbreviated simply as Gij .
Hill-climbing using gradient approximation is accomplished using the simple greedy
policy shown in Table 3.2. This policy chooses the action with the greatest estimated
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πHCi : Hill-climb on fi:
while not βHCi :
w ← arg maxj Gij
execute action a0w
Table 3.2: Pseudo-code for hill-climbing policy πHCi using gradient estimation. The value
of Gij is the estimated change in feature fi with respect to primitive action a0j . Gij can
be determined either by sampling the change induced by each action or by using an action
model to predict the change. Sampling is simple and requires no knowledge of the robot’s
sensorimotor system or environment dynamics, but is expensive, requiring 2|A0| − 2 sam-
pling steps for each movement
feature-action delta and executes it, terminating when all the estimated deltas are nega-
tive. The two methods described in this section differ in how they obtain the estimate of
Gij , and in how the termination condition βHCi is defined.
Sampling the Deltas
The simplest way to estimate the deltas is by applying each action a0i , recording the feature
change, and reversing the action (by applying−a0i ). The termination criterion for this policy
is simply to stop when all the estimates are negative:
βHCi = 1 iff max
j
Gij > 0. (3.9)
This method easily produces an estimate for each action, but it requires 2|A0| − 2 ex-
ploratory actions for each action “up the hill.” (The two steps are saved by caching the
feature change from the last up-hill action, so that it is not necessary to sample back in the
direction from which the agent came.) These extra actions are very costly, even with small
action spaces.
Predicting the Deltas with Action Models
Although the purpose of SODA is to construct an agent that learns with little a priori knowl-
edge from human engineers, a human-engineered predictive action model for hill-climbing
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makes an useful comparison with the autonomously learned HC Options described in Sec-
tion 3.4.2. A controller using a predictive model can dispense with costly gradient sampling
and simply use its model to predict the gradient. In this case, the model would take the form
of a function D such that
ŷi,t+1 = D(yt, ai), (3.10)
where ŷt+1 is the estimated value of y after executing action ai at time t. Using this model,
the feature-action delta can be estimated as:
Gij(t) ≈ fj(ŷi,t+1)− fj(yt). (3.11)
When using approximate models, in some cases the gradient magnitude will be near the
precision of the model, and approximation error may cause a sign error in one or more of
the estimates. In this case the process may fail to terminate, or may terminate prematurely,
under the termination condition in Equation 2.10. Without the termination condition, how-
ever, the greedy hill-climbing policy will cause the agent to “hover” near the true local
maximum of the feature, with little net increase in fi(y) over time. Thus it is possible to
define a new, k-Markov stopping condition in which the Option terminates if the average
step-to-step change in the feature value over a finite moving window falls below a small
fixed threshold:








where cw is the window size, cstop is a constant threshold and
∆tfi(y) = fi(yt)− fi(yt−1) (3.13)
is the change in feature value at time t.
Chapter 5 describes a predictive model of sensorimotor dynamics specifically en-
gineered for the robot and environments used in this dissertation, and compares its perfor-
mance with both delta sampling and learned HC Options, described in the next section.
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3.4.2 Learning to Hill-Climb with RL
The greedy, gradient-based methods in Section 3.4.1 above have some drawbacks. Specif-
ically, the sampling-based method wastes many actions gathering information, while the
model-based method requires an action model D. Such a model could be provided a pri-
ori, but one of the objectives of SODA is to develop a system that can learn with no such
prior knowledge. Although it may be possible to learn D from interaction with the environ-
ment using supervised learning techniques, that would require adding yet another learning
method to the system. Given that the system already learns to follow trajectories by rein-
forcement lexarning, it is natural to use the same methods for hill-climbing as well.
With hard-coded policies (Table 3.2), SODA would need only a single hill-climbing
policy that worked in all perceptual neighborhoods. In contrast, when hill-climbing is
learned, each feature presents a different pseudo-reward function, and thus requires a sepa-
rate HC Option, HCi, for each fi in F . As with the TF Options, the initiation set of each
HC Option is the perceptual neighborhood of that Option’s corresponding GNG prototype:
IHCi = {y| arg max
j
fj(y) = i}. (3.14)
Termination, however, is more complicated for hill-climbing. The perceptual input is un-
likely to ever match any perceptual prototype exactly, so the maximum feature value attain-
able in any neighborhood will be some value less than 1. Because it is difficult or impossible
to know this value in advance, the stopping criterion is not easily expressed as a function
of the single-step input. Rather, the Options use the same k-Markov termination function
described above in Equation 3.12 for use with gradient approximation.
The task of the HC Option is to climb the gradient of its feature as quickly as
possible, and terminate at the local maximum of the feature value. On nonterminal steps
the pseudo-reward for each HC Option is a shaping function (Ng, Harada, & Russell, 1999)
consisting of a constant multiple of the one-step change in fi, minus a small penalty for
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taking a step; on terminal steps, the reward is simply fi itself:
RHCi =
 cR1∆fi(y)− cR2 if not terminal,fi(y) if terminal (3.15)
Finally, the action set for HC Options is just the set of primitive actions:
AHCi = A0. (3.16)
Hill-climbing policies learned in this way do not use explicit estimates of the feature-
action delta Gij . When they are learned using standard temporal-difference policy learning
methods like Sarsa (Section 2.1.2), they do learn a similar function, i.e. the state-action
value function Q(y, a). This function can be thought of as a kind of “internal gradient,”
on which the controller hill-climbs. One important difference between the learned value
function and the true gradient, however, is that because the learning algorithm distributes
credit for reward changes over the sequence past actions, it is possible for the controller
to sometimes achieve higher feature activations than possible with greedy, gradient-based
policies. This is possible because the learned policies can perform down-gradient actions
that eventually lead to a higher ultimate reward. An example of this is shown in Chapter 5.
This section has given the formal definition for SODA’s learned hill-climbing Op-
tions and described two alternatives using gradient approximation. Chapter 5 presents ex-
periments showing that the learned Options perform as well as the other two HC methods,
without requiring extensive prior knowledge, or expensive sampling. When executed after
a trajectory-following Option (Section 3.3) HC Options form the second step in SODA’s
two-stepA1 actions used for high-level navigation. The next section concludes this chapter
with a summary of the formal definition of SODA and reviews the questions answered by
the experiments in the next three chapters.
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A0 (Primitive) Actions
Action output Application of motor a vector from basis u0, ...,um
GNG Feature learning
Input Raw input vector y
Outputs Perceptual prototypes i
Continuous features fi
Topn(y) State representation for TF and HC Options.
Trajectory-following Options
Policy Learned with RL
Initiation ITFij = {y|j = arg maxk fk(y)}
Termination βTFij (y) =
{
0 if y ∈ ITFij
1 otherwise.
State Representation Topn(y)
Actions ATFij = {ai} ∪ {ai + ctfak|ak ∈ A0aTk ai = 0}
Reward RTFij (y) =
{
fj(y) if not terminal,
0 if terminal.
Hill-climbing Options
Policy Learned with RL
Initiation IHCi = {y|i = arg maxj fj(y)}

















Initiation Same as TF component




Table 3.3: Summary of the components of SODA.
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3.5 Conclusion
Table 3.3 summarizes the formal specification of the components of SODA: the primitive
actions A0, GNG for feature learning, TF and HC Options, and A1 high-level actions used
for high-diameter navigation. The next three chapters present experimental results that
answer several questions about the method:
• Can the GNG learn a feature set that covers a robot’s environment from data gained
through random exploration? Chapter 4 introduces a simulated mobile robot and
two navigation environments and shows that SODA learns rich feature sets for both
environments.
• Do the learned TF and HC Options perform as well or better than as obvious hand-
coded alternatives? Chapter 5 presents experiments comparing open-loop and closed-
loop TF, showing that learned closed-loop TF Options produce longer, more reliable
trajectories. In addition, the chapter compares learned HC Options against HC by
sampling feature-deltas, and HC using feature-delta estimates from a hand-coded
predictive model of the robot’s perceptual dynamics; these experiments show that
while all three methods achieve comparable final activation levels, the learned Op-
tions are far more efficient than sampling, while not requiring the a priori knowledge
needed for the hand-coded model.
• Do the A1 actions reduce task diameter? Chapter 6 shows that SODA reduces the
diameter of robot navigation tasks by an order of magnitude.
• Do the A1 actions enable the agent to learn to navigate more quickly? Experiments
in Chapter 6 show dramatic speedups in navigation using A1 actions over using A0
actions.
• What is the contribution of the HC step in the A1 actions? An ablation study in
Chapter 6 shows that using hill-climbing makes state transitions more reliable, and
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reduces task diameter over navigating using TF Options alone.
To summarize, this chapter has presented the formal description of SODA. The
following chapters present empirical evaluation of SODA’s feature learning, trajectory-




In the first phase of learning, a SODA agent explores the environment, collecting sensor
observations. As the observations are received they are given as training examples to an
Homeostatic-GNG (Section 2.1.3) network that learns a set of perceptual features in the
form of prototypical sensor views. This chapter describes experimental results from running
this phase of learning on a simulated robot in two environments: the first is a small hand-
built environment, and the second a large, realistic environment, derived from an actual
floor of a building on the University of Texas campus. Example feature sets learned in
each environment show that the GNG learns a wide variety of features covering the sensory
space of the robot in the environment.
4.1 Experimental Setup
All the experiments in this dissertation were performed using the Stage robot simulator
(Gerkey, Vaughan, & Howard, 2003). Stage is a widely-used simulator for two-dimensional
mobile robot simulations. It can simulate a wide variety of robot hardware, and allows
the fixed “architecture” of the robot’s environment to be described easily using bitmapped
layouts.
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The robot configuration used in the experiments simulates an RWI Magellan Pro
robot. The robot was equipped with a laser range finder reading 180 readings at 1◦ inter-
vals over the forward semicircle around the robot, with a maximum range of 8000 mm.
The Stage laser rangefinder model returns ranges in mm, with no noise. Sensor noise was
simulated through a two-stage process of alternately adding Gaussian error and rounding,
applied individually to each range reading. This model provides a good characterization of
the error on a SICK LMS laser rangefinder. However, the actual noise in a SICK LMS is
very small, approximately ±10mm, and it is not a significant cause of uncertainty.
The robot was also equipped with a differential-drive base, taking two continuous
control values, linear velocity v and angular velocity ω. The Stage simulator does not model
positional error internally, so motor noise was simulated by perturbing the motor commands
thus:
v̂ = N (v, kvvv + kvωω) (4.1)
ω̂ = N (ω, kωvv + kωωω), (4.2)
where v̂ and ω̂ are the noisy motor command, and N (µ, σ) is Gaussian noise with mean
µ and standard deviation σ. The constants used were kvv = 0.1, kvω = 0.1, kωv = 0.2,
kωω = 0.1. This is a simplified motor noise model, inspired by realistic models used in
robot localization and mapping (Roy & Thrun, 1999; Beeson, Murarka, & Kuipers, 2006).
The robot accepts motor commands from the agent 10 times per simulated second.
This simulated robot was used for all the experiments described in this dissertation,
including those in Chapters 5 and 6. The two simulated environments used are described in




























Figure 4.1: Simulated Robot Environment, T-Maze. (a) A “sensor-centric” plot of a
single scan from the robot’s laser rangefinder in the T-maze environment, with the individual
range sensor on the X axis and the range value on the Y axis. (b) The egocentric plot of
the same scan in polar coordinates, with the robot at the origin, heading up the Y axis. This
format provides a useful visualization of laser rangefinder scans for human consumption.
(c) A screen-shot of the Stage robot simulator with the robot in the pose that generated
the scan used in (a) and (b). The shaded region represents the area scanned by the laser
rangefinder. The robot has a drive-and-turn base, and a laser rangefinder. The environment
is approximately 10 meters by 6 meters. The formats in (a) and (b) will be used in later
figures to display the learned perceptual prototypes.
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(a) Abstract Motor Interface
u0 u1
drive 250 mm/sec 0 mm/sec
turn 0◦/sec 20◦/sec








Table 4.1: T-Maze Abstract Motor Interface and Primitive Actions
4.2 T-Maze Environment
The first experiment environment, called the T-Maze, is a 10 m × 6 m T-shaped room,
shown in Figure 4.1. The T-Maze was designed to be large enough to provide an interesting
test environment, yet small enough to allow experiments to run quickly. The environment
has a single major decision point, the central intersection, the extremities of the space are
separated from one another by several hundred primitive actions, allowing reasonably long-
diameter navigation tasks.
In this environment the robot was given a basic drive speed of 250 mm/sec, and a
basic turn speed of 20◦/sec, resulting in the abstract motor interface and primitive action
set shown in Table 4.1. For all experiments in both the T-Maze and the ACES environment
(below), the discovery of the abstract motor interface and the primitive actions A0 (step
1 of the algorithm in Chapter 3) was assumed to have already been performed, using the
methods of Pierce & Kuipers (1997).
To learn perceptual features in the T-Maze environment, the agent was allowed
to wander by selecting randomly from its set of A0 actions for 500,000 steps (about 14
simulated hours), training its GNG with the input vector y received on each step. The
GNG parameters (Fritzke, 1995) are λ = 2000, α = 0.5, β = 0.0005, εb = 0.05, εn =
0.0006, amax = 100. The GNG was configured to grow only if the average cumulative
distortion error across all units was greater than 0.5%. These parameters were selected
after hand experimentation with the algorithm, and can be understood as follows: λ allows
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the network to grow every 2000 input presentations, or just over three minutes of simulated
time (if the error threshold is met). This allows rapid growth early on in learning (when
error is usually high), but still allows the agent to experience a large amount of its local
neighborhood before growing again. The error decay β was set to 1/2000, the reciprocal
of λ. This setting allows error to decay to about 40% of its original value during the course
of one learning period, focusing learning on error accumulated in the most recent one or
two growth periods. The parameters εb and εn are the learning rates for the winner and
its neighbors, respectively, and are set to low values to counteract the similarity between
successive inputs when they are presented from a random walk in the environment. If the
learning rates are too high, the winning neighborhood will “track” the inputs, adapting so
much on each presentation that the winning unit never changes. The parameter amax sets
how long the algorithm takes to delete edges in the connection graph when they connect
nodes that have moved away from one another in the input space; amax = 100 is a relatively
high value, designed to keep good connectivity when the units are distributed in a high-
dimensional input space. Finally the error threshold of 0.5% was set as the maximum value
that produced reasonably full coverage of environmental features on each run.
Ten runs with these parameters were performed to train ten GNG networks for use
in the experiments in Chapter 6, to allow those experiments to test navigation ability across
multiple feature sets.
Figure 4.2 shows the features learned in one learning run in the T-Maze. The fea-
tures are organized into rows according to the GNG topology. Since the GNG weight vec-
tors have the same dimensionality as the sensory input, the learned weight vectors (features)
can be thought of as perceptual prototypes. The first plot in each row shows the sensory
prototype represented by the weight vector of GNG unit, and the remaining plots in the row
show the prototypes represented by the neighboring units in the GNG topology. On the left
the prototypes are plotted in the human-readable egocentric visualization of Figure 4.1(b),
while on the right the same figures are plotted in the sensor-centric format of Figure 4.1(a).
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Figure 4.2: Example Learned Perceptual Prototypes, T-Maze. The agent’s self-
organizing feature map learns a set of perceptual prototypes that are used to define per-
ceptually distinctive states in the environment. This figure shows the set of features learned
from one feature-learning run in the T-Maze. In each row the first figure represents a unit in
the GNG, and the other figures represent the units it is connected to in the GNG topology.
Some rows are omitted to save space, but every learned feature appears at least once. Each
feature is a prototypical laser rangefinder image. On the left, the ranges are plotted in the
human-readable format of Figure 4.1(b). On the right, the ranges are plotted in the sensor-
centric format of Figure 4.1(a). The agent learns a rich feature set covering the perceptual
situations in the environment
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Figure 4.3: Three Learned Prototypes, Enlarged Enlarged views of features 8, 35, and 65
from Figure 4.2. These figures show prototypical sensory views of looking down the long
corridor in the T-Maze, looking toward the side wall at the end of the corridor, and the view
from the middle of the T intersection, respectively.
Three of the units, features 8, 35, and 65, are shown enlarged in Figure 4.3. Feature
8 shows a prototypical view of the agent’s sensation of looking straight down the long
corridor, feature 35 shows a view that represents facing the wall, at the end of the long
corridor, and feature 65 shows a prototypical view from the middle of the T intersection.
4.3 ACES Fourth Floor Environment
In order to test the ability of SODA to scale up to larger environments, the robot was also
run in a simulation of the fourth floor corridors of the ACES building on the UT Austin
campus. This environment, shown in Figure 4.4 was constructed from an occupancy-grid
map of the floor, collected using a physical RWI Magellan Pro robot similar to the simulated
robot described in Section 4.1. To construct the simulated environment from the original
occupancy-grid map, the walls were thickened slightly and some imperfections removed to
ensure that the walls would be entirely opaque to the simulated laser scanner. In addition to
being much larger than the T-Maze at approximately 40 m × 35 m, the ACES environment
is perceptually richer, with a rounded atrium, T- and L-intersections, a dead end, and an
alcove.
Because of the large size of the ACES environment, a very long random walk over
primitive A0 actions would be required for the agent to experience enough of the environ-
64
Figure 4.4: Simulated Robot Environment, ACES. The ACES4 environment. A simu-
lated environment generated from an occupancy grid map of the fourth floor of the ACES
building at UT Austin. The map was collected using a physical robot similar to the simu-
lated robot used in these experiments. The environment is approximately 40m × 35m. The
small circle represents the robot. The area swept by the laser rangefinder is shaded. This
environment is much larger and perceptually richer than the T-maze.
ment to learn a useful feature set. Instead, SODA was configured to explore the environment
using a random walk over trajectory-following options (Section 3.3). In this case the GNG
was trained concurrently with the training of the TF option policies. However, for exper-
imental clarity, the learned TF policies were discarded after the feature sets were learned,
then the TF options were trained anew during the experiments in Chapter 6. The GNG was
trained on each primitive step while the TF macros were running. In addition, to reduce the
running time of the experiments in this larger environment, the robot’s forward speed was
doubled to 500 mm/sec, giving the abstract motor interface described in Table 4.2.
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(a) Abstract Motor Interface
u0 u1
drive 500 mm/sec 0 mm/sec
turn 0◦/sec 20◦/sec








Table 4.2: ACES Abstract Motor Interface and Primitive Actions
As with the T-Maze environment ten runs were performed to train ten GNGs for
later use in the experiments in Chapter 6. In each run, the agent explored the environment
for 5,000,000 time steps. An example learned GNG from the ACES environment is shown
in Figure 4.5.
4.4 Feature Discussion
As shown in Figures 4.2 and 4.5, the features learned by SODA in these environments cover
a broad range of the environment, showing prototypical views of corridors and intersections
at a wide variety of relative angles, as well as, in ACES, a variety of views of the central
atrium. In fact, a large part of every feature set is dedicated to representing similar views
that differ mainly by small changes in relative angle (Figure 4.6). This preponderance of
similar features results from the fact that a small rotation of the robot in its configuration
space induces a “shift” of the values in the input vector generated by the laser rangefinder.
When some elements of the input vector are very large and some are very small, as is often
the case in these environments, such a shift moves the input a large Euclidean distance in the
input space, essentially moving the vector from one “corner” of the space to another. Given
that the stated purpose of SODA is to decrease the diameter of the task in the environment,
one might argue that a more coarse-grained feature representation would be preferable. In-
deed Chapter 6 will show that SODA agents tend to use many more A1 actions to turn than
they use to travel forward (and backward). Section 7.2.2 describes possible future research
66
Figure 4.5: Example Learned Perceptual Prototypes, ACES. The agent’s self-organizing
feature map learns a set of perceptual prototypes that are used to define perceptually dis-
tinctive states in the environment. The richer variety of perceptual situations in the ACES
environment produces a larger set of features using the same parameter settings for the
Homeostatic-GNG.
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Figure 4.6: Views of T-Maze Intersection The use of Euclidean distance as the similarity
metric for the GNG leads to the learning of many similar views that differ only by a small
rotation. A small rotation in the robot’s configuration space induces a large (Euclidean)
movement in the robot’s input space causing large distortion error in the GNG, which must
add more features in that region of the space to reduce the error. The large number of
features means that the agent must traverse many more distinctive states when turning than
when traveling forward and backward. Nevertheless, the experiments in Chapter 6 show
that SODA still greatly reduces task diameter and improves navigation learning.
directions for finding ways to cut down or prune this proliferation of features from turning.
Chapter 6 will show, however, that despite these extra features, SODA still does a very good
job of cutting down the task diameter in the T-Maze and ACES environments. The rein-
forcement learning algorithm learns from experience which features are useful in getting to
the goal quickly, essentially doing a form of rudimentary feature selection. Furthermore,
Chapter 5 describes how SODA agents learn trajectory-following and hill-climbing con-
trollers that operate within the neighborhood of a single feature. These controllers use the
proximity of the input to nearby features (other than the winner) to do this kind of “intra-
neighborhood” navigation. The success of SODA at doing both high-level and low-level
navigation suggests that detailed feature sets such as those shown in this chapter are not
only sufficient for SODA’s purposes, they might be necessary as well.
Finally, the large number of algorithmic parameters for the GNG network deserve
some mention with reference to SODA’s stated goal of reducing the need for human prior
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knowledge in agent’s learning process (Section 1.3). As with most learning algorithms, the
GNG has a set of parameter “knobs” that control learning that must be set properly for the
agent to learn. To some extent, these settings come from human experimentation with the
algorithm in the target domain. Reducing the need for such experimental knob twisting is a
major direction for future research, discussed in more detail in Section 7.4. With respect to
the use of the GNG for feature learning, however, these results do provide some reason for
optimism. First, although human experimentation was required, a painstaking, exhaustive
search was not needed to discover suitable learning parameters. Rather, the parameters used
in this chapter were discovered by means of a relatively short “educated walk” through the
parameter space. Second, the GNG’s learning performance seems to be robust against small
changes in learning parameters. Once a suitable region of the parameter space has been
found, small tweaks in parameter values do not seem to induce major qualitative changes in
the algorithm’s behavior. Lastly, it was not necessary to find a new set of GNG parameters
when the agent was moved from the T-Maze to ACES, despite ACES’ greater perceptual
richness – although this transfer says nothing about what would be necessary for a robot
with a different sensorimotor configuration or a vastly different environment. These obser-
vations suggest that it might be possible to find a useful set of default parameter values, and
a simple set of rules for searching for the correct parameter set, either automatically or by
hand.
In conclusion, this chapter has presented the two experimental environments used
throughout this dissertation, and demonstrated SODA’s ability to learn a set of percep-
tual features through unsupervised interaction in each environment. The next two chapters
will show that the learned features are useful both for learning local control in SODA’s
trajectory-following and hill-climbing actions, and for reducing the task-diameter of large-





The previous chapter described how the agent learns a set of perceptual features that it can
use for navigation. Once it has done so, its next task is to learn a set of trajectory-following
and hill-climbing actions that can be combined to form high-level A1 actions. The formal
structure of these actions is described in Chapter 3. This chapter examines how such actions
are learned and shows that learning the actions as nested reinforcement learning problems
(options) produces more reliable and efficient actions than alternative hard-coded means of
constructing them, without requiring prior knowledge of the agent’s dynamics.
To separate the problem of learning the high-level actions from that of learning
large-scale navigation behavior (covered in Chapter 6), this chapter presents experiments
testing SODA’s trajectory-following (TF) and hill-climbing (HC) actions in isolation from
any larger navigation problem. The trajectory-following experiment in Section 5.1 com-
pares the two TF methods described in Section 3.3: learned TF options and ballistic, open-
loop TF macros. This experiment shows that the learned options are more reliable and
provide longer trajectories than the open-loop macros. The experiment in Section 5.2 com-
pares the three HC methods discussed in Section 3.4: hill-climbing by manually sampling
to approximate the feature gradient, hill-climbing by approximating the gradient using a
hand-coded action model, and learning hill-climbing options using reinforcement learning.
70
The experiment shows that the learned HC options are significantly more efficient than sam-
pling, and perform comparably to the hand-coded action model, while not requiring prior
knowledge of the dynamics of the robot and its environment.
5.1 Trajectory Following
The first step of a high-level action is trajectory following. In this task the SODA agent
moves the robot out of its current perceptual neighborhood and into another. It does so
by making progress along some axis of its abstract motor interface, while simultaneously
trying to maintain the activation of the current SOM winner at as high a level as possible.
One example of trajectory following is following a corridor to its end. Assuming the robot
is facing nearly straight down a corridor, its current winning SOM feature should represent
a view down a corridor, similar to Feature 8 in Figure 4.3. To trajectory-follow down the
corridor the agent would move the robot forward while making adjustments left and right
to keep the activation of the “facing down the hall” feature as high as possible for as long
as possible, stopping when some other perceptual feature became the winner.
The purpose of TF actions is to give SODA’sA1 actions spatial extent, reducing the
effective diameter of the high-level navigation task. It is desirable for TF actions to follow
a given trajectory for as long as possible, thus encapsulating many primitive actions in a
single abstract action, and requiring fewer abstract actions to reach distant goals. Given this
purpose, a natural question to ask is whether the simpler open-loop TF macros (described
in Section 3.3) would be just as effective in decreasing task diameter. Open-loop TF macros
merely repeat the progress (e.g. forward) action until the perceptual neighborhood changes,
without making any corrective actions to keep the current feature maximized. The exper-
iment below shows that the learned, closed-loop TF options not only increase the average
trajectory length compared with open-loop macros, but also more reliably terminate near
the same state in the environment.
The trajectory-following experiment in this section compared the reliability of open-
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Trajectory Endpoints for OpenLoop TF
Trajectory Endpoints for Learned TF
Figure 5.1: Trajectory Following Improvement with Learning These figures show the
results of 100 trajectory following runs from each of three locations (marked with large
black disks). The end point of each run is marked with a ’+’. The top figure shows the
results of open-loop TF, and the bottom figure shows the results of TF learned using rein-
forcement learning. The TF learned using RL are much better clustered, indicating much
more reliable travel.
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loop TF macros and learned TF options. The experiment tested the agent’s ability to learn
to follow a trajectory forward down each of the three corridors of the environment. The
option’s action set consisted of the progress action (moving straight forward), [1, 0]T , and
two corrective actions (moving forward while turning left or right) [1, 0.1]T and [1,−0.1]T .
The option was trained for 2000 episodes from each starting point, although in each case the
behavior converged within 100-400 episodes. The Sarsa(λ) parameters were: λ = 0.9, α =
0.1, γ = 1.0, the option used ε-greedy action selection with ε0 = 1.0 and annealing down
to ε∞ = 0.001 with a half-life of 400 steps. All Q values were initialized to 0, and the
agent used the Top3(y) state representation (Section 3.2). Runs using the Top4 and Top5
were also performed. Adding more winners to the representation caused the behavior to
converge more slowly, but made no significant difference in the converged behavior. Fig-
ure 5.1 shows the ending points of the last 100 runs from each starting point, compared
with the ending points for 100 runs using the open-loop TF macro. The bottom panel of
Figure 5.2 shows the average inter-point distance between endpoints for those 100 runs in
each condition. For each of the three starting points, the endpoints are more tightly clus-
tered when using the learned option. This is because there are many fewer episodes where
the trajectory terminates part of the way down the hall due to motor noise pushing the robot
off of its trajectory and into a new perceptual neighborhood. As a result, the learned option
produces longer trajectories more reliably, and the endpoints tend to be near one another.
Figure 5.2 shows the average lengths (in steps) of the last 100 runs of the learned TF option,
compared with 100 runs from the open-loop macro. Table 5.1 shows the precise values of
the averages and standard deviations. In all three cases the average trajectory length from
the learned options is significantly longer (p < 6×10−5), and from two of the three starting
points it is dramatically longer.
These experiments show that the learned TF options are more reliable and produce
longer trajectories than the naı̈ve alternative of open-loop macros. However, even with this



























Top Left Top Right Lower
Open-Loop
Learned
Figure 5.2: The average trajectory length and endpoint spread for open loop vs.
learned trajectory-following for the last 100 episodes in each condition. Learned TF
options produce longer trajectories. Error bars indicate ± one standard error. All differ-
ences are significant at p < 6× 10−5
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Starting point Open-loop Learned
mean (σ) mean (σ)
Top left 56 (34.3) 114 (20.1)
Top right 26 (32.3) 77 (29.4)
Lower 86 (12.8) 90 (9.6)
Table 5.1: The average trajectory length for open loop vs. learned trajectory-following.
Learned TF options produce longer trajectories.
the upper-right corridor of the environment. Although the average inter-endpoint distance
shown in Figure 5.2 for the learned TF option in the upper right corner is very large, the
distribution of endpoints in Figure 5.1 shows that nearly all of the endpoints are clustered
into three clusters, one of which is far from the other two and very near the starting point,
resulting in very short trajectories. Thus, despite the large standard deviation in trajectory
length, the outcome of the learned action is still considerably more reliable relative to the
open-loop case, in which the endpoints are distributed widely along the mid-line of the
upper right hallway. In addition, the cluster of endpoints so near the starting point in the
upper-right hallway illustrates just how narrow the trajectories are that the agent must learn
to follow. The TF option is defined to terminate as soon as the SOM winner changes
(Equation (3.5)). Because the learned feature set contains many similar representations
of corridors at different relative angles (as described in Section 4.4), only a small deviation
in heading from the mid-line of the corridor is required for the TF option to terminate.
It is likely that some of this variation could be eliminated by allowing the TF option to
stray temporarily from its designated perceptual neighborhood, as long as it returns within
a short window of time. Such a non-Markov termination function would be similar in some
respects to the termination function for the hill-climbing options in Equation (3.12) that
terminate if no progress is made over a short window of time. Such a change would likely
improve the average trajectory length somewhat as well as reducing both the variance in
trajectory length and the uncertainty in the outcome state. Such a change would come at
the cost of adding another free parameter to the algorithm (the size of the time window
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for termination). It is unclear, though, how much impact such a change would have on the
overall navigation performance, described in Chapter 6.
5.2 Hill Climbing
Once the SODA agent has completed trajectory following, the second part of an A1 action
is hill-climbing, in which the agent attempts to reduce its positional uncertainty by moving
the robot to a local maximum of the activation of the current winning SOM unit. Section 3.4
described three HC methods. The first, hill-climbing by sampling, was shown to be some-
what effective in preliminary experiments (Provost, Kuipers, & Miikkulainen, 2006). It is
inefficient, however, using 2|A0| − 2 sampling steps for each step “up the hill.” The second
method eliminates these sampling steps by using a hand-engineered model to predict the
perceptual outcome of actions, at the cost of considerable prior knowledge of the robot and
environment required of a human engineer. The third method eliminates the need for man-
ual sampling and human prior knowledge of the robot’s dynamics by using reinforcement
learning methods to learn a hill-climbing policy for each perceptual feature in the agent’s
feature set. The experiment in this section compares these three methods, showing that all
three are able to achieve similar feature activations, but the action models and the learned
options are considerably more efficient at doing so, with the learned options in particular
performing comparably with the other two methods while requiring neither sampling nor
prior knowledge. Below is a detailed description of the hand-coded action model used in
the experiment, followed by the experiment description, results, and discussion.
5.2.1 Hand-coded Predictive Action Model
With detailed knowledge of the robot’s sensorimotor configuration, actions, and environ-
ment dynamics, it may be possible for a human engineer to create a predictive action model
that will allow the SODA agent to hill-climb by predicting the feature changes, as described
in Section 3.4.1. Such a model can be constructed for the robot and T-Maze and environ-
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ments described in Section 4.1. This model consists of four affine functions, one for each
primitive action in A0, that give the difference between the current sensor input yt and the
estimated input on the next time-step ŷt+1:
ŷt+1 − yt = Aiyt + bi. (5.1)
The four primitive actions for the robot in the T-Maze correspond to steps forward, back-
ward, left, and right (Table 4.1). The linear components of the four predictive functions will
be referred to as Aforward, Abackward, Aleft, and Aright, and the translation components will
be called bforward, bbackward, bleft, and bright.
The functions for the turning actions are relatively simple. Since they turn the robot
approximately 2◦, and the laser range-finder samples radially at 1◦ increments, the turn
action function should return the difference between the current input and the same input
shifted by two places, i.e this 180× 180 matrix:
Aleft =

−1 0 1 0 . . . 0 0 0
0 −1 0 1 . . . 0 0 0
0 0 −1 0 . . . 0 0 0









0 0 0 0 . . . −1 0 1
0 0 0 0 . . . 0 0 0
0 0 0 0 . . . 0 0 0

. (5.2)
Because it is not possible to know what will be “shifted in” on the left side of the range-
finder, the function predicts no change in the last two positions. (The laser range-finder
scans are numbered counterclockwise, i.e. right-to-left, around the robot.) The right turn
matrix Aright is constructed analogously. The translation component of the turn models is
zero:
bleft = bright = 0. (5.3)
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The functions for moving forward and backward are more complicated, since trans-
lating the robot produces a complicated change in the radially organized range-finder image.
The intuition behind them comes from approximating how the input behaves at three key
scans – far left, straight ahead, and far right – and interpolating the effects in between.
When the robot executes a forward action, the forward facing scan (scan 90) is reduced by
a constant amount, while the leftmost scan (scan 179) behaves roughly as if the robot has
rotated to the right, and the rightmost scan (scan 0) behaves as if the robot has rotated to the
left. The scans in between can be approximated with a combination of a constant change
and a shift, with the proportion of each depending on the scan’s relative angle — scans
facing more forward get more of a constant change, scans facing more sideways get more
of a shift.
The functions for moving forward and backward can be constructed using three
blending matrices, to interpolate between the right, left, and center parts of the function.
The sin2 and cos2 functions provide an ideal means for constructing these matrices since
sin2 x + cos2 x = 1 and both functions have periods of 180◦, the same as the extent of the
arc of the laser range-finder. The three blending matrices are
C1 = Diag180
[











sin2(0◦), sin2(1◦), ..., sin2(179◦)
]T
. (5.6)
The matrix C1 is used for weighting the rotation component on the right side of the robot:
it gives a weight of 1.0 to the rightmost part of the laser range-finder, falls to zero at the
center, and remains zero weight left half of the scan. Likewise, C2 weights the rotation on
the left side: it gives a weight of 1.0 to the leftmost part of the laser range-finder and falls
to zero at the center. S weights the translation component: it gives a weight of 1.0 to the
center and falls to zero at both sides.
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Figure 5.3: Test Hill-Climbing Features. The hill-climbing experiments tested SODA’s
ability to hill-climb on these five features from the GNG in Figure 4.2in the T-Maze envi-
ronment.
The forward and backward motion models are created using the above blending
functions, . The forward model,
Aforward = C1Aright + C2Aleft,bforward = −25S, (5.7)
combines a left turn on the right, a right turn on the left, and a 25 mm reduction of the
centermost range value. The backward motion model,
Abackward = C1Aleft + C2Aright,bbackward = 25S, (5.8)
combines a left turn on the left, a right turn on the right and a 25 mm increase of the
centermost range value.
As shown in the next section, a hill-climbing controller using these definitions to
predict the feature changes does as well as the method that samples manually, while using
many fewer actions. This model, however, requires considerable prior knowledge of the
robot, including the size and direction of its primitive actions, and the type and physical
configuration of the sensors. The next section will show that learned HC options can achieve
similar performance without requiring that prior knowledge.
5.2.2 Hill-Climbing Experiment
The hill-climbing experiment compared the speed and effectiveness of the learned HC op-




















































































































































Figure 5.4: Hill-climbing Learning Curves. These curves compare learned hill-climbing
using the Top3, Top4, and Top5 state representations against hill-climbing by approximat-
ing the gradient with user-defined linear action models. Each plot compares hill-climbers
on one of the five different SOM features in Figure 5.3. The Y axis indicates the final feature
activation achieved in each episode. The thick straight line indicates the mean performance
of sampling-based HC, and the two thin straight lines indicate its standard deviation. This
figure shows that Learned HC does about as well as an HC controller that manually approx-













































Figure 5.5: Hill-climbing performance with and without learned options. Using learned
options makes hill-climbing achieve the same feature values faster. Top: The average
lengths of hill-climbing episodes in the neighborhoods of the three different features shown
in Figure 5.3. All differences are significant (p < 2 × 10−6). The bottom chart shows the
average maximum feature value achieved for each prototype per episode. The plots com-
pare the last 100 HC episodes for each feature with 100 hard-coded HC runs. Differences
are significant between learned options and the other two methods (p < 0.03) for all fea-
tures except 65, which has no significant differences. Across all features, the maximum
values achieved are comparable, but the numbers of actions needed to achieve them are
much smaller.
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above. The experiment tested the agent’s ability to hill-climb in the neighborhood of each of
five specific features, shown in Figure 5.3, taken from the GNG in Figure 4.2. The features
were chosen to sample a wide variety of different perceptual situations for the robot in the
T-Maze, including views of corridors, walls, intersections, and dead ends. For each feature,
the robot was repeatedly placed at 2000 randomly selected poses in the perceptual neigh-
borhood of the given feature, and the hill-climbing option (or macro) was initiated from that
point. The option’s Sarsa(λ) parameters were λ = 0.9, α = 0.1, γ = 0.997. The agent did
not use ε-greedy action selection, but rather all Q-values were initialized optimistically to
1.0 to encourage exploration. HC options do not use ε-greedy exploration while TF options
do, because hill-climbing is essentially a type of “shortest path” problem. It has a fixed
upper bound on the reward achievable from any state, making it suitable for exploration by
optimistic initialization. Trajectory-following, on the other hand, is a kind of “longest path”
problem in which the agent must try to continue acting (within constraints) for as long as
possible, with no obvious maximum value for an action, thus requiring another form of
exploration policy. The ε-greedy method is standard in the reinforcement learning litera-
ture. The HC option parameters (Section 3.4) were cstop = 0.005, cw = 10, cR1 = 10,
cR2 = 0.001. Runs were performed using the Top3, Top4, and Top5, state representations
(Section 3.2).
Figure 5.4 presents learning curves comparing the final feature activations achieved
by the learned HC options with those achieved by the method of manually sampling to
approximate the feature gradient. It shows that for all the features, the learned HC can
achieve feature activations near (or better than) the manual sampling method within a few
hundred episodes of training.
Figure 5.5 shows bar plots of the average episode lengths and final activations of the
last 100 episodes for the learned HC options (using the Top4 state representation), and the
other two methods. It shows that all three methods achieve comparable final activations,
while the learned options and the hand-coded models use many fewer steps to climb the
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hill, because the sampling method performs many extra steps for each step “up the hill.”
From this result one can conclude that the learned options make hill-climbing as efficient
as a controller using hand-coded motion model, without the need for the detailed prior
knowledge of the robot’s configuration and dynamics that is embedded in the model.
5.2.3 HC Learning Discussion
The HC experiment shows that, after training, the learned HC options generally hill-climb
as well as methods that climb the gradient directly, but the learned options do not require
expensive sampling actions, or extensive prior knowledge of the robot’s sensorimotor sys-
tem in order to approximate the direction of the gradient. However, there are some aspects
of the results that deserve further discussion.
First, the results have large variances in the final activation for all five features and
all three HC methods. This variance is largely a result of the experimental methodology:
The trials for a particular feature are started at random locations in the environment in the
perceptual neighborhood of that feature. The features may apply in multiple, distinct loca-
tions in the environment, and the features are approximations of the actual perceptual image
at the particular location. Thus, the local maximum near one starting point may be substan-
tially different from the local maximum near another starting point for the same feature.
The artificial variation in starting locations in this experiment is likely to be much greater
than the actual variation in starting locations when running SODA in practice, since SODA
does not begin hill-climbing at uniformly distributed random locations in the environment,
but at the endpoints of trajectory-following control laws. The TF experiments in Section 5.1
show that once the TF control laws have been learned, the endpoints of trajectories (and the
starting points for hill-climbing) are fairly tightly clustered.
A second point to note is that in Figure 5.4 the learned HC options for two fea-
tures, 18 and 62, do not achieve quite as high a final activation as the sampling method.
Interestingly, these two features both represent views that might be seen at the end of a
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corridor (Figure 5.3). Figure 5.5 also shows that an HC episode for these two features using
sampling is much longer than for any other feature or method. In fact, for these two fea-
tures the sampling HC episodes are much longer than could be accounted for by the extra
2|A0|−2 = 6 sampling actions needed for each “up-hill” step. The extra-long HC episodes
and slightly higher activations for sampling seem result from the combination of the nature
of these two particular features and the particular stopping conditions associated with the
different HC methods. Features 18 and 62 are distinguished from the other features by the
fact that all of their individual range values fall relatively near one another. (That fact that is
more visible in the right hand column of Figure 4.2: compare variance in range values the
row containing features 18 and 62 to the rows above and below it.) Because all the ranges
in these features are relatively near one another, turn actions in these perceptual neighbor-
hoods cause much less of a change in feature activation than it would for say, Feature 8.
In addition, the sampling HC method only terminates when all sampled actions indicate a
negative feature change, while the learned HC options and the model-based HC both ter-
minate if the average change in feature activation over a short time window is near zero.
As a result, when the robot gets into an area where the activation change for all actions
is small enough to be lost in the motor noise, the learned HC options will stop relatively
quickly, while the sampling HC method will “bounce around,” continuing to collect noisy
samples until the samples for all actions show a negative feature change. Until it termi-
nates, the sampling method chooses to execute the action that showed the highest positive
feature change, however slight, thus moving the robot stochastically up even a tiny feature
gradient, should one exist. As a result, for features like 18 and 62, the sampling method is
able to achieve slightly higher activations, at the cost of many more actions. This is not a
reasonable trade-off given the need to navigate efficiently from one location to another.
Although the learned HC options do not achieve the highest activations for any of
the test features, they are also not dominated by either of the other methods. The learned op-
tions achieve comparable final activations to the other two methods very efficiently, without
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needing a hand-engineered action model.
5.3 Action Learning Conclusion
In conclusion, this chapter described experiments examining trajectory-following and hill-
climbing actions in isolation from any high-level navigation task. The TF experiments
showed that learning trajectory-following actions as options using reinforcement learn-
ing produces longer, more reliable trajectories than the obvious naı̈ve alternative of simple
repeat-action macros. The HC experiments showed that learning HC actions as options pro-
duces actions that perform as well as either HC by sampling or HC using predictive models;
yet learned HC options use many fewer primitive actions than the sampling method, and
do not require the extensive prior knowledge needed for the predictive models. The next
chapter shows how the learned TF and HC actions, combined together, improve learning in




Once a SODA agent has learned a set of perceptual features and a set of high-level trajectory-
following and hill-climbing actions based on those features (as described in Chapters 4 and
5), it can begin to use these new features and actions to navigate between distant locations
in the environment. Navigating in the abstracted space defined by the learned A1 actions,
the agent reduces its task diameter dramatically. This chapter describes several experiments
in which agents learn navigation tasks using reinforcement learning over SODA actions in
the environments described in Chapter 4. The first set of experiments, run in the T-Maze,
show that agents can learn to navigate much more quickly using SODA actions than using
primitive actions, using as few as 10A1 actions to complete tasks requiring hundreds ofA0.
In addition, these experiments investigate the benefit provided by the hill-climbing step in
the SODA actions, showing that hill-climbing produces more reliable actions, and produces
solutions requiring fewer abstract actions. The second set of experiments, run in the ACES
environment, show that SODA can scale up from the T-Maze to a realistic, building-sized




Figure 6.1: T-Maze Navigation Targets. The red circles indicate the locations used as
starting and ending points for navigation in the T-Maze in this chapter. In the text, these
points are referred to as top left, top right, and bottom. Navigation between these targets is a
high-diameter task: they are all separated from each other by hundreds of primitive actions,
and from each target the other two are outside the sensory horizon of the robot.
6.1 Learning in the T-Maze
The first set of navigation experiments was conducted in the T-Maze, described in Sec-
tion 4.2. For these experiments, three navigation targets were defined in the upper-left,
upper-right, and bottom extremities of the environment, as shown in Figure 6.1. Each target
was defined by a point in the environment. The robot was judged to have reached the target
if its centroid passed within 500 mm of the target point. The agent was tested on its ability
to learn to navigate between each pair of targets using Sarsa(λ) over A0 actions and over
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A1 actions, to test whether the agents learn to navigate more effectively using SODA.
As explained in Section 1.3, SODA is not intended to address problems of partial
observability (also known as perceptual aliasing), in which multiple distinct states in the
environment have the same perceptual representation. However, in some cases the SODA
abstraction induces perceptual aliasing in the environment. For example, in the T-Maze, the
same GNG unit is active when the robot is in the center of the intersection facing south-
east or facing southwest (unit 4 in the first row of Figure 4.2). Resolving such ambiguity is
outside the scope of this dissertation. Therefore, to avoid resorting to complicated represen-
tations and algorithms for partially observable environments, the agents were given more
sensory information to help reduce aliasing. The two new sensors were a stall warning to
indicate collisions, and an eight-point compass. Using these sensors, the learning agent’s
state representation was the tuple 〈stall,compass,(argmaxjfj ∈ F)〉.
As with the Top-N representation (Section 3.2), the state tuple was hashed into an
index into the Q-table. The reward function for the task gave a reward of 0 for reaching the
goal,−1 for taking a step,−6 for stalling. Each episode timed out after 10,000 steps. When
the robot reached the goal or timed out, the robot was automatically returned to the starting
point. For each of the six pairs of starting and ending points, there were 18 total trials of
1000 episodes each: three trials using each of three different trained GNG networks using
A0 actions and A1 actions. The Sarsa(λ) parameters were λ = 0.9, α = 0.1, γ = 1.0. All
Q values were initialized optimistically to 0. The agent also used ε-greedy action selection
with ε0 = 0.1 annealing to ε∞ = 0.01 with a half-life of 100,000 (primitive) steps. The
agents usingA1 actions all learned their TF and HC options using the parameters described
in Chapter 5. For each start-end pair, the experiment began with all options untrained, and
option policy learning proceeded concurrently with high-level policy learning.
Figure 6.2 shows the learning curves comparing the performance of the agents using
A0 actions to the agents using A1 actions. For every pair of start and end points, the agents

























































































Top Right to Top Left
Primitive Actions
SODA Actions
Figure 6.2: T-Maze Learning, all routes. These learning curves show the length per
episode for learning to navigate between each pair of targets shown in Figure 6.1. The
curves compare learning with A1 actions and learning with A0 actions. Each curve is the
aggregate of three runs using each of three trained GNGs. Error bars indicate +/- one stan-
dard error. In all cases the A1 agents dramatically outperform the A0 agents.
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Figure 6.3: Navigation using Learned Abstraction. An example episode after the agent
has learned the task using the A1 actions. The triangles indicate the state of the robot at
the start of each A1 action. The sequence of winning features corresponding to these states
is [8, 39, 40, 14, 0, 4, 65, 7, 30, 62], shown in Figure 6.4. The narrow line indicates the
sequence of A0 actions used by the A1 actions. In two cases the A1 action essentially
abstracts the concept, ‘drive down the hall to the next decision point.’ Navigating to the
goal requires only 10 A1 actions, instead of hundreds of A0 actions. In other words, task
diameter is vastly reduced.
the behavior of the agents using the high-level actions has converged easily within 1000
episodes (and often much sooner) while in no case did the behavior of the agents using
primitive actions converge within that period. These results show that SODA significantly
speeds up navigation learning.
Figure 6.3 shows a representative trace of learned behavior from one trained agent,
traveling from the top-left location to the bottom location. This figure shows the starting
points of the A1 actions as triangles, and the path of the agent in underlying A0 actions.
The agent has abstracted a task requiring a minimum of around 300 primitive actions to
a sequence of ten high-level actions. Figure 6.4 shows the perceptual features that define
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Figure 6.4: Features for Distinctive States These are the perceptual features for the distinc-
tive states used in the navigation path shown in Figure 6.3, in the order they were traversed
in the solution. (Read left-to-right, top-to-bottom.) The first feature [8] and the last two [30,
62] represent the distinctive states used to launch long actions down the hallways, while the
intervening seven features [39, 40, 14, 0, 4, 65, 7] show the robot progressively turning to
the right to follow the lower corridor. The large number of turn actions is caused by the
large number of features in the GNG used to represent views separated by small turns, dis-
cussed in Section 4.4 and Figure 4.6. Despite the many turn actions, however, SODA still
reduces the task diameter by an order of magnitude over primitive actions.
the distinctive states for the starting points of the actions in Figure 6.3. The trace and
feature plots show that the agent began by traveling forward in a single A1 action from
the starting point to the intersection, trajectory-following on a feature representing a view
straight ahead down a long corridor. After reaching the intersection, the agent then used
seven shorter actions to progress through the intersection while turning to face the lower
corridor. Each of these seven distinctive states is defined by a feature resembling a view of
an intersection turned progressively more at each step. Finally, the agent progresses down
the lower corridor in two long actions. The lower corridor is about half the length of the
upper corridor, and as the robot progresses down the corridor, the laser rangefinder view of
the corridor grows progressively shorter. As a result, the view of the corridor is represented
by two features (30 and 62) with shorter forward ranges than the feature used to represent
the upper corridor (feature 8). Although, to the human eye, these final two features bear
a less obvious resemblance to a corridor than the other features, they are still sufficient to
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allow the agent to navigate to the goal.
6.2 The Role of Hill-Climbing
The previous section showed that SODA agents learn to navigate faster than agents using
primitive actions, and that SODA reduces the diameter of navigation tasks in the T-maze by
an order of magnitude. The question arises, however: How much of the benefit of SODA
comes from the trajectory-following and how much from hill-climbing? This section de-
scribes an ablation study comparing navigation using SODA with and without hill-climbing.
The study shows that while all the speed-up in learning can be attributed to the TF com-
ponent of the actions, the HC step makes the actions more deterministic and cuts the task
diameter roughly in half compared to navigating using TF actions alone.
One of the stated goals of SODA, described in Section 1.4, is that it function as a
building block in a bootstrap-learning process for robotics. One likely next stage of boot-
strap learning is to move from the model-free navigation policies learned by Sarsa(λ) to
navigation based on predictive models and explicit planning. Such systems benefit greatly
from more deterministic actions, which have fewer possible outcomes, and thus reduce the
branching factor of search for planning. They also benefit from shorter task diameters,
which reduce the depth of search. As shown in the study in this section, the HC in A1
actions provides both of these benefits.
In the ablation study, the task of the agent was to navigate from the top-left location
to the bottom location in the T-Maze (Figure 6.1). The parameters of the experiment were
identical to those in the experiments in Section 6.1, with three exceptions: (1) In this case
there were three experimental conditions: A1 actions, TF actions only, and A0 actions. (2)
Each condition consisted of five independent learning agents for each of the ten different
trained GNGs, to provide a larger sample for computing statistical significance, giving a
total of 3× 5× 10 = 150 total agents. (3) Each agent ran 5000 episodes, instead of 1000,























Figure 6.5: A1 vs TF-only Learning Performance, T-Maze These learning curves com-
pare the length per an episode in the T-Maze top-left-to-bottom navigation task using
primitive actions (A0), trajectory-following alone (TF), and trajectory following with hill-
climbing (A1). Each curve is the average of 50 runs, 5 each using 10 different learned
SOMs. Error bars indicate +/- one standard error. The agents using just TF actions, without
the final HC step learn as fast and perform slightly better than the agents using A1 actions.
(TF vs A1 performance is significantly different, p < 0.0001, in the last 50 episodes.)
The learning curves from the experiment are shown in Figure 6.5. In the first 1000
episodes, the A1 and A0 curves show the same basic shape as the learning curve for the
same task above (Figure 6.2, top left plot), with lower variation in the average as a result
of the larger number of agents run. Importantly, the TF-only curve is nearly identical to
the A1 curve, showing that, in terms of learning speed, all the benefit of SODA actions
comes from the TF component of the actions. In addition, the actions taken to perform
hill-climbing exact a small cost. In the last 50 episodes, the average TF-only episode length
is around 400 steps, while the average for TF+HC agents is around 600 steps over the same
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period. These differences are significant (p < 0.0001).
Although the hill-climbing component of A1 actions does not make learning faster,
HC does improve navigation by making the actions more deterministic, as measured by
lower state transition entropy. Given an environment’s state-transition function T (s, a, s′),
indicating the probability of ending in state s′ after taking action a in state s, the state
transition entropy of a state-action pair (s, a) is the entropy of the probability distribution
over possible states s′. Because the entropy of a distribution is the number of bits needed
to encode a selection from the distribution, the transition entropy can be interpreted infor-
mally as the log2 of the number of possible outcomes weighted by the likelihood of their
occurrence. Thus an entropy of zero indicates exactly one possible outcome, an entropy of
1 indicates roughly two possible outcomes, etc.
To estimate transition entropy in the T-maze, every 〈s, a, s′〉 sequence the agent
experienced over 5000 episodes was counted and the frequencies were used to estimate
the distribution P (s′|s, a). These estimates were then used to compute an entropy value
for each (s, a) pair, and the entropies for all pairs were averaged to compute an average
transition entropy for the run. Figure 6.6 compares the average transition entropy of agents
using hill-climbing with those using only trajectory-following, for each GNG. This figure
shows that transition entropies are an average of 0.4 bits lower for the agents using HC
actions. This result corresponds to a decrease of about 30% in the number of possible
outcomes for each state-action pair.
In addition to making actions more reliable, using hill-climbing also reduces the
task diameter, as measured by the total number of abstract actions needed to reach the
goal. Figure 6.7 shows the average length, in high-level actions, of successful episodes
for agents using TF+HC actions versus agents using TF without HC. The bars show the
average number of actions taken in the successful episodes taken from last 100 episodes for
all TF+HC agents and all TF-only agents. (In 15 of the 100× 5× 2 = 10000 episodes, the




































Figure 6.6: Hill-climbing Reduces Transition Entropy. These plots compare the average
transition entropy for all state/action pairs for each of the 10 different GNGs used in the T-
Maze experiment. The x-axis indicates the transition entropy (in bits) using hill-climbing,
and the y-axis indicates the entropy without hill-climbing. The solid line indicates equal
entropy (y = x). Error bars indicate 95% confidence intervals. Hill-climbing reduces the
entropy by about 0.4 bits, on average. This is approximately equivalent to a reduction in
branching factor from 3 to 2. These results indicate that hill-climbing makes actions more
deterministic, making them more useful for building planning-based abstractions on top of
SODA.
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Figure 6.7: Hill-climbing Improves Task Diameter. Bars show the average abstract length
per episode of the successful episodes taken from the last 100 episodes for each agent in the
T-Maze experiment. Abstract length is measured in the number of high-level actions needed
to complete the task. Using trajectory-following with hill-climbing, the agents require an
average of 23 actions to complete the task, while without hill-climbing they require an
average of 67. (Error bars indicate +/- one standard error. Differences are statistically
significant with infinitesimal p.) This result indicates agents using hill-climbing the hill-
climbing component of A1 actions will be make them more useful for building future,
planning-based abstractions on top of the SODA abstraction.
because they are not representative of the learned task diameter.) The agents using HC
actions are able to complete the task using an average of 23 actions while the agents using
TF-only require an average of 67, a 62% decrease in task diameter.
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Figure 6.8: ACES Navigation Task. The circles indicate the locations used as starting and
ending points for navigation in ACES in this chapter. The green circle on the right indicates
the starting point and the red circle on the left indicates the ending point. The shaded area
shows the robot’s field of view. The longer task and added complexity of the environment
make this task much more difficult than the tasks in the T-maze.
6.3 Scaling Up The Environment: ACES 4
The third experiment in this section investigates how SODA scales to the larger, richer
ACES environment. As mentioned in Section 4.3, the ACES environment not only provides
much longer task diameters at 40 m × 40 m, but it is far richer with a wide variety of
different intersection types, different corridor widths, irregular wall features, and a circular
atrium. In addition, the outer corridors of the environment are long and narrow, making it
very unlikely for a robot with realistic motor noise robot to traverse them with open-loop
trajectory-following macros, and thus requiring closed-loop TF.
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The task in the ACES environment was to navigate from the center-right intersec-
tion to the lower-left corner of the environment, as shown in Figure 6.8. The experimental
set-up and agent parameters were identical to those in the T-Maze experiments, with these
exceptions: First, the general set-up of the environment and the robot was the same as
described in Section 4.3. Second, the time-out for each episode was increased to 30,000
time-steps. Third, because the robot’s rangefinder has a much shorter range than than the
length of a typical corridor, many corridors and intersections are perceptually indistinguish-
able. To deal with this problem the agent was given extra state variables consisting of the
eight-point compass and stall sensor used in the T-Maze experiment, plus a coarse tiling of
the robot’s (x, y) position in the environment, in which the x and y positions were tiled into
ten-meter bins. This binning was chosen because it is sufficient to give each intersection
a unique sensory signature, and can be interpreted as similar to an environment in which
different areas of the building are painted a unique color. The agent was given the state
tuple 〈stall,compass,x-bin,y-bin,(arg maxj fj ∈ F)〉, which was hashed into the agent’s
Q-table.
Figure 6.9 shows the learning curves from the ACES environment. Each curve
averages the performance of 50 agents — 5 runs using each of 10 trained GNGs — for
agents using SODA’s TF+HC options and agents using primitive actions only. The curves
show that the SODA agents are able to learn to solve the navigation task while the agents
using primitive actions are not able learn it within the alloted time-out period.
6.4 Navigation Discussion
The results in this chapter show that SODA allows an agent to learn to navigate dramatically
faster than it can using primitive actions. However, there are two major points from these
results worth further discussion: (1) SODA does not learn clean, high-level “turn” actions,





















Figure 6.9: Learning Performance in the ACES Environment. These learning curves
compare the length per episode for learning to navigate in ACES from the center-right
intersection to the lower-left corner of the environment. The curves compare primitive
actions and A1 actions. Each curve is the average of 50 runs, five each using 10 different
learned SOMs. Error bars indicate +/- one standard error. The minimum length path is
around 1200 actions. The agents using the high-level actions learn to solve the task while
those using only primitive actions have a very difficult time learning to solve the task in the
allotted time.
First, Figure 6.3 shows that although SODA learns to abstract “hallway following”
into a few large actions, it does not cleanly learn to turn to a new corridor as a single large
action. As discussed in Section 4.4, the Euclidean distance metric causes SODA to learn
many perceptual features when turning, resulting in many closely spaced distinctive states
separated by small turn actions. Using the A1 actions, the agent must traverse sequences
of these states in order to turn 90◦. Although SODA performs well despite this problem,
an effective means of learning large turn actions could potentially reduce the task diameter
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by another order of magnitude. The ideal abstract path to the goal in the T-maze consists
of three abstract actions: (1) drive to the intersection, (2) turn right, (3) drive to the goal.
Achieving such an ideal on every run is unlikely, given that actions may terminate early
because of motor noise, and that feature learning may not learn perfect features. However,
given that the majority of the actions in the trace in Figures 6.3 and 6.4 are used to turn,
a better method of learning turn actions could reduce the mean of 23 actions (Figure 6.7)
to fewer than ten actions. Section 7.2.2 in the next chapter discusses methods by which
SODA could be extended to more cleanly learn large turn actions, either by using alternative
distance metrics that better handle turning, or by aggregation of states into “places” and
“paths.”
The second point for discussion is SODA’s performance in the ACES environment.
Although SODA’s advantage over primitive actions in the larger environment is even greater
than in the T-Maze, the absolute learning performance is notably worse than that in the T-
Maze. In the T-Maze, performance converged in a few hundred episodes. In ACES, it took
nearly the whole 3000 episodes. Much of this difference can be explained by the greater
complexity of the environment. The T-Maze has only a single intersection, while ACES has
eight. In addition, the state space in ACES is much larger: while the total number of states
in the Q table of an agent in the T-Maze is around 500-600, the number of states for an
agent in ACES is around 4000-5000. Note that because of the hashing used in the Q-table,
the number of states in the table represents the number of states visited by the agent, not
the total number of possible states in the environment. In other words, the agents in ACES
have to explore much more environment (visit more states) in order to learn a solution. This
substantial increase in complexity indicates that rapid learning in very large environments
may require bootstrapping to a higher level of abstraction, such as the aggregation of states
into places and paths as mentioned above and discussed in detail in Section 7.2.2.
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6.5 Navigation Conclusion
To summarize, this chapter described experiments showing that SODA allows agents to
learn to navigate much more quickly than agents using primitive actions. In the T-Maze,
SODA agents out-performed agents using primitive actions in navigation between several
locations in the environment. In addition, an ablation study showed that the hill-climbing
phase of SODA’s actions makes the actions more reliable than trajectory-following alone,
and dramatically reduces the number of abstract actions needed to solve the task, at a small
cost in the total number of primitive actions needed to solve the task. These features will be
attractive for bootstrapping from model-free reinforcement learning methods to navigation
using predictive models and planning. Finally, in the navigation experiment in the larger,
more complicated ACES environment, SODA’s advantage over primitive actions was even
more pronounced, although the long learning times in this environment suggest that boot-
strapping to a higher level of abstraction may be needed for learning to navigate in practice.
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Chapter 7
Discussion and Future Directions
The last chapter showed that robotic agents learn to navigate much faster using SODA than
using primitive actions, that the hill-climbing step of SODA’s A1 actions makes actions
more reliable and reduces the task diameter over using trajectory-following alone, and that
SODA scales up to larger, realistic environments. This chapter discusses some potential
problems raised in the previous chapters and how they might be addressed in future re-
search. First, Section 7.1 reviews the SODA agents’ need for extra state information to
disambiguate perceptually aliased states, and proposes several replacements to Sarsa(λ)
for learning navigation in partially observable environments. Next, Section 7.2 discusses
the large number of features, and hence distinctive states, created to represent perceptual
changes caused by turning the robot, and proposes how this problem may be dealt with ei-
ther by replacing Euclidean distance in the GNG with a different metric, or by bootstrapping
up to a higherA2 representation that aggregates distinctive states together into “places” and
“paths.” Section 7.3 considers how SODA may be scaled to even richer and more compli-
cated sensorimotor systems. Finally, Section 7.4 characterizes how well SODA’s goal of
reducing the need for prior knowledge in constructing an autonomous robot has been met,
and the extent to which the knowledge embedded in SODA’s learning parameter settings
might be further reduced.
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7.1 SODA with Perceptual Aliasing
Under SODA’s abstraction the environments used in the previous chapters suffer from the
problem of perceptual aliasing, also called “partial observability”, in which more than one
distinctive state is represented by one GNG unit. Perceptual aliasing makes it difficult or im-
possible to navigate based only on current perceptual input, and considerable research exists
on methods for learning to act in partially observable environments (Kaelbling, Littman, &
Moore, 1996; Shani, 2004). SODA’s design deliberately factors the problem of constructing
a perceptual-motor abstraction away from the problem of perceptual aliasing, with the in-
tent that the abstract representation constructed by SODA could be used as input to existing
(or new) methods, thus bootstrapping up to a higher-level of representation, as described in
Section 1.4. As a place-holder for one of these methods, the agents in Chapter 6 were given
additional sensory information to disambiguate aliased states. In the T-Maze the agents
were given an eight-point compass, to differentiate aliased poses in the intersection (e.g.
facing southeast vs. facing southwest). In ACES, where the corridors are much longer than
the maximum range of the rangefinder, the agent was also given a coarse tiling of the robot’s
x/y position in the environment, approximately equivalent to using different wall or floor
colors in different parts of the building.
SODA’s abstraction provides a ready interface for adding methods designed for rea-
soning and acting in aliased environments. Formally, a SODA agent’s interaction with a
perceptually aliased environment forms a Partially Observable Markov Decision Process
(POMDP). A POMDP extends a standard Markov decision process (Section 2.1.2) consist-
ing of a set of states S, a set of actionsA, and a transition function T : S ×A×S → [0, 1]
giving the probability that taking an action in a given state will lead to some subsequent
state. In a POMDP, the agent is unable to observe the current state s ∈ S directly. Rather, it
observes an observation o from a set of observationsO where the probability of observing a
particular observation o in state s is governed by an observation function Ω : S×O → [0, 1].
SODA’s distinctive states map on to the POMDP’s states S, the high-level actions A1 pro-
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vide the actions, GNG units are the observations O and the GNG itself provides the obser-
vation function Ω. The remainder of this section discusses three major classes of methods
for learning to act in partially observable environments: model-free methods that extend
MDP-based reinforcement learning methods such as Sarsa(λ) and Q-learning to partially-
observable environments without explicitly constructing a POMDP model, model-based
methods that induce a POMDP from observations and then use it for planning and naviga-
tion, and newer model-based methods that construct other forms of predictive models than
explicit POMDP models, based on experience.
The simplest method for bootstrapping SODA up to handling perceptual aliasing
is simply to replace Sarsa(λ) for high-level navigation learning with another model-free
reinforcement learning method designed to deal with partial-observability. Two methods
discussed in Chapter 2, McCallum’s U-Tree algorithm (Section 2.3.1) and Ring’s CHILD
(Section 2.2.5) have been successful in learning tasks in highly-aliased environments. Both
of these methods track the uncertainty in the value of each (o, a) pair, i.e the uncertainty in
Q(o, a), and progressively build a memory m of recent observations and actions, such that
the uncertainty in Q(o, a,m) is minimized.
Another class of model-free learning methods, neuroevolution (NE), has had suc-
cess on partially observable continuous control tasks (Gomez & Miikkulainen, 2002; Gomez,
2003). Neuro-evolution methods use an evolutionary search in the space of policy func-
tions expressed as neural networks, without explicitly learning or storing a value function.
Gomez, Schmidhuber, & Miikkulainen (2006) compared several neuroevolution methods
against a variety of value-function-based and policy-search-based RL methods on a series
of pole-balancing tasks. The NE methods dramatically outperformed the other methods,
although neither U-Tree nor CHILD was included in the comparison. The pole-balancing
tasks are low-dimensional, unlike the high dimensional input used in the SODA experi-
ments. Nevertheless, it is worth considering whether these methods could be used to learn
to navigate over SODA’s A1 actions. One potential problem with using neuroevolution is
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the construction of the fitness function. For episodes in which the robot reaches the goal,
the fitness should be inversely related to the number of steps the agent took to reach the
goal. However, for episodes that time-out before reaching the goal, it is not clear how to
fashion a fitness function without some external knowledge of the robot’s actual position in
the environment. This would nonetheless be an interesting direction for future research.
U-Tree, CHILD, and neuroevolution have all had success in learning to perform
tasks in partially-observable environments. However, like Sarsa(λ) these methods create
an entirely new learning problem for each navigation target in the environment, conflating
general knowledge of the dynamics of the environment and specific knowledge for a single
task. For example, in the set of six experiments described in Section 6.1, the agent had to
learn the Q function, and hence the environment dynamics, afresh for each experiment. This
is very inefficient, given that all the experiments are performed in the same environment,
and the learned distinctive states,A1 actions, and state-transition function are shared among
all the tasks. An alternative is to learn a model of the environment that allows the agent to
predict the outcome of actions. This model can then be used to solve each navigation task
in the environment, either by learning a state value function for each task (which is simpler
than the state-action value functions learned by model-free methods), or by explicit look-
ahead planning.
The most obvious representation for a predictive environment model for SODA is
the POMDP representation itself. As mentioned above, the action set A and observation
set O are already known, so learning the POMDP would entail estimating the hidden state
set S, transition function T , and observation function Ω. For a given S, such a model can
be learned from an observation/action trace using a generalized expectation-maximization
algorithm for learning hidden Markov models known as the Baum-Welch algorithm (Duda,
Hart, & Stork, 2001). Baum-Welch can also be used to learn POMDPs (Chrisman, 1992).
When the number of hidden states is unknown, Baum-Welch can be applied repeatedly
as the number of states is increased, to discover the number of states that maximizes the
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likelihood of a second, independently collected, validation trace. In addition to this itera-
tive method, other search methods exist for learning graphical topologies in other domains,
including Bayesian networks (Segal et al., 2005; Teyssier & Koller, 2005), and neural net-
works (Stanley, 2003). It is likely that one or more of these methods could be extended to
POMDPs, especially in cases where the transition function, and hence the graph topology,
is very sparse, as it is with SODA—as shown in Figure 6.6, the average transition entropy
in the T-Maze using A1 actions is less than 1 bit.
In addition to the POMDP model, new state representations for partially observ-
able dynamical systems have been developed recently. Chief among these are Predictive
State Representations (PSRs; Littman, Sutton, & Singh, 2002; Singh, James, & Rudary,
2004), and Temporal-Difference Networks (TD-Nets; Sutton & Tanner, 2005). Rather than
explicitly representing each hidden state and the transitions between them, PSRs represent
the agent’s state as predictions over a set of tests, where a test is an action-conditioned
sequence of future observations. Representationally, PSRs have advantages over history-
based method like U-Tree and CHILD, in that they can accurately model some systems that
cannot be modeled by any finite history method. In addition, PSRs are often more com-
pact than the equivalent POMDP representation for the same underlying dynamical system.
Given an appropriate set of “core tests,” the parameters for updating a model can be learned
(Singh et al., 2003), and some progress has been made on discovering the core tests from
data (Wolfe, James, & Singh, 2005), though the methods do not work well for all envi-
ronments. However, navigation environments are considerably more constrained in their
dynamics than what can be represented by a POMDP generally. For example, the agent
cannot jump to arbitrary states, so the transition function is very sparse. It is worth inves-
tigating whether or not the properties that make PSR discovery fail in some cases apply in
navigation.
TD-Nets are a different representation, also based on predictions, in which nodes
in a graph represent scalar predictions about the world and links between them represent
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action-conditioned temporal dependencies between the predicted outcomes. The param-
eters of the network are learned from data using methods of temporal differences (Sec-
tion 2.1.2), but no methods exist for discovering the predictions or network structure from
experience, making it difficult to see how they can be applied to SODA.
Although SODA itself does not deal with perceptual aliasing, its sparse, discrete
abstraction is well suited for use as input to a variety of methods for learning to act in
partially observable environments. Investigating these methods is an attractive area for
future research.
7.2 Dealing with Turns
Although the learning results in Chapters 5 and 6 show that SODA’s feature learning method
suffices to construct features that greatly reduce task diameter, the method still has the prob-
lem, discussed in Section 4.4, that turning the robot moves the perceptual vector farther in
the feature space than translating forward or backward. Because the GNG network adds fea-
tures to minimize the distance between the input and the winning feature, it creates many
features that represent views of the environment that differ from one another by only a small
turn. Since there is at least one distinctive state for each feature, this process creates many
distinctive states that only differ by a small rotation. As a result, as shown in Figures 6.3
and 6.4, turning the robot requires several smaller A1 actions while traveling forward or
backward only requires a few larger actions. Ideally, the abstraction would treat traveling
and turning equivalently: traveling to an intersection, turning to face a new corridor, travel-
ing again, etc. More generally, an ideal abstraction would cut the environment at its natural
decision points, regardless of whether some primitive actions move the robot farther in per-
ceptual space than others. SODA might be modified to create such an abstraction either by
replacing Euclidean distance in the GNG network with another metric that better captures
the distances between small actions, or by constructing a higher A2 layer of abstraction on
top of the A1 layer, which aggregates the small turn actions together into larger actions.
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These ideas are discussed in more detail below.
7.2.1 Alternative Distance Metrics for Feature Learning
One possible method of dealing with the large number of distinctive states created by turn-
ing is to replace Euclidean distance for comparing sensory images with a metric that can
account for the relationships between the elements in the input vector. One such metric is
earth movers’ distance. Alternatively, it may be possible for SODA to learn a good distance
metric for each new sensorimotor system.
Earth movers’ distance (EMD; Rubner, Tomasi, & Guibas, 2000) is a distance met-
ric used in computer vision that has properties well-suited for comparing sensor inputs.
EMD computes the cost to “move” the contents of one distribution to best cover another
distribution, given known distances between the bins of the distribution. By treating each
input vector or GNG unit as a distribution histogram, it is possible to apply EMD to com-
paring inputs in SODA. Applying EMD this way requires a distance matrix D = [dij ]
indicating the distance between each sensor represented in the input vector. Although no
such distance matrix is specified in SODA, the formalization in Chapter 3 assumes that
the sensor group that produces the input vector was discovered using the sensor-grouping
methods of Pierce & Kuipers (1997). These methods include automatically learning a dis-
tance matrix over the robot’s sensor array that assigns small distances to sensors that are
correlated (i.e. that sample nearby regions of space), and larger distances to sensors that are
less correlated.
Using this distance matrix with the robot used in this dissertation, EMD should
assign much smaller distances between input vectors separated by small turns than between
input vectors separated by large turns, because with small turns the similar range values are
much closer to one another (in terms of D). One potential drawback to EMD in this context
is that computing a single distance directly requires solving a linear program. This may be
too computationally intensive for a program that must compute many distances many times
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per second. However, approximate EMD-like methods have been developed that provide
significant speedups (Grauman & Darrell, 2007, 2005). Alternatively, it may be possible
to use the computationally intensive EMD to generate training data for a faster function
approximator that computes an approximate EMD between arbitrary input pairs.
An alternative to choosing a specific new distance function such as EMD is to have
the SODA agent learn the distance function from experience. Vector-space similarity func-
tion learning has already been studied for use in clustering (Xing et al., 2003) and text min-
ing (Bilenko & Mooney, 2003). These methods require information that indicates which
pairs of vectors are similar (or dissimilar). This information is used to train a function ap-
proximator that learns a distance function between pairs of vectors. In the case of SODA,
this information is available in history of the training phase for the GNG. Since one of
SODA’s assumptions is that small actions produce small changes in the input (Section 3.1),
input vectors separated by a single action can be defined to have a small distance between
them. This information can be used to learn a distance metric in which turning actions and
translating actions are separated by similar distances, reducing the number of GNG units
(and hence distinctive states) devoted to representing variants of the same view that only
differ by small turn actions.
To summaraize, if Euclidean distance in GNG training is replaced with a new dis-
tance metric that better represents the topological distance between inputs in the action
space, SODA may be able to reduce task diameters in environments like the T-Maze and
ACES by another order of magnitude.
7.2.2 Learning Places, Paths, and Gateways
An alternative, potentially more promising method for dealing with turns may be to aggre-
gate the large groups of distinctive states (dstates) linked by small turn actions into places,
connected together by paths consisting of a few dstates linked by long “travel” actions. This
is the approach used by the Spatial Semantic Hierarchy (Section 2.1.1) in moving from the
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causal abstraction level to the topological level. The SSH causal level is characterized by
distinctive states linked by actions, while the topological level consists of places linked into
sequences along paths. The resulting abstraction forms a bipartite graph of places and paths,
in which the agent can plan. Building such an abstraction upon SODA’s dstates and actions
would both reduce task diameter further and form an abstraction suitable for navigation by
planning.
The classic SSH formalization requires prior labeling of particular actions as either
travel actions or turn actions. This labeling is antithetical to SODA’s purpose of reducing
the need for human prior knowledge for the learning process. It may be possible to get
around the need for action labeling by adapting the concept of gateways from the Hybrid
SSH (HSSH Kuipers et al., 2004; Beeson et al., 2003). The HSSH combines the strengths
of topological mapping for representation of large-scale space, and metrical, probabilistic
methods (Thrun, Burgard, & Fox, 2005) for representation and control in small-scale space.
The HSSH labels each place (a decision point or intersection of paths) with a local percep-
tual model (e.g. an occupancy grid). Each place has a discrete set of gateways through
which paths enter and leave. These gateways define the interface between the large-scale,
topological representation, and the small-scale metrical representation. An analogous ab-
straction could be constructed from SODA’s actions and distinctive states by identifying
the dstates that begin or end sequences of one or more long actions, all of which begin
by trajectory-following along the same progress vector (Section 3.3). These starting states
would be labeled as “gateways”; the sequences of long actions (and associated dstates) that
connect them would be labeled as “path segments”; and the groups of dstates and small ac-
tions that connect the path segments together would become “places.” An example of such
an abstraction in the T-Maze is shown in Figure 7.1. This abstraction requires a definition
of what constitutes a “long” action. One method is to cluster all the A1 action instances in
the training data into two sets using k-means, and treat the longer set as the “long” actions.






Figure 7.1: Grouping SODA Actions into Gateways, Places and Paths. Topological
abstraction of SODA’s actions could be accomplished identifying the states that initiate or
terminate sequences of long similar actions as gateways, and then aggregating the sequences
of states connected by long actions between two gateways into paths, and the collections
of states connecting groups of gateways into places. In this T-Maze example, from Chap-
ter 6, the states in which the robot enters and leaves the intersection terminate and begin
sequences of long actions, and thus are gateways. The states and actions moving the robot
down the corridor are grouped into paths, and the collection of states traversed in turning
are grouped into a place. This second-level (A2) abstraction would reduce the diameter of
this task from ten actions to three.
of options defined over A1 actions, allowing the robot to navigate robustly between gate-
ways even when motor noise causes a TF action to terminate prematurely. Each gateway
leaving a place would have an associated option for reaching that gateway from any dstate
within the place (including the incoming gateways); likewise, each path segment would
have an option for reaching the end gateway from anywhere within the path segment. Lim-
iting these A2 actions to operating over A1 actions is likely to make their learned polices
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somewhat less efficient than similar options over A0. Once policies for these options have
been learned using A1 actions, however, it may be possible to replace each option with a
new optimized version that operates overA0 actions. Each optimized option’s policy would
be bootstrapped with action traces generated by the old A1-based policy, as was done by
Smart & Kaelbling (2002), resulting (after further learning) in A2 actions that drive the
robot directly to the gateways without intermediate trajectory-following and hill-climbing.
Such an abstraction would reduce the task diameter considerably, reducing, for example,
the diameter of the task in Figure 7.1 from ten actions to three.
7.3 Scaling to More Complex Sensorimotor Systems
The results in Section 6.3 show that SODA scales up to navigation environments of realistic
size. Increasing the environment size, however, is only one kind of scaling. An important
future direction for research in SODA is investigating how the abstraction scales along other
dimensions, such as input dimensionality and output dimensionality.
The SODA experiments in previous chapters show that SODA operates well with
180 input dimensions, which is many more than the typical reinforcement learning system
in which hand-coded feature extractors reduce the dimensionality fewer than 10 dimen-
sions. Nevertheless, there are obvious ways in which the input dimensionality may be
scaled up even further, either by using sensors of enormous dimensionality, such as cam-
eras (a 640x480 RGB camera provides nearly a million individual input elements), or by
adding multiple heterogeneous sensors. While in some limited environments it may be pos-
sible to pass full camera images or other very large input vectors directly to a single, huge
SOM, such an approach is likely to be highly inefficient, as SOM lookups for such large,
dense vectors are computationally very expensive. Instead, handling these very high-D in-
puts will require an extension to SODA’s feature learning. Rather than learn a single flat
feature set to characterize the whole input, a possible extension is to divide the large sensor
group into many smaller (possibly overlapping) groups of scalar elements. Such groups
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are computed as an intermediate stage in the sensor grouping method of Pierce & Kuipers
(1997). These groups can then each be characterized by its own SOM. Once these SOMs
have been trained, a similar grouping can be performed on the SOMs, and another layer of
SOMs learned to characterize the joint behavior of the first layer, and so on.
This scheme forms a multistage hierarchical vector quantizer (Luttrell, 1988; Lut-
trell, 1989). These kinds of networks are known to trade a small loss of encoding accuracy
for a large increase in computational efficiency. This hierarchical approach is also reminis-
cent of CLA, the Constructivist Learning Architecture (Chaput, 2004) (Section 2.2.2). In
CLA the choice of which lower level maps to combine in a higher-level map was made by
the human engineer, but it may be possible to automate the process using distance-based
grouping. In particular, since each SOM’s output is effectively a discrete random variable, it
may be possible to group them based on information-theoretic distance measures that max-
imize mutual information between grouped variables. Such methods were used by Olsson,
Nehaniv, & Polani (2006). By building and combining such groupings, SODA should be
able to scale its feature learning to very large input domains.
Another possible direction for scaling up is in the dimensionality of the robot’s mo-
tor system. Many newer robot systems, such as manipulators, robot dogs, and humanoids,
have many degrees of freedom, yet trajectory-following and hill-climbing still appear to be
reasonable high-level actions for these more complicated robots. For example, it is easy to
imagine a robot arm retrieving an object by following a trajectory to place the gripper near
the object, then hill-climbing to a suitable position to grasp the object. The problem in these
robots is that value-function-based reinforcement learning methods scale poorly as the size
of the action space increases. One possible way of dealing with this problem would be to
replace Sarsa-based learning in the TF and HC options with methods such as neuroevo-
lution or policy-gradient methods, that learn their policies directly, rather than learning a
value function. By encapsulating the interface to the high-dimensional action space in this
way, much of the problem of scaling the robot’s motor space should be alleviated.
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7.4 Prior Knowledge and Self-Calibration
One of the stated long-term goals of SODA is to minimize or eliminate the need for human
engineers to embed in each robot specific knowledge of its own sensorimotor system and
environment. In the experiments in the previous chapters, SODA has largely succeeded
in this, since parameters of its perceptual function and control policies are learned from
experience (e.g. the GNG size and weights, and the control option Q-tables). In addition,
although the learning parameters for those functions were still set by hand, the specifica-
tion of a handful of learning parameters is often considerably more compact than explicit
specification of the functions to be learned. For example, the hand-specified predictive mo-
tion model for hill-climbing in Section 5.2.1 is much more complicated to specify than the
hill-climbing options learned in the following section. Furthermore, as with the perceptual
learning described in Section 4.4, the parameters used for the options and other learning
methods were chosen by relatively short “educated walks” in the parameter space — ex-
haustive searching was not required. Also, most of the learning parameters used in the
T-Maze were used unmodified in ACES.
Nevertheless this kind of “knob-tweaking,” common to all machine learning prac-
tice, embeds human prior knowledge and should be reduced, with the ultimate goal of
achieving self-calibrating or “calibration-free” robots (Graefe, 1999). Assuming that there
is no single set of learning parameters that will work for SODA in all robots and environ-
ments, two methods of automatically setting the parameter values present themselves for
further study: homeostatic control, and evolutionary search.
“Homeostasis” is the term used in biology to describe a property of an organism
(e.g. body temperature) that is kept constant by the organism’s physiological processes.
Homeostasis is distinguished from “equilibrium” by active control. While a closed sys-
tem will fall into equilibrium in the absence of outside perturbation, an organism maintains
its systems in homeostasis by actively changing the value of some parameters of the sys-
tem to achieve constant target values on some measure or measures of system behavior.
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Homeostasis in learning has been studied in computational neuroscience, modeling neu-
rons whose activation threshold is modified to maintain a target firing rate distribution over
time (Turrigiano, 1999; Triesch, 2005; Kurniawan, 2006).
The Homeostatic-GNG used in SODA for feature learning employs a homeostatic
mechanism to set the size of the GNG, adding units only when the error rate rises above
a set threshold, and deleting units that poorly represent the input distribution. The success
of Homeostatic-GNG and the work in computational neuroscience suggest that homeostatic
processes might be able to reduce manual search for parameter settings in SODA. It must be
noted, however, that homeostatic processes do not eliminate prior parameter specification,
but rather replace one or many parameters with a single new parameter, the homeostatic
target value for the process. Homeostasis is effective when the same target value can be
used in situations where the control parameters would have to change. For example in the
T-Maze and ACES experiments, the Homeostatic-GNG error threshold used was the same
between environments, while the number of features needed to maintain that error rate was
much higher in ACES because of its greater perceptual variety.
It is possible that some parameters may not be controllable homeostatically. One
important parameter that seems to fall into this category is the length of the initial explo-
ration period for feature learning. To learn a complete feature set, the robot must explore
the environment long enough to experience the full range of possible perceptual situations.
Beyond that, extra exploration helps refine the features, but there is a point of diminish-
ing returns. Experiments with learning high-level navigation concurrently with the feature
set (by allowing the Q-table to grow as new features were added) were unsuccessful for
two reasons. First, the navigation learner was chasing a moving target – by the time the
Q-values were backed-up, the states they belonged to had changed. Second, they had poor
exploration: the “optimistic initialization” exploration policy requires having a good repre-
sentation of the state space before learning so that the Q-table can be initialized properly.
For these reasons feature set needed to be learned and fixed before successful navigation.
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This kind of multi-stage learning fits well with constructivist approaches to agent
learning such as Drescher’s Schema Mechanism and Chaput’s CLA (Section 2.2.2), and it
also fits with Bayesian-network-based hierarchical learning models of the cerebral cortex
that train and fix each hierarchical layer before training the layers above (Dean, 2005). If,
in fact, a period of dedicated exploration is truly necessary for SODA to learn a good set of
features for navigation, then the length of exploration is a free parameter that cannot be set
by a homeostatic process. However, it may be possible to set the length of the exploration
phase by resetting the timeout clock each time a new feature is added. I.e., if the time
elapsed since the last feature was added exceeds some preset value, then feature learning
ends and the agent moves to the policy learning phase with a fixed set of features.
Alternatively, however, an evolutionary search for parameters may be more appro-
priate, where “evolutionary search” refers to any search method that generates parameter
sets, tests their fitness by running each one in an entire developmental cycle, and uses the
fittest to generate new parameters. Such an evolutionary search would not be particularly
efficient in a single-robot learning scenario. It could work well, however, in an environ-
ment where many robots must perform similar tasks, since different parameter sets could
be evaluated in parallel, and the fittest agents could be easily replicated into all the robots.
To summarize, SODA succeeds in its goal of learning without needing prior knowl-
edge in that it is constructed entirely out of generic learning methods, and does not embed
any implicit knowledge of the robot or environment, such as the detailed sensor and ac-
tion models typically used in probilistic robotics (Thrun, Burgard, & Fox, 2005). However,
some implicit prior knowledge is still embedded in the settings of SODA’s learning param-
eters. Homeostatic control and evolutionary parameter search may allow SODA to reduce
the amount of such implicit prior knowledge necessary to learn, moving the system closer
to the goal of creating a self-calibrating robot.
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7.5 Discussion Summary
This chapter has examined several of the most important directions for future research on
SODA: dealing with perceptual aliasing, eliminating the large number of distinctive states
created by turn actions either through a new distance metric in the GNG, or by aggregating
them into “places,” scaling the method to more complex sensorimotor systems, and further
reducing or eliminating the amount of human-provided prior knowledge built into the sys-
tem. The next chapter summarizes this dissertation and concludes by placing this work in





To summarize, this dissertation has presented Self-Organizing Distinctive-state Abstraction
(SODA), a method by which a learning agent controlling a robot can learn an abstract set
of percepts and actions that reduces the effective diameter of large-scale navigation tasks.
The agent constructs the abstraction by first learning a set of prototypical sensory images,
and then using these to define a set of high-level actions that move the robot between per-
ceptually distinctive states in the environment.
The agent learns the set of perceptual features using a new, modified Growing Neu-
ral Gas vector quantizing network called Homeostatic-GNG. Homeostatic-GNG incremen-
tally adds features in the regions of the input space where the representation has the most er-
ror, stopping when the accumulated training error over the input falls below a given thresh-
old, and adding new units again if the error rises above the threshold. This algorithm allows
the agent to train the network incrementally with the observations it experiences while ex-
ploring the environment, growing the network as needed, for example when it enters a new
room it has never seen before. This automatic tuning of the feature set size makes it possible
for the agent to learn features for environments of different size and perceptual complexity
without changing the learning parameters.
After learning perceptual features, SODA uses these features to learn two types of
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abstract actions trajectory-following (TF) actions and hill-climbing (HC) actions. A TF
action begins at a distinctive state, and carries the robot into the neighborhood of a new
perceptual feature. An HC action, begins in the neighborhood of a perceptual feature, and
takes the robot to a new distinctive state at a local maximum of this new feature. By pairing
TF and HC actions, the agent navigates from one distinctive state to another. Both TF and
HC actions are defined using the Options formalism for hierarchical reinforcement learning,
and their policies are learned from experience in the environment using a novel prototype-
based state abstraction called the Topn representation. Topn represents the agent’s state as
the sorted tuple of the top n closest perceptual prototypes, allowing TF and HC options to
use the GNG features for navigation, even when navigating entirely within the neighbor-
hood of one feature. In addition, the Topn representation can be hashed into a table index,
so that options can be learned with off-the-shelf tabular reinforcement learning algorithms
like Sarsa and Q-learning.
Operating in this new, abstracted state space, moving from one distinctive state to
the next, SODA agents then use reinforcement learning to learn to navigate between widely
separated locations in their environment, using a relatively small number of abstract actions,
each comprising many primitive actions.
Experiments using a simulated robot with a high-dimensional range sensor and
drive-and-turn effectors showed that the SODA was able to learn good sets of prototypes,
and reliable, efficient TF and HC options, in each environment. TF and HC options per-
formed as well as hard-coded TF and HC controllers constructed with extensive knowledge
of the robot’s sensorimotor system and environment dynamics. In addition, they outper-
formed hard-coded controllers requiring no such prior knowledge. Using these learned
perceptual features and actions, SODA agents navigating between distant locations in these
environments learned to navigate to their destinations dramatically faster than agents using
primitive, local actions. An ablation study showed that although HC options do not signif-
icantly improve overall navigation learning times, they make the high-level actions more
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reliable and reduce the average number of abstract actions needed to navigate to a target.
These features make the abstraction more suitable for future extensions to model-based
navigation by planning.
SODA learns its state-action abstraction autonomously, and the abstraction reflects
only the environment and the agent’s sensorimotor capabilities, without external direction.
This abstraction is learned through a process of bootstrap learning, in which simple or low-
level representations are learned first and then used as building blocks to construct more
complex or higher-level representations. SODA bootstraps internally by first learning its
perceptual representation using an unsupervised, self-organizing algorithm, and then using
that representation to construct its TF and HC options, which are then used to learn high-
level navigation. In addition, SODA itself is designed to be used as a building block in a
larger bootstrap learning process: The identity of the main sensor group that SODA uses
for learning perceptual prototypes can be determined automatically by existing lower-level
bootstrap learning methods like those of Pierce & Kuipers (1997). In addition, SODA’s
representation of discrete states and actions is suitable for bootstrapping up to even higher
representations, such as topological maps or learning agents that can function in the pres-
ence of hidden state.
Bootstrap learning is one approach to a larger problem: how can we create intel-
ligent systems that autonomously acquire the knowledge they need to perform their tasks.
This problem is predicated on the notion that an essential objective of AI is “the turning
over of responsibility for the decision-making and organization of the AI system to the AI
system itself.” (Sutton, 2001) Achieving this objective is an enormous task that must be
approached incrementally. This dissertation is one such step. This step enables a robot
to learn an abstraction that allows it to navigate in large scale space—a foundational do-
main of commonsense knowledge—and can itself be used as the foundation for learning
higher-level concepts and behaviors.
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