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FFT and Multilayer neural networks (MLNN) have
been applied to ’Brain Computer Interface’ (BCI). In
this paper, in order to extract features of mental tasks,
individual feature of brain waves of each channel is em-
phasized. Since the brain wave in some interval can be
regarded as a vector, Gram-Schmidt orthogonalization
is applied for this purpose. There exists degree of free-
dom in the channel order to be orthogonalized. Effect
of the channel order on classification accuracy is investi-
gated. Next, two channel orders are used for generating
the MLNN input data. Two kinds of methods using a
single NN and double NNs are examined. Furthermore,
a generalization method, adding small random numbers
to the MLNN input data, is applied. Simulations are
carried out by using the brain waves, available from the
Colorado State University website. By using the orthog-
onal components, a correct classification rate Pc can be
improved from 70% to 78%, an incorrect classification
rate Pe can be suppressed from 10% to 8%. As a re-
sult, a rate Rc = Pc = (Pc + Pe) can be improved from
0.875 to 0.907. When two different channel orders are
used, Pe can be drastically suppressed from 10% to 2%,
and Rc can be improved up to 0.973. The generalization
method is useful especially for using a single channel or-
der. Pc can be increased up to 84 88% and Pe can be
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Pc 70% 78% Pe 10%








Ch1,2,3,4,5,6,7 70 12 0.854
Ch2,3,4,5,6,7,1 78 8 0.907
Ch3,4,5,6,7,1,2 74 8 0.902
Ch4,5,6,7,1,2,3 70 12 0.854
Ch5,6,7,1,2,3,4 68 12 0.850
Ch6,7,1,2,3,4,5 66 24 0.733
Ch7,1,2,3,4,5,6 70 12 0.854
0.1
Ch2,3,4,5,6,7,1 88 4 0.957
0.05
Ch2,3,4,5,6,7,1 84 2 0.977
2 Pc 78% 88% Pe
8% 2% Rc = 0.957 0.977
3.3 flinear(x)
Ch5,6,7,1,2,3,4













1 NN 66 8 0.892
0.1 76 6 0.927
0.05 78 8 0.907
2 NN 72 2 0.973
0.1 82 2 0.976
0.05 72 4 0.947
7
Gram-Schmidt . Pc




Pc 88% Pe 2%
Rc 0.977
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