The random sum distribution is a key role in probability theory and its applications as well, these applications could be used in different sciences such as insurance system, biotechnology, allied health science, etc. The statistical significance in random sum distribution initiates when using the applications of probability theory in the real life, where the total quantity X can be only observed, which is included of an unknown random number X of random contributions. Saddlepoint approximation techniques overcome this problem. Saddlepoint approximations are effective tools in getting exact expressions for distribution functions that are not known in closed form. Saddlepoint approximations usually better than the other methods in which calculation costs, but not necessarily about accuracy. This paper introduces the saddlepoint approximations to the cumulative distribution function for random sum Poisson-Exponential distributions in continuous settings. We discuss approximations to random sum random variable with dependent components assuming existence of the moment generating function. A numerical example of continuous distributions from the Poisson-Exponential distribution is presented.
Introduction
Saddlepoint approximations are powerful tools for obtaining accurate expressions for distribution functions which are not known in closed form. Saddlepoint approximations, usually better than other methods regarding to the calculation costs, but not necessarily about accuracy. Daniels (1954) in his study presented, the primary saddlepoint approximation and that is basically a formula for approximating a density or mass function from its associated moment generating function. Saddlepoint approximations are depend on using the moment generating function (MGF) or, equivalently, the cumulant generating function (CGF), of a random variable. For discussion saddlepoint approximations methodologies and the relevant techniques see Daniels (1954) and Daniels (1987) for the details of density and mass approximation and see Skovgaard (1987) for a conditional version of saddlepoint approximation as well. In addition, Reid (1998) for applications to inference, Borowiak (1999) for discussion of a tail area approximation which has uniform relative error, and Terrell (2003) for a stabilized Lugannani-Rice formula.
We will discuss approximations to the random sum variable with dependent components assuming the moment generating function that has been exists. Suppose a continuous random variable X has density function f ( x ) defined for all real values of x . Then the moment generating function MGF is defined as
Wherever this expectation exists and 0 M ( ) always exists and is equal to 1. We shall assume that M ( s ) converges over the largest open neighborhood at zero as ( a,b ) . The cumulant generating function CGF is given by (Hogg & Craig, 1978 )
For continuous random variable X with CGF K( s ) and unknown density f ( x ) , the saddlepoint density approximation of f ( x ) is given by (Johnson et al., 2005) 
. The normalized Saddlepoint density is defined as
As well as, it is clear to note that
, because the interior point of the support
The saddlepoint approximation for univariate cumulative distribution functions F( x ) is given by (Butler, 2007) .
The Random Distributions
The random sum distributions have many natural applications. We motivate the notion of random distributions with an insurance application. In an individual insurance setting, we wish to model the aggregate claims during a fixed policy period for an insurance policy. In this setting, more than one claim is possible. The random variable Y is said to have a random distribution if Y is of the following form
where the number of terms N is uncertain, the random variables i X are independent and identically distributed (with common distribution X ) and each i X is independent of N . If N = 0 is realized, then we have 0  Y . Even though this is implicit in the definition, we want to call this out for clarity. In our insurance contexts, the variable N represents the number of claims generated by an individual policy or a group of independent insured over a policy period. G ( y) , is the distribution function of the independent sum 1 2 3
We can also express Y f in terms of convolutions (Johnson et al., 2005) :
where f is the common distribution function for i X and *n f is the n-fold convolution of f . If the common claim distribution X is discrete, then the aggregate claims Y is discrete. On the other hand, if X is continuous and if 0
, then the aggregate claims Y will have a mixed distribution, as is often the case in insurance applications. 
The expected value of the aggregate claims has a natural interpretation. It is the product of the expected number of claims and the expected individual claim amount. This makes intuitive sense. The variance of the aggregate claims
The variance of the overall claims also has a natural explanations. It is the sum of two elements such that, the first element stemming from the variability of the amount claimed by individual and the second element stemming from the variability of the number of claims.
The moment generating function of aggregate claims Y is defined as
where the function ln is the natural log function. As well as, the cumulant generating function of aggregate claims Y is defined as (Hogg & Tanis, 1983) 
The random sum Poisson distribution is a model for describing the aggregate claims arise in a group of independent insured. Let N be the number of claims generated by a portfolio of insurance policies in a fixed time period. Suppose 1 X is the amount of the first claim, 2 X is the amount of the second claim and so on. Then
... X represents the total aggregate claims generated by this portfolio of policies in the given fixed time period. In order to make this model more tractable, we make the following assumptions:
X , X ,... are independent and identically distributed. 
M ( s ) M [ln M ( s )] exp[ ( M ( s ) )]
 (14)
Numerical Example
Suppose that an insurance company acquired two portfolios of insurance policies and combined them into a single block. 
Then, we can drive the cumulant generating function for the Poisson-Exponential random sum distribution as follows
Then the saddlepoint equation is
 
Then we can drive the saddlepoint
The second derivative of the cumulant generating function is given by 2 3 2 1
Then the saddlepoint density function for the Poisson-Exponential random sum distribution by using equation (3) is in the form
as given in equation (5) with ŵ , û as in Equation (6) and ŝ as in Equation (19).
In the previous insurance company example, let 1 ( generated by using Matlab program. Table 1 shows the comparation of the exact probabilities with saddlepoint approximations for PoissonExponential distribution, for each X , the first value of each cell of Table 1 is the exact Poisson-Exponential distribution, the second, is the saddlepoint approximations and the last value is the relative error .
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Modern Applied Science Vol. 7, No. 3; 2013 It is clear that, saddlepoint approximation for cumulative distribution function shares the same accuracy with exact and the mean squared error of the saddlepoint approximation is MSE= 6 0 0 604708 . which shows that the saddlepoint approximation is almost exact.
Conclusion
This paper introduced saddlepoint approximations to the cumulative distribution function for random sum Poisson-Exponential distributions in continuous settings. We discussed approximations to random sum random variable with dependent components assuming presence of the moment generating function. We used the Empirical distribution function to calculate the exact CDF value by simulation one million independent values of Y . A numerical example of continuous distributions from the Poisson-Exponential distribution was presented. We found that, the saddlepoint approximation for CDF shares the same accuracy with exact CDF. And the mean squared error of the saddlepoint approximation is close to zero.
