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1. Введение
В работах [1, 5] для случая равномерного распределения случайных факто-
ров получены формулы для расчета коэффициентов нечеткости возможностного
распределения ожидаемого значения взвешенной суммы нечетких случайных ве-
личин, в которой взаимодействие нечетких факторов описывается слабейшей t-
нормой. В данной работе мы продолжаем эти исследования. Нами получены фор-
мулы для расчета коэффициентов нечеткости для показательного и нормального
распределений, что позволяет идентифицировать возможностное распределение
ожидаемого значения 𝑇𝑊 -суммы нечетких случайных величин.
2. Необходимые понятия и обозначения
В контексте работ [1, 5–7, 12, 14] введем ряд определений и понятий из теории
возможностей. Пусть (Γ, 𝑃 (Γ), 𝜋) и (Ω, 𝐵, 𝑃 ) есть возможностное и вероятностное
пространства, Γ — произвольное множество с элементами 𝛾 ∈ Γ, 𝑃 (Γ) — множество
всех подмножеств Γ, 𝐸1 — числовая прямая.
Дадим определение нечеткой случайной (возможностно-вероятностной) вели-
чины и ее распределения.
1Работа выполнена при частичной финансовой поддержке РФФИ (проект №13-01-00277_а) и
частично при поддержке Министерства образования и науки РФ (проект №680).
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Определение 1. Нечеткая случайная величина 𝑌 есть вещественная функция
𝑌 : Ω × Γ → 𝐸1, являющаяся 𝑃 -измеримой для каждого фиксированного 𝛾, а
функция
𝜇𝑌 (𝜔, 𝑡) = 𝜋 {𝛾 ∈ Γ : 𝑌 (𝜔, 𝛾) = 𝑡}
называется ее функцией распределения.
Определение 2. Пусть 𝑌 (𝜔, 𝛾) — нечеткая случайная величина. Ее ожидае-
мым значением ℰ𝑌 называется возможностная величина, имеющая функцию
распределения
𝜇ℰ𝑌 (𝑡) = 𝜋 {𝛾 ∈ Γ : ℰ {𝑌 (𝜔, 𝛾)} = 𝑡} ,
где ℰ — оператор взятия математического ожидания.
Определение 3. Ковариация нечетких случайных величин 𝑋 и 𝑌 определяется
следующим образом
𝑐𝑜𝑣(𝑋,𝑌 ) =
1
2
1∫︁
0
(𝑐𝑜𝑣(𝑋−𝜔 (𝛼), 𝑌
−
𝜔 (𝛼)) + 𝑐𝑜𝑣(𝑋
+
𝜔 (𝛼), 𝑌
+
𝜔 (𝛼)))𝑑𝛼,
где 𝑋±𝜔 (𝛼), 𝑌
±
𝜔 (𝛼) есть случайные величины, представляющие левую и правую
границы 𝛼-уровневых множеств соответствующих нечетких величин.
Используя определение (3), дадим определение дисперсии нечеткой случайной
величины 𝑌 :
𝐷𝑌 = 𝑐𝑜𝑣(𝑌, 𝑌 ).
Следуя [7] дадим определение взаимной t-связанности нечетких величин отно-
сительно произвольной t-нормы, описывающей их взаимодействие.
Определение 4. Возможностные величины 𝐴1, . . . , 𝐴𝑛 называются взаимно 𝑇 -
связанными, если для любого индексного множества {𝑖1, . . . 𝑖𝑘} ⊂ {1, . . . , 𝑛}, 1 6
𝑘 6 𝑛 справедливо
𝜇𝐴𝑖1 ,...,𝐴𝑖𝑘 (𝑥𝑖1 , . . . , 𝑥𝑖𝑘) = 𝜋 {𝛾 ∈ Γ|𝐴𝑖1(𝛾) = 𝑥𝑖1 , . . . , 𝐴𝑖𝑘(𝛾) = 𝑥𝑖𝑘} =
= 𝜋
{︀
𝐴−1𝑖1 {𝑥𝑖1} ∩ · · · ∩𝐴−1𝑖𝑘 {𝑥𝑖𝑘}
}︀
= 𝑇 (𝜋(𝐴−1𝑖1 {𝑥𝑖1}), . . . , 𝜋(𝐴−1𝑖𝑘 {𝑥𝑖𝑘})),
𝑥𝑖𝑗 ∈ 𝐸1.
В нашем исследовании мы будем использовать сдвиг-масштабное представле-
ние нечеткой случайной величины [3]
𝑌 (𝜔, 𝛾) = 𝑎(𝜔) + 𝜎(𝜔) · 𝑍(𝛾),
где 𝑎(𝜔), 𝑑(𝜔) — случайные величины, определенные на вероятностном простран-
стве (Ω, 𝐵, 𝑃 ), имеющие конечные моменты второго порядка, а 𝑍(𝛾) — нечеткая
величина, определенная на возможностном пространстве (Γ, 𝑃 (Γ), 𝜋).
Нетрудно видеть, что
ℰ𝑌 = 𝑎0 + 𝜎0𝑍(𝛾) и 𝜇ℰ𝑌 (𝑡) = 𝜇𝑍((𝑡− 𝑎0)/𝜎0),
где
𝑎0 = ℰ(𝑎), 𝜎0 = ℰ(𝜎).
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Определение 5. T-суммой нечетких случайных величин называется взвешен-
ная сумма нечетких случайных величин, в сдвиг-масштабном представлении ко-
торых возможностные величины являются взаимно T-связанными.
3. Идентификация параметров ожидаемого значения T-суммы нечетких
случайных величин при слабейшей t-норме
Рассмотрим решение задачи идентификации для случая слабейшей t-нормы,
описывающей взаимодействие нечетких параметров
𝑇𝑊 (𝑥, 𝑦) =
{︂
min{𝑥, 𝑦}, max{𝑥, 𝑦} = 1,
0, иначе.
Обозначим Т-сумму при слабейшей t-норме через
𝑓𝑇𝑊 (𝑥, 𝜔, 𝛾) =
𝑛∑︁
𝑗=1
𝐴𝑗(𝜔, 𝛾)𝑥𝑗 ,
где 𝐴𝑗(𝜔, 𝛾) есть нечеткие случайные величины.
Пусть 𝐴𝑗(𝜔, 𝛾) имеют сдвиг-масштабное представление
𝐴𝑗(𝜔, 𝛾) = 𝑐𝑗(𝜔) + 𝑑𝑗(𝜔)𝑍𝑗(𝛾).
В этом представлении 𝑐𝑗(𝜔), 𝑑𝑗(𝜔) — случайные величины, определенные на ве-
роятностном пространстве (Ω, 𝐵, 𝑃 ), 𝑍𝑗(𝛾) = (𝑎𝑗 , 𝑎𝑗 , 𝑏𝑗 , 𝑏𝑗)𝐿𝑅 — взаимно 𝑇𝑊 -
связанные нечеткие интервалы. Для любого 𝑗 функции представления формы 𝐿,𝑅
являются идентичными.
Тогда имеет место следующий результат
𝑓𝑇𝑊 (𝑥, 𝜔, 𝛾) =
(︃
𝑛∑︁
𝑗=1
(︀
𝑎𝑗𝑑𝑗(𝜔) + 𝑐𝑗(𝜔)
)︀
𝑥𝑗 ,
𝑛∑︁
𝑗=1
(𝑎𝑗𝑑𝑗(𝜔) + 𝑐𝑗(𝜔))𝑥𝑗 ,
𝑛
max
𝑗=1
𝑏𝑗𝑑𝑗(𝜔)𝑥𝑗 ,
𝑛
max
𝑗=1
𝑏𝑗𝑑𝑗(𝜔)𝑥𝑗
)︃
𝐿𝑅
. (1)
В работе [5] был исследован случай равномерно распределенных на отрезке
[0, 1] случайных компонент. Рассмотрим другие распределения.
3.1 Показательное распределение случайных факторов
Пусть 𝑋1, . . . , 𝑋𝑛 – независимые случайные величины, имеющие показательное
распределение с параметрами 𝜆1, . . . , 𝜆𝑛.
Заметим, что если случайная величина 𝑋 имеет показательное распределение
с параметром 𝜆, то случайная величина 𝑎𝑋 также имеет показательное распреде-
ление с параметром 𝜆𝑎 .
Рассмотрим величину 𝑌 = max {𝑋1, . . . , 𝑋𝑛}. В [1] показано, что
𝑓𝑌 (𝑥) =
𝑛∑︁
𝑖=1
𝑓𝑋𝑖(𝑥)
∏︁
𝑗 ̸=𝑖
𝐹𝑋𝑖(𝑥), (2)
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поэтому функция плотности распределения случайной величины 𝑌 будет иметь
следующий вид
𝑓𝑌 (𝑥) =
𝑛∑︁
𝑖=1
𝜆𝑖𝑒
−𝜆𝑖𝑥
∏︁
𝑗 ̸=𝑖
(︀
1− 𝑒−𝜆𝑗𝑥)︀ =
=
𝑛∑︁
𝑖=1
𝜆𝑖𝑒
−𝜆𝑖𝑥
(︃
1−
∑︁
𝑗 ̸=𝑖
𝑒−𝜆𝑗𝑥 +
∑︁
𝑗1<𝑗2;𝑗1,𝑗2 ̸=𝑖
𝑒−𝑥(𝜆𝑗1+𝜆𝑗2 ) − · · ·+
+ (−1)𝑛+1𝑒−𝑥
∑︀
𝑗 ̸=𝑖 𝜆𝑗
)︃
=
=
𝑛∑︁
𝑖=1
(︃
𝜆𝑖𝑒
−𝜆𝑖𝑥 − 𝜆𝑖
∑︁
𝑗 ̸=𝑖
𝑒−𝑥(𝜆𝑖+𝜆𝑗) +
∑︁
𝑗1<𝑗2;𝑗1,𝑗2 ̸=𝑖
𝑒−𝑥(𝜆𝑖+𝜆𝑗1+𝜆𝑗2 ) − · · ·+
+ (−1)𝑛+1𝑒−𝑥
∑︀𝑛
𝑗=1 𝜆𝑗
)︃
.
Утверждение 1. Математическое ожидание случайной величины 𝑌 имеет вид
ℰ𝑌 =
𝑛∑︁
𝑖=1
1
𝜆𝑖
−
∑︁
𝑗1<𝑗2
1
𝜆𝑗1 + 𝜆𝑗2
+
∑︁
𝑗1<𝑗2<𝑗3
1
𝜆𝑗1 + 𝜆𝑗2 + 𝜆𝑗3
− · · ·+ (−1)𝑛+1 1∑︀𝑛
𝑗=1 𝜆𝑗
.
Доказательство. Так как
ℰ𝑌 =
∞∫︁
0
𝑥𝑓𝑌 (𝑥) 𝑑𝑥,
то
ℰ𝑌 =
∞∫︁
0
𝑥
𝑛∑︁
𝑖=1
(︃
𝜆𝑖𝑒
−𝜆𝑖𝑥 − 𝜆𝑖
∑︁
𝑗 ̸=𝑖
𝑒−𝑥(𝜆𝑖+𝜆𝑗)+
+
∑︁
𝑗1<𝑗2,𝑗1,𝑗2 ̸=𝑖
𝑒−𝑥(𝜆𝑖+𝜆𝑗1+𝜆𝑗2 ) − · · ·+ (−1)𝑛+1𝑒−𝑥
∑︀𝑛
𝑗=1 𝜆𝑗
)︃
𝑑𝑥 =
=
𝑛∑︁
𝑖=1
(︃
𝜆𝑖
∞∫︁
0
𝑥𝑒−𝜆𝑖𝑥 𝑑𝑥− 𝜆𝑖
∑︁
𝑗 ̸=𝑖
∞∫︁
0
𝑥𝑒−𝑥(𝜆𝑖+𝜆𝑗)+
∑︁
𝑗1<𝑗2,𝑗1,𝑗2 ̸=𝑖
∞∫︁
0
𝑥𝑒−𝑥(𝜆𝑖+𝜆𝑗1+𝜆𝑗2 ) − · · ·+ (−1)𝑛+1
∞∫︁
0
𝑥𝑒−𝑥
∑︀𝑛
𝑗=1 𝜆𝑗
)︃
𝑑𝑥.
Но
∞∫︁
0
𝑥𝑒−𝜆𝑥 𝑑𝑥 =
1
𝜆2
,
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поэтому
ℰ𝑌 =
𝑛∑︁
𝑖=1
𝜆𝑖
(︃
1
𝜆2𝑖
−
∑︁
𝑗 ̸=𝑖
1
(𝜆𝑖 + 𝜆𝑗)2
+
∑︁
𝑗1<𝑗2,𝑗1,𝑗2 ̸=𝑖
1
(𝜆𝑖 + 𝜆𝑗1 + 𝜆𝑗2)
2
− · · ·+
+ (−1)𝑛+1 1
(
∑︀𝑛
𝑗=1 𝜆𝑗)
2
)︃
=
𝑛∑︁
𝑖=1
1
𝜆𝑖
−
𝑛∑︁
𝑖=1
⎛⎝𝜆𝑖∑︁
𝑗 ̸=𝑖
1
(𝜆𝑖 + 𝜆𝑗)2
⎞⎠+
+
𝑛∑︁
𝑖=1
⎛⎝𝜆𝑖 ∑︁
𝑗1<𝑗2,𝑗1,𝑗2 ̸=𝑖
1
(𝜆𝑖 + 𝜆𝑗1 + 𝜆𝑗2)
2
⎞⎠− · · ·+ (−1)𝑛+1 𝑛∑︁
𝑖=1
𝜆𝑖
(
∑︀𝑛
𝑗=1 𝜆𝑗)
2
.
В итоге получаем
ℰ𝑌 =
𝑛∑︁
𝑖=1
1
𝜆𝑖
−
∑︁
𝑗1<𝑗2
1
𝜆𝑗1 + 𝜆𝑗2
+
∑︁
𝑗1<𝑗2<𝑗3
1
𝜆𝑗1 + 𝜆𝑗2 + 𝜆𝑗3
· · ·+ (−1)𝑛+1 1∑︀𝑛
𝑗=1 𝜆𝑗
.
2
Пример 1. Пусть 𝑋1, 𝑋2, 𝑋3 — независимые случайные величины, имеющие
показательное распределение с параметрами 𝜆1, 𝜆2, 𝜆3, соответственно. Вычислим
математическое ожидание случайной величины 𝑌 = max{𝑎1𝑋1, 𝑎2𝑋2, 𝑎3𝑋3}. Со-
гласно утверждению 1 математическое ожидание случайной величины 𝑌 имеет
вид
ℰ𝑌 = 𝑎1
𝜆1
+
𝑎2
𝜆2
+
𝑎3
𝜆3
− 𝑎1𝑎2
𝜆1𝑎2 + 𝜆2𝑎3
− 𝑎1𝑎3
𝜆1𝑎3 + 𝜆3𝑎1
−
− 𝑎2𝑎3
𝜆2𝑎3 + 𝜆3𝑎2
+
𝑎1𝑎2𝑎3
𝜆1𝑎2𝑎3 + 𝜆2𝑎1𝑎3 + 𝜆3𝑎1𝑎2
.
Утверждение 2. Пусть случайные величины 𝑑𝑗(𝜔), 𝑐𝑗(𝜔), ∀𝑗 = 1, 𝑛 независимы и
имеют показательное распределение с параметрами 𝜆𝑗 и 𝜅𝑗 . Тогда
ℰ {𝑓𝑇𝑤(𝑥, 𝜔, 𝛾)} = (𝜙(𝑥), 𝜓(𝑥), 𝜂(𝑥), 𝜃(𝑥))𝐿𝑅,
где
𝜙(𝑥) =
𝑛∑︁
𝑗=1
𝑥𝑗(
𝑎𝑗
𝜆𝑗
+
1
𝜅𝑗
),
𝜓(𝑥) =
𝑛∑︁
𝑗=1
𝑥𝑗(
𝑏𝑗
𝜆𝑗
+
1
𝜅𝑗
),
𝜂(𝑥) =
𝑛∑︁
𝑖=1
𝑎𝑖𝑥𝑖
𝜆𝑖
−
∑︁
𝑗1<𝑗2
𝛼𝑗1𝛼𝑗2𝑥𝑗1𝑥𝑗2
𝜆𝑗1𝛼𝑗2𝑥𝑗2 + 𝜆𝑗2𝛼𝑗1𝑥𝑗1
+
+ · · ·+ (−1)𝑛+1
∏︀𝑛
𝑗=1 𝛼𝑗𝑥𝑗∑︀𝑛
𝑗=1 𝜆𝑗
∏︀𝑛
𝑘 ̸=𝑗 𝛼𝑘𝑥𝑘
,
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𝜃(𝑥) =
𝑛∑︁
𝑖=1
𝑎𝑖𝑥𝑖
𝜆𝑖
−
∑︁
𝑗1<𝑗2
𝛽𝑗1𝛽𝑗2𝑥𝑗1𝑥𝑗2
𝜆𝑗1𝛽𝑗2𝑥𝑗2 + 𝜆𝑗2𝛽𝑗1𝑥𝑗1
+
+ · · ·+ (−1)𝑛+1
∏︀𝑛
𝑗=1 𝛽𝑗𝑥𝑗∑︀𝑛
𝑗=1 𝜆𝑗
∏︀𝑛
𝑘 ̸=𝑗 𝛽𝑘𝑥𝑘
.
3.2 Нормальное распределение случайных факторов
Заметим, что если случайная величина 𝑋 имеет нормальное распределение
с параметрами (𝜇, 𝜎), то случайная величина 𝑎𝑋 имеет нормальное распределе-
ние с параметрами (𝑎𝜇, 𝑎𝜎), поэтому случай max{𝑎1𝑋1, . . . , 𝑎𝑛𝑋𝑛} является част-
ным случаем max{𝑋1, . . . , 𝑋𝑛} для нормально распределенных случайных величин
𝑋𝑖, 𝑖 = 1, . . . , 𝑛.
Рассмотрим величину 𝑌 = max{𝑋1, . . . , 𝑋𝑛}, где 𝑋1, . . . , 𝑋𝑛 — независи-
мые случайные величины, имеющие нормальное распределение с параметрами
(𝜇1, 𝜎1), . . . , (𝜇𝑛, 𝜎𝑛), то есть
𝑓𝑋𝑖(𝑥) =
1√︀
2𝜋𝜎2𝑖
𝑒
− (𝑥−𝜇𝑖)2
2𝜎2
𝑖 , 𝐹𝑋𝑖(𝑥) =
1
2
+ 𝑒𝑟𝑓
(︁𝑥− 𝜇𝑖
𝜎𝑖
)︁
.
Тогда функция плотности распределения случайной величины 𝑌 будет иметь
вид
𝑓𝑌 (𝑥) =
𝑛∑︁
𝑖=1
𝑓𝑖(𝑥)
𝐹𝑖(𝑥)
𝑛∏︁
𝑖=1
𝐹𝑖(𝑥) =
𝑛∑︁
𝑖=1
𝑓𝑖(𝑥)
𝑛∏︁
𝑗∈𝐽𝑖
𝐹𝑗(𝑥),
где 𝐽𝑖 = {𝑗 ̸= 𝑖 | 𝑗 = 1, . . . , 𝑛}, 𝑖 = 1, . . . , 𝑛.
Вычислим произведение функций распределения
∏︁
𝑗∈𝐽𝑖
𝐹𝑗(𝑥) =
∏︁
𝑗∈𝐽𝑖
(︂
1
2
+ 𝑒𝑟𝑓(
𝑥− 𝜇𝑖
𝜎𝑖
)
)︂
=
1
2𝑛−1
+
1
2𝑛−2
∑︁
𝑗∈𝐽𝑖
𝑒𝑟𝑓(
𝑥− 𝜇𝑗
𝜎𝑗
)+
+
1
2𝑛−3
∑︁
𝑗1<𝑗2∈𝐽𝑖
𝑒𝑟𝑓(
𝑥− 𝜇𝑗1
𝜎𝑗1
)𝑒𝑟𝑓(
𝑥− 𝜇𝑗2
𝜎𝑗2
)+
+ · · ·+
∏︁
𝑗∈𝐽𝑖
𝑒𝑟𝑓(
𝑥− 𝜇𝑗
𝜎𝑗
). (3)
Возпользуемся следующим представлением функции Лапласа 𝑒𝑟𝑓(𝑥)
𝑒𝑟𝑓(𝑥) =
1√
2𝜋
𝑥∫︁
0
𝑒−𝑥
2
𝑑𝑥 =
2√
𝜋
∞∑︁
𝑛=0
(−1)𝑛𝑥2𝑛+1
𝑛!(2𝑛 + 1)
, (4)
а также
𝑒𝑟𝑓(
𝑥− 𝜇𝑖
𝜎𝑖
) =
√︂
2
𝜋
∞∑︁
𝑛=0
(−1)𝑛
2𝑛𝑛!(2𝑛 + 1)
(︂
𝑥− 𝜇𝑖
𝜎𝑖
)︂2𝑛+1
. (5)
ИДЕНТИФИКАЦИЯ ПАРАМЕТРОВ ВОЗМОЖНОСТНОГО РАСПРЕДЕЛЕНИЯ...87
Так как в формуле (3) фигурируют произведения функций Лапласа, то выве-
дем формулы, представляющие эти произведения в общем случае
𝑠∏︁
𝑗=1
𝑒𝑟𝑓(
𝑥− 𝜇𝑗
𝜎𝑗
) =
𝑠∏︁
𝑗=1
√︂
2
𝜋
∞∑︁
𝑘=0
(−1)𝑘
2𝑘𝑘!(2𝑘 + 1)
(︂
𝑥− 𝜇𝑗
𝜎𝑗
)︂2𝑘+1
=
=
(︃√︂
2
𝜋
)︃𝑠 𝑠∏︁
𝑗=1
∞∑︁
𝑘=0
(−1)𝑘
2𝑘𝑘!(2𝑘 + 1)
(︂
𝑥− 𝜇𝑗
𝜎𝑗
)︂2𝑘+1
=
=
(︃√︂
2
𝜋
)︃𝑠 ∞∑︁
𝑘1,...,𝑘𝑠=0
𝑠∏︁
𝑗=1
(−1)𝑘𝑗
2𝑘𝑗𝑘𝑗 !(2𝑘𝑗 + 1)
(︂
𝑥− 𝜇𝑗
𝜎𝑗
)︂2𝑘𝑗+1
=
=
(︃√︂
2
𝜋
)︃𝑠 ∞∑︁
𝑘1,...,𝑘𝑠=0
(︂
−1
2
)︂∑︀𝑠
𝑗=1 𝑘𝑗 𝑠∏︁
𝑗=1
1
𝑘𝑗 !(2𝑘𝑗 + 1)𝜎
2𝑘𝑗+1
𝑗
𝑠∏︁
𝑗=1
(𝑥− 𝜇𝑗)2𝑘𝑗+1.
Учитывая, что
𝑠∏︁
𝑗=1
(𝑥− 𝜇𝑗)2𝑘𝑗+1 =
𝑠∏︁
𝑗=1
2𝑘𝑗+1∑︁
𝑙=0
(−1)2𝑘𝑗+1−𝑙𝐶𝑙2𝑘𝑗+1𝜇
2𝑘𝑗+1−𝑙
𝑗 𝑥
𝑙 =
=
2𝑘1+1∑︁
𝑙1=1
· · ·
2𝑘𝑠+1∑︁
𝑙𝑠=1
𝑠∏︁
𝑗=1
(−1)2𝑘𝑗+1−𝑙𝑗𝐶𝑙2𝑘𝑗+1𝜇
2𝑘𝑗+1−𝑙𝑗
𝑗 𝑥
𝑙𝑗 ,
в итоге получаем
𝑓𝑌 (𝑥) =
𝑛∑︁
𝑖=1
𝑓𝑖(𝑥)
𝑛∏︁
𝑗∈𝐽𝑖
𝐹𝑗(𝑥) =
1√
2𝜋
𝑛∑︁
𝑖=1
1
𝜎𝑖
𝑒
− (𝑥−𝜇𝑖)2
𝜎2
𝑖
(︃
1
2𝑛−1
+
+
1
2𝑛−2
∑︁
𝑗∈𝐽𝑖
𝐺𝑖𝑗(𝑥) +
1
2𝑛−3
∑︁
𝑗1<𝑗2∈𝐽𝑖
𝐺𝑖𝑗1𝑗2(𝑥) + · · ·+
𝑛∏︁
𝑗∈𝐽𝑖
𝐺𝑖𝐽𝑖(𝑥))
)︃
, (6)
где
𝐺𝑖𝑗1,...,𝑗𝑠(𝑥) =
(︃√︂
2
𝜋
)︃𝑠 ∞∑︁
𝑘1,...,𝑘𝑠=0
𝑠∏︁
𝑗=1
(︂
−1
2
)︂∑︀𝑠
𝑗=1 𝑘𝑗 𝑠∏︁
𝑗=1
1
𝑘𝑗 !(2𝑘𝑗 + 1)𝜎
2𝑘𝑗+1
𝑗
2𝑘1+1∑︁
𝑙1=1
· · ·
2𝑘𝑠+1∑︁
𝑙𝑠=1
𝑥
∑︀𝑠
𝑗=1 𝑙𝑗
𝑠∏︁
𝑗=1
(−1)2𝑘𝑗+1−𝑙𝑗𝐶𝑙𝑗2𝑘𝑗+1𝜇
2𝑘𝑗+1−𝑙𝑗
𝑗 . (7)
Утверждение 3. Математическое ожидание случайной величины 𝑌 имеет вид
ℰ𝑌 =
𝑛∑︁
𝑖=1
(︀ 1
2𝑖−1
𝜇𝑖 +
1
2𝑖−2
∑︁
𝑗∈𝐽𝑖
𝑔𝑖𝑗 +
1
2𝑖−3
∑︁
𝑗1<𝑗2∈𝐽𝑖
𝑔𝑖𝑗1,𝑗2 + · · · + 𝑔𝑖𝑗1,...,𝑗𝑛−1
)︀
,
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где
𝑔𝑖𝑗1,...,𝑗𝑠 =
√︀
(𝜋)𝑒
1
2𝜎2
𝑖
(︃√︂
2
𝜋
)︃𝑠 ∞∑︁
𝑘1,...,𝑘𝑠=0
2𝑘1+1∑︁
𝑙1=1
· · ·
2𝑘𝑠+1∑︁
𝑙𝑠=1
1+
∑︀𝑠
𝑗=1
2∑︁
𝑡=0
(1 +
∑︀𝑠
𝑗=1 𝑙𝑗)!𝜇
1−2𝑡+∑︀𝑠𝑗=1
𝑖
𝑡!(1− 2𝑡 +∑︀𝑠𝑗=1 𝑙𝑗)!22𝑡
𝑠∏︁
𝑗=1
(−1)3𝑘𝑗−𝑙𝑗+1𝐶𝑙𝑗2𝑘𝑗+1𝜇
2𝑘𝑗−𝑙𝑗+1
𝑗
𝑘𝑗 !(2𝑘𝑗 + 1)𝜎
2𝑘𝑗+1
𝑗 2
𝑘𝑗
.
Доказательство. Так как
ℰ𝑌 =
∞∫︁
−∞
𝑥𝑓𝑌 (𝑥) 𝑑𝑥,
то
ℰ𝑌 = 1√
2𝜋
∞∫︁
−∞
𝑥
𝑛∑︁
𝑖=1
1
𝜎𝑖
𝑒
− (𝑥−𝜇𝑖)2
𝜎2
𝑖
(︃
1
2𝑖−1
+
1
2𝑖−2
∑︁
𝑗∈𝐽𝑖
𝐺𝑖𝑗(𝑥)+
+
1
2𝑖−3
∑︁
𝑗1<𝑗2∈𝐽𝑖
𝐺𝑖𝑗1𝑗2(𝑥) + · · ·+ 𝐺𝑖𝐽𝑖(𝑥))
)︃
=
=
1√
2𝜋
𝑛∑︁
𝑖=1
1
𝜎𝑖
(︃
1
2𝑖−1
∞∫︁
−∞
𝑥𝑒
− (𝑥−𝜇𝑖)2
𝜎2
𝑖 𝑑𝑥 +
1
2𝑖−2
∑︁
𝑗∈𝐽𝑖
∞∫︁
−∞
𝑥𝑒
− (𝑥−𝜇𝑖)2
𝜎2
𝑖 𝐺𝑖𝑗(𝑥) 𝑑𝑥+
+
1
2𝑖−3
∑︁
𝑗1<𝑗2∈𝐽𝑖
∞∫︁
−∞
𝑥𝑒
− (𝑥−𝜇𝑖)2
𝜎2
𝑖 𝐺𝑖𝑗1𝑗2(𝑥) 𝑑𝑥 + · · ·+
∞∫︁
−∞
𝑥𝑒
− (𝑥−𝜇𝑖)2
𝜎2
𝑖 𝐺𝑖𝐽𝑖(𝑥)) 𝑑𝑥
)︃
.
Вычислим
∞∫︁
−∞
𝑥𝑒
− (𝑥−𝜇𝑖)2
𝜎2
𝑖 𝐺𝑖𝑗1,...,𝑗𝑠(𝑥)) 𝑑𝑥 =
=
(︃√︂
2
𝜋
)︃𝑠 ∞∑︁
𝑘1,...,𝑘𝑠=0
𝑠∏︁
𝑗=1
(︂
−1
2
)︂∑︀𝑠
𝑗=1 𝑘𝑗 𝑠∏︁
𝑗=1
1
𝑘𝑗 !(2𝑘𝑗 + 1)𝜎
2𝑘𝑗+1
𝑗
2𝑘1+1∑︁
𝑙1=1
· · ·
2𝑘𝑠+1∑︁
𝑙𝑠=1
𝑠∏︁
𝑗=1
(−1)2𝑘𝑗+1−𝑙𝑗𝐶𝑙𝑗2𝑘𝑗+1𝜇
2𝑘𝑗+1−𝑙𝑗
𝑗
∞∫︁
−∞
𝑥1+
∑︀𝑠
𝑗=1 𝑙𝑗𝑒
− (𝑥−𝜇𝑖)2
𝜎2
𝑖 𝑑𝑥.
Учитывая [2], что
∞∫︁
−∞
𝑥𝑛𝑒
− (𝑥−𝜇𝑖)2
2𝜎2
𝑖 𝑑𝑥 = 𝑒
1
2𝜎2
𝑖
𝑛!
√
𝜋
2𝑛
[𝑛/2]∑︁
𝑘=0
(2𝜇𝑖)
𝑛−2𝑘
(𝑛− 2𝑘)!𝑘! ,
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получим
∞∫︁
−∞
𝑥𝑒
− (𝑥−𝜇𝑖)2
𝜎2
𝑖 𝐺𝑖𝑗1,...,𝑗𝑠(𝑥)) 𝑑𝑥 =
=
√︀
(𝜋)𝑒
1
2𝜎2
𝑖
(︃√︂
2
𝜋
)︃𝑠 ∞∑︁
𝑘1,...,𝑘𝑠=0
2𝑘1+1∑︁
𝑙1=1
· · ·
2𝑘𝑠+1∑︁
𝑙𝑠=1
1+
∑︀𝑠
𝑗=1
2∑︁
𝑡=0
(1 +
∑︀𝑠
𝑗=1 𝑙𝑗)!𝜇
1−2𝑡+∑︀𝑠𝑗=1
𝑖
𝑡!(1− 2𝑡 +∑︀𝑠𝑗=1 𝑙𝑗)!22𝑡
𝑠∏︁
𝑗=1
(−1)3𝑘𝑗−𝑙𝑗+1𝐶𝑙𝑗2𝑘𝑗+1𝜇
2𝑘𝑗−𝑙𝑗+1
𝑗
𝑘𝑗 !(2𝑘𝑗 + 1)𝜎
2𝑘𝑗+1
𝑗 2
𝑘𝑗
.
В итоге математическое ожидание случайной величины 𝑌 имеет вид
ℰ𝑌 =
𝑛∑︁
𝑖=1
(︀ 1
2𝑖−1
𝜇𝑖 +
1
2𝑖−2
∑︁
𝑗∈𝐽𝑖
𝑔𝑖𝑗 +
1
2𝑖−3
∑︁
𝑗1<𝑗2∈𝐽𝑖
𝑔𝑖𝑗1,𝑗2 + · · · + 𝑔𝑖𝑗1,...,𝑗𝑛−1
)︀
где
𝑔𝑖𝑗1,...,𝑗𝑠 =
√
𝜋𝑒
1
2𝜎2
𝑖
(︃√︂
2
𝜋
)︃𝑠 ∞∑︁
𝑘1,...,𝑘𝑠=0
2𝑘1+1∑︁
𝑙1=1
· · ·
2𝑘𝑠+1∑︁
𝑙𝑠=1
1+
∑︀𝑠
𝑗=1 𝑙𝑗
2∑︁
𝑡=0
(1 +
∑︀𝑠
𝑗=1 𝑙𝑗)!𝜇
1−2𝑡+∑︀𝑠𝑗=1 𝑙𝑗
𝑖
𝑡!(1− 2𝑡 +∑︀𝑠𝑗=1 𝑙𝑗)!22𝑡
𝑠∏︁
𝑗=1
(−1)3𝑘𝑗−𝑙𝑗+1𝐶𝑙𝑗2𝑘𝑗+1𝜇
2𝑘𝑗−𝑙𝑗+1
𝑗
𝑘𝑗 !(2𝑘𝑗 + 1)𝜎
2𝑘𝑗+1
𝑗 2
𝑘𝑗
.
2
Пример 2. Пусть 𝑋1, 𝑋2 – независимые случайные величины, имеющие
нормальное распределение с параметрами (𝜇1, 𝜎1), (𝜇2, 𝜎2), соответственно. По-
лучим формулу для математического ожидания случайной величины 𝑌 =
max{𝑎1𝑋1, 𝑎2𝑋2}. Согласно утверждению 3 математическое ожидание случайной
величины 𝑌 имеет вид
ℰ𝑌 = 1
2
𝑎1𝜇1 +
1
2
𝑎2𝜇2 + 𝑔
1
2 + 𝑔
2
1 ,
где
𝑔𝑖𝑗 =
√
2𝑒
1
2𝜎2
𝑖
∞∑︁
𝑘=0
2𝑘+1∑︁
𝑙=1
1+𝑙
2∑︁
𝑡=0
(−1)3𝑘−𝑙+1𝐶𝑙2𝑘+1(1 + 𝑙)!𝜇1−2𝑡+𝑙𝑖 𝜇2𝑘−𝑙+1𝑗
𝑡!𝑘!(1− 2𝑡 + 𝑙)!(2𝑘 + 1)𝜎2𝑘+1𝑗 2𝑘+2𝑡
.
Утверждение 4. Пусть случайные величины 𝑑𝑗(𝜔), 𝑐𝑗(𝜔), ∀𝑗 = 1, 𝑛 независимы
и имеют нормальное распределение с параметрами (𝜇𝑗 , 𝜎𝑗) и (𝜅𝑗 , 𝛿𝑗). Тогда (1)
примет вид
ℰ {𝑓𝑇𝑤(𝑥, 𝜔, 𝛾)} = (𝜙(𝑥), 𝜓(𝑥), 𝜂(𝑥), 𝜃(𝑥))𝐿𝑅,
где
𝜙(𝑥) =
𝑛∑︁
𝑗=1
𝑥𝑗(𝑎𝑗𝜇𝑗 + 𝜅𝑗), 𝜓(𝑥) =
𝑛∑︁
𝑗=1
𝑥𝑗(𝑏𝑗𝜇𝑗 + 𝜅𝑗),
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𝜂(𝑥) =
𝑛∑︁
𝑖=1
(︀ 1
2𝑖−1
𝜇𝑖 +
1
2𝑖−2
∑︁
𝑗∈𝐽𝑖
𝑔𝑖𝑗(𝑥, 𝑏)+
+
1
2𝑖−3
∑︁
𝑗1<𝑗2∈𝐽𝑖
𝑔𝑖𝑗1,𝑗2(𝑥, 𝑏) + · · ·+ 𝑔𝑖𝑗1,...,𝑗𝑛−1(𝑥, 𝑏)
)︀
,
𝜃(𝑥) =
1
2𝑛−1
𝑛∑︁
𝑖=1
(︀ 1
2𝑖−1
𝜇𝑖 +
1
2𝑖−2
∑︁
𝑗∈𝐽𝑖
𝑔𝑖𝑗(𝑥, 𝑏)+
+
1
2𝑖−3
∑︁
𝑗1<𝑗2∈𝐽𝑖
𝑔𝑖𝑗1,𝑗2(𝑥, 𝑏) + · · ·+ 𝑔𝑖𝑗1,...,𝑗𝑛−1(𝑥, 𝑏)
)︀
,
а
𝑔𝑖𝑗1,...,𝑗𝑠(𝑥, 𝑏) =
√
𝜋𝑒
1
2𝜎2
𝑖
(︃√︂
2
𝜋
)︃𝑠
×
×
∞∑︁
𝑘1,...,𝑘𝑠=0
2𝑘1+1∑︁
𝑙1=1
· · ·
2𝑘𝑠+1∑︁
𝑙𝑠=1
1+
∑︀𝑠
𝑗=1 𝑙𝑗
2∑︁
𝑡=0
(1 +
∑︀𝑠
𝑗=1 𝑙𝑗)!(𝑏𝑖𝜇𝑖𝑥𝑖)
1−2𝑡+∑︀𝑠𝑗=1 𝑙𝑗
𝑡!(1− 2𝑡 +∑︀𝑠𝑗=1 𝑙𝑗)!22𝑡 ×
×
𝑠∏︁
𝑗=1
(−1)3𝑘𝑗−𝑙𝑗+1𝐶𝑙𝑗2𝑘𝑗+1(𝑏𝑗𝜇𝑗𝑥𝑗)2𝑘𝑗−𝑙𝑗+1
𝑘𝑗 !(2𝑘𝑗 + 1)(𝑏𝑗𝜎𝑗𝑥𝑗)2𝑘𝑗+12𝑘𝑗
.
Заключение
В работе получены формулы для расчета коэффициентов нечеткости ожидае-
мого значения взвешенной суммы 𝑇𝑊 -связанных нечетких величин для нормаль-
ного и показательного распределений. Как видно из результатов статьи, определе-
ние коэффициентов нечеткости, является трудной задачей, решаемой для простых
распределений. Дальнейшее развитие этой работы может быть связанно с иссле-
дованием свойств полученных функций, оценок параметров нечеткости, что очень
важно для решения задач оптимизации и принятия решений в условиях гибридной
неопределенности [4, 5, 8, 13].
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