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Abstract
3D thermography is a powerful technology for generating accurate models of objects and
environments complete with detailed surface temperature information. Application areas
are as diverse as medical imaging, industrial monitoring, search and rescue, mining, and
building energy auditing. However, existing approaches for 3D thermography suffer from
several constraints that affect their speed, reliability, convenience and cost, and there-
fore their uptake. This PhD thesis investigates and solves a range of problems relating
to the task of achieving real-time 3D thermography with a physically simple handheld
device. Original contributions to knowledge are presented in the areas of sensor and sys-
tem calibration, sensor motion estimation, and 3D temperature modelling. Many of the
novel methods proposed in these areas are also utilised in the development of a prototype
thermography system which is evaluated for the purpose of building energy auditing.
The proposed handheld solution includes a new device which combines a thermal-infrared
sensor with a range sensor. Data is processed using a combination of computer algorithms,
many of them novel contributions of this thesis, in order to generate a dense 3D temper-
ature model in real-time. The final result is a self-contained system which can be used
by a single operator with minimal experience to generate photorealistic 3D models with
surface temperature information.
As part of the research, a novel approach for the geometric calibration of multi-sensor
systems that contain both thermal-infrared and visible spectrum imaging sensors is pro-
posed. The proposed method utilises a unique geometric mask and corresponding tracking
algorithm that is proven to achieve lower errors than the conventional approach, both for
the purpose of removing the effects of lens distortion and determining the relative posi-
tions and orientations of the sensors. An additional method that enables the temporal
calibration of unsynchronised devices in such a system is also proposed. Within the area
of radiometric calibration, two methods have been proposed which do not require access
to an expensive temperature controlled environment. The second of these methods is de-
scribed as ad hoc in that it does not even require access to a blackbody calibration source,
but nevertheless achieves accuracy sufficient for many temperature estimation tasks.
In the area of sensor motion estimation, a world-first comprehensive evaluation of the
performance of popular feature detection and description algorithms on thermal-infrared
images is presented, which is performed using a dataset proposed for this purpose. Knowl-
edge from this evaluation is used to develop a novel feature matching method, and a novel
ii
local feature-tracking algorithm that can effectively operate on thermal-infrared video
despite the regular data interruptions inherent to this modality. This work is further
extended to form a unique localisation method that can determine the relative position
and orientation of a handheld thermal-infrared camera solely from the device’s own video
footage. A novel initialisation algorithm is employed by the system, which is demonstrated
to achieve better performance in the thermal-infrared modality than the conventional al-
gorithm. A novel loop closure approach that combines both thermal-infrared and visible
spectrum data is also proposed, and proven to have superior performance to equivalent
methods that utilise only a single modality.
A novel method for assigning surface temperature estimates to a 3D model from a mov-
ing thermal-infrared camera is also proposed. This weighted-average raycasting method
utilises geometric and other information to enhance the reliability of the estimates, and
is demonstrated to avoid errors that occur using conventional approaches. Two novel vi-
sualisation methods are then proposed, one of which utilises the principle of perceptive
uniformity to convey temperature information accurately and precisely to the viewer. The
second proposed visualisation method enables visible spectrum information to be repre-
sented on a 3D model simultaneously with temperature, to reveal useful details such as
labeling and surface damage that are normally invisible.
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Chapter 1
Introduction
This PhD thesis aims to solve core problems relating to the generation of photorealistic
3D environment models with surface temperature information. Problems are identified in
three key areas: sensor and system calibration, sensor motion estimation, and 3D surface
temperature modelling. The application of particular interest is that of building energy
auditing, however, many other application areas such as search and rescue, industrial
monitoring, medical imaging, and mining are also recognised. By enabling the generation
of accurate 3D surface temperature models with minimal user effort, time and expense,
these applications can enjoy significant benefits in both efficiency and effectiveness.
The structure of this chapter is as follows. First, an overview of the aims of the thesis
and their relationship with research contributions and the structure of the document is
provided in Section 1.1. Next, both the scientific and commerical motivations for the
research are explored in depth in Section 1.2. The objectives of the thesis are then more
precisely described in Section 1.3, before a clarification of the scope of the research is
provided in Section 1.4.
The specific research contributions made as part of this PhD candidature are then listed in
Section 1.5. This is followed by a list of fully refereed publications in Section 1.6. Finally,
the content of each of the chapters and appendices is summarised in Section 1.7.
1.1 Overview
The principal objectives of this PhD thesis are categorised according to three open areas
of research that have been identified relating to the problem of 3D thermography:
− Sensor and system calibration
− Sensor motion estimation
− 3D surface temperature modelling
The development of a prototype 3D thermography system which utilises solutions devel-
oped in these areas and is targeted towards the application of building energy auditing is
an additional aim of the thesis (Figure 1.1).
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Figure 1.1: Use and output of the proposed 3D thermography system.
An effective 3D thermography system can generate models that are superior to 2D tem-
perature images (thermograms) for both the purpose of qualitative evaluation and quan-
titative thermal analysis. This is principally because of the advantages of the reliable geo-
metric knowledge achievable through such a system, which enables the effective utilisation
of large amounts thermal-infrared data through averaging, and the coherent incorporation
of data in a single representation.
In the area of calibration, a novel approach for the geometric calibration of multi-camera
systems involving thermal-infrared cameras is proposed, and implemented as an end-to-end
calibration system. A novel blob-based method for temporally calibrating unsynchronised
multi-modality sensor configurations is also proposed. Furthermore, two alternative ap-
proaches are proposed for the radiometric calibration of thermal-infrared cameras. The
first proposed method is an adaptation of an existing blackbody-based approach, but does
not require the use of a temperature controlled environment. The second, ad hoc method
further reduces equipment and time requirements by eliminating the need for a thermal
blackbody, yet nevertheless achieves adequate accuracy for many applications.
Contributions within the area of motion estimation include the collection of a large and
unique thermal-infrared dataset and a corresponding evaluation of feature detectors and
descriptors. In addition, a novel method for improving matching accuracy of local fea-
tures is proposed, along with a novel local feature tracking system that can accommodate
the challenges associated with operating on thermal-infrared video footage. Two further
contributions within this area include a proposed 3D localisation system capable of oper-
ating solely on thermal-infrared video, and a novel loop closure method which conclusively
demonstrates the effectiveness of combining both visible spectrum and thermal-infrared
imagery.
Within the area of 3D surface temperature modelling, a novel weighted raycasting method
is proposed which improves the accuracy of temperature estimates by utilising geomet-
ric and other sources of information. In addition, a novel false colourisation scheme is
proposed to achieve a combination of high intuitiveness and temperature differentiabil-
ity, along with a novel multi-modality visualisation method which combines both visible
spectrum and thermal-infrared information in the same representation. These and other
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visualisation methods are implemented in a proposed software toolbox that can be used
to optimise the appearance of 3D temperature and multi-modality models for qualitative
analysis.
Many of the contributions proposed in this thesis also form part of the proposed 3D
thermography system. This system is comprised of a handheld device which is waved
around an environment in order to record data, as shown in Figure 1.1a. The device
contains both a thermal-infrared camera used for temperature estimation, and a range
sensor that utilises active illumination in the near-infrared spectrum to obtain spatial
information from the environment. A 3D model of the scene with rendered temperature
information is generated in real-time, with a final result shown in Figure 1.1b.
Discussion of all contributions has been organised according to the document structure
shown in Figure 1.2.
Chapter 3:
3D Thermography System
Chapter 4:
Geometry
Chapter 5: 
Radiometry
Video-based Localisation
Chapter 6: 
Features
Chapter 7: 
Odometry
3D Surface Temperature Modelling
Chapter 8: 
Mapping
Chapter 9: 
Visualisation
Chapter 2:
Background
Chapter 1: 
Introduction
Chapter 10:
Conclusion
Sensor and System Calibration
Figure 1.2: Structure of the thesis. The theoretical connections of the chapters are also
shown. Technical contributions are outlined in detail in Chapters 4 to 9.
1.2 Motivation
The generation of geometrically accurate and photorealistic 3D models of indoor and
outdoor environments using optical and other sensor data is an active and maturing field
of research. However, the representation of other surface properties such as temperature on
these 3D models remains relatively unexplored. From this identified opportunity for novel
research, the project has been motivated by both scientific and commercial incentives.
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1.2.1 Scientific
Thermal-infrared cameras, which detect radiation outside the range of conventional cam-
eras, are increasingly of interest to the research community. These cameras can obtain
information relating to the normally hidden object property of temperature. In addition,
the thermal modality offers a robustness to many conditions that are problematic for sys-
tems relying on conventional cameras, such as when there is no reliable and stable light
source, or in the event of fog, dust or other atmospheric interference.
Until recently, research using optical sensors in the computer vision research community
and to a lessor extent the robotics research community has been dominated by an interest
in visible spectrum sensors such as colour cameras. To the extent that it has been pursued,
research has seen thermal-infrared as simply an alternative visual modality, to be utilised
in the same way as regular visible spectrum information. The potential usefulness of
the thermal-infrared modality for accurate temperature estimates is often overlooked in
favour of simply using the data to perform tasks such as object detection and tracking -
applications which are not restricted to this sensing modality.
The natural world offers several examples of applications for the detection of thermal-
infrared information.1 These include the vampire bat, and at least three species of snake,
all of which have evolved modified facial nerves that act as thermorecepters, detecting
thermal-infrared radiation [27]. Figure 1.3 shows in detail the position and nature of
these specialised pit organs on snakes.2,3 These animals use the ability to sense thermal-
infrared radiation to locate prey in low-light environments, where conventional vision is
not effective. In the case of the vampire bat, the sense is particularly highly developed to
the extent that the optimal points on the host’s body that have warm blood close to the
surface can be specifically identified [59].
By exploring the potential of thermal-infrared video for computer vision and robotics
research, this thesis is contributing to the advancement of the field. In particular, it ensures
that the problem-solving potential of a wider range of available sensors is harnessed, and
that insights made for processing visual data can be generalised more effectively.
1.2.2 Commercial
Commercial applications benefiting both directly and indirectly from this research are nu-
merous. In general, research utilising thermal-infrared cameras has lagged that involving
regular colour cameras, because of the substantial cost and performance differences be-
tween these devices. However, over the past several years, thermal imaging cameras have
become substantially more reliable, accurate and affordable. The benefits of developing
technologies using these sensors are therefore now more attainable than ever.
1http://www.abc.net.au/science/articles/2011/08/04/3283712.htm
2Figure 1.3a contributed by user “Serpent nirvana” under the Creative Commons (CC) Attribu-
tion (BY)-ShareAlike (SA) 3.0 license at http://en.wikipedia.org/wiki/File:The_Pit_Organs_of_Two_
Different_Snakes.jpg
3Figure 1.3b contributed by user “Serpent nirvana” to the public domain without licensing restrictions
at http://en.wikipedia.org/wiki/File:Diagram_of_the_Crotaline_Pit_Organ.jpg
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(a) Pit organ positions (red) (b) Pit organ anatomy
Figure 1.3: The pit organs of snakes. These organs effectively operate as organic thermal-
infrared sensors.
The commercial application of most direct interest is that of building energy auditing. The
building sector has been shown to dominate energy consumption in developed nations [1].
With the growing threat of anthropomorphic climate change, improving energy efficiency
in buildings is critical to achieving a sustainable future. At present, building energy au-
diting usually involves the use of 2D thermal-infrared images such as in Figure 1.4, which
do not contain accurate geo-referencing and require significant expertise for accurate in-
terpretation.4 The proposed technology can potentially offer a highly cost-effective way
to assist in improving building energy efficiency, by enabling relatively untrained oper-
ators to efficiently collect comprehensive building temperature data, which can then be
automatically analysed to identify energy-related deficiencies.
Figure 1.4: Building viewed in thermal-infrared. The thermally efficient building in the
foreground contrasts significantly with the inefficient building in the background.
Additional direct applications for the research include industrial product assessment and
monitoring, medical diagnosis, mining, and search and rescue. For example, an effective
4Figure 1.4 contributed by Passivhaus Institut, Germany under the CC BY-SA 3.0 license at http:
//en.wikipedia.org/wiki/File:Passivhaus_thermogram_gedaemmt_ungedaemmt.png
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3D surface temperature mapping system could be used to validate dynamic models of
industrial products under operation, to ensure that the thermal performance of the product
or device is to specification. Within the medical imaging area known as Digital Infrared
Thermal Imaging (DITI) there is likely to be a significant appeal of a handheld system
capable of generating accurate 3D temperature models of patients, or specific body parts of
interest. These models have been shown to be useful for diagnosing a number of medical
conditions such as breast cancers, and for the real-time monitoring of low-birthweight
infants and of internal tissue during surgery.
Techniques developed as part of this thesis will also have applications in areas such as com-
puter surveillance and robotic navigation. Such generic techniques include those relating
to low-level image processing, feature extraction and tracking, and localisation. These
form critical components within automated surveillance algorithms such as person track-
ing and face recognition, and also within visual odometry and mapping algorithms used
in the field of robotics.
1.3 Objectives
The principal objective of this PhD is to solve the core problems associated with the
generation of 3D surface temperature models. In pursuit of this, the research has been
divided into three main phases, with a continuously operating integration phase.
The first phase (Chapters 4 & 5) centres around the calibration (both Geometric and Ra-
diometric) of thermal-infrared cameras and multi-sensor configurations involving thermal-
infrared cameras.
The second phase (Chapters 6 & 7) is concerned with developing techniques for localising
a thermal-infrared camera in 3D space using only video information from the camera itself.
The third phase (Chapters 8 & 9) aims to extend existing 3D mapping and visualisation
techniques to harness the unique capabilities of thermal-infrared cameras, in particular for
estimating detailed surface temperature distribution information.
The integration phase (Chapter 3) seeks to utilise the knowledge and methods developed
during these three phases in order to create a prototype system for enhancing the efficiency
and effectiveness of a building energy audit.
The following subsections briefly summarise the key objectives associated with each of the
four main phases of research.
1.3.1 Sensor and System Calibration
− Review current calibration techniques for thermal-infrared cameras.
− Perform geometric calibration of the thermal camera to remove the effect of lens
distortion.
− Perform radiometric calibration of the thermal camera in order to obtain tempera-
ture estimates from the image data.
− Review current techniques for multi-sensor calibration that may be relevant.
6
− Perform geometric calibration of a multi-sensor configuration involving a thermal-
infrared camera.
1.3.2 Sensor Motion Estimation
− Compile a world-first dataset for the evaluation of feature detectors and descriptors
in thermal-infrared.
− Evaluate the performance of state-of-the-art feature detectors and descriptors on
thermal-infrared images.
− Investigate techniques for improving feature matching performance in thermal-infrared.
− Achieve a level of repeatability and stability for feature detection and tracking in
thermal-infrared images that is adequate for performing localisation.
− Implement a 3D localisation system which can function solely on data from a single
monocular thermal-infrared camera.
1.3.3 3D Surface Temperature Modelling
− Investigate existing approaches for performing accurate 3D mapping.
− Implement an accurate and efficient 3D mapping system which can be augmented
with novel algorithms developed for the thermal-infrared camera.
− Extend the mapping algorithm to include accurate temperature estimates.
− Investigate alternative visualisation methods for multispectral data (e.g. containing
both visible spectrum and thermal-infrared information).
− Implement novel real-time visualisation techniques which allow a user to discern an
amount of useful information beyond what is available in a single modality.
1.3.4 Integration
− Develop a streamlined, end-to-end system for generating 3D maps with integrated
surface temperature data, which can be fully executed with minimal training.
− Evaluate the system for the purpose of building energy auditing.
1.4 Scope
The scope of this thesis consists of utilising a thermal-infrared camera to enhance existing
3D mapping technology, both in terms of improving the geometric accuracy of the model,
and integrating surface temperature estimation.
This thesis does not concern itself with performing dense 3D reconstruction solely us-
ing thermal-infrared cameras. If the reader is interested in problems within this realm,
recommended literature includes both [65] and [143].
A common confusion in terminology is between infrared and thermal-infrared cameras.
The former term is generally assumed to refer to cameras which operate in the near-
infrared band of the Electro-Magnetic (EM) Spectrum, and is therefore inapplicable for
the bulk of this thesis. In fact, the properties of infrared cameras are more similar to
conventional visible spectrum (colour) cameras, than to thermal-infrared cameras such as
that which forms a core focus of this research.
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1.5 Contributions
This section serves to summarise the contributions of this thesis, organised by both phase
and chapter.
1.5.1 Sensor and System Calibration
− Geometric Calibration
. A novel mask-based approach was proposed for the intrinsic and extrinsic cali-
bration of thermal-infrared cameras and multi-sensor configurations.
. A novel method for the temporal calibration of unsynchronised multi-modality
sensor configurations was proposed.
− Radiometric Calibration
. A novel adaptation of a standard blackbody calibration method which does not
require a temperature controlled environment was proposed.
. A novel, ad hoc radiometric calibration approach was proposed which does not
need conventionally required equipment such as a thermal blackbody source.
1.5.2 Sensor Motion Estimation
− Local Features and Tracking
. A world-first dataset was proposed for the purpose of local feature algorithm
evaluations, including both thermal-infrared and visible spectrum imagery.
. An extensive evaluation of the performance of feature detection and feature
description algorithms on thermal-infrared images was conducted.
. A novel method that combines two common metrics was proposed for enhancing
one-to-one feature matching performance.
. A high-noise local feature tracking method was proposed for thermal-infrared
video, including a mechanism for handling unavoidable interruptions that occur
due to the unique nature of thermal-infrared sensors.
− Video-based Localisation
. A novel online 3D localisation and mapping system capable of operating only
on thermal-infrared video footage was proposed, including a novel initialisation
algorithm.
. A novel loop closure method was proposed which demonstrated that a com-
bination of visible spectrum and thermal-infrared data is more effective than
either modality individually for location recognition throughout a full day-night
cycle.
1.5.3 3D Surface Temperature Modelling
− Temperature Mapping
. A novel weighted raycasting method was proposed for improving the accuracy
of 3D surface temperature estimation using a thermal-infrared camera.
− Data Visualisation
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. A novel false colour palette was proposed to achieve greater intuitive differen-
tiability of surface temperatures.
. A novel method for representing both visible spectrum and temperature infor-
mation on 3D surface models simultaneously was proposed.
. A novel software solution for optimising the appearance of multi-modality 3D
surface models was proposed.
1.5.4 Integration Phase
A novel handheld system capable of performing 3D thermography in real-time was pro-
posed.
1.6 Publications
This section contains a list of all publications produced by the author of this thesis as part
of the PhD programme. Details of the corresponding sections of the thesis that present
the published work are provided.
1.6.1 Fully Refereed Journal Articles
In total, two fully peer-reviewed journal papers have been published. A further journal
paper has been submitted for publication.
A Mask-Based Approach for the Geometric Calibration of Thermal-Infrared Cameras in
Institute of Electrical and Electronics Engineers (IEEE) Transactions on Instrumentation
and Measurement (TIM), 2012. Authored by Stephen Vidas, Ruan Lakemond, Simon
Denman, Clinton Fookes, Sridha Sridharan and Tim Wark. [194]. Referenced in Sections
4.3 & 4.3.6.
HeatWave: a handheld 3D thermography system for energy auditing in Energy and Build-
ings (In Press), 2013. Authored by Stephen Vidas and Peyman Moghadam. [197]. Refer-
enced in Sections 3.3, 3.4, 5.3 & 8.3.
Real-time Mobile 3D Temperature Mapping in IEEE Sensors, 2014 (Submitted). Au-
thored by Stephen Vidas, Peyman Moghadam and Sridha Sridaharan. [199]. Based par-
tially on work presented in Sections 4.4, 7.3 & 9.5.
1.6.2 Fully Refereed Conference Papers
Four fully-refereed conference papers have been published, three of which were requested
as oral presentations.
An exploration of feature detector performance in the thermal-infrared modality in Digital
Image Computing Techniques and Applications (DICTA), 2011. Authored by Stephen
Vidas, Ruan Lakemond, Simon Denman, Clinton Fookes, Sridha Sridharan and TimWark.
[193]. Referenced in Sections 6.3 & 6.4.
Hand-held Monocular SLAM in Thermal-infrared in International Conference on Au-
tomation, Robotics, Control and Vision (ICARCV), 2012. Authored by Stephen Vidas
and Sridha Sridharan. [200]. Referenced in Sections 6.7 & 7.3.
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3D Thermal Mapping of Building Interiors using an RGB-D and Thermal Camera in
IEEE International Conference on Robotics and Automation (ICRA), 2013. Authored by
Stephen Vidas, Peyman Moghadam and Michael Bosse. [198]. Referenced in Sections 4.4
& 9.5.
Ad hoc radiometric calibration of an FPA-based thermal-infrared camera in DICTA,
2013. Authored by Stephen Vidas and Peyman Moghadam. [196]. Based partially on
work presented in Sections 5.4 & 9.4.
1.6.3 Additional Publications
In addition to the aforementioned, fully-refereed publications, two partially-refereed papers
have been published. These works were accepted for their respective conferences on the
basis of submitted extended abstracts.
Towards Robust Night and Day Place Recognition using Visible and Thermal Imaging in
Robotics: Science and Systems (RSS) Workshop on Alternative Sensing Modalities, 2012.
Authored by Will Maddern and Stephen Vidas. [112]. Referenced in Section 7.4.
RGB-T-D Mapping: Augmenting the framework with thermal-infrared in Asian Confer-
ence on Computer Vision (ACCV) Xbox Kinect Applications Competition, 2012. Au-
thored by Stephen Vidas and Peyman Moghadam. [195]. Based on work presented in
Section 3.3.
1.7 Chapter Summaries
This thesis has been structured modularly, so that each of the technical chapters (Chapters
3 to 9) can be understood independent of the others. However, a familiarity with back-
ground material provided in Chapter 2 may be useful for fully appreciating later chapters
- especially Chapter 5. Furthermore, Chapter 3 provides a practical context which illus-
trates the connection between all remaining technical chapters and the actual proposed
3D thermography solution.
The remainder of this section provides a concise summary of the contents of each chapter
of the thesis, along with an indication of included contributions.
1.7.1 Introduction
Chapter 1 introduces the thesis as both a document and as a project. The objectives of the
thesis are listed according to four phases. Details on the key contributions and associated
refereed publications are also provided.
1.7.2 Background
Chapter 2 serves as an introduction of concepts and review of literature of shared relevance
amongst the chapters of the thesis. Thermal-infrared radiation is discussed, as well as the
nature of thermal-infrared cameras, the properties of thermal-infrared images, and the
estimation of surface temperature using these images.
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1.7.3 3D Thermography System
Chapter 3 presents a high-level overview of the proposed handheld 3D thermography
system. This includes a background and literature review into alternative technologies, and
a presentation of results together with an in-depth discussion of performance limitations.
1.7.4 Geometric Calibration
Chapter 4 outlines key contributions in the areas of intrinsic, extrinsic and temporal
calibration of thermal-infrared cameras and multispectral sensor configurations. A novel
mask-based approach for the automatic, complete calibration of camera configurations
involving thermal-infrared cameras is the major contribution of this chapter. In addition
to this, a novel temporal calibration method is proposed for the problem of unsynchronised,
multi-modality sensor configurations.
1.7.5 Radiometric Calibration
Chapter 5 explains solutions developed for making accurate measurements of temperature
using a thermal-infrared camera. A novel adaptation of a conventional blackbody approach
for radiometric calibration is proposed. A novel, ad hoc alternative which is faster than
the conventional approach and does not require any specialised equipment is also proposed
in this chapter.
1.7.6 Local Features
Chapter 6 includes research into the problem of feature detection and tracking in the
thermal-infrared modality. A world-first evaluation of the performance of existing low-
level computer vision algorithms in the thermal-infrared modality is included, based on
a unique and extensive dataset collected as part of the thesis. In addition, a feature-
tracking system is proposed that includes a novel recovery mechanism capable of handling
the unique data interruptions associated with thermal-infrared video footage.
1.7.7 Video-based Localisation
Chapter 7 explores methods for estimating the physical position and orientation of a
thermal camera within an environment using only thermal-infrared video data. The first
known monocular, geometric Simultaneous Localization And Mapping (SLAM) system
using a single thermal-infrared camera is proposed and evaluated. A novel approach for
performing loop closure using both thermal-infrared and colour imagery is also proposed.
1.7.8 Temperature Mapping
Chapter 8 proposes a novel technique for performing accurate temperature assignment on
a 3D model in real-time by capitalising on a knowledge of surface geometry and other
factors. The presented method harnesses the Graphics Processing Unit (GPU) and is
efficient in terms of both memory and processing time.
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1.7.9 Visualisation
Chapter 9 discusses the visualisation of 2D and 3D representations of temperature and
multispectral data. A new intuitive colour mapping scheme is proposed which improves
the perceptivity of thermal-infrared images. A novel method for the simultaneous repre-
sentation of thermal-infrared and visible spectrum data is also proposed.
1.7.10 Conclusions
Chapter 10 lists and summarises the main scientific contributions and practical deliverables
associated with the thesis. In addition, an outline of planned future research informed by
the results of the thesis are provided.
1.7.11 Appendix A: Sensors Specifications
Appendix A lists important technical information relating to several sensors used for the
research.
1.7.12 Appendix B: Supplementary Material
Appendix B contains extensive results of the feature detector and descriptor analyses
which complement those presented in Chapter 7.
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Chapter 2
Background
This chapter is designed to provide background knowledge to the reader that has relevance
for multiple chapters. It focusses on the nature of the thermal-infrared modality as an
alternative imaging domain, and the relationship between thermal-infrared imagery and
temperature estimation. This chapter is recommended reading in order to fully appreciate
the problems discussed in later chapters, however, with the exception of for Chapter 5, it
is not necessary reading for a high-level understanding of the remainder of the thesis.
The structure of this chapter is as follows. First, the nature of thermal-infrared radiation
is introduced in Section 2.1. Second, the properties of thermal-infrared cameras and their
operation are discussed in Section 2.2. Third, statistical and other properties of thermal-
infrared images are discussed in Section 2.3. Finally, the environmental factors relevant
to obtaining accurate temperature estimates from thermal-infrared images are discussed
in Section 2.4.
2.1 Thermal-infrared Radiation
Thermal radiation is produced by all objects at temperatures greater than 0 degrees Kelvin.
The dominant wavelengths of this form of EM radiation vary greatly depending on the
temperature. Of particular interest for many applications is the range of wavelengths
corresponding to typical terrestrial object temperatures of approximately -70 to 90 degrees
Kelvin. The dominant wavelength range for these temperatures is between around 8µm
and 14µm, and is known as Long-Wave InfraRed (LWIR). In the context of digital infrared
imaging, this range is typically although perhaps imprecisely referred to as “thermal-
infrared,” and these terms are used interchangeably throughout the thesis.
The thermal-infrared band differs significantly to the segment of the EM spectrum corre-
sponding to visible light, which consists of much shorter wavelengths ranging from approx-
imately 350nm to 740nm. Under normal circumstances, radiation at these wavelengths is
much more likely to be of a reflected rather than emitted nature. This means that when
a surface is imaged, the detected radiation originates from an external source such as the
sun or artificial lighting, and has potentially already been reflected by other surfaces on
its way to the sensor. In contrast, most materials (with the exception of many polished
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or uncoated metals) do not reflect much thermal-infrared radiation, and as a result this
imaging modality principally detects emitted radiation originating directly from the object
itself. An advantage of this phenomenon is that thermal-infrared images tend to be much
less affected by changes in the environment such as to lighting, shadows and out-of-view
motion.
It is worth noting that what is referred to as Near InfraRed (NIR) or often casually as
just infrared radiation refers to wavelengths much closer to the visible spectrum than
those of the thermal-infrared spectrum. The properties of detected NIR radiation are
similarly much closer to those of visible light than of LWIR, including in terms of largely
being reflected rather than emitted. Figure 2.1 clearly shows the nomenclature distributed
across the “Thermal Radiation” segment of the EM spectrum, which includes both the
visible spectrum and infrared ranges.5
Figure 2.1: Visible and infrared subsections of the EM spectrum. The LWIR (thermal-
infrared) range is of particular interest to this thesis. It is considerably separated from
the common NIR range, which is directly adjacent to the visible spectrum.
Radiation at thermal-infrared wavelengths provides information about the thermal prop-
erties of surfaces which one is not able to acquire from the visible modality [171]. Perhaps
most interestingly, the level of thermal-infrared radiation irradiated from a surface is highly
related to the object’s temperature, and therefore it can be used to obtain an estimate of
this parameter.
2.1.1 Blackbody Radiation
All objects emit EM radiation as a function of their surface temperature and material
properties. Objects with ideal radiative properties, known as blackbodies, absorb all inci-
dent EM radiation, and as a result reflect none. Therefore, all radiation eminating from
5Figure 2.1 is a modification of one contributed by user “Ibarrac” under the CC BY-SA 3.0 license at
http://en.wikipedia.org/wiki/File:Infrared_spectrum.gif
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the surfaces of these objects is due to the object’s temperature. Figure 2.2 shows the char-
acteristic curves for the emittance of EM radiation for bodies of different temperatures.6
Figure 2.2: Blackbody radiation characteristic curves. Objects at a temperature of 5777K
(approximately equal to that of the surface of the sun) emit radiation with a peak wave-
length in the visible spectrum, while objects at typical terrestrial temperatures of around
300K emit the majority of their radiation at LWIR wavelengths.
From the figure, it can be seen that objects with a surface temperature similar to that
of the sun (approximately 5777 degrees Kelvin) have peak radiant emittance around the
wavelengths corresponding to visible light. As a result of this, there has historically been
and remains an abundance of radiation at this wavelength within the earth’s atmosphere.
Additionally, surfaces on earth have a large diversity of reflective properties for these
wavelengths. Therefore, devices such as conventional visible spectrum cameras which are
able to detect these wavelengths are privy to a wealth of useful surface information.
Conversely, materials that are roughly around the average temperature range of the earth’s
surface have peak radiant emittance within the thermal-infrared wavelength (LWIR) range.
Therefore, objects such as the human body, most other metabolising organisms and many
machines and other equipment, emit a considerable amount of radiation energy detectable
by thermal-infrared cameras. Conveniently, this range of wavelengths is aligned with
a high-transmittance window in the earth’s atmosphere so very little of the energy is
absorbed by molecules in the air - making thermal-infrared cameras potentially effective
over very long ranges. Sensors such as thermal-infrared cameras are able to obtain a large
amount of useful information about surfaces in the environment - much of which is unique
to this modality and unattainable through the use of conventional cameras [164].
6Figure 2.2 contributed by user “Sch” under the CC BY-SA 3.0 license at http://commons.wikimedia.
org/wiki/File:BlackbodySpectrum_loglog_150dpi_en.png
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Equation (2.1) contains Planck’s Law, which describes the quantity of EM radiation at
a specific wavelength emitted by a blackbody in thermal equilibrium as a function of its
temperature [109].
Bλ(T ) =
2hc2
λ5
(
e
hc
λkBT − 1
) (2.1)
Here B is the spectral radiance of the blackbody surface, T is absolute temperature, λ is
the wavelength, kB is the Boltzmann constant, h is the Planck constant and c is the speed
of light.
Planck’s Law can be integrated to allow the radiance (measured in Wm−2sr−1), to be
calculated over a defined range of wavelengths. In the case of all wavelengths, this simplifies
to generate the Stefan-Boltzmann Equation (2.2), where it is shown that it is simply
proportional to the fourth power of the blackbody temperature.7
j∗ = σT 4 (2.2)
Here j∗ is an estimate of the radiance, and σ is the Stefan-Boltzmann constant (not to be
confused with the Boltzmann constant) which is represented in (2.3).
σ = 2pi
5k4
15c2h3 (2.3)
Here k is the Boltzmann constant, h is the Planck constant, and c is the speed of light.
For a non-infinite range of wavelengths, the integral yields an incomplete polylogarithm
function, which is very cumbersome to use. However, for typical temperature ranges the
irradiance is dominated by wavelengths within the LWIR band, and therefore (2.2) may
still be used as an approximation.
2.1.2 Non-ideal Materials
In reality, materials with near-perfect blackbody behavior are rare. The emissivity () of a
material ranges from 0 and 1 and is used to represent the efficiency of the absorption and
emission of EM radiation.8 The emissivity can vary with wavelength and so for precise
calculations the integration of the Planck Equation should be considered. Practically,
however, it is often assumed to be a constant over the full range, which is based on the
assumption that it is relatively constant over the range of wavelengths that represent the
vast majority of irradiated power (i.e. around the peak of the characteristic curve).
7http://spiff.rit.edu/classes/phys317/lectures/planck.html
8http://www.infrared-thermography.com/material-1.htm
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In addition to the emissivity, three other radiation properties are defined for surfaces.
These are, reflectivity (ρ), absorptivity (α) and transmissivity (t). These three variables
sum to one. For objects in thermal equilibrium, α is equal to  and represents the pro-
portion of incident radiation absorbed by the material. Where t is greater than zero, the
material is translucent rather than opaque, and some radiation passes through. In gen-
eral, translucency is only significant for extremely thin materials, so is often disregarded.
Therefore, for typical cases, ρ is simply equal to 1− , and therefore the single variable of
emissivity can be used to determine both the proportion of incident radiation reflected by
the surface, and the efficiency of thermal radiation emitted by the surface.
In typical environments, radiation in thermal-infrared wavelengths is dominated by emis-
sion rather than reflection. This contrasts significantly with the visible spectrum where
the opposite is the case, and the reflection of radiation originating from light sources far
exceeds that actually produced by objects, with the notable exception of the sun and
artificial lights.
2.1.3 Atmospheric Transmission
EM radiation across all wavelengths is affected by the transmission medium. A process of
atmospheric extinction or power attenuation occurs as transmission distance increases, due
to both absorption and scattering effects [179]. The atmospheric transmittance T , which
defines the fraction of radiation that passes through a medium, is described in Lambert’s
Law as shown in (2.4) [132].
T = I
I0
= 10−αl (2.4)
Here I is the intensity or power of the transmitted radiation, and I0 is the intensity or
power of the initial radiation. l is the path length, and α is the absorption coefficient using
the “base-10” convention. Therefore, if the absorption coefficient for the relevant range of
wavelengths is known, along with the distance travelled, the signal loss can be calculated
as (1− T ) multiplied by the original signal.
The absorption coefficient is both wavelength and material dependent. However, for a
specific range of wavelengths such as that corresponding to thermal-infrared radiation, it
is often considered constant for any single transmission medium.
For the medium of water, transmission is highest for blue light, and significantly lower
for thermal-infrared or ultra-violet radiation. As a result, blue light has a much greater
penetrating depth than near-infrared and especially LWIR radiation. In contrast, the
transmission level of the earth’s atmosphere varies far less between the visible spectrum
and the thermal-infrared bands, as shown in Figure 2.3.9
9Figure 2.3 is a modification of one contributed to the public domain without licensing restrictions
by National Aeronautics and Space Administration (NASA) at http://en.wikipedia.org/wiki/File:
Atmospheric_electromagnetic_transmittance_or_opacity.jpg
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Figure 2.3: Atmospheric transmission levels in the Earth’s atmosphere. The visible spec-
trum and thermal-infrared wavelength sections of the EM spectrum are highlighted. Both
these ranges of wavelengths can be seen to occupy windows of low opacity (high transmis-
sion).
2.2 Thermal-infrared Cameras
To a certain extent, the operation of thermal-infrared cameras is similar to that of conven-
tional visible spectrum or colour cameras. Like visible spectrum cameras, thermal cameras
form 2-dimensional images from the intensity of radiation incident on each pixel in the
camera’s Focal Plane Array (FPA). Both types of cameras include an optical lens, and
similar electronics in order to store and transmit captured image data, and they closely
resemble each other in appearance.
However, the detection of thermal-infrared radiation rather than visible light brings with
it many challenges that require substantial differences in design. For example, thermal-
infrared lenses must be made of materials such as germanium rather than glass, because
glass is opaque to thermal-infrared radiation.10 In addition, the shape, size and composi-
tion of the imaging sensor itself is significantly different, partly to adapt to the order of
magnitude increase in wavelength between the two modalities, and partly to adapt to the
different physical effects of the radiation.
In terms of uptake by industry and the research community, a major disadvantage of
thermal-infrared cameras is their relatively high cost, although this is likely to continue
decreasing as demand increases and technology maturity and manufacturing improves [66].
At present, devices at comparable cost to conventional cameras are limited to very low
resolutions, which nevertheless have found applications including deployment as a mobile-
phone accessory.11
On the other hand, in many cases the expenditure on a thermal-infrared cameras is well
justified. These devices are free of many of the physical limitations of conventional cameras
such as requiring lengthened exposure times or additional lighting to operate in low-
light or even no-light conditions. The advantages of thermal-infrared cameras for many
applications are making them a popular alternative sensing option, despite the remaining
price difference.
10http://www.alkor.net/IR_Thermal_Imaging_Lenses.html
11http://outgrow.me/product/ir-blue/
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Most thermal-infrared cameras can be divided into two classes depending on whether they
use quantum detectors or thermal detectors [167]. Quantum detectors are significantly
more accurate, but require an external cooling system and are generally at least an order
of magnitude more expensive. Those using thermal detectors require no cooling, and
make use of uncooled “pyro-electric” or “microbolometer” detectors to measure incident
radiation [109]. Uncooled microbolometers are overwhelmingly the most common form
of detector used in commercial thermal-infrared cameras, and are the kind considered by
this thesis [159].
It should also be noted that most thermal-infrared cameras contain at least one internal
thermistor (temperature measurement device), used to physically measure temperatures
within the camera. This is important for obtaining accurate temperature estimates, as
discussed in Subsection 2.4.
2.2.1 Microbolometer Physics
A thermal-infrared imaging sensor is made up of a 2D FPA of individual microbolometer
pixels. Each pixel contains a material which is highly absorbent of thermal-infrared radi-
ation, and a reflector to help maximise the proportion of radiation that is absorbed. This
absorption has the effect of changing the material’s temperature and therefore resistivity,
which affects the output voltage received by the readout circuit [148]. The basic anatomy
of a typical microbolometer pixel is shown in Figure 2.4.12
Figure 2.4: Microbolometer pixel cross-section. The reflector acts to increase the percent-
age of incident radiation that is absorbed by the absorbing material, as some radiation
inevitably passes through this thin membrane.
The analog output voltage of the pixel, which is ultimately quantised to become the raw
image digital pixel value, has been shown to depend on a number of factors beyond simply
the incident thermal-infrared radiation [176]. Many of these factors are properties of the
imaging sensor such as the integration time, the Temperature Coefficient of Resistance
(TCR), and the integration capacitance. These properties can vary with temperature, so
therefore the temperatures of the sensor subcomponents have a significant influence on
12Figure 2.4 is a modification of one contributed to the public domain without licensing restrictions by
user “Kerolyn1313” at http://en.wikipedia.org/wiki/File:Cross-sectional_microbolomter.jpg
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the output voltage. Such temperatures are affected by factors such as the ambient tem-
perature, the time since the device was powered on, and the historical incident radiation
[176].
2.2.2 Noise
The raw digital output of thermal-infrared cameras is greatly affected by the presence of
spatial non-uniformities, producing a phenomenon known as Fixed Pattern Noise (FPN).
Fixed pattern noise is caused by small but unavoidable differences in the responsivity
of the individual bolometer pixels. These are largely caused by inconsistencies in the
materials and manufacturing process, but can be exacerbated by environmental effects.
FPN is usually described by two parameters: Dark Signal Non-Uniformity (DSNU) and
Photo Response Non-Uniformity (PRNU). DSNU represents the offset of the pixel voltage
output from the average of all pixels in the array for a uniform target, while PRNU
represents the gain of the incident radiation as it is converted to a voltage, which also
varies by pixel.
Images with fixed pattern noise are generally unusable for practical applications. An
example of the difference between an image with and without FPN is shown in Figure 2.5.
The problem of FPN is made more complex by the fact that non-uniformities vary over
time, and therefore a single static model of the noise is not adequate to fully account for
its effect [175].
2.2.3 Noise Compensation
In order to accurately recover the thermal-infrared signal by accounting for the major form
of noise (FPN), a combination of a once-off initial offline calibration step and ongoing real-
time adjustments are used.
For the once-off calibration, the camera is positioned so that it faces a target of uniform
material and temperature (usually a thermal blackbody source), and the raw digital output
of the device is recorded. This process is repeated for a range of target temperatures.
Under ideal operation each pixel should output the same digital value when facing the
same target (of the same temperature). Therefore, a gain and offset can be calculated for
all pixels to correct their raw values so that for the corrected output the pixels do in fact
have the same digital value. Figure 2.5 illustrates the drastic change in appearance that
occurs when applying this form of FPN correction.
Because the fixed pattern noise can vary over time due to factors such as the sensor
temperature, and in particular the variation in temperature throughout the FPA, the
model learned through initial calibration needs to be updated as the camera is being used.
To do this, the most common approach involves the intermittent closure of an internal
shutter within the camera housing. This has the negative affect of interrupting the data
output of the camera, but allows the gain and offset for each pixel to be updated using
an assumption of uniform temperature across the internal shutter. However, this method
loses effectiveness at correcting non-uniformities in FPA output as scene temperatures
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(a) Image with FPN (b) Identical image with FPN removed
Figure 2.5: Demonstration of the effect of FPN. As well as making the images more
discernable to human viewers, removal of FPN enables objects to have a spatially-invariant
appearance which is important for many computer algorithms.
deviate increasingly from the temperature of the internal shutter itself (measured by the
internal thermistor) [93].
For thermal imaging tasks requring extremely high precision such as in the fields of as-
tronomy and meteorology, it is common for thermal cameras to be mounted in a way in
which they can alternately view the target of interest as well as one or more blackbodies,
so that online FPN corrections can be performed more accurately [168, 70, 147].
2.2.4 Digital Output
Many thermal-infrared cameras have the option of producing a digital output representing
radiance (measured in watts per steradian per square metre) directly rather than an output
simply representing a quantised value of an arbitrary voltage which is related to the
radiance. This is achieved by a process of calibration usually involving a thermal blackbody
source and often a temperature-controlled environment. The calibration process requires
the camera to be run in steady-state at a range of ambient temperatures while viewing
the blackbody source in close proximity.
The camera may have the capacity to directly output a temperature estimate. However,
caution must be used when relying on such an estimate, as it is likely to be directly cal-
culated from the incident radiance and therefore to not consider a range of environmental
factors that influence the relationship between this radiance and the surface temperature.
In many cases, the temperature output will simply represent an idealised “brightness”
temperature, which may require further correction depending on how much the true envi-
ronmental parameters deviate from the ideal. Other cameras may enable the modification
of certain environmental parameters such as emissivity, however, in many practical sit-
uations they are unlikely to provide enough flexibility to accurately model the complex
interactions of the environment. The use of an environment model to obtain temperature
estimates from thermal-infrared imagery is further discussed in Section 2.4.
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2.3 Thermal-infrared Imagery
In principal, thermal-infrared images can be viewed and processed in much the same
way as regular greyscale images captured from a conventional visible spectrum camera.
However, there are several important differences between images in these two modalities.
Considering these differences can ensure that the strengths of thermal-infrared images are
not squandered, and that the weaknesses are effectively managed.
2.3.1 Variation in SNR
Thermal-infrared images are typically characterised by a low Signal-Noise Ratio (SNR)
[77]. However, this depends greatly on the nature of the environment, and more specifi-
cally, the viewpoint. Viewpoints which have a small range in temperature (low thermal
contrast), such as those only containing passive objects which tend to converge on ambient
temperature, have a particularly low SNR. This is because FPN does not scale with the
contrast in the image, and so it can effectively swamp the useful information in an image
with low temperature variation.
Figure 2.6 demonstrates the variation in SNR of thermal-infrared imagery that can occur
between different viewpoints within the same environment. The image in Subfigure 2.6a
contains several powered electronic devices, such as a laptop, computer monitors, and a
power supply. These objects have significant temperature differences from the mean of the
image, and as a result the SNR is high. In contrast, the lack of metabolising organisms
and energised, heated or cooled objects in Subfigure 2.6b results in it having a weak signal,
and because the quantity of noise is similarly high as the first case, the SNR is therefore
lower.
(a) High SNR thermal-infrared image (b) Low SNR thermal-infrared image
Figure 2.6: Example of dependence of thermal-infrared SNR on environment. Vertical
streaks in Subfigure(b) can be discerned, which is a common feature of FPN.
2.3.2 Statistics
In general, thermal-infrared images have lower spatial resolution than visible spectrum
images, which can limit the amount of useful information able to be extracted. However,
this is more a function of the physical limitations of current sensors, and therefore of more
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theoretical interest is the difference in statistics between the thermal-infrared modality
and the visible spectrum for similarly sized images of similar scenes.
In the past, statistical investigations into natural, visible spectrum images have provided
many valuable insights. Information theory has been used to explore how the human
visual system has adapted to the properties of natural images [172]. This has enabled a
rationalisation of the 1/f2 power spectrum which is observable in visible images.
In addition, the differences in power-spectra across many image categories, and between
natural and man-made scenes has been analysed. It was found that compared with natural
scenes, the power-spectra of man-made scenes was concentrated at lower frequencies, and
the spatial bias was horizontal rather than vertical [186].
To the authors knowledge, there is a dearth of research into the statistics of thermal-
infrared images. This may in part be due to the fact that until relatively recently the
sensors were not in widespread use by researchers in the image processing and computer
vision communities.
A simple analysis involving a large dataset of matching thermal-infrared and visible spec-
trum images of both urban and natural environments found that the 1/f2 power distribu-
tion applies well to the thermal-infrared modality as well as the visible modality. However,
as can be seen in Figure 2.7, in the thermal-infrared modality the power is significantly
more concentrated in the lower frequency range. This is consistent with the observation
that thermal-infrared images tend to lack texture compared with visible images. This
deficiency in high frequency information can be problematic for many low-level computer
vision algorithms, as explored in Chapter 6.
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(b) Thermal modality
Figure 2.7: Power spectra comparison between modalities. The contours represent in-
clusive fractions of maximum power, with a smaller area between contours suggesting a
concentration of power over a smaller range of frequencies.
2.3.3 Complementarity
Many studies have shown that thermal-infrared images have a complementary nature
to conventional visible spectrum images, making them particularly useful for scenarios
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in which conventional images are unreliable [24, 25]. In particular, thermal imaging is
virtually unaffected by sudden changes in lighting such as transient shadows and flickering
from fluorescent lights or the sun [106]. As a result, thermal-infrared cameras are free
of many of the physical limitations of conventional cameras such as requiring lengthened
exposure times or additional lighting conditions, and in fact can operate without any light
at all [126]. Figure 2.8 contrasts images taken under low-light conditions, at the same time
(5.00am) and from the same location, in the two modalities. Images have been enhanced
for visualisation.
(a) Visible image (b) Thermal-IR image
Figure 2.8: Comparison of same-time visible and thermal-infrared image. While well
illuminated parts of the visible spectrum image have a reasonable amount of texture,
additional textures and properties are revealed in poorly illuminated areas by the thermal-
infrared image.
Furthermore, thermal-infrared images have been shown to be more robust under several
different atmospheric conditions, such as in the presence of fog, dust or smoke [46, 15].
Even in cases where visible spectrum images are reliable, thermal-infrared images often
contain additional information, such as surface temperature distribution [131]. This can
help to differentiate between objects or surfaces that have similar appearance in the visible
modality, but different thermal properties, such as those caused by different resting dura-
tions or durations of operation. Metals and many other surfaces which have very diffuse
reflective properties in the visible spectrum may generate highly specular reflections in
thermal-infrared. In addition, some materials such as certain kinds of plastic (as shown in
Figure 2.9) are translucent in thermal-infrared whilst being opaque to visible light. The
opposite can be said of glass.
In many cases, the lower high-frequency component of thermal-infrared images (discussed
in Subsection 2.3.2) makes them easier to analyse, by reducing the amount of clutter in the
image. This phenomenon partially explains the effectiveness of thermal-infrared imagery
for tracking of military targets, which may have been designed to be camouflaged to the
naked eye.
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(a) Visible modality (b) Thermal modality
Figure 2.9: Difference in appearance between imaging modalities. The black plastic has a
high degree of translucency in the thermal-infrared modality, but is opaque in the visible
spectrum. Conversely, the texture apparent on the ground in the visible spectrum image
is completely absent in thermal-infrared.
2.4 Temperature Estimation
Temperature estimation from thermal-infrared image data refers to the process of convert-
ing the digital values of pixels in the image to the best-estimate of their corresponding sur-
face temperatures. Well-calibrated thermal-infrared sensors, for example using approaches
discussed in Chapter 5, are able to convert this digital value to an estimate of incident
radiation using only information intrinsic to the camera itself. The Stefan-Boltzmann
Equation (2.5) can then be used to directly obtain a corresponding temperature (the
“brightness” temperature) from this radiance. However, without considering external fac-
tors such as material properties, background radiation and the transmission medium, the
best surface temperature estimates that are able to be achieved using thermal-infrared
images may not be sufficiently accurate for many applications [129].
TB = 4
√
j∗
σ
(2.5)
Here TB is the brightness temperature and σ is the Stefan-Boltzmann constant as repre-
sented in (2.3).
In order to correct the brightness temperature to a more accurate estimate of the actual
thermodynamic temperature, knowledge of additional environmental parameters must be
available. These include surface emissivity, distance to target and atmospheric attenuation,
all or any of which may vary for different pixels throughout the FPA, depending on the
scene.
A standard environmental model as implemented in the kind of software package that
accompanies many commercial thermal-infrared cameras can be used to estimate surface
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temperature from brightness temperature, or more specifically, from an estimate of inci-
dent radiation obtainable from a radiometrically calibrated thermal-infrared camera. This
model is illustrated in Figure 2.10.
Detected Radiation
Target Surface
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1-τa
1-τa
ε
ε
1-ε
1-ε
Background Radiation
Atmospheric Radiation
(Ideal) Target Radiation
Qs Qb
Qt
Figure 2.10: Radiation interaction model. The radiation emitted from the target is com-
bined with a reflection from the background, and atmospheric radiation interferes with
this transmission.
Equation (2.6) expresses the model mathematically, relating the radiation incident on the
sensor (Qs) to the radiation level equivalent to the true target temperature (Qt) [103].
Qs = (τa· (εQt + (1− ε)Qb)) + (1− τa)Qa (2.6)
The Stefan-Boltzmann Equation can be incorporated into this model so that temperatures
rather than irradiances can be used, as shown in (2.7).
σTs
4 =
(
τa·
(
εσTt
4 + (1− ε)σTb4
))
+ (1− τa)σTa4
σTt
4 = σTs
4 − τa(1− ε)σTb4 − (1− τa)σTa4
τaε
Tt =
(
Ts
4 − τa(1− ε)Tb4 − (1− τa)Ta4
τaε
) 1
4
(2.7)
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Here Tt represents the best-estimate of the target surface temperature, while Ts is the
brightness temperature corresponding to the radiation sensed by the camera. Ta and Tb
are the temperatures of the atmosphere and background respectively.
One of the critical parameters for achieving accurate surface temperature estimates from
radiance measurements is the target surface emissivity ε. This is introduced in Subsection
2.1.2, and defines the efficiency at which the surface absorbs radiation. A value of 1 is
ideal, and lower values imply that the material reflects a portion of radiation from other
sources, rather than purely emitting its own. Common assumptions for values of materials
based on experimentation include 0.98 for human skin, 0.94 for electrical tape (commonly
placed over reflective surfaces to make them easier to measure) and 0.10 for aluminium.
A generic assumption which is reasonably accurate for most non-metal surfaces is 0.95.
As introduced in Subsection 2.1.3, the atmospheric extinction coefficient is also an impor-
tant parameter for understanding how the radiation incident on the camera is related to
the target surface temperature. It can be used to determine the transmission efficiency
through the atmosphere (τa).
In many cases the background temperature might be assumed to equal to the atmospheric
(ambient) temperature, and therefore these two quantities will be equivalent. However,
often this is an invalid assumption, and in some cases an explicit measurement of radiation
from the background may be made with the same imaging device in order to obtain a valid
estimate [147, 13].
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Chapter 3
Proposed 3D Thermography System
The prototype thermography system proposed in this chapter provides a powerful, self-
contained method for generating accurate 3D models of objects and environments with
surface temperature information. It is the first system of its kind in being handheld and
utilising a Red, Green, Blue and Depth (RGB-D) sensor for data capture, and is capable
of generating and visualising results in real-time. It has applications in a wide variety of
areas, including medical imaging and industrial monitoring, however, the application of
particular interest for this thesis is that of improving the efficiency and effectiveness of the
building energy auditing process.
A background into the problem of building energy auditing is first presented in Section
3.1, and a literature review concerning existing 3D thermography approaches follows in
Section 3.2. The design and operation of the proposed handheld thermography system
is then discussed in Section 3.3. Here, the system is described from a high-level, and
the relevance of each of the three main phases of research as outlined in Section 1.3 is
illustrated. A highly graphical demonstration of results is provided in Section 3.4 before
a final discussion of the capabilities and limitations of the system in Section 3.5. The
chapter is summarised in Section 3.6.
Much of this work has been published in the form of two conference papers [195, 198] and
a journal article [197].
3.1 Background
Building energy use is responsible for 26% of greenhouse gas emissions in Australia, with
a similar contribution in other developed nations [44, 1]. Improving energy efficiency in
buildings is therefore critical to achieving a sustainable future in the face of threats such
as anthropomorphic climate change, peak oil and energy insecurity.
While new materials and designs can reduce the carboon footprint of modern buildings,
the long life-cycle of buildings means that in many locations the majority have aged con-
siderably and are likely to have significant levels of physical degradation [73]. The ability
to identify where this degradation has occurred, and to monitor the integrity of structures
into the future, can provide opportunities to improve energy efficiency by reducing waste,
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such as in the form of heat loss. This is a process known as building energy auditing, which
is used to determine ways in which the energy efficiency of a building can be improved,
and has been shown to have significant positive benefits [139]. Monitoring beyond an
initial inspection is also important, for the purpose of responding to the changing nature
of building interiors and exteriors due to renovation, refurbishment and retrofitting.
What follows in this section is a discussion of the nature of building energy auditing,
and an introduction into several classes of solutions for improving the effectiveness of the
energy auditing process.
3.1.1 Building Energy Auditing
An important part of the building energy auditing process involves the measurement of
temperatures throughout the building [76, 34]. This can be used to identify inefficiencies
in insulation, Heating, Ventilating and Air-Conditioning (HVAC) systems, air flow and
natural light management, and the operation of electrical or other appliances. In addition,
structural problems such cracks, damaged door and window seals [84], and the build-up
of moisture can also be identified [8]. Successful inspections may lead to these issues
being addressed, along with achieving refinements in building design, which will ultimately
improve building operation and save energy.
3.1.2 Solution Classes
Current methods for obtaining these temperature measurements include 2D thermal imag-
ing, and the use of sensor networks containing many thermometers. There is also growing
interest in moving towards 3D thermal building modelling. Table 3.1 summarises the
advantages and disadvantages of these altenative approaches.
Table 3.1: Comparison of current energy efficiency monitoring methods
Method Advantages Disadvantages
Sensor
Networks
[3, 116]
- Measurements can be taken
continuously (temporally continuous)
- Low ongoing labour requirement
(once-off labor)
- Spatially non-continuous (sparse)
- Building is physically modified by
sensors (invasive)
2D Thermal
Imaging
[64, 60, 11]
- Simple equipment requirements
(accessible)
- Dense temperature information (dense)
- No 3D information (non-geometric)
- Data processed manually
(labor-intensive)
- Difficult to replicate (low repeatability)
- Easy to accidentally leave out regions of
interest (incomplete)
3D Thermal
Modelling
[198, 20, 62]
- Includes 3D information (geometric)
- Highly accurate and complete models
(dense)
- Enables quantitative estimates of
surface heat loss (quantitative)
- More difficult data processing (complex)
- Requires specialist equipment
(expensive)
As can be seen from the table, while sensor networks have low ongoing labour require-
ments after initial installation, the installation itself requires physical modification of the
environment. In addition, temperature measurements are spatially sparse and are not able
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to be used to generate a high-resolution temperature model, which may be necessary for
an effective assessment of a building’s thermal performance.
2D thermal imaging can produce much more complete results, however, there are signif-
icantly greater labour requirements. In addition, the lack of geometric information from
the 2D images makes comparisons between scans taken with temporal separation difficult.
For 2D thermal imaging, the successful identification of problems with the building de-
pends heavily on the expertise of the auditor. Moving towards automation and a more
quantitative approach for the lifecycle monitoring of energy use in buildings using thermal
measurement devices therefore has the potential to greatly improve efficiency, in the sense
of both energy consumption and monitoring effort [20, 62, 31].
3D thermal modelling harnesses the advantages of 2D thermal imaging, but with a much
higher potential for complete models that can be easily compared over temporal separa-
tions. Accurate geometric measurements are able to be made using these 3D representa-
tions of heat distribution. The combined knowledge of temperature and geometry then
enables quantitative estimates of surface energy loss through heat radiation. Furthermore,
the precise detection and location of heat sources, thermal bridges and other phenomena
becomes possible [205]. Also, an immersive 3D environment provides an opportunity for a
user to investigate and detect anomalies in context, rather than simply within a sequence
of 2D images.
However, existing 3D approaches are generally expensive and time-consuming, requiring
equipment such as static tripod mounts and terrestrial lasers, in combination with 2D ther-
mal cameras. In addition, there is usually a requirement for significant operator expertise
to calibrate and operate the equipment. This increased cost and difficulty of execution of
has greatly limited the uptake of 3D thermal modelling approaches by industry.
3.2 Literature Review
This literature review focusses on existing 3D thermography approaches, particularly for
applications in building energy auditing. Several works in the literature have already
demonstrated the strong potential of 3D thermal mapping as a technique to improve
thermal energy auditing for buildings [20, 62, 31]. These studies were also motivated by
many of the limitations of performing such tasks with conventional thermographic images.
Three general approaches have been identified: tripod-mounted, robot-mounted and Struc-
ture from Motion (SfM)-based approaches. Table 3.2 summarises the advantages and
disadvantages of these altenative approaches, which are discussed in detail following the
table.
Both tripod-mounted and robot-mounted approaches use a 3D-laser scanner to generate
a 3D point cloud, and register thermal-infrared data to the model, such as in [58] and
[31].. A typical type of 3D-laser system is Light Detection And Ranging (LiDAR). The
significant cost of a 3D-laser scanner makes these approaches expensive compared to the
proposed approach.
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Table 3.2: Comparison of alternative 3D thermal mapping approaches.
Approach Advantages Disadvantages
Tripod
[58, 31]
- Long-range mapping capability - Significant additional expense
- Equipment requirements limit flexibility
Robot
[20, 125]
- Potential to be fully-automated - Unable to traverse obstacles such as staircases
- Additional occlusion problems due to limited
flexibility of viewpoint
- The robot and laser scanner adds a significant cost
to the system
SfM
[62]
- Can operate in motion
- Very long operating range
- Generates sparse/incomplete models
- Fails without lighting or with low/variable lighting
levels
3.2.1 Tripod-mounted Approaches
Because the laser scanner cannot be in motion when scans are taking place, one common
option is to mount the system using a tripod or similar equipment. This can limit the
diversity of environments for which mapping can be performed, given that the placing of
a tripod or similar mount may not be possible in confined or cluttered environments, or
on certain surfaces. In addition, it requires a substantial amount of effort on the part of
the operator to select appropriate locations for the tripod and then execute the procedure
by having to move between these locations.
3.2.2 Robot-mounted Approaches
The ThermalMapper project [20] takes automation a step further than other laser-based
systems. It involves a mobile, wheeled robot with a terrestrial laser scanner and thermal-
infrared camera, and is capable of projecting thermal data onto a 3D model as it explores
an environment. The system implements a “stop and go” approach for performing scans,
as opposed to a continuous scanning approach as proposed in this thesis. Results from
the automated ThermalMapper system are in the form of dense 3D point clouds that can
be visualised in either thermal-infrared or Red, Green and Blue (RGB). However, the
use of a wheeled robot also introduces some limitations. The system is not capable of
traversing stairs, or exploring difficult terrain or confined spaces. In addition, because
the range of motion of the sensors is limited to a plane parallel to the ground, it may
be impossible to map areas of the building that are occluded from the perspective of the
robot. There is also a considerable increase in cost compared with approaches that require
only a thermal-infrared camera, as both the 3D laser and robotic platform are considerable
additional expenses.
3.2.3 Structure-from-Motion Approaches
The work of [62] explored an approach using only a single RGB camera together with
a thermal-infrared camera. SfM and Multi-View Stereo (MVS) techniques were used to
solve for the geometry of the cameras and form a coloured point cloud with thermal
data overlaid. However, as with all vision-based SfM approaches, it is vulnerable to
many failure conditions such as lack of visual texture, and low levels of lighting. This is
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particularly problematic for the application of building energy auditing, where performing
the procedure in low-lighting or unlit conditions is useful for exploring differences in energy
usage between night and day. In contrast, the proposed approach is unaffected by low light
levels.
A further limitation of SfM-based systems such as [62] is that point clouds are not dense
at all locations, and are therefore sub-optimal for proper quantitative analysis. Single-
camera SfM systems also have no global scale, so the true dimensions of the model cannot
be determined without a reference of known size.
3.2.4 Other Approaches
Several other approaches for 3D thermography have been proposed in the literature, but
they have not been explored in as much depth as the aforementioned methods. Structured
light [210] and thermal stereo [143] have shown promising results, however, they have so far
been limited to small-scale reconstructions and suffer significant additional costs beyond
a single thermal-infrared camera.
Other 3D thermal mapping methods such as [6], [67] and [71] may depend on a prior
3D model of the building, because they lack any ability to form new models for unseen
environments. This makes them inappropriate for implementation in a system designed
to map large numbers of buildings for which reliable existing 3D models may not exist.
An interesting method that allows 3D visualisation of an environment with thermal-
infrared data overlaid using a Heads Up Display (HUD) has been proposed. However,
the method does not actually integrate temperature estimates into the model, and so is
incapable of generating an output sufficient for comprehensive thermal analysis [163].
3.3 Proposed Thermography System
The proposed system for 3D thermal mapping is tailored for the continuous and non-
destructive monitoring of building interiors for energy efficiency assessment.13 An outline
of the system is given in Subsection 3.3.1. The approach has simpler equipment (Sub-
section 3.3.2) and data capture (Subsection 3.3.4) requirements compared to existing 3D
mapping techniques, and is capable of generating accurate, high-resolution 3D models such
as demonstrated in Figure 3.1.
The method proposed is the first that is handheld, uses readily available hardware, and is
capable of operating at night. Results take the form of a colour-mapped 3D model which
transforms the 4 dimensions of data (3 colour channels + thermal-Infra-Red (IR)) into a
single multi-modal representation. This allows human viewers to easily and simultaneously
interpret the available RGB and thermal data under diverse lighting conditions.
3.3.1 Outline
Figure 3.2 illustrates the high-level operation of the proposed system, and the order in
which steps are executed in order to generate 3D thermal models.
13This work has been published in the form of a journal article [197]
32
Te
m
pe
ra
tu
re
 (C
)
18.0
28.0
38.0
Figure 3.1: 3D thermal model with geometric labelling. The geometric integrity of the
hot water system is preserved through the proposed method of 3D modelling.
First the sensor assembly is prepared, as a means for capturing data. The sensor con-
figuration is discussed in detail in Subsection 3.3.2. Following this, a once-off calibration
procedure is performed, based on three video sequences recorded by the sensor. The con-
cept of calibration is discussed in Chapters 4 and 5. An outline of the calibration procedure
is provided in Subsection 3.3.3, however, more specific details on the techniques used can
be found later in the thesis (see Sections 4.3, 4.4 and 5.3).
Data is captured by hand using the sensor as the environment is explored, and requires
no specially set up platforms or additional equipment. This makes it highly suitable for
monitoring as subsequent audits do not require substantial labour. Each frame of captured
data is processed through a 3D modelling pipeline, which incorporates techniques discussed
in Chapter 8. In addition to this, temperature and colour information is overlaid on the
3D model. The rendered 3D model can be visualised in real-time as data is being captured,
helping the operator avoid accidentally skipping parts of the building, which is an easy
mistake when using the 2D thermal imaging approach. The final representation can be
optimised offline after the completion of the data capture procedure.
3.3.2 Device
The proposed 3D thermal mapping device (shown in Figure 3.3) comprises a low-cost
RGB-D sensor (ASUS Xtion Pro Live) rigidly attached to a thermal-infrared camera
(Thermoteknix Miricle 307K). The RGB-D sensor actively projects a pattern in near-
infrared onto the scene, and measures the effect that the environment has on this pattern
in order to estimate 3D structure. Measurements from the thermal-infrared and colour
cameras are unaffected by this projection, because near-infrared wavelengths are unde-
tectable by either sensor. Achieving a high level of accuracy and automation with the
system was found to be highly dependent on the characteristics of the hardware and the
level of portability. As a result, much care was taken to test and select these components.
An ergonomic handheld mount for the sensors was manufactured using a 3D printer. This
allows the thermal camera and RGB-D camera to be rigidly mounted in close proximity.
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Figure 3.2: The proposed 3D thermography system flow chart. Light blue boxes represent
components that have been fully implemented and have dedicated chapters. The grey
ICP box represents an implementation of an existing algorithm. The dashed white box
represents an area identified for future work that could further improve the performance
of the proposed system.
The device is lightweight and was found to be easily manouevered by a human operator.
The position of the components on the handle is shown in Figure 3.3.14
Figure 3.3: The proposed sensor configuration.
The mobility associated with being handheld allows seamless mapping between the floors
and interiors of a building, however, there is no technical reason that the device could not
be mounted on a robot or wheeled platform. The capacity to operate in darkness is also
important, because often explicit night-time analysis is required by applications such as
14Details of the proposed device were first published in [195].
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building energy auditing. This is due to the need to limit the effects of environmental
phenomena such as sunlight on surface temperatures.
Data can be captured simply by moving around an environment with the proposed system
and streaming to a computer in a wearable unit such as a backpack.
Data is streamed from both sensors through three Universal Serial Bus (USB) cables, one
of which also powers the ASUS Xtion Pro Live. Power to the thermal camera is provided
by a Lithium-ion (Li-ion) power pack regulated to 5V Direct Current (DC), which can be
comfortably attached to a belt. Experiments were done both with the laptop held by hand
while capturing data, or alternatively stored in a backpack. The advantage of being able
to visualise the model while capturing data is that it can assist in ensuring that important
features in the environment are not missed.
Specific technical details of the sensors can be found in Appendix A.
3.3.3 Calibration
Like any other multi-modal sensor configuration, the first step is to geometrically calibrate
the sensors both individually and with respect to each other, a process which is discussed in
detail in Chapter 4. This is required in order to ensure that the system can achieve accurate
reconstruction and temperature mapping results. In addition, a form of temperature
(radiometric) calibration (Chapter 5) is required for the thermal-infrared camera.
Practically, the three key forms of calibration required can be categorised as temporal,
geometric and radiometric. Each form of calibration requires a unique video sequence
recorded by the device, that is easily generated with minimal equipment.
Temporal Calibration is important because the two devices (the thermal-infrared camera
and the depth sensor) are not synchronised. The temporal calibration process seeks to
determine the timing offset between the clocks on the different sensors. The result enables
more accurate pose estimates of the sensors to be made, which in turn improves the
accuracy of temperatures assigned to the 3D model. The temporal calibration procedure
requires video footage of a reasonably feature-rich scene, with the device moved laterally
at varying periodic rate. A solution also proposed in Chapter 4 was used to then determine
any timing irregularities associated with both of the cameras, and to smooth capture times
and temporally calibrate the cameras.
Part of the purpose of geometric calibration is to learn the intrinsic camera parameters
which define the relationship between the 3D world and the images captured by each sen-
sor (thermal-infrared camera, RGB camera, and depth sensor). This is known as intrinsic
calibration. In addition, a second form of geometric calibration known as extrinsic cali-
bration is used to determine the 3D relationship between each sensor. Accurate extrinsic
calibration depends on good results from the temporal calibration step. Effective geomet-
ric calibration is a critical factor in achieving accurate 3D models, and is also important for
ensuring that the 3D model is accurately assigned colours and temperatures (see Chapter
8). For the proposed system, the geometric calibration procedure requires footage of a
moving calibration mask according to the solution proposed in Chapter 4 [194]. This can
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be used to perform both intrinsic geometric calibration of the thermal-infrared camera,
and extrinsic geometric calibration of the multiple sensors.
Radiometric calibration applies only to the thermal-infrared camera. Its purpose is to de-
termine the relationship between the pixel values in the thermal-infrared image, and the
best estimate of the surface temperature corresponding to that pixel. This is influenced
by additional factors such as the temperature of the sensor, which is incorporated into the
model. Achieving a good radiometric calibration result will improve the resolution and ac-
curacy of temperature estimates. The radiometric calibration procedure requires spatially
static footage of a thermal blackbody source set to a range of different temperatures. Two
alternative novel procedures for this task are discussed in Chapter 5.
If physical changes such as new lenses, mounts and computers are avoided, the only form of
calibration that may need to be revisited in the future is radiometric calibration (Chapter
5) because of the gradual deterioration of components in the thermal camera that may
effect its operation.
3.3.4 Data Acquisition
The environment to be modelled can be explored before or after calibration, however,
the integrity of the data will depend on no significant physical changes being made to
the sensors or host computer between capture and calibration. Nevertheless, calibration
beforehand is recommended as it ensures better accuracy of the real-time visualisation.
In recording data from the environment or a single object of interest, the operator can
move the device freely by hand, although best results are achieved with a steady motion
at a slow walking pace, and an approximate distance of between 0.5 and 3.0m between
the sensor and the surface.
While the operator is exploring the environment (as shown in Figure 3.4), the laptop can be
easily stored in a backpack. Alternatively, if the operator desires to see the completeness of
the map as they are recording, the laptop can be used for real-time visualisation. However,
for real-time visualisation, the laptop must contain a reasonably powerful GPU in addition
to at least three USB ports.
There exist some precautions the operator should be aware of in order to reduce the
chance of system failure while they are scanning an environment, which are discussed in
Subsection 3.5.6.
3.3.5 Data Processing
The proposed system is capable of generating large-scale 3D models with accurate surface
temperature information. This process can be roughly divided into two simultaneous
subprocesses.
The first process involves the simultaneous estimation of the trajectory of the sensor in
3D space along with the 3D structure of the object or environment being explored. This
is achieved using an adaptation of the KinectFusion algorithm as discussed in Chapter 8
[72].
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Figure 3.4: Demonstration of the data collection process.
The second process, which is proposed in Section 8.3, consists of the assignment and
updating of temperature and colour estimates in the dynamic 3D model. This is performed
by estimating the pose of each camera for each thermal-infrared and RGB frame, and
raycasting from each image pixel to the corresponding 3D points in the model.
3.3.6 Visualisation
Within the proposed system, visualisations of generated 3D models with both tempera-
ture and colour information can be obtained and customised in real-time. This has been
implemented within the open-source Robotics Operating System (ROS) framework, and
an example is shown in Figure 3.5.
Online visualisation allows the 3D model to be viewed during data capture, for example
during an actual energy audit or industrial inspection. This can serve the valuable purpose
of showing the operator what spatial regions of the environment have been sufficiently
mapped, and no longer need to be recorded.
The online system enables the viewer to navigate around the virtual model, and cus-
tomise settings such as which modality is to be displayed on the model, along with the
desired colour map and temperature ranges. In addition, the 2D video feeds can be viewed
simultaneously. A video of the module being used can be found online.15
In addition, offline visualisation can be performed following the completion of the data
capture, which allows for more detailed control in the appearance of the model, including
viewing it as a dense mesh rather than a dense point cloud. This can be performed using
the multispectral visualisation toolbox “Spectra”, proposed in Section 9.5.
15http://youtu.be/wZWN1frZ7mo
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Figure 3.5: Real-time visualisation. The visualisation module was run as a ROS process.
The three video frames on the right are, from top to bottom: colour, range and thermal-
infrared. A dialogue is also displayed which allows the appearance of the model to be
altered in real-time.
Fusion schemes and other techniques relevant to visualisation are discussed in detail in
Chapter 9.
3.4 Experiments
Two experiments were undertaken to evaluate the effectiveness of the proposed device for
the purpose of a building energy audit.16 The experiments centred around testing the
system for the following challenges, which have been problematic for past approaches:
(a) Lighting conditions
(b) Change detection
Following this, a number of case studies were conducted to further evaluate the effective-
ness of the system.
3.4.1 Experimental Setup
For data capturing and processing, the computer platform was a System76 Bonobo Ex-
treme laptop, with an NVIDIA GeForce 680M (Optimus Disabled) graphics card. For
the computer operating system, version 12.04-Long-Term Support (LTS) of the Linux
distribution Ubuntu was used. This enabled more control over the operation and inter-
facing of the devices, in particular the thermal-infrared camera. Within the computer
operating system, ROS was used, which provides a high level of functionality for data and
communications management.
16Details of these experiments have been published in a corresponding journal article [197]
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A specialised ROS driver for the thermal-infrared camera was used which was presented
as part of [200].
3.4.2 Lighting Conditions
The first experiment undertaken was to assess the performance of the system under poor
lighting conditions. This involved scanning the same scene (a large indoor HVAC system)
both with and without artificial lighting. From the results in Figure 3.6, it can be seen that
the appearance of the thermal-only model is virtually identical regardless of the lighting
conditions. Temperature readings are also consistent, being unaffected by the presence
or lack of visible spectrum illumination. However, it should be noted that visualising the
model with colour information will result in differences in appearance between the two
scans.
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Figure 3.6: 3D model robustness to lighting conditions. The final result is virtually iden-
tical regardless of whether the scene is illuminated.
3.4.3 Change Detection
Change detection refers to the problem of detecting and quantifying surface temperature
differences between two inspections of an environment that may be separated significantly
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in time, or even performed by a different operator. Effective change detection is very
useful in energy auditing for a number of cases. For example, analysing a change in heat
loss associated with the repair or replacement of an electrical appliance by scanning the
scene both before and after the servicing. In addition, changes in energy consumption
throughout different times of year can be investigated.
Two separate 3D models of the same object or scene can be aligned using standard ap-
proaches such as the Iterative Closest Point (ICP) algorithm. ICP works by progressively
optimising a rigid 3D transformation between two point clouds that minimises the dif-
ference between the two clouds. In 3D medical imaging this process is referred to as
co-registration. Once registered, the temperatures from one model can be transferred to a
duplicate of the other, so that point-by-point comparisons of temperatures for each vertex
can be made.
To evaluate the effectiveness of the proposed system for change detection, two separate
datasets were collected. The first dataset (A) for the change detection experiments in-
volved the imaging of a single hotwater system by two separate operators. Each operator
recorded video footage of the hotwater system from approximately 1.2m away, following
a trajectory of their own preference. The purpose of this experiment was to see if the
system was capable of generating models independently that could later be registered and
compared quantitatively, without requiring a similar style of recording to be performed.
Figure 3.7 shows the results for each of the two scans, along with the trajectory of the
sensor as controlled by the unique operators. Figure 3.8 then shows the discrepancy model
successfully generated from these separate scans.
From this experiment, it can be seen that the two 3D models formed by the proposed
method are geometrically very similar, despite being generated from footage recorded
by two different operators at two different times. Because of the geometric similarity,
the resulting 3D models from each independent procedure were able to be accurately
aligned, despite the very different scan-paths (trajectories) favored by each operator. The
discrepancy model, which was calculated by finding the difference in temperature between
the two models at each vertex, shows that the overwhelming majority of the model had
very little temperature change between scans. This was expected because the two scans
were taken at similar times where thermal conditions were almost identical.
Figure 3.9 shows the scan results for the second change detection experiment (B). This
involved a single operator scanning a large industrial Hot Metal Carrier (HMC) vehicle
both before and after operation (a time window of approximately 5 hours). No markers or
records were kept of vantage points or the path or stance of the operator when capturing
data - the only assumption was that it was the same environment being scanned.
The discrepancy model for experiment (B) is shown in Figure 3.10.
For this experiment, it can be seen that while the results of the two scans (Subfigures 3.9a
and 3.9b) are similar, there are some important differences. It is clearly evident that the
motor had recently been running in Subfigure 3.9b, based on the large difference in surface
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Figure 3.7: Change detection part 1: registered 3D models. The camera trajectories for
each scan are also included.
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Figure 3.8: Change detection part 1: discrepancy model. 90% of vertices varied less than
1.0 degree Celsius between scans.
temperature between the outside and inside of the hull. However, the discrepancy model
in Figure 3.10 indicates that both the hull and ground have a slightly lower temperature
in the second scan, which is due to the lower ambient temperature. The safety lights
(highlighted) have a particularly reduced temperature, indicative that they have been
switched off for longer for the second scan. Results of this experiment strongly suggest
that the proposed system can be effectively employed for the automatic comparison of
surface temperatures of the same environment from scans taken at different times.
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Figure 3.9: Change detection part 2: registered 3D models. The camera trajectories for
each scan are also included.
3.4.4 Case Studies
The final experiments involved three case studies, designed to test the system for sev-
eral reconstruction tasks associated with a building energy audit. All three case studies
involved reconstruction of HVAC installations, which are often the most important and
interesting environments for analysis, because of the potential energy losses.
All models were produced from approximately 30 second long video sequences of environ-
ments ranging from approximately 4 to 16 cubic metres volume. The models have been
coloured according to temperature using the scheme shown in the provided colourbars,
which serve to help the operator to quickly and accurately identify surface temperatures.
Visible spectrum information has also been incorporated into the 3D temperature repre-
sentation, to generate a “fused” 3D image, using techniques introduced in Chapter 9.
Figure 3.11 shows the results for the first case study. This involved mapping a two simple
indoor HVAC units in an industrial setting. The reconstruction results for this case study
were highly satisfactory, with the surface temperature distribution clearly visible and
quantifiable.
Figure 3.12 shows the results for Case Study 2, which consisted of an outdoor HVAC unit.
From the figure it can be seen that the environment was mostly constructed accurately,
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Figure 3.10: Change detection part 2: discrepancy model. Safety lights are highlighted
by black rectangles.
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Figure 3.11: Case study 1: basic indoor HVAC units.
however, there are some missing segments. These are due to two main factors. First,
by conducting the case study outdoors in sunlight, some materials appeared too bright
for the range sensor to detect effectively, so certain parts of surfaces were unable to be
reconstructed. Second, parts of the environment were not able to be explored sufficiently
because of a physical difficulty accessing these areas.
Figure 3.13 shows the results for Case Study 3. This involved the mapping of a more
intricate indoor HVAC unit, with many thin pipes that are often problematic for automatic
reconstruction. The proposed system was not severely challenged by the presence of
these thin pipes or other intricate structures, and was able to generate an accurate 3D
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Figure 3.12: Case study 2: outdoor HVAC. The system includes a compressed air unit
model. The mapping of surface temperature, however, though largely of high quality,
was adversely affected by these fine-scale structures. This was due to slight inaccuracies
in calibration and pose estimation, which resulted in the raycasting method proposed in
Chapter 8 associating image pixels with vertices on nearby but incorrect surfaces.
These results show that the proposed system is capable of adapting to many different types
of HVAC systems in order to generate rich, accurate 3D models with both temperature
and colour information.
3.5 Discussion
This discussion mainly focusses on the present limitations of the proposed 3D thermal
mapping system, as uncovered by the extensive evaluation.17 Future strategies for ad-
dressing these limitations where possible are proposed. Such recommendations focus on
improving the stability, accuracy and usability of the system, as well as increasing the
maximum size of environments that it can map.
17This discussion was included in a corresponding journal article [197]
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Figure 3.13: Case study 3: HVAC with pipes.
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Subsections 3.5.1, 3.5.2 and 3.5.3 address limitations relating to the physical sensing capa-
bilities, the scalability of the system to large environments, and the important application
of change detection. Then, Subsections 3.5.4, 3.5.5 and 3.5.6 summarise the current status
of the system in terms of its stability, accuracy and usability. Finally, Subsection 3.5.7
outlines what industry and other applications the system is currently ready for, and what
it has great potential for if developed further.
3.5.1 Sensor Limitations
The present reliance on a depth sensor brings with it limitations relating to the detection
range and resolution of the sensor itself. The depth sensor returns a range image of 640 by
480 pixels only, and can only accurately map surfaces up to approximately 5 metres away.
These limits were found to be acceptable for mapping typical indoor building environments
or equipment. However, the option exists to replace the RGB-D sensor with a long-range
sensor, such as LiDAR or a spring-mounted sensor [21], though these alternatives may
introduce limitations of their own.
Another limitation of the sensor is that the near-infrared band that it uses to estimate
distance is vulnerable to very bright conditions. This is likely to only be problematic if
an outdoor audit is deliberately scheduled for a time of day with strong sunlight.
The depth sensor may in many cases not be able to detect certain materials such as
glass. In addition, some shiny surfaces are difficult for the device to detect unless it has a
perpendicular view. There exist some methods for detecting glass in LiDAR images that
could perhaps be adapted [53]. However, in many cases there may exist an opportunity to
automatically correct missing or corrupted data by interpolating 3D points where results
suggest that a problematic surface has been encountered.
The thermal-infrared camera has limitations in obtaining accurate temperature estimates
for surfaces which have atypical thermal emissivity, such as many polished metals, and
glass. By utilising the knowledge of 3D geometry inherent in the generated 3D model,
there may be an opportunity to automatically estimate emissivity by considering reflection
as part of a radiation model such as that introduced in Section 2.4.
3.5.2 Scalability Limitations
Restrictions on GPU memory limit the size and resolution of the working volume which
is used to optimise the 3D model. Presently a cubic volume of 27.0m3 is used with a
resolution of approximately 6mm. This volume can be increased or decreased, however, the
resolution will scale up accordingly. In general the 27.0m3 volume was found to be adequate
for most tasks, however, the potential may exist to dynamically and automatically rescale
the volume (and therefore also the resolution) depending on task requirements.
In its current form, the prototype hardware platform cannot reliably be moved beyond
the initial 27.0m3 volume without jeopardising the accuracy and coherency of the model.
Systems such as [152] and [209] have made good progress towards the goal of extending the
model past the initial volume. However, empirical testing has shown that these methods
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are highly vulnerable to instability in the pose estimation procedure, and are also highly
restricted by Central Processing Unit (CPU) memory.
3.5.3 Limitations for Change Detection
Although results suggest that good registration was able to be achieved for the purpose of
change detection, there are some minor limitations in the method. Errors in temperature
difference may be observed at small-scale regions of discontinuity in the 3D model, such
as bolts and small valves. Because of small differences in the geometry of the generated
models, these regions may not be able to be accurately registered using a rigid transform-
tion. Temperature difference estimates for these small parts of the discrepency model are
therefore not reliable. However, it is easy for a user visualising the model to identify where
temperature differences are due to changes in conditions, and where they are simply due
to small inaccuracies in the model or registration. In addition, 3D mesh filtering meth-
ods may be able to partially or fully remove these effects from the model before operator
visualisation.
In general, temperature disparities covering larger areas can be trusted, and where there
are bidirectional differences in temperature in close proximity at a small scale, they should
be ignored. Furthermore, automatic quantitative analysis which calculates heat loss or
heat flow on a macro-scale would be minimally affected by these inaccuracies.
A possibility for eliminating or at least reducing these errors associated with slight dif-
ferences in 3D models generated on different occasions is through performing non-rigid
registration of models. This could even be done through a piece-wise rigid transformation,
so that fine-scale features in particular are registered correctly.
3.5.4 System Stability
The 3D thermography system was found to be very stable for most environments, however,
there were a few exceptions which if addressed could also help to extend the maximum
size of mappable environments. Conditions which cause instability in the estimation of
sensor pose and therefore degrade the accuracy of the model include the domination of
repeated geometric patterns in the scene such as steps, blinds and corregated iron, or the
complete lack of interesting geometry which is required for accurate registration between
frames. A solution proposed by [207] attempts to address this problem by improving pose
estimation with visual odometry, with promising results.
3.5.5 Accuracy
It is possible that more accurate results in terms of both the generation of the 3D model and
the assignment of colours and temperatures could be achieved by improving the calibration
procedure. However, existing calibration results were found to be reasonably accurate and
this is not seen as a major limitation of the system.
More comprehensive radiometric calibration could be performed that explores the effect of
a variety of ambient conditions on the steady-state operation of the thermal camera. This
would enable accurate temperature estimates to be made for more extreme climates and
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atmospheres. Another potential way to further improve accuracy would be the experiment-
based optimisation of confidence metrics for the weighted averaging of pixel-rays used to
assign temperatures and colours to the model
3.5.6 Usability
Effective use of the proposed system for generating high-fidelity 3D models does not depend
on any particular expertise. However, there is potential for the operator to degrade results
if they do not perform the mapping procedure according to some specific guidelines.
In operation, it is important that the user does not move the camera faster than a slow
walking pace, or else the system will have difficulty registering between frames and accu-
racy will be decreased. Although this was not found to be problematic in the experiments,
if an RGB-D sensor with a faster framerate becomes available then it would be an ap-
pealing choice for future versions of the prototype hardware platform. Similarly, a faster
framerate for the RGB camera could reduce motion blurring which can result in less pre-
cise colouring of the 3D model. At typical operating speeds this was not found to be a
problem. Nevertheless, replacing the built-in RGB camera with an alternative model that
has the ability to have auto-gain disabled would have the added benefit of improving the
consistency of the colours allocated to the model.
3.5.7 Readiness
In its current form, the system can be used to accurately generate 3D surface temperature
models of single objects or groups of objects that may warrant analysis as part of a building
energy audit. Therefore, it is the belief of the author that the proposed system could find
immediate application as a tool for this purpose. However, the ultimate potential of
this mapping system could only be achieved if accompanying methods for automatically
and quantitatively analysing the results were implemented. For example, a system which
performs thermal analysis on the resultant 3D models and then provides estimates of actual
energy loss associated with different physical regions of the building would be invaluable.
Applications for the system beyond building energy auditing can also be envisaged. These
include in areas such as search and rescue, medical imaging, industrial and mine inspection,
and product analysis.
3.6 Summary
This chapter first presented a background into common technological solutions for building
energy auditing in Section 3.1. A review of alternative methods for generating 3D tem-
perature models for the purpose of this target application was then presented in Section
3.2.
A convenient and powerful device and accompanying method for real-time 3D thermal
energy auditing was proposed in Section 3.3. It overcomes many limitations of current
approaches including practical weaknesses such as cost and dependence on operator exper-
tise, and technical weaknesses such as a vulnerability to reflection and an inability to easily
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correlate audits over the passage of time. The device and the associated system are capable
of generating accurate 3D models with dense temperature and appearance information.
The proposed system is handheld and is comprised of easily obtained equipment.
Results presented in Section 3.4 demonstrate that the system can effectively deal with
common problems of thermal energy auditing, and generate impressive results. Limitations
of the system, particularly with regard to accuracy and the maximum size of environments
that it can map, are discussed in Section 3.5 along with some recommendations for future
work.
The work outlined in this chapter has been published at two conferences [195, 198], and
as a journal article [197].
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Chapter 4
Geometric Calibration
Geometric calibration is concerned with determining the parameters that describe how 3D
information from the physical world is represented in the 2D outputs of imaging devices.
This chapter proposes two novel methods for achieving the effective calibration of thermal-
infrared cameras and multi-sensor configurations. Such results are critical for a wide
variety of computer vision and robotics algorithms, including those for object classification,
target tracking and visual odometry. However, accurate calibration is particularly crucial
for performing the precise geometry calculations demanded by a 3D thermography system
such as that proposed in Chapter 3.
This chapter first provides a background into the three related concepts of intrinsic, tem-
poral and extrinsic calibration in the context of a multi-sensor imaging device (Section
4.1). Next, Section 4.2 provides a literature review of existing approaches for geometric
calibration, in particular for those approaches that have been tailored for effectiveness in
the thermal-infrared modality. A novel approach for the geometric calibration of thermal-
infrared cameras is then proposed in Section 4.3. This work corresponds to a journal
article published in IEEE TIM [194]. Following this, a novel solution to the problem of
temporal calibration of multi-modal sensors is proposed in Section 4.4, which formed part
of a published conference paper [198].
4.1 Background
Geometric calibration of imaging devices is commonly divided into two classes: intrinsic
and extrinsic. Accurate intrinsic calibration is generally a prerequisite for accurate extrin-
sic calibration. In addition, for unsynchronised devices, the process of temporal calibration
is also a prerequisite for extrinsic calibration. For this reason, background into each of
these three forms of calibration is provided in this section.
Intrinsic calibration in the context of imaging devices refers to the process of determining
how the 3D geometry of the world is projected onto the 2D image captured by the device.
This involves the estimation of a set of “intrinsic” camera parameters, such as the focal
length, imaging centre, and a model for lens distortion.
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Temporal calibration is concerned with determining the relationship between the assigned
timestamps of images from imaging devices, and the true, relative times corresponding to
the actual capture of data. This is important because the delays between the raw capture
of data and the assignment of a host computer timestamp may vary from device to device.
Extrinsic calibration is concerned with determining the poses (positions and orientations)
of cameras relative to one another and a defined real-world origin.
For most computer vision applications the pin-hole camera model of (4.1) is assumed.
In this model, the image-plane coordinates x of a 3D physical point x can be found by
multiplying by the matrix C representing the camera’s internal (intrinsic) parameters and
the matrix P representing the camera’s translation and rotation (extrinsic parameters)
relative to the world coordinate frame [63].
x = CPx
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(4.1)
Here x represents the homogeneous coordinates of a point in the image. fx and fy are
the focal lengths (in pixels) and cx and cy are the centre coordinates of the camera. rmn
and tm are the coefficients of rotation and translation of the camera and x represents the
real-world coordinates of the corresponding point. λ is a scale factor which accounts for
the fact that there are an infinite number of 3D points with the same 2D projection (u, v).
It should be noted that these infinite solutions all lie on a straight line that projects from
the camera centre to infinity.
4.1.1 Intrinsic Calibration
The process of intrinsic calibration involves estimating a lens distortion model and camera
parameters such as focal length and the image centre. The distortion model can be applied
to the raw output of the camera in order to correct the effects of lens curvature and produce
a more geometrically accurate representation of the scene. Accurate distortion modelling
is critical for accurately estimating the other intrinsic parameters.
Intrinsic calibration can be thought of as a process of converting the camera from a vi-
sualisation device to a measurement device. First, the modelling of distortion allows for
an invariant representation of shapes and features regardless of where they appear in the
image. Without accounting for distortion, the appearance of objects can differ greatly
depending on their location in the image, which results in diminished performance for
many computer vision algorithms such as object tracking, identification and optical flow.
Second, the understanding of all the camera parameters provides a basis for understanding
how the geometry in the scene is reflected in the geometry of the image. This is crucial
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for further geometric (extrinsic) calibration and many computer vision algorithms which
utilise or attempt to recover 3D information.
Extending techniques to achieve accurate and efficient performance in thermal-infrared is
important for advancing computer vision research within this alternative modality.
It should be noted that while the end result of intrinsic calibration enables the one-way
conversion of 3D world points in the camera reference frame to the camera 2D image plane,
it does not allow the reverse. The recovery of 3D points from 2D image points is more
complex and in this thesis is only relevant to and discussed in Chapter 7. In addition,
intrinsic calibration cannot provide information relating the global 3D coordinates to the
image plane unless the global coordinate frame is aligned with the camera, or a process
of extrinsic calibration (outlined in Subsection 4.3.6) is used to determine the relationship
between the camera pose and the global frame.
The pin-hole model assumes zero distortion in the image, which is rarely the case. There-
fore, distortion models are often used to correct for the effects of lens distortion on the
image. Distortion models provide a mapping between each pixel in the original image,
and its corresponding location in the ideal, undistorted image. In the past, the conven-
tional model outlined in [212] has been overwhelmingly used, however, the more recent
Rational Function (RF) model shown in (4.2) has been shown to have superior accuracy
for modelling severe distortion, such as for cameras with wide-angle lenses [33]. The RF
model does not specialise to any particular lens geometry, and its simplicity means that
it is easy to estimate using standard calibration procedures. In the RF model, six radial
coefficients (kn) and two tangential coefficients (pn) are used to describe the distortion.
u′′ = u′ 1 + k1r
2 + k2r4 + k3r6
1 + k4r2 + k5r4 + k6r6
+ 2p1u′v′ + p2(r2 + 2u′2)
v′′ = v′ 1 + k1r
2 + k2r4 + k3r6
1 + k4r2 + k5r4 + k6r6
+ 2p2u′v′ + p1(r2 + 2v′2)
(4.2)
Here (u′′,v′′) represents the normalised and distorted coordinate corresponding to a nor-
malised and undistorted coordinate (u′,v′), and r is the Euclidean distance between the
normalised, undistorted coordinate and the image centre. Equation (4.3) defines the rela-
tionship between the normalised coordinates and image coordinates (u, v).
(u′, v′) =
(
u− cx
fx
,
v − cy
fy
)
(4.3)
The accuracy of a lens distortion model is highly dependent on the provided calibration
footage. The footage must contain a sufficient variety of scales and positions of the cal-
ibration pattern within the camera’s field of view. Additionally, the calibration points
within the pattern must have high acutance in order to be located accurately [133].
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4.1.2 Extrinsic Calibration
Extrinsic calibration seeks to determine the six parameters (three for translation, three for
orientation) that define the physical transformation between each camera pose in a multi-
camera configuration, and the world coordinate system. These parameters are denoted as
TX , TY , TZ and RX , RY , RZ and can be said to have Six Degrees Of Freedom (6DOF).
For the purpose of calibration, the world coordinate system may be set to the reference
frame of one of the cameras, so that only the relative poses of the additional cameras must
be determined.
Accurate extrinsic calibration is largely dependent on accurate estimates of the intrinsic
calibration parameters, as well as an effective temporal calibration. If it can be performed
effectively, the 3D location of specific points or objects within the fields of view of mul-
tiple cameras can potentially be accurately determined. The more accurate the extrinsic
calibration results are, the more effective the performance of any subsequently applied
algorithms relating to 3D geometry such as those involving the registration of 2D images
to 3D models.
The iterative process used to obtain the extrinsic parameters is very similar to that in the
intrinsic case, except that the positions and orientations of the cameras are being optimised
rather than a distortion model and set of intrinsic parameters. When both sensors are of
the same nature (e.g. both visible spectrum), the problem of extrinsic calibration does
not introduce much in the way of significant challenges beyond the intrinsic calibration
process. However, when the sensors are of different imaging or other sensing modalities,
extrinsic calibration may become a more challenging problem. Some solutions to these
more complex extrinsic calibration scenarios are discussed in Subsection 4.2.7.
Auto-calibration is the process of extrinsic calibration using natural images alone, rather
than a calibration pattern. Although it can produce adequate results for some applications,
it is incapable of matching the accuracy that can be achieved using specially manufactured
and placed calibration patterns. For this reason, there are still many cases in computer
vision where manual calibration methods are preferred.
4.1.3 Temporal Calibration
Many multi-sensor devices, such as that proposed in Subsection 3.3.2, contain sensors
that are not able to be synchronised in hardware, and may even have different framerates.
As a result, there is no guarantee that captured frames will be taken at identical times.
Furthermore, the host computer timestamps allocated to these frames may have different
delays relative to the true capture times for each device.
These relative delays must be determined if timing information from each device is to be
associated with a common reference frame, which is critical for accurate extrinsic calibra-
tion, and the accurate registration of 3D data. This is because the constant motion of the
devices means that accurate positional estimates are very sensitive to timing information.
In the case of unsynchronised devices there exists an opportunity to significantly improve
algorithm performance through the execution of a temporal calibration procedure.
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Existing solutions to performing temporal calibration on unsyncronised devices are dis-
cussed in Subsection 4.2.6. These solutions often depend on the existence of internal
clocks on each device, which serve as fixed references for which relative delays can be
determined.
4.2 Literature Review
A proven approach for the accurate calibration of the intrinsic and extrinsic geometric
parameters of cameras involves the use of a planar calibration pattern or 3-dimensional
calibration object. The known geometry of the pattern or object is exploited in order to
determine how the camera views the world [104]. A sequence of images of the calibration
pattern or object from different angles is typically required by most calibration algorithms
[212]. The accuracy (in pixels) of the calibration model is measured by Mean Reprojection
Error (MRE) [155]. Initially, estimates of the 2D image coordinates of calibration points
are extracted from an image. The 3D pose of the pattern is then estimated from these 2D
coordinates. The estimated 3D locations of calibration points are then “projected” back
onto the image, with the average Euclidean distance between the original 2D estimates
and the projections forming the MRE.
The remainder of this literature review will discuss alternative calibration methods which
follow the general procedure of capturing images from multiple views of a geometric pat-
tern, and tracking features throughout these images in order to form a model. These
methods will be evaluated for their ability to be applied to the thermal-infrared and
mixed modality situations.
First, in Subsection 4.2.1 some existing calibration toolboxes will be introduced, and the
limitations of these for the context of thermal-infrared and multi-modal calibration will
be discussed. Second, alternative calibration patterns and targets will be outlined in
Subsection 4.2.2. Third, Subsection 4.2.3 will discuss some methods for locating specific
points of interest within images taken of these calibration patterns. Fourth, the problem of
selecting an appropriate subset of frames for calibration is discussed in Subsection 4.2.4.
Next, alternative model optimisation methods (Subsection 4.2.5) are outlined. Finally,
brief reviews of literature specifically relevant to the problems of temporal calibration
(Subsection 4.2.6) and extrinsic calibration (Subsection 4.2.6) are provided.
4.2.1 Existing Toolboxes
Many toolkits exist which can be used to perform calibration when provided with a se-
quence of calibration images by the user. The Caltech MATLAB Calibration Toolbox is
a popular toolkit for end-to-end calibration.18 However, this toolkit has several weak-
nesses which make it ineffective for the problem of efficiently calibrating thermal-infrared
cameras. For example, the toolkit requires significant manual intervention, such as user
guidance in searching for the pattern. Also, it includes the conventional distortion model
[23] only, and does not take advantage of a high-order distortion model such as the RF
18http://www.vision.caltech.edu/bouguetj/calib_doc/
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model [33], which means it cannot model severe distortion accurately. Another weakness of
this and many other toolkits (such as the example calibration code provided by OpenCV)
is that frames must be chosen specifically by the user based on what they think would lead
to the best possible calibration results.19 This dependence on user expertise was another
motivating factor for research in the area of geometric calibration as part of this thesis.
The standard process that these methods require can be summarised as the following:
− A 2D chessboard pattern is printed and held in front of a camera or set of cameras
in order to obtain a sequence of calibration images.
− A subset of these images is selected manually by the user for calibration.
− A pattern-detection algorithm is used to locate corners in the patterns (sometimes
requiring manual guidance).
− An optimisation algorithm is then used to fit a calibration model to the input data
in order to minimise the re-projection error on the calibration image subset.
4.2.2 Calibration Patterns
The most popular calibration pattern is a regular, printed chessboard. This pattern has
been demonstrated to be highly effective and convenient for the task of calibrating visible
spectrum cameras [212]. The calibration points (corners where the squares touch) are
easily located in the image with high precision due to the high image contrast. However,
without additional preparation, the calibration points on a chessboard cannot be located in
a thermal-infrared image. This is because the pattern will typically have a near-uniform
temperature and thermal radiance, and will therefore appear as a virtually featureless
surface. A popular method for enabling the use of a calibration chessboard for thermal
camera calibration involves heating the pattern through exposure to a flood lamp [30]
[142]. This results in the appearance of the pattern in the thermal modality resembling
its appearance in the visible modality. However, this approach struggles to achieve the
sharp corners required for accurate calibration. As an example, Figure 4.1 shows perhaps
the best quality calibration image that could be produced using the heated chessboard
method.
An alternative approach which appears to achieve better results involves printing the chess-
board pattern onto a specially-manufactured Printed Circuit Board (PCB) [65]. Another
approach involves using a suspended wire grid, heated with a heat gun [128]. The cost and
required equipment and preparation associated with these more sophisticated approaches
was a motivating factor for the development of the proposed approach outlined in Section
4.3.
Another interesting alternative approach for the calibration of thermal-infrared cameras
is the adaptation by [78] of the method first presented in [177]. In the original method, a
freely moving bright spot is used as the calibration object [177]. This bright spot can be
generated by a laser pointer, flash light or other alternative. The adapted method uses a
pole with an open-bulb flashlight attached to the end, which is clearly detectable to both
19http://opencv.willowgarage.com/wiki/
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Figure 4.1: Appearance of heated chessboard in the thermal-infrared modality. While the
pattern is discernable, interest points (corners) are not able to be localised precisely be-
cause of the smooth transition in surface temperature between the light and dark squares.
the thermal-infrared and visible spectrum cameras [78]. A significant limitation of this
method is that it cannot be used for systems involving fewer than three cameras.
A different calibration pattern was preferred by [109]. Initially in this work, the authors
used a planar target with 57 regularly arranged lamps that warm up when switched on.
However, it was found that the image quality is poor because the centre of the lamps can
not be located accurately. Instead, the authors proposed a new planar target (testfield)
with coded (unique) and uncoded targets, in the form of shapes on the plane. The testfield
plate itself was made of metal which reflects the background appearance, while the targets
were made of self-adhesive foil which emits radiation effectively according only to its own
temperature. Therefore, care must be taken to ensure a uniform background of different
temperature to the testfield.
Another pattern which was tailored for application on a thermal camera mounted on
an airborne platform was proposed by [39]. Because of the constraint of a fixed focus
lens (adjusted to infinity) a large target of 1.2 by 0.8 metres was required. Stiff wood
was used to construct the plate, and a regularly spaced array of small resistors powered
by an adjustable laboratory power supply was embedded into the plate. The result has
the appearance of many bright point features which can be tracked easily. A similar
approach using a custom-built calibration board with Light Emitting Diodes (LEDs) was
also presented by [94].
4.2.3 Pattern Finding
There are several alternative algorithms for automatically locating the corners of a cal-
ibration chessboard or other calibration pattern. A topological approach was developed
which uses a regular corner detector to locate potential corners within the image, and then
uses Delauney triangulation to verify which corners are part of the pattern [170].
Another very robust algorithm was developed, which first searches for Harris corners
at multiple scales before applying a chessboard corner filter, removing grid outliers and
interpolating missing corners [82].
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4.2.4 Data Selection
Several factors can contribute to a sequence of calibration images producing poor cali-
bration results. For example, images with low acutance (edge contrast) have been shown
to lead to less accurate calibration [133]. Additionally, it has been found that traditional
methods for measuring the accuracy of a calibration model often neglected to consider
the spatial distribution of calibration points within the camera’s field of view. A method
exists for overcoming these problems by selecting a subset of frames for calibration based
on maximising acutance and the spread of calibration points over the image area. It has
been conclusively demonstrated that using such a subset results in more accurate camera
calibration than alternative approaches [133].
Other methods also exist for selecting more optimal subsets of a calibration sequence for
calibration. The Enhanced Monte Carlo Method (MCM) successively adds frames to the
calibration sequence based on the improvement to reprojection error that such frames
result in when added. It was demonstrated that based on the reprojection error metric,
this approach manages to find a near-optimal calibration subset. An exhaustive search of
all possible combinations of frames is considered in order to determine the globally optimal
subset, but rejected on the basis that the massive increase in processing time does not
justify the small improvement in accuracy [154].
4.2.5 Model Optimisation
The popular and effective “weighted least squares” approach for optimisation of a camera
model uses a Direct Linear Transformation (DLT) to minimise the Mean Square Error
(MSE) as measured against the locations of extracted corners. Equation (4.4) shows how
such an approach is implemented.20
MSE = Y
>WY− L>X>WY
2n− 16 (4.4)
Here Y is a matrix containing the normalised image plane coordinates, W is a diagonal
weighting matrix, L is the DLT with additional parameters and X the matrix containing
all calibration parameters which are being optimised. n is the number of calibration points
on the image, and must be greater than 17.
4.2.6 Temporal Calibration
The work of [102] outlines an online approach to estimate the time offset from different
sensors by considering it as a state variable alongside others such as sensor pose. An
Extended Kalman Filter (EKF) is used to achieve this goal. It is argued that the approach
is capable of producing consistent and high precision estimates even when the offset is
time-varying.
20http://www.kwon3d.com/theory/dlt/lsq.html
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4.2.7 Extrinsic Calibration
For the problem of extrinsically calibrating two or more cameras, often only a fairly simple
extension is required beyond the approach for intrinsic calibration. Assuming patterns
have been located in corresponding images from both sensors (i.e. images taken at the
same time), an optimisation can be performed in order to determine the most effective
physical transformation between the cameras for estimating pattern poses in 3D space
that are consistent with all cameras. This contrasts with the optimisation in the intrinsic
case in which the intrinsic, rather than extrinsic parameters are estimated.
In many cases it may be preferable or required to calibrate between a camera and a
non-camera device such as a spinning laser or other form of range sensor. A method for
extrinsic calibration not requiring artificial targets was used by [123] to perform this task.
The method simply requires that both the range sensor and camera share similiar fields
of view, so that 3D linear features extracted from the range data can be associated with
the 2D linear features from the camera. This approach has been effectively tested on
thermal-infrared images with promising results.
4.3 Proposed Mask-based Approach
Accurate and efficient intrinsic and extrinsic camera calibration of thermal-infrared cam-
eras is important for advancing computer vision and robotics research with these sensors.
This section proposes a novel approach that can be used to calibrate both thermal-infrared
and visible spectrum cameras, which is assessed to be more accurate and easier to execute
than the conventional approach.21
The proposed system is an adaptation of Zhang’s method [212] and is available online.22 A
new geometric mask with high thermal contrast and not requiring a flood lamp is presented
as an alternative calibration pattern. Calibration points on the pattern are then accurately
located using a clustering-based algorithm which utilises the Maximally Stable Extremal
Regions (MSER) detector. This algorithm is integrated into an automatic, end-to-end
system for intrinsic calibration.
The evaluation shows that using the proposed mask achieves an Extended Mean Repro-
jection Error (EMRE) up to 78% lower than the standard approach of using a heated
chessboard. It is also demonstrated to be effective for the task of extrinsically calibrating
multi-sensor configurations involving combinations of both thermal-infrared and visible
spectrum cameras.
The proposed approach is structured as follows:
(a) Subsection 4.3.1: A calibration pattern is manufactured and prepared.
(b) Subsection 4.3.2: An input video or image sequence of the proposed calibration
pattern at different angles is provided by the user for each camera (or all cameras
together).
21This work has been published in the form of a journal article [194]
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(c) Subsection 4.3.3: Calibration points in each frame are located using the proposed
pattern-finding algorithm.
(d) Subsection 4.3.4: A near-optimal subset of valid frames is selected using an imple-
mentation of the Enhanced-MCM approach [154], and an optimisation algorithm is
used to fit a distortion model (for intrinsic calibration) or a 6DOF pose model (for
extrinsic calibration) to the data.
Following a detailed explanation of the method, Subsection 4.3.5 demonstrates the effec-
tiveness of the proposed approach for the task of intrinsic calibration, and Subsection 4.3.6
similarly evaluates the method for the task of extrinsic calibration.
4.3.1 Calibration Pattern
The proposed calibration pattern consists of a grid of regularly sized squares cut out of
a thin material such as cardboard. It is important that the material is opaque in the
modality of interest. The mask can be manufactured by hand using a ruler and box-
cutter, or alternatively using a laser-cutter. When used, the pattern is held in front of
a backdrop with a different level of thermal radiance. This difference in radiance could
be due to a difference in temperature, or a difference in thermal emissitivity. Example
backdrops include a warm laptop case, or a powered computer monitor. When used in this
way, the pattern is easily identifiable in the thermal-infrared domain, as shown in Figure
4.2. If the mask is differently coloured to the backdrop, it will also be easily identifiable
to visible cameras. Compared with Figure 4.1, it can be clearly seen that the corners
(which serve as the calibration points) are much clearer than those when using a heated
chessboard.
Figure 4.2: Appearance of the heated mask in the thermal-infrared modality. In compar-
ison to the chessboard shown in Figure 4.1, the points of interest (corners) have much
greater accutance and are therefore able to be located more accurately and consistently.
For the experiments outlined in this thesis, the mask pattern was cut out of an A4 sheet
of cardboard. Squares were 20mm wide and spaced with 20mm separation. A grid of four
squares along the shorter axis of the cardboard and six squares along the longer axis was
used. These dimensions were selected to ensure that the distribution of corners over the
pattern would be similar to that used in conventional chessboard-based methods. The size
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of the pattern is not critical, but should be chosen according to the camera field of view
and the distance to the camera, so that the pattern covers a significant portion of the field
of view. For higher resolution cameras (those used in this research were all 640×480), the
square cuts may be made smaller - but it is not clear whether this would actually improve
calibration performance.
4.3.2 Data Capture
To use the pattern for camera calibration, a video or image sequence must be captured
which contains multiple views of the pattern from different angles. This can be achieved
by moving the pattern relative to the camera or cameras, or vice versa. Best results are
achieved with a trajectory that includes a variety of rotations and translations of the
pattern, covering most of the camera’s field of view. With the current implementation,
the entire pattern must be clearly visible to the camera. In the authors’ experience,
best results are achieved by holding the pattern as close as possible to the camera while
maintaining focus of the entire pattern. For cameras with a shallow depth of field (such
as many thermal-infrared cameras), this may be difficult. A compromise may need to be
made between having a large enough focal distance to keep the entire pattern in focus,
and holding the pattern close enough to get high resolution corner features. Estimates of
the pattern distances from each camera, and the sizes of the calibration workspaces that
were used in each experiment are outlined in Subsection 4.3.5.
4.3.3 Pattern-finding Algorithm
In order to locate the pattern in each image, a new algorithm is proposed which is available
on the project website.21 The present version of the algorithm has not been optimised for
speed and the entire pattern must be present in the image for a successful search to occur.
The algorithm consists of the following process:
(a) The image histogram is linearly expanded to span from values of 0 to 255, to increase
contrast.
(b) MSERs [114] are extracted from the image.
(c) Unfeasible MSERs are filtered out of the putative set.
(d) A clustering scheme is used to find all and only the MSERs that comprise the actual
pattern.
(e) A local homography-guided search is used to estimate and then locate the subpixel
accurate positions of the corners of each square.
(a) Histogram expansion is often performed on-board for many thermal-infrared and visible
spectrum cameras. However, in some cases this process must be performed after the
images are captured. Histogram expansion is needed in order to improve the contrast of
the pattern, so that conventional computer vision algorithms used as part of the process
of automatically locating the calibration pattern can be effective. Equation (4.5) was used
to improve the image contrast for a standard 8-bit greyscale image.
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I′(x, y) = 255 I(x, y)−min(I)max(I)−min(I) (4.5)
Here I(x, y) represents the original intensity value at coordinate (x, y) in the image, and
I′(x, y) represents the intensity at the same coordinate in the histogram-expanded image.
max(I) and min(I) are the maximum and minimum intensities present in the original
image.
(b) Initially, the OpenCV MSER [114] detector implementation is used to locate candidate
features in the image that may represent squares on the calibration pattern. Parameters
for the detector can be very permissive as later steps work to remove incorrect features.
The specific parameters used in the proposed implementation at the project page.22
Explanations for each parameter can be found on the OpenCV website.23
(c) A filter cascade is then applied to the candidate features, to reduce the list to a smaller
subset. The applied filters reject MSERs based on the following properties (listed in order
of filter occurrence):
− Abnormally shaped.
− Too variant in their internal greylevels.
− Enclosing other MSERs.
The shape filter measures the height and width of each feature, and rejects those which
have a ratio that is too large. In the proposed implementation if the height and width
differ by a factor of more than two then the feature is rejected. This is because such a
ratio would represent either a non-square feature or a square feature at too great an angle
to the camera for accurate corner extraction.
The greylevel variance filter calculates the variance of the pixel intensities in each feature.
If a feature has a variance of greater than 256 then it is rejected. This is because a variance
this high suggests that the feature is not of uniform enough intensity to represent a single
square in the calibration pattern.
The enclosure filter simply rejects any feature that fully encloses another feature. Thresh-
olds for these filters were manually set at very conservative levels, in the sense that they are
highly unlikely to reject valid MSERs but may allow some invalid MSERs to be retained.
Any invalid MSERs will generally be rejected later in the pattern-finding algorithm. The
system does not need to be tuned by the user in order for it to be effective.
(d) A clustering algorithm is then implemented which connects all features which are
similar in size and average intensity to their neighbours. A maximum size variation of
20% and intensity variation of 16 are allowed. These thresholds were found to be flexible
enough for cameras with large amounts of lens distortion, whilst still rejecting most invalid
features. At this point, only a cluster which is equal to or larger than the number of squares
22http://code.google.com/p/mm-calibrator/
23http://opencv.willowgarage.com/wiki/
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in the actual pattern is retained. If the remaining cluster has more squares than are known
to be in the pattern, graph trimming is performed in order to remove any wrongly attached
MSERs. This is a one-by-one removal of the MSERs which have the greatest variation
in distances to their nearest three neighbours. The reasoning for this decision is that
the MSERs within the pattern will have a small and relatively consistent distance to at
least their three nearest neighbours, whereas incorrect MSERs located outside the actual
pattern are unlikely to. The effectiveness of the filtering, clustering and graph-trimming
stages of the algorithm is demonstrated in Figure 4.3.
Figure 4.3: MSER extraction using the proposed calibration mask. All putative MSERs
extracted by the OpenCV MSER detector implementation are shown in red. The blue
regions represent those that passed the filtering, clustering and graph-trimming stages.
At this point, the pattern is assumed to be valid, thereby enabling a proper ordering of
the MSERs from top left to bottom right. The validity of this assumption is then tested
by ensuring that:
− Features in the image are surrounded by features that physically surround them in
the actual pattern. This works on the assumption that if the MSER ordering is
unable to abide by the basic physical arrangement of the actual pattern, then the
extracted pattern is invalid.
− All sets of three adjacent features which represent physically co-linear regions are
approximately co-linear in the image. The threshold chosen limited the variation of
the position of the central feature from the line connecting the two outer features to
one third of the length of the connecting line.
− Distances between neighbouring MSER centroids vary smoothly. For a single feature,
the distance to its nearest neighbour must be at least half of the distance to its
furthest neighbour.
(e) In order to accurately locate the calibration points under potentially severe lens dis-
tortion, a local homography-based approach is used. Homography mapping can be seen
as a linear planar transformation. A homography matrix H is used to relate a physical
plane to the image coordinates, as shown in (4.6).
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Here [u v w]> represents the coordinates of a point in the image plane and [x y z]> repre-
sents the coordinates of the point in the physical plane (in this case the physical calibration
grid). The image plane coordinate vector may need to be normalised by dividing by w in
order to interpret the coordinates in a meaningful way.
The proposed algorithm initially uses a homography mapping from groups of four non-
collinear square centroids to estimate the positions of all of the internal calibration points.
The OpenCV function “findHomography()” is used to calculate this homography. This
algorithm uses a least-squares scheme to compute an initial homography estimate. The
Levenberg-Marquardt method [107] is then used to optimise the homography by further
reducing the reprojection error. Figure 4.4 shows an example of the four centroids se-
lected to estimate the positions of four internal calibration points. This works under the
assumption that in the distorted image, small sub-regions of the pattern are approximately
planar.
Figure 4.4: Detection of all initial pattern square centroids. The estimated positions of
four internal corners are marked in blue. The red lines connect the four centroids used to
guide the search for this subset of internal corner positions.
Each time an estimate of a calibration point is made, the OpenCV function “cornerSub-
Pix()” is used to refine the position of the calibration point. This function iterates to find
the radial saddle point which represents the sub-pixel accurate location of the corner. The
search window for this function is constrained to have a radius equal to half of the esti-
mated distance to the nearest calibration point. This is to prevent the subpixel location
being incorrectly assigned to another nearby corner in the pattern.
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Once all internal calibration points have been accurately located, a centrally-propagating
tactic is employed to locate the remaining calibration points along the edges of the pat-
tern. The propagation involves using the locations of known calibration points to accu-
rately estimate and locate the position of remaining points from the inside out. Again, a
homography mapping is used - this time involving the locations of the physically nearest
four known and non-collinear calibration points. Using the internal calibration points as
a starting point, the central propagation successively estimates and locates the remaining
calibration points in the following order:
(i) All central edge points - those on the outer rim of the pattern, but at least two
points in from the corner.
(ii) Eight outer edge points - those on the outer rim of the pattern at a distance of one
point from the corner.
(iii) Four corner points - those at the extreme corners of the pattern.
This approach to locating the calibration points was chosen because it utilises the lower
levels of distortion typically present in the centre of the pattern to aid in the search
for corners in regions with more severe distortion. Using the proposed approach, even
the outermost corners which may be in the most distorted regions of the image can be
located accurately. Figure 4.5 illustrates the effectiveness of the approach in correcting
the positions of initial local homography-based corner estimates. These images are taken
prior to the final location correction of the calibration points on the edge of the pattern.
Figure 4.5: Correction of estimated corner positions. The red circle marks the position
corrected to the radial saddle point, while the blue line represents the displacement from
the original estimate. These images have been converted to greyscale from a colour camera.
4.3.4 System Implementation
The proposed implementation was designed for the purpose of the intrinsic calibration of
thermal and visible cameras. The proposed end-to-end system accepts one or more image
or video sequences, and returns near-optimal calibration results without any intervention
by the user. The approach utilises an implementation of the Enhanced MCM approach for
automatic frame selection [154]. All code associated with the system has been made public
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at the project page under the General Public License (GPL).24 The system is written in
the C++ language and makes use of the OpenCV libraries.25 It is intended that this
can form the basis for further development of the tool for the benefit of the research
community. It should also be noted that any pattern detection approach can be used
within this framework.
The structure of the implementation is shown in Figure 4.6.
PATTERN SEARCH
INPUT SEQUENCE
REDUCE SEQUENCE (OPTIONAL) AUTOMATIC FRAME SELECTION
WHILE (ΔMRE > threshold)
SELECT BEST CALIBRATION RESULTS
FOR EACH REMAINING POINTSET
RECORD MRE
CALIBRATE WITH STACK
ADD BEST POINTSET TO STACK
REDUCE SEQUENCE (OPTIONAL)
OUTPUT PARAMETERS
Figure 4.6: Structure of the proposed calibration system implementation. The “input
sequence” and “pattern search” blocks can easily be exchanged in favor of an approach
using an alternative calibration pattern.
In the interests of efficiency, the user can optionally specify a maximum number of frames
from the original sequence to preserve for pattern searching. The calibration pattern is
then searched for in all of these frames, and those in which the pattern and its corners are
accurately located are preserved as a point set. This collection of point sets can then be
further reduced if required to improve the speed of the automatic frame selection module.
The automatic frame selection module implements the Enhanced MCM approach [154].
This approach involves testing multiple combinations of point sets for calibration effective-
ness. In the proposed implementation, initially just a single point set is used to calibrate
the camera. The accuracy of the calibration results are evaluated in terms of their abil-
ity to generalise to the entire sequence of point sets. The point set which on in its own
achieves the lowest EMRE is then added to the stack. An optimum second point set is
then searched for, and so on.
24http://www.gnu.org/licenses/gpl.html
25http://opencv.willowgarage.com/wiki/
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4.3.5 Intrinsic Calibration Evaluation
For the experiments, three thermal-infrared cameras of two different models were used:
− two Thermoteknix Miricle 307K thermal-infrared cameras
− one GUIDIR IR210 thermal-infrared camera
Details regarding these devices can be found in Appendix A.1.
All computation was done on a MacBook Pro with a 2.40GHz processor and 2GB of
Random Access Memory (RAM).
The proposed calibration framework was evaluated and compared to existing approaches
for calibrating thermal cameras. Three experiments (a) - (c) were conducted:
(a) includes a qualitative evaluation of the proposed mask versus the heated chessboard,
in terms of their convenience for thermal camera calibration.
(b) quantitatively compares the accuracy of calibration using the two patterns.
(c) evaluates the performance of the proposed pattern finding algorithm.
The EMRE is used as the metric for comparison. This metric is an extension of the MRE
which is generally used to evaluate calibration model accuracy. The only difference is that
while the MRE is calculated using only the final frames used to generate the model, the
EMRE is calculated over all frames considered for calibration. By calculating reprojection
error over the entire input sequence rather than just the final subset of frames used to
generate the model, the EMRE lessens the risk that a low (good) score is due to overfitting.
The equation for MRE is shown in (4.7), and this can equally be applied for calculating
the EMRE. The units of MRE are pixels.
MRE =
M∑
m=1
N∑
n=1
‖p(m,n)− q(m,n)‖
MN
(4.7)
HereM is the total number of frames used for testing the model and N is the total number
of calibration points per frame. p(m,n) is the pixel location of a point on the pattern
and q(m,n) is the reprojected location of that point using an estimate of the pose of the
pattern in that particular frame.
Experiments were conducted in a normal office environment, with an ambient temperature
of approximately 24 degrees Celsius. The calibration objects were placed at the minimum
focal distance for which the pattern was fully visible, which for all cameras was approxi-
mately 40cm from the lens. A workspace of approximately one cubic metre was required
for all experiments.
(a) Evaluation of alternative approaches:
For the experiment regarding the evaluation of alternative approaches, the proposed mask-
based approach and the traditional heated chessboard were assessed in terms of their key
limitations, as shown in Table 4.1.
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Table 4.1: Evaluation of alternative calibration approaches.
Mask Chessboard
Manufacturing Less than one hour work. Requires
card, cutting.
Printable from a standard printer.
Heating The mask or the backdrop may be
heated or cooled using a variety of
convenient methods.
A powerful (at least 500W) flood
lamp and an external power supply
is required. It is difficult to achieve
an even coverage.
Footage Pattern can be used easily and ef-
fectively for several minutes.
The pattern is only effective for a
few seconds after heating.
Searching An implementation of the algorithm
has been provided online.
Pre-processing of images (e.g. in-
version or thresholding) is generally
required. Many conventional algo-
rithms will struggle to find the pat-
tern without user assistance.
Accuracy Results later
Effort was made to achieve the best possible performance from the conventional chess-
board approach, with much difficulty. A chessboard was printed on an A4 sheet of paper
and clipped flat to a rigid folder. A 500W heat lamp was then used for approximately
five seconds to heat the pattern as evenly as possible. Footage was then captured imme-
diately for approximately 10 seconds, at which point the image contrast had degenerated
significantly. An identical software framework was used both for the proposed method
and the conventional method, with the exception of the pattern-finding algorithm. For
the chessboard, the OpenCV function “findChessboardCorners()” was used. It should be
noted that both pattern-finding algorithms involve the same technique to adjust the corner
locations to sub-pixel accuracy.
Figure 4.7 illustrates the difference in degradation in image quality over time using the
two approaches. It is clear from the figure that the window of opportunity using the
conventional heated chessboard is much smaller than with the mask-based approach. To-
gether with the other limitations of the existing method, this makes the proposed approach
appealing for many, if not all, cases.
(b) Comparison of pattern effectiveness:
The next experiment involved a comparison of the effectiveness of the proposed calibration
pattern with the existing conventional pattern. The system implementation described in
Subsection 4.3.4 was used on sets of 200 frames from video sequences of each pattern (both
the proposed mask and the conventional heated chessboard) to compare performance.
It should be noted that several attempts were required to capture a sufficient number
of frames using the heated chessboard, whereas capturing the mask sequence required
only one attempt. There was a significant challenge in evenly and effectively heating the
chessboard pattern, and then quickly capturing footage before the image quality degraded.
A limit of 10 frames was set for the optimal frame selection module of the implementation.
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(a) Proposed mask immediately after heating (b) Proposed mask 30 seconds after heating
(c) Chessboard immediately after heating (d) Chessboard 30 seconds after heating
Figure 4.7: Comparison of pattern appearance degradation over time. Several attempts
were required to get an even temperature distribution for the chessboard.
In the authors’ experience, improvements in accuracy were generally negligible when using
more than 10 frames.
Ten trials were performed on each of two thermal-infrared cameras for each pattern and
the average EMRE scores were recorded. Each trial used a randomly selected set of 200
frames from a much larger sequence. Results are shown in Table 4.2.
Table 4.2: Proposed pattern reprojection effectiveness. MRE and focal lengths in both
the x- and y-directions are shown, with standard deviations.
Configuration MRE fx fy
GUIDE IR210 (mask) 0.324±0.011 px 638.85±1.35 px 655.24±1.33 px
GUIDE IR210 (board) 0.804±0.015 px 644.22±3.00 px 660.01±2.89 px
Miricle 307K (mask) 0.284±0.006 px 604.66±1.73 px 606.27±1.65 px
Miricle 307K (board) 1.274±0.020 px 615.55±14.71 px 615.73±14.84 px
From this table it is clear that calibration points on the mask can be more accurately
located than those on the heated chessboard. The improvement is particularly marked for
the Miricle 307K camera, which has more extreme lens distortion than the GUIDE IR210.
In addition, the mask-based approach is shown to be more consistent in its estimation
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of the cameras’ focal lengths. While no reliable ground truth was available for any of
the cameras, for the Miricle 307K an estimate of 598.0 pixels was able to be made from
provided camera specifications. This estimate compares favorably to the performance of
the proposed approach.
To analyse the relationship between reprojection error and image location, an error map
was generated from a typical set of results using both patterns. This is shown in Figure
4.8.
(b) Error distribution for mask (c) Error distribution for chessboard
Figure 4.8: Spatial error distribution comparison. The scale ranges from MRE of 0.0
(black) to 2.0 or higher (white). Red shades represent regions which contained no calibra-
tion points and therefore the error is unknown..
From the images it can be seen that the central regions tend to have lower errors than the
edges. This is likely because of two main factors:
− The image quality degrades towards the edges because of the curvature of the lens.
− The scaling effect of the distortion multiplies the error.
The mask managed to achieve a more even reprojection error distribution over the cam-
era’s field of view than the heated chessboard. Given that even in the central region the
reprojection error from the mask is significantly lower, this results in a superior error
distribution over the conventional approach.
The evaluation shows that the proposed mask is a more effective calibration pattern for
thermal-infrared cameras than a heated chessboard. However, several failure conditions
may cause the mask to be ineffective for the task of calibration. These include an insuffi-
cient radiance difference between the mask and backdrop, the use of too thick a material
(a maximum of 1mm is thickness is recommended), and the lack of rigidity of the mask.
(c) Performance of pattern finding algorithm:
The final experiment evaluated the effectiveness of the proposed pattern finding algorithm.
A calibration sequence of 1000 frames from the Miricle 307K thermal camera was captured.
For these tests, the null hypothesis was that the pattern was present in the image. A True
Positive (TP) was defined as a correct acceptance of the null hypothesis, while a True
Negative (TN) was defined as a correct rejection. False Positive (FP) and False Negative
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(FN) correspond to an incorrect acceptance or rejection of the null hypothesis respectively.
Therefore the conditions of (4.8) must be satisfied in the tests.
TP + FN = 1
FP + TN = 1
(4.8)
Table 4.3 shows the results for the proposed algorithm.
Table 4.3: Mask pattern-finder success rate.
Positive Negative
True 0.958 1.000
False 0.000 0.042
From the table it can be seen that the proposed pattern finding algorithm is highly effective
in locating the mask pattern. It is important that the number of false positives is kept at
zero while obtaining the highest possible count of true positives. The failure conditions
of the algorithm do not tend to occur in normal, controlled calibration footage. One
major failure condition is when the pattern is very distant from the camera, such that the
corners of the squares on the pattern are no longer clearly visible. In the experiments of
this paper, this was a distance of approximately 2.0m. Using a camera with a larger focal
length will result in this maximum distance being larger. Another condition of failure is
when the pattern is held at a significant angle (for example more than 45 degrees) relative
to the camera plane. These conditions are generally undesirable for calibration footage
regardless of the effectiveness of the detector. However, a significant failure condition of
greater importance is when part of the board is occluded from view.
In contrast, the results of the OpenCV pattern-finding algorithm in locating the chessboard
from a similar calibration sequence are shown in Table 4.4.
Table 4.4: Chessboard pattern-finder success rate.
Positive Negative
True 0.225 1.000
False 0.000 0.775
The OpenCV function “findChessboardCorners()” can be said to perform very poorly in
automatically locating the heated chessboard in a typical sequence of calibration images.
However, it should be noted that the algorithm was probably not designed to be used for
as difficult a task as thermal-infrared camera calibration.
Table 4.5 shows the CPU times in milliseconds of the two pattern finding algorithms for
each of the three types of cameras used in the experiments, when the null hypothesis was
both true (the pattern was present) and false (the pattern was not present).
From Table 4.5 it can be seen that the OpenCV function “findChessboardCorners()” used
to find the chessboard is considerably faster than the proposed algorithm when the pattern
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Table 4.5: Pattern-finder CPU time comparison (ms).
Mask Board
True False True False
GUIDE IR210 98 61 44 185
Miricle 307K 186 141 165 473
Videre (visible) 202 181 47 635
is present in the image. However, it should be noted that the proposed algorithm has not
been optimised and therefore significant speed improvements are likely to be achievable.
Nevertheless, the difference in processing time is unlikely to have a significant effect on
usability for typical calibration tasks. Interestingly, the proposed algorithm is much faster
than the OpenCV algorithm when the pattern is not present in the image. This is likely
because of the iterative nature of the OpenCV function in continuously re-processing the
image and re-searching for the pattern until it gives up. In general, the entire processing
time for an intrinsic calibration procedure was about five minutes per camera.
4.3.6 Extrinsic Calibration Evaluation
Performing extrinsic calibration rather than intrinsic calibration adds relatively little ad-
ditional difficulty beyond the proposed intrinsic calibration approach. The key practical
differences between the intrinsic and extrinsic calibration algorithm are the following:
− Sets of frames from the multiple sensors from identical (or near-identical) time in-
stances are collected and processed, rather than just single frames.
− The optimisation itself is targetted towards determining an optimal 6DOF transform
that relates the position of the sensors in 3D space, rather than an a model of the
internal properties of a single camera.
The purpose of this subsection is to demonstrate that the proposed mask-based calibration
approach is effective for the task of the extrinsic calibration of a multi-modality, multi-
camera configuration.26
For the extrinsic experiments, two additional visible spectrum cameras were used. The
Videre ‘Apparen’ STH-MDCS2-VAR/-C Colour cameras are outlined in detail in Appendix
A.2.
Two multi-camera setups were used in the experiments. The first setup consisted of
a centrally-mounted thermal-infrared camera (Miricle 307K) surrounded by two colour
cameras (Videre). All three cameras are mounted in line in a 3-camera variable-baseline
stereo configuration. For the experiments the baseline is fixed at 100mm separation be-
tween each camera. An image of the multi-camera multi-modality setup is shown in Figure
4.9. An example application for this multi-modality setup would be in tasks where shape
and depth were estimated using the two visible cameras and thermal-infrared temperature
data were mapped on to a generated 3D model as visual texture.
26This evaluation has been published as part of a journal article [194].
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(a) Multi-camera setup 1 (b) Multi-camera setup 2
Figure 4.9: Multi-camera capture platforms. The two red cameras are colour cameras,
while the black cameras are all thermal-infrared.
The second multi-camera setup consisted of two thermal-infrared cameras (Miricle 307K)
mounted in a variable-baseline stereo configuration, also shown in Figure 4.9. This rig is
designed for applications where depth mapping or 3D reconstruction in thermal-infrared
is needed, such as in problems of night-time navigation. The separation of the cameras is
fixed at 150mm for the experiments.
In each of the multi-camera setups, data was streamed simultaneously from all cameras in
the linux operating system. The two open-source programs utilised for data capture were
yavta and Dynamic Data eXchange (DDX).27 All synchronisation was managed by DDX
- an open-source software architecture which allows programs to share data at run-time
through a shared memory mechanism [35]. By using DDX, within a few seconds of all
cameras streaming the images are synchronised within a consistency of approximately 6
microseconds.
All computation was done on a MacBook Pro with a 2.40GHz processor and 2GB of RAM.
Again the EMRE is used as the performance metric, first introduced in Subsection 4.3.4.
For both the heated chessboard and the proposed mask, sequences of 200 calibration
frames were used, and a limit of up to 10 frames was set for actual calibration. Using
timing information, it can be ensured that only sets of frames that are taken at very
close time instances will be used for the calibration procedure. Without this mechanism,
significant errors can be introduced by the invalid assumption that the pattern is in the
same position in 3D space for a set of images captured from the set of sensors. Ten
trials were run for each setup, each using a randomly selected sequence of 200 frames
from a much larger set. The EMRE, translations and rotations were recorded. Because
the accuracy of extrinsic calibration is dependent on the accuracy of intrinsic results, the
same set of camera intrinsic parameters (estimated using the mask-based approach) was
used for the extrinsic calibration evaluation of both calibration patterns and multi-camera
configurations. The EMRE associated with estimating the intrinsic parameters for each
27https://github.com/fastr/yavta
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camera in the trifocal configuration were 0.349 (Miricle 307K), 0.484 (Videre camera 1)
and 0.622 (Videre camera 2).
For the 3-camera multi-modal setup (Setup 1), the proposed system using the mask ap-
proach achieved an average EMRE of 1.910 pixels, compared to an EMRE of 2.497 pixels
using the heated chessboard. For the thermal-stereo setup, the proposed system achieved
an EMRE of 1.109 pixels versus 2.746 pixels for the conventional approach. It is apparent
that the advantage of the proposed mask-based approach is more significant for the case
with the two thermal-infrared cameras. This difference is because the accuracy improve-
ment of the mask over the heated chessboard does not apply to the visible modality.
Table 4.6 shows the means and standard deviations in the estimated translations between
two of the cameras (one thermal and one visible) in Setup 1, compared to those estimated
using physical measurements. It should be noted that it is very difficult to measure the
exact positions of the centres of the cameras, as these are internal and therefore difficult
to access. Attempts to measure displacements manually were done with a T-square and
ruler. The Z-axis is defined in the direction that the leftmost camera is facing, with the
Y-axis being vertical, and the X-axis being horizontal.
Table 4.6: 3-camera setup: extrinsic translations results.
Method Tx Ty Tz
Mask 98.33±0.34mm 5.60±0.67mm 3.41±0.98mm
Chessboard 95.77±0.36mm 2.89±0.41mm 6.18±0.97mm
Measured 100.00±2.00mm 5.00±4.00mm 5.00±7.00mm
Table 4.7 similarly shows the results for Setup 2.
Table 4.7: Thermal-stereo setup: extrinsic translations results.
Method Tx Ty Tz
Mask 148.13±0.17mm 3.37±0.24mm 3.46±0.88mm
Chessboard 151.20±2.88mm 2.93±1.61mm 2.98±1.55mm
Measured 150.00±2.00mm 0.00±4.00mm 0.00±4.00mm
All measurements and estimates of rotations were approximately zero, as expected.
From the tables it is evident that the translations estimated using the proposed approach
are well within the bounds of practical physical measurements. However, the true camera
centre locations are not known exactly and so the results from the automated approach
are trusted more by the authors than the physical measurements. Interestingly, the results
from the heated chessboard approach are also mostly within the bounds of measurements.
This suggests that accurate extrinsic calibration may not depend on a high level of intrinsic
accuracy. Further research may be needed to more precisely understand the effect of errors
in intrinsic calibration on the accuracy of extrinsic calibration.
The proposed implementation is shown to be effective for the task of accurate geometric
calibration of a multiple camera setup involving a thermal-infrared camera and two colour
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cameras. Example results from the calibration of the 3-camera setup are shown in Figure
4.10.
(a) Original left view (b) Original centre view (c) Original right view
(d) Calibrated left view (e) Calibrated centre view (f) Calibrated right view
Figure 4.10: Multi-camera, multi-modality calibration results. The top row shows the
original views of the three cameras, while the bottom row shows the fully calibrated
(undistorted and rectified) views achieved by the proposed calibration procedure.
This clearly demonstrates the effectiveness of the mask-based approach for the problem of
multiple-modality extrinsic camera calibration. Failure conditions include when there are
an insufficient number of frames containing full views of the pattern (less than 10 for each
camera is not recommended), or when the estimates of the camera intrinsic parameters
are very poor.
In general, the entire processing time required for an extrinsic calibration procedure was
about five minutes per camera. Higher resolution cameras or setups involving larger
numbers of cameras would require longer periods of time for calibration.
4.4 Proposed Temporal Calibration Method
Temporal calibration refers to determining the relationship in time between images cap-
tured by multiple sensors. This section proposes a temporal calibration approach to
determine the fixed offset between internal clocks in multiple, unsynchronised imaging
devices that operate in different modalities.28 This can facilitate more accurate geometric
calibration and pose estimation for multi-modality multiple-camera setups that are an
increasingly utilised platform for computer vision research [10, 128, 30]. Of particular use
for this thesis is the proposed method’s application for the temporal calibration of the
sensor platform introduced in Subsection 3.3.2, which forms a part of the proposed 3D
thermography system.
28The proposed method formed part of a published conference paper [198]
74
Subsection 4.4.1 first explains the context of the problem with reference to the specific sen-
sors present on the prototype hardware platform. The first part of the proposed solution,
which involves blob tracking of a target throughout a video sequence, is then outlined in
Subsection 4.4.2. The final part of the proposed solution uses the blob tracking results to
estimate the fixed timing offset between sensors, and is explained in Subsection 4.4.3.
4.4.1 Physical Context
The Xtion Pro Live does not support perfect hardware synchronisation between the RGB
and depth sensors. Therefore, corresponding RGB and depth frames are captured with
varying time disparity. Fortunately, the device has internal clocks which run at 60 MHz
and generate frame timestamps. The difference between the RGB internal clock Cc and
the depth internal clock Cd frames can be used to recover the offset of clock Cd(t) relative
to clock Cc(t) at each time stamp t.
Unfortunately, the thermal-infrared camera does not have a directly accessible internal
clock, and therefore each frame of the thermal-infrared camera is only timestamped upon
receipt on the host computer. This is especially problematic because under realistic condi-
tions the delay between image capture and arrival at the host computer is unpredictable.
It may be affected by non-deterministic buffering on the sensor, the bus or the host in-
terface. As a result, the timestamps assigned to the image at the host computer are not
linearly related to the true capture times.
4.4.2 Blob Tracking
The blob tracking method involves capturing a single video sequence containing a series
of random cyclic motions while the platform is pointing at a hot, bright object in front of
a relatively uniform background. In the experiments of this thesis, a computer monitor
displaying a full-screen red image is used, which appeared hot in the thermal band. The
computer had been powered for at least 10 minutes, in order that it warm up and be
operating in relatively steady-state conditions. Then, blob detection is used to detect and
track the region of interest in both the RGB and thermal images. The centroid location
of the blob in each modality generates two signals.
Since the two cameras capture images at different frequencies, and the blob may not have
been tracked successfully in all frames, the signals are resampled to the same rate using
cubic spline interpolation. The two reprocessed and interpolated signals are shown in
Figure 4.11.
4.4.3 Offset Determination
The shift between the two signals can then be easily found using cross-correlation. How-
ever, such temporal alignment is bounded by the sampling frequency of the two signals.
To get higher accuracy, a parabola is fit to the cross-correlation result and the maximum is
used to further optimise the estimate of the latency between the thermal-infrared camera
and the colour camera.
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Figure 4.11: Tracked blob centroids for each modality. Interpolated x-position only are
shown for each camera for a small section of the 5 minute calibration sequence. A slight
but consistent lag in the thermal camera timestamps can be observed.
As mentioned in Subsection 4.4.1, the thermal-infrared camera timestamps may have expe-
rienced non-deterministic delays. In order to smooth the signal, a modified implementation
of the convex hull algorithm [211] is used to find the lower boundary of the measurement
timestamps. Then, the a straight line is fitted to each consecutive point of the convex
hull, and the residual between the hypothesis line and the points on the lower boundary
of the convex hull is calculated. The straight line with the minimum residual error will be
the optimal straight line representing the smoothed timestamp signal. This is illustrated
in Figure 4.12.
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Figure 4.12: The convex hull fitted to the thermal camera timestamp signal. The linear
trend has been subtracted for visualisation purposes. The blue line represents the convex
hull of the signal minus the linear trend (in green), and the red line represents the smoothed
signal (again, minus the linear trend).
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Observations during empirical testing found that thermal-infrared image timestamps cor-
rected using this method were better aligned with those of other sensors.
4.5 Summary
Section 4.1 provided a background into problems relevant to the geometric calibration
of thermal-infrared cameras and multi-camera configurations involving thermal-infrared
cameras. A review of literature relevant to these areas was then presented in Section 4.2.
A geometric mask was proposed in Section 4.3 as an alternative pattern for the geometric
calibration of thermal-infrared cameras. The pattern is easily manufactured and requires
none of the extra equipment existing methods do, such as flood lamps or other light
sources. Results showed it can obtain an improvement in EMRE of up to 78% compared
to using the conventional approach of a heated chessboard.
An MSER-clustering algorithm was proposed as a means for locating the calibration mask
in images. Calibration points are then located to sub-pixel accuracy using an inside-to-
outside local homography-based approach. The algorithm was shown to be highly effective
in locating the pattern over an extended sequence.
An end-to-end implementation for intrinsic and extrinsic calibration of cameras was de-
veloped, which has been shared online at the project page as an open-source project under
the GPL. The proposed calibration system does not require any manual intervention be-
yond providing the initial calibration sequence and pattern dimensions. The system was
effectively used to solve the difficult problem of intrinsically and extrinsically calibrating
three cameras, including a thermal camera and two colour cameras.
These methods relating to the proposed mask-based calibration approach have been pub-
lished in the IEEE TIM journal [194].
Furthermore, a novel method for performing temporal calibration of unsynchronised multi-
modality camera configurations was proposed in Section 4.4. The method employs modality-
independent blob tracking, which is followed by a correlation-based procedure for deter-
mining the optimal timing offset. This work formed part of a conference paper that has
been published at ICRA [198].
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Chapter 5
Radiometric Calibration
Thermal-infrared cameras are not capable of directly measuring temperature, but can mea-
sure thermal-infrared radiation power which has a direct but complex relationship with
target surface temperature. Enabling a thermal-infrared camera to be used for actual sur-
face temperature estimation by modelling its response is a process known as radiometric
calibration. This chapter proposes two novel methods which can be used to achieve ra-
diometric calibration of thermal-infrared cameras. Use of either of these methods enables
tasks such as the detection of biological disease and abnormal equipment operation to be
performed, as well as providing the opportunity for accurate calculations of energy loss
to be made. In the context of the proposed 3D thermography system, achieving accurate
temperature estimates from 2D thermal-infrared images allows generated 3D models to
be used for quantitative rather than just qualitative analysis.
In this chapter, further information regarding the purpose and nature of radiometric cal-
ibration is provided in Section 5.1. A literature review of existing methods for achieving
good calibration results is then presented in Section 5.2. A proposed adaptation of a stan-
dard method involving a thermal blackbody source is then outlined in Section 5.3. This
work formed part of a published journal article [197]. A novel, alternative method for
situations where no blackbody source is available is proposed in Section 5.4 and evaluated
against the adapted standard method. This alternative method has been published at a
conference [196]. Finally, the chapter is summarised in Section 5.5.
Before continuing, it is strongly recommended that the reader familiarises themselves at
least somewhat with the content of Chapter 2, which has particular relevance for this
chapter.
5.1 Background
It is a common misconception that thermal-infrared cameras see “heat,” or that they
directly measure the temperature of surfaces in the scene. While this is not the case, it is
nevertheless possible to get good estimates of temperatures in many circumstances, given
some reasonable assumptions and a good understanding of the camera’s operation and the
relevant laws of physics. Modelling the behaviour of the camera under different conditions
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in order to facilitate these estimates is what is referred to as radiometric calibration [10].
Without radiometric calibration the usefulness of thermal-infrared cameras is limited to
applications that have no need for temperature estimation, such as target tracking, object
detection and visual fault diagnosis.
Also referred to as photometric or intensity calibration, radiometric calibration contrasts
significantly with geometric (spatial) calibration, which was discussed in Chapter 4. Typ-
ically the voltage of each microbolometer pixel in a thermal-infrared camera sensor varies
depending on the incident radiative power, and is then linearly quantised to a greylevel
intensity - usually in the form of a 14-bit integer. Radiometric calibration can be defined
as the process of forming a quantitatively accurate mapping between this greylevel pixel
intensity and the incident radiative power. Converting this greylevel value to an estimate
of radiation can be performed either on-board or off-board, and is achievable by using a
model formed through the process of radiometric calibration.
Some thermal-infrared cameras also offer an output in the form of a 2D array (image)
of quantised temperature estimates, rather than radiation estimates. However, these es-
timates are based on several assumptions about environmental factors and surface prop-
erties that affect the relationship between radiation power and temperature. Often the
term “brightness” temperature is used to describe such an estimate of temperature based
on measured radiation level under the assumptions of ideal environmental and surface
properties. If sufficient environmental knowledge is not available, the brightness temper-
ature may be the closest to a valid estimate of surface temperature that is achievable.
The incorporation of additional environmental factors to improve temperature estimates
beyond brightness temperatures is discussed in Section 2.4 and is beyond the scope of this
chapter.
Many applications demand accurate radiometric calibration, particularly where absolute
temperatures rather than just relative temperatures must be known with confidence.
These applications include medical thermography, and thermal energy analysis. How-
ever, other applications which may not traditionally require a good radiometric model
may still benefit, for example, in the case of automatic video processing for search and
rescue, the identification of humans may be made easier by including surface temperature
as a property rather than just shape or appearance.
5.1.1 Basic Approach
Approaches of achieving accurate radiometric calibration of thermal-infrared cameras are
overwhelmingly of the same basic nature. Differences between approaches are mainly dic-
tated by the availability of more or less sophisticated versions of equipment and facilities,
and the constraints associated with the purpose of the imaging device and the environment
it will operate in. The variety of adaptations are discussed in Section 5.2.
As all radiometric calibration methods aim to form a model of the camera’s response
to input, several critical parameters must be simultaneously measured and varied. It is
beneficial, though not critical, for the variation in these parameters to also be precisely
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controlled. The model is generally formed by mapping one or more curves to a sampling
of parameter values matched with camera outputs, that have been explored as part of the
calibration procedure.
The input source (the target) for the calibration procedure may be a natural formation,
but is more often artificial, and in particular is likely to be a device manufactured to
have physical properties close to an ideal thermal blackbody. Ideal thermal blackbodies
are perfectly efficient emitters of radiation in the thermal-infrared band, and therefore
can enable the accurate estimation of radiation incident on the thermal-infrared camera.
Furthermore, the temperature of these sources can be easily measured and often controlled,
making them a valuable tool for enabling a radiometric model to handle a range of input
(target) temperatures. The limitations and characteristics of practical blackbodies are
discussed further in Subsection 5.1.2.
The main additional parameter which can be varied in order to develop a comprehensive
radiometric model is that of ambient temperature. This can be done using a temperature
controlled environment, or relying on natural variation in the temperature of the local
atmosphere. Change in ambient temperature directly affects the temperatures of internal
components of the camera, which have temperature inter-dependence amongst themselves
[145]. Thermal-infrared cameras in general have at least one in-built thermistor to measure
the temperature of various components by contact. The nature of these thermistors are
discussed in Section 2.2.
The behaviour of the camera is difficult to model accurately in its transient state due to an
inability to reliably track the internal temperatures of all components in real-time. This
means that the limited internal temperature measurements that are available cannot be
relied upon to form a generalisable model when internal conditions are changing rapidly.
Furthermore, it is easy to wait for a short period (generally less than 20 minutes) for
the camera temperature to stabilise before capturing data. For these reasons, radiometric
calibration of the camera is generally done for steady-state conditions only.
After a sufficient amount of data has been collected, many associations will be known
between different target temperatures (and by implication different incident radiation lev-
els), different operating conditions, and different digital responses. A model can be fit
which allows future digital responses to be mapped to an estimate of the incident radia-
tion (or brightness temperature) based on information about the operating conditions, in
particular from the on-board thermistors.
5.1.2 Practical Blackbodies
As discussed in Section 2.1, all objects emit EM radiation as a function of their temperature
and a number of other properties. A blackbody is an idealised entity that absorbs all
incident EM radiation, and whose emitted radiation is purely a function of its temperature
alone. Given the assumption of a perfect blackbody, the Stefan-Boltzmann law states that
its radiance or emissive power j∗ is proportional to the fourth power of the blackbody’s
temperature T , as shown earlier in (2.2).
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Whilst no perfect blackbody exists, objects that behave sufficiently like a blackbody for
practical purposes have been manufactured and are a popular tool for thermal-infrared
camera calibration.
The fraction of equivalent blackbody power that a surface can emit is known as the
emissivity of the surface, as shown in (5.1), which depends on both the geometric and
chemical properties of the surface.
ε = Qobj
Qideal
(5.1)
Here, Qobj is the energy irradiated from the object, and Qideal is the energy irradiated from
an ideal blackbody with the same temperature. ε is often assumed to be around 0.95 for
most surfaces, though certain types of metals can have substantially lower emissivity. Good
quality thermal-infrared blackbodies have emissivity of above 0.99 for thermal-infrared
wavelengths. This range of wavelengths corresponds well with the peak emittance of
objects within a temperature range typically encountered in terrestrial environments (as
discussed in Section 2.1). As a result, for typical temperature ranges, thermal blackbodies
are highly efficient in emitting radiation, even if their emissivity is significantly lower for
higher or lower wavelengths.
5.1.3 Standards
When thermal-infrared cameras are radiometrically calibrated, they are effectively trans-
formed into measurement devices. As a result, when such cameras are commercially sold,
they may often claim traceability to an official standard of accuracy [110]. Organisations
such International Standards Organization (ISO)29 and National Institute of Standards
and Technology (NIST)30 may define or at the least certify these standards.
5.2 Literature Review
The process of calibrating thermal-infrared cameras is very similar to that for calibrating
single-pixel infrared radiometers (noncontact thermometers) [81]. The internal Flat-Field
Correction (FFC) or Non-Uniformity Correction (NUC) of a conventional thermal-infrared
camera (discussed in Subsection 2.2.3) can be assumed to eliminate the independent char-
acteristics of each pixel, so that the multi-pixel image can be treated as a single mea-
surement, provided that it views a surface of uniform temperature and uniform radiation
properties.
For many applications, the radiometric calibration process is often tailored quite closely to
the practical working conditions, and may not necessarily be decoupled from the temper-
ature estimation process. For this purpose, many factors can be optimised including the
emissivity properties of the target, the medium through which the radiation travels, and
the local atmospheric properties that might affect the temperature of the sensor. Special
29http://www.iso.org/
30http://www.nist.gov/
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care should be taken by the reader in differentiating between decoupled methods, where
an estimate of incident radiation only (or brightness temperature) is desired, and coupled
methods, where a direct estimate of the target surface temperature is desired.
The literature review begins with a discussion of principal radiometric calibration ap-
proaches, before continuing to discuss methods targeted towards more specific uses of
thermal-infrared cameras.
5.2.1 Principal Methods
The method of [130] presents a comprehensive radiometric calibration approach involving
both a blackbody source and an environmental chamber (a temperature controlled envi-
ronment). The authors vary both the temperature of the blackbody target, and that of
the chamber, in order to develop a model that can be applied directly on the raw output of
the camera to achieve temperature-stabilised images. The works of [145] and [144] follow
similar principals, but instead use a heated target with several attached thermocouples,
painted in high emissivity paint, as an alternative to a blackbody source.
An example of a “coupled” approach was favored by [158]. In their work, they used a
ground truth dataset containing many pixel values with known corresponding tempera-
tures and emissivities to create a linear regression model relating temperature to pixel
intensity. They disregarded the influence of sensor temperature in their calibration proce-
dure. Similarly, [92] uses a reference surface within the images, with a known temperature,
in order to determine a direct mapping between pixel greylevel and surface temperature.
For applications requiring extreme accuracy, multiple blackbodies may be used. The
method proposed by [70] utilises a high-precision motion control system in order to alter-
nately direct the camera field of view to one of two blackbodies. For their experiments,
one blackbody was described as being high precision and moderate range, and the other
as being moderate precision and high range. In addition, precise control of the cam-
era enabled the experimenters to activate specific subsets of pixels at a time, in order to
uniquely estimate the energy efficiency from each pixel. These methods are only applicable
when processing data without automatically occuring NUCs, as they depend on accessing
data from the sensor in its rawest form, which may not be an available feature of many
thermal-infrared cameras.
Evaluations of blackbody sources themselves have been performed [16], but this is beyond
the scope of the thesis.
5.2.2 Medical Applications
Medical thermography applications demand a very high precision in temperature estima-
tion, in order to distinguish subtle temperature differences between different regions of
human organs such as skin. Increasingly, high accuracy is also demanded for tasks which
require an absolute temperature value, such as tracking patient progress and making com-
parisons between images. On the other hand, the temperature range of the calibration
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procedure can be limited to a much smaller range (nominally 25 to 35 C) than typical of
other applications, which commonly require ranges spanning 100 or more degrees.
The work of [173] proposes a multi-fixed-point source for in-image radiometric calibration
for medical applications. The camera can be directed towards the target immediately
before, during or after measurements, enabling the mapping between greylevel and ra-
diation to be modelled accurately for the conditions appropriate for the reading. The
three sources to be positioned in the image are made of gallium-zinc eutectic, gallium and
ethylene carbonate respectively. Each source is heated to its phase change plateau (25.0,
29.8 and 36.3 C), which lasts for approximately 3 hours. The sources have both a stability
and repeatability of 0.1 C or better, and an uncertainty of approximately 0.4 C. Black
teflon or PolyTetraFluoroEthylene (PTFE) was used to achieve high emissivity (0.9983)
for each of the sources. In preparation, each material was cooled to approximately 10 C
for several hours to ensure they were completely frozen, before ramping temperatures up
to just above their melting points.
5.2.3 Meteorology
The work of [168] presents an approach for ongoing radiometric calibration for the ap-
plication of cloud mapping. The camera is housed in a protective chamber, along with a
mirror, stepper motor and thermal blackbody. The stepper motor is used to control the
mirror, which determines the view of the thermal camera - being either the sky, or the
blackbody source. Using this set up, the operating conditions of the thermal camera can
be precisely controlled during data capture, and the blackbody source can be regularly
referred to as a means for maintaining the accuracy of the radiometric model.
5.2.4 Airborne Measurement
Aerial thermal mapping is often used for precise heat anomaly detection in buildings,
which can be used as a basis for prioritising maintainence or improvements to building
energy efficiency [158]. A second popular application for airborne thermography is the
case of vegetation monitoring [18].
The approach of [158] used ground controlled data (measured with a handheld thermome-
ter) to take many samples over a large physical area (several square kilometres). Two
reference targets were also used, which consisted of large sheets of plywood painted in
black. A linear regression model mapping from pixel greylevel to radiance was then de-
termined using reliable samples from the captured dataset - that is, samples that had a
reasonably accurately known temperature and a high emissivity. Sensor temperature was
not considered as an influencing factor in this method.
5.2.5 Shipboard Measurement
Ships present challenging measurement environments for many sensors, including thermal-
infrared cameras. This is because of a combination of factors, including the constant
and occasionally violent motion, and atmospheric conditions which can vary widely and
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accelerate the degradation of the sensors. However, shipboard measurement is crucial for
earth surface temperature estimation, which in turn has usefulness in many fields of study.
The performance of several infrared radiometers, both cooled and uncooled, have been
compared for earth surface temperature estimation accuracy [147, 13]. Many of these
sensors are designed to have constant access to one or more thermal blackbody targets
and may alternate between viewing the scene and the targets to constantly re-calibrate.
Other approaches relevant for maintaining accurate radiometric calibration of shipboard
thermal-infrared cameras include [40] and [74].
5.3 Proposed Blackbody Approach
For the purpose of this thesis, a decoupled approach was desired in order to facilitate
the later incorporation of environmental information, such as using the model discussed
in Section 2.4. This would enable the accuracy of temperature estimation for a variety
of applications and environments, provided that environmental conditions and surface
properties for these environments were known, or reasonably assumed.
The proposed method takes inspiration from the work of [130], but functions without the
need of a temperature-controlled environment.31 A relationship is learned between the
camera’s digital output and the incident irradiance, which is represented as the “Brightness
Temperature”. This relationship incorporates a knowledge of the thermistor temperature,
and is valid only in steady-state operation.
First, a blackbody source (shown in Figure 5.1) is used in combination with the thermal-
infrared camera to obtain all required data, as presented in Subsection 5.3.1. Second, the
data is processed to generate a radiometric model (Subsection 5.3.2), which can then be
used to remap digital images to represent thermal radiation levels, or brightness temper-
ature.
Figure 5.1: Images of the blackbody source. The model used was the Isotech 982 Hyperion.
The tubular cavity contains the temperature-controlled blackbody surface itself.
31This method has been published as part of a conference paper [196].
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The process has been highly automated, with control, data streaming and processing
implemented in ROS32 and OCTAVE33. The only exception is the requirement of a human-
in-the-loop for the data capture procedure, in order to manually power down the thermal-
infrared camera periodically, to enable it to cool.
5.3.1 Data Capture
The proposed methodology for data capture is shown in Algorithm 1. Steps 9 to 14 are
fully automated. The result of the data capture algorithm is a large number of images with
corresponding target and sensor temperature information, that can be used to generate
the radiometric model.
Algorithm 1 Data capture procedure for blackbody radiometric calibration
1: Determine range and resolution of sample temperatures.
2: Power-up blackbody and connect to computer.
3: Position camera so that full field-of-view is covered by blackbody target.
4: for tBB ← tmin : tmax do . tBB: blackbody temp.
5: Set blackbody temperature to (tBB).
6: Wait for blackbody temperature to stabilise.
7: Wait for camera to cool.
8: Power up camera.
9: while Camera is heating up do
10: Perform a NUC (Non-Uniformity Correction).
11: Immediately record an image.
12: Record the thermal sensor (thermistor) temperature.
13: Record the blackbody source temperature.
14: end while
15: Switch camera off.
16: end for
It is recommended to have the entire field-of-view of the camera occupied by the black-
body, to enhance the reliability of captured data. As a summary of the behaviour of the
digital output, Figure 5.2 shows the median pixel values for images with different target
temperatures as the camera heats up. As can be seen, target temperatures between 0 and
80 degrees were explored. Tracking the behaviour of the median gives a good indication
of the overall average effect that the heating up of the camera has on the digital output.
From the plots, it can be seen that all curves dip down to a global minima as sensor
temperature increases, regardless of the starting temperature. This behaviour is due to
the transient behaviour of the sensor as its temperature stabilises.
5.3.2 Model Generation
The procedure for generating the radiometric model from the captured blackbody data
is simple. First, the captured data is collated into a collection of individual samples
each corresponding to a single image. Each of these samples contains the median image
value (digital output), instantaneous sensor temperature and instantaneous blackbody
32http://www.ros.org/wiki/
33http://www.gnu.org/software/octave/
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Figure 5.2: Blackbody radiometric calibration sample curves. Each curve shows the me-
dian greylevel intensity of the image as the camera heats up, for a different target tem-
perature.
temperature. From this information, a 3D plot can be generated which is overlaid as
black marks on the final model shown in Figure 5.3.
Second, samples which are likely to represent highly transient states of the camera are
discarded. It was assumed that in a stable state, the greylevel should increase as the
camera heats up. That is, an increase in voltage would be expected for a fixed irradiant
power because the temperature increases the resistance. Therefore, transient samples were
defined as those which occurred while the image greylevels were decreasing. These samples
occupy a portion of the left of each of the curves illustrated in Figure 5.2.
Third, valid limits for the model were determined for both sensor temperature and image
greylevel. These define the input range for which the model is to provide a valid estimate
of brightness temperature. For the experiment, valid digital output and temperature limits
were defined as being one full range below and above the minimum and maximum recorded
digital values and sensor temperatures.
Finally, multiple linear regression was used to learn a relationship between the image
greylevel, sensor temperature and blackbody target temperature. This relationship is
shown in (5.2), where TT is the blackbody target temperature, TS is the sensor (thermistor)
temperature and G is the pixel greylevel.
TT = −(7.71× 102) + (7.15× 100)TS + (2.00× 10−1)G
− (1.20× 10−1)T 2S − (1.30× 10−5)G2 (5.2)
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The second-order regression model achieved a coefficient of determination of 0.9996. The
model is illustrated as a mapping between pairs of digital pixel greylevels and sensor
temperatures, and blackbody target temperature, in Figure 5.3. Equation (2.2) can be
used to convert TT from the brightness temperature to a sensed radiance, which then
allows the straightforward application of an environment model in order to achieve a
surface temperature estimate.
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Figure 5.3: Blackbody radiometric calibration model. Pixel greylevel and sensor temper-
ature are mapped to a target Brightness temperature.
Figure 5.4 demonstrates the effectiveness of the model in compensating for intensity de-
pendence on thermistor temperature. From the figure, it can be seen that if a model is
used that does not take into account thermistor temperature (i.e. one that is formed using
training data that does not include a range of thermistor values), it will return significantly
different temperature estimates as the camera temperature changes. This is shown in the
difference between Subfigures 5.4a and 5.4b.
In contrast, the radiometric model generated using the proposed method can effectively
take into account thermistor temperature, and achieve very similar temperature estimates
for the same scene even when the camera temperature significantly varies, as demonstrated
in Subfigures 5.4c and 5.4d.
5.4 Proposed Ad Hoc Approach
In the course of the thesis, it was determined that in many cases access to a thermal black-
body may be impractical. In addition, the accuracy requirements of certain applications
may not justify extensive effort in preparation, such as making prior temperature estimates
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(a) Thermistor at 29.12 C - fixed model (b) Thermistor at 36.25 C - fixed model
(c) Thermistor at 29.12 C - full model (d) Thermistor at 36.25 C - full model
Figure 5.4: Demonstration of effectiveness of the radiometric model. Using a fixed radio-
metric mapping which does not account for thermistor temperature leads to inaccurate
temperature estimates when the thermistor temperature differs from that used to generate
the model. A radiometric model which accounts for thermistor temperature can maintain
consistent temperature estimates even as the camera accumulates heat during use.
like the methods of [158] and [92]. For these scenarios, an alternative ad hoc approach is
proposed that is simple and fast to execute; requiring no specialist equipment and very
little preparation, and still achieves satisfactory accuracy for many applications.34
The method generates a model which can accommodate a range of camera temperatures
and target temperatures, though the extent of the range is generally limited to tempera-
tures between approximately 20 and 50 degrees Celsius. The total time required to setup
the experiment and generate the model was less than 2 hours.
The proposed method was developed for a thermal-infrared camera with a readable ther-
mistor and a controllable shutter. These are not rare properties for thermal-infrared
cameras, although user interfaces may not necessarily be provided. In the case of this
experiment, an open-source driver developed as part of the thesis was used.35
The calibration procedure requires some manual preparation (Subsection 5.4.1), prior to
the completely automated capture of a single data sequence (Subsection 5.4.2). This
sequence can then be used to generate a radiometric model, as outlined in Subsection
5.4.3. The accuracy of the resulting model is evaluated in Subsection 5.4.4.
34This work has been published at a conference [196]
35http://code.google.com/p/thermalvis-ros-pkg/
88
5.4.1 Scene Preparation
For the proposed calibration approach, the camera was rigidly positioned to face a static
scene for approximately 60 minutes, while the camera heated up. The scene must be
physically static (having no physical motion), as well as having no change in temperature.
Best results were achieved with a variety of constant surface temperatures in view, such
as the example shown in Figure 5.5, which includes cool background surfaces at ambient
temperature, a warmer computer monitor displaying a static image, and a desktop lamp
which contains surface temperatures ranging from moderate to very hot. Practically,
there is no benefit in having surface tempeatures in view that are beyond the range of
temperatures that the device itself will experience as it is heated up, which would typically
not be less than 24 degrees or exceed 44 degrees Celsius. Other useful objects may include
devices or power supplies which are on standby.
(a) Observer viewpoint (b) Thermal viewpoint
Figure 5.5: Example scene used for ad hoc radiometric calibration. This thermal-infrared
image includes objects of a range of temperatures, enabling the radiometric model to be
generalised over the full range of sensor temperatures explored.
All powered devices were turned on for 10 minutes before the procedure was started to
ensure that the scene was in steady-state - that is, that temperatures would stay constant
as data was recorded. In addition, the air-conditioning was maintained at a constant
ambient temperature.
Reflective (low-emissivity) surfaces were avoided for the experiment, however, these are
not necessarily a problem provided that the backgrounds that are reflected also remain at
a constant temperature for the duration of data capture.
The relative proportion of the camera view that each temperature takes up is not critical,
however, if possible, obtaining a relatively even distribution of temperatures over the image
is beneficial.
For preparing the camera itself, it was left unpowered for several hours so that it began
at ambient temperature. The case of the camera was wrapped in plastic for the duration
of data capture in order to accelerate the natural process of heating, and increase the
maximum temperature of the camera achieved at the end of the sequence. Other methods
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for further increasing the maximum temperature such as using active heating elements
may be possible, however, it is crucial that the position of the camera is not disturbed,
and that the temperatures in the viewed scene are not influenced by such a method. If
it is possible to cool the camera below ambient temperature safely before capturing data,
this will in turn extend the valid range of the resulting model.
5.4.2 Data Capture
After the scene was set up, data capture was performed. This process was completely
automated using the ROS driver developed as part of the thesis.36 For the experiment,
the process of recording data took approximately 60 minutes.
The data capture process followed Algorithm 2.
Algorithm 2 Data capture procedure for ad hoc radiometric calibration
1: Stabilise environment.
2: Power-up camera.
3: Start recording from camera.
4: while Camera is heating up do
5: Close shutter.
6: Perform a NUC (Non-Uniformity Correction).
7: Capture frame and record thermistor reading.
8: Open shutter.
9: Perform a NUC (Non-Uniformity Correction).
10: Capture frame and record thermistor reading.
11: end while
12: Switch camera off.
Throughout the sequence, the camera shutter was alternately closed and opened at fre-
quent and regular intervals. For each captured frame, the sensor temperature from the
thermistor was also recorded. It was found to be best to ensure that regular NUCs were
performed to reduce noise in the readings, with only the freshest frames after a NUC to
be considered.
The resulting data from this process consisted of a collection of both open- and closed-
shutter images, with corresponding thermistor measurements. The next subsection (Sub-
section 5.4.3) outlines how this data was used to form a radiometric model.
5.4.3 Model Generation
First, all captured images were automatically classified as either open-shutter, closed-
shutter or corrupted based on a simple analysis of their basic histogram statistics.
In analysing the closed-shutter images, the principal assumption exploited was that these
images provide a view of a uniform-temperature surface (the inside of the shutter), with the
the thermistor reading at that instant of time giving an accurate indication of the surface
temperature of the viewed surface. Therefore, for a range of thermistor temperatures, the
greylevel corresponding to a surface of the same temperature was known.
36http://code.google.com/p/thermalvis-ros-pkg/
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A 3D curve (the spine) was then formed by interpolating this data, which enabled the
equivalent greylevel corresponding to a surface temperature equal to the temperature
of the thermistor to be known for any temperature in between the highest and lowest
thermistor readings. This curve was used to predict what the greylevel representing a
surface of the same temperature as the camera should be for any open shutter frame.
Each open-shutter image was then inspected in order to find such pixels - that is, those
that were situated on the spine (having a greylevel indicating that it represents a surface
of the same temperature as the current thermistor temperature). This way, an estimate
could be made of the temperature for all surfaces in the scene that have a temperature
within the range of thermistor temperatures explored (i.e. those that are modelled by
the initial curve). This resulted in a large number of pixels throughout the open-shutter
sequence having corresponding temperature estimates.
For each surface temperature for which a corresponding pixel was found, all pixels in a
single image representing that same surface temperature were segmented. Then, for each
frame, the average greylevel of all pixels in each group was associated with the estimated
surface temperature, and the thermistor temperature, to form a 3D point (comprised
of greylevel, thermistor temperature and target temperature) for use in generating the
model. However, similarly to the blackbody approach, all images for which the camera
was in its highly-transient state (again assuming the period of decreasing median greylevel
represents the extent state) were disregarded for this step.
Multiple linear regression was then used to fit a model to these points (in the same way as in
Section 5.3), which was intended to accurately represent the mapping for all temperatures
(surface or target, and thermistor) within the range of max(Ta, Tx) to min(Tb, Ty). Here Ta
and Tb are the starting (minimum) and ending (maximum) temperatures of the thermistor
for the calibration sequence, and Tx and Ty are the minimum and maximum temperatures
of surfaces in the scene used for calibration. The model is shown in (5.3), where TT is the
target “brightness” temperature, TS is the sensor (thermistor) temperature and G is the
pixel greylevel.
TT = −(5.96× 102) + (9.68× 100)TS + (1.17× 10−1)G
− (1.67× 10−1)T 2S − (4.74× 10−6)G2 (5.3)
The second-order regression model achieved an R-squared value of 0.97731. The total
time required to generate the model upon completion of data capture was approximately
60 minutes.
5.4.4 Evaluation
The evaluation is divided into two parts. First, the accuracy of the ad hoc approach in
estimating known surface temperatures is assessed directly. Second, the ad hoc model is
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compared with the blackbody model under the demonstrated assumption that the black-
body model can act as a reliable form of ground truth.
The first experiment involved testing the models on video footage of the blackbody source
set to a variety of temperatures. Figure 5.6 shows the error in estimated target temperature
achieved using both models over the full range of tested sensor operating temperatures
(approximately 26.0 to 43.0 degrees Celsius). It can be seen that within a range of typical
target temperatures (10.0 to 50.0 degrees Celsius) the ad hoc model achieves accuracy of
within 2.0 degrees, which is inferior but comparable with the blackbody approach, which
achieves accuracy of within 0.6 degrees across this range.
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Figure 5.6: Accuracy of ad hoc and blackbody radiometric models. Error bars show one
standard deviation of variation from the mean error.
A further experiment tested the ability of the models to estimate the temperature of
practical targets. Three cups of water were filled with cold (10.7 C), room-temperature
(23.1 C) and hot (54.4 C) water respectively. Figure 5.7 shows the estimates achieved
using the two approaches with the ad hoc estimates on top and the blackbody estimates
beneath.
The surface temperature estimates achieved using the two methods differ from the tem-
perature of the water as measured using a more accurate contact temperature probe.
However, this is likely due to the real difference in temperature between the surface and
the body of the water, due to heat transfer between the air and the water across this
interface. More importantly, the estimates achieved using the two methods were very
similar.
Given that the blackbody model was demonstrated to accurately estimate target tem-
peratures within 0.6 degrees over a large range of thermistor and target temperatures, it
was therefore assumed to be a reliable form of ground truth for the purpose of further
assessing the accuracy of the ad hoc model. Figure 5.8 shows the difference in estimated
target temperature for the two models across the full valid range of the blackbody model.
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Figure 5.7: Water surface temperature estimates. Estimates made using the ad hoc model
are shown above and those using the blackbody model are show below.
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Figure 5.8: Ad hoc radiometric model error. The red portion of the curve represents where
the ad hoc model predicts higher temperature than the blackbody model, and the blue
region represents the opposite.
The average difference between the models is 1.25 degrees Celsius, with a maximum differ-
ence of 3.65 degrees. While this accuracy of the ad hoc approach may not be sufficient for
applications such as medical thermography, it is nevertheless sufficient for many applica-
tions where accuracy requirements may not warrant an investment in expensive equipment
such as a thermal blackbody. In any case, it is comparable with the quoted accuracies of
many commercially available thermal-infrared cameras, which often only claim to estimate
temperature accurate to within 2 or even 5 degrees.
Figure 5.9 shows a radiometrically corrected version of the image shown in Figure 5.5,
using the proposed ad hoc approach.
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Figure 5.9: Radiometrically corrected image. The image shown is the same as in Figure
5.5. The colourisation method used is presented in Section 9.3.
5.5 Summary
Section 5.1 first provided a background into the concept of radiometric calibration, includ-
ing an outline of the basic, standard approach. A literature review was then presented
in Section 5.2, with a focus on methods of radiometric calibration relevant to the thesis,
along with a discussion of those tailored for more specific applications.
An adaptation of a standard calibration approach was outlined in Section 5.3, and the
resulting radiometric model for a specific thermal-infrared camera presented. This has
been published as part of a journal article in Elsevier Energy and Buildings [197].
Following this, an alternative, ad hoc approach for radiometric calibration was proposed
in Section 5.4. This proposed method has fewer equipment and preparation demands
compared with existing alternatives, and is therefore suitable for the many cases where
such apparatus and time are unavailable. An evaluation showed that the accuracy was
comparable to that achieved using the conventional blackbody approach. This work has
been presented at the conference DICTA [196].
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Chapter 6
Local Features
This chapter presents research conducted in areas relating to local features, and in par-
ticular the processes of detection, description, matching and tracking in thermal-infrared
video. A new dataset is proposed, and a comprehensive evaluation of algorithm perfor-
mance in thermal-infrared is conducted. In addition, a novel feature-matching method
is proposed along with a novel algorithm for tracking local features in thermal-infrared
video. Effective algorithms for performing these tasks form critical components of a large
variety of computer vision algorithms, such as for person and object detection, scene and
object classification, abnormal event detection and place recognition. In addition, they are
crucial for video-based localisation methods such as those presented in Chapter 7, which
in turn can be used to localise a handheld 3D thermography system such as that proposed
in Chapter 3.
First, a background into what local features are and why they are useful is provided
in Section 6.1. Next, a literature review of existing evaluations and implementations of
feature-related algorithms is presented in Section 6.2. This literature review focusses on
studies that have relevance for the application of algorithms on thermal-infrared images.
A summary of a new, extensive dataset captured as part of the thesis is then provided in
Section 6.3. This dataset contains both thermal-infrared and RGB imagery and has been
used to assess the performance of many algorithms. Evaluations of the performance of
several state-of-the-art feature detectors and feature descriptors on this dataset are then
presented in Sections 6.4 and 6.5 respectively. The contributions outlined in these sections
have been published in and presented at the computer vision conference DICTA [193].
An approach designed to improve matching results but with no dependence on the specific
modality is proposed in Section 6.6.
Finally, a real-time local feature tracking framework that can effectively manage NUC
interruptions (discussed in Subsection 2.2.3) and function in the thermal-infrared modality
is presented in Section 6.7. This work was published in and presented at the international
robotics conference ICARCV as part of the proposed monocular SLAM system presented
in Chapter 7.3 [200]. The chapter is then summarised in Section 6.8.
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6.1 Background
A local feature can be defined as an image pattern which differs from its immediate neigh-
bourhood. The image properties for which this difference refers to commonly include
intensity, colour and texture. Types of local features can include points, edgels or small
image patches [189]. The accurate detection of good local features in images is an im-
portant early-stage procedure for many computer vision algorithms, such as the both the
geometric SLAM and location recognition algorithms proposed in Chapter 7.
6.1.1 Feature Detectors and Descriptors
Local feature detectors and descriptors form a crucial part of many algorithms used in
robotics and computer vision. These include algorithms for location recognition [112],
structure from motion and SLAM [7], wide-baseline matching [96], image registration
[2] and image classification [56]. The number of new feature detection and description
algorithms is increasing constantly, however their performance in the thermal-infrared
modality remains poorly understood.
A popular and highly inclusive class of features is the class of affine regions. Affine
regions are defined as regions in an image that have well-defined positions and scales and
are invariant to affine transformation [120]. Useful interest points for feature matching
purposes can include corners and blobs, which are relatively stable under local and global
perturbations in the image domain. As the separation or baseline between viewpoints
increases, the importance of a feature being affine covariant (roughly meaning that it
varies predictably with changes in viewing angle) increases [96].
It is commonly agreed in the literature that good feature detection algorithms should have
the following properties [189]:
− Repeatability:
Able to be detected under changing image conditions.
− Distinctiveness:
Having unique variation in their intensity patterns.
− Locality:
Allowing a local planarity assumption to be made.
− Quantity:
Detecting an optimal number of features.
− Accuracy:
Precisely localising features in terms of both coordinates and scales.
− Efficiency:
Sufficiently fast execution for the application.
Depending on the specific application, particular properties may be weighted with more
or less importance than other properties. For example, when real-time performance is
a requirement, efficiency might be given a higher relative weighting and quantity may
be given lower relative weighting. Additionally, the most effective type of detector often
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depends on the typical content of an image it is to be applied to [188]. Although the per-
formance of feature detection algorithms has reached a level of maturity, new algorithms,
or adjustments to old algorithms, are still frequently presented in the literature [119].
Descriptors are representations of detected features which ideally contain uniquely iden-
tifying information about the feature, whilst being invariant to a number of common
transformations. The purpose of descriptors is to represent features accurately, compactly
and efficiently in order to minimise the computation time required to compare and match
them. To be useful, descriptors must be significantly more robust than a greyscale repre-
sentation of a normalised feature. Invariance to noise, Joint Photographic Experts Group
(JPEG) or other kinds of compression, and change in viewpoint and illumination are often
aimed for.
The effectiveness of a feature descriptor often depends on the type of features it is being
applied to, which is why many algorithms in the literature are discussed as detector-
descriptor pairs [61]. However, because there is still a large degree of freedom in mixing
and matching different detectors and descriptors, in this thesis the two will be discussed
separately.
The three main criteria for an effective descriptor algorithm are the following [43]:
− Distinctiveness:
Unique description of each feature.
− Invariance:
Robust description of features to changes in image conditions.
− Efficiency:
Minimal computational overhead.
Feature detectors and descriptors are generally designed either implicitly or explicitly for
use on visible images, and evaluated only in this modality.
6.1.2 Correspondence Problem
The correspondence problem is defined as the problem of finding corresponding points
or regions between observations of a scene. When the observations are in the form of
2D images, it is known as the 2D-2D matching problem. An effective solution to the
correspondence problem is generally required to achieve an accurate estimate of SfM.
The correspondence problem can be made easier with prior knowledge of the geometry
between views, which could be represented by a homography, by epipolar geometry or by
camera models. However, in many cases prior knowledge of the scene is unavailable, and
the purpose of solving the 2D-2D matching problem is to enable an accurate estimate of
the geometry to be made.
The established method for finding correspondences between uncalibrated images is de-
fined as the following [95]:
1. A set of local features are detected in a sequence of two or more images.
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2. A descriptor algorithm is applied to descriptors for each feature.
3. A set of putative matches are formed between features in each image based on their
descriptors, potentially utilising geometry constraints.
Figure 6.1 shows an example of a solution to the correspondence problem between two
thermal-infrared images.
Figure 6.1: Correspondences in thermal-infrared. These two images were taken of the same
scene but from substantially different angles. Local features were detected and described
in each image independently using the SURF algorithms, and many of these features were
then able to be matched between the two views. Because a multi-scale feature detector was
used, detected features vary in size. This can help to accommodate for scaling changes as
the same physical feature may be at a different distance from the camera for each image,
and therefore appear as a different size.
Following this process, geometry between views can be estimated and a solution to the
SfM problem can be obtained.
6.2 Literature Review
This literature review focusses on evaluations of feature detectors and descriptors that
have been performed in the past, and how these might inform a similar analysis of the
performance of popular algorithms on thermal-infrared images.
6.2.1 Feature Detection
Comprehensive studies of feature detectors in the visible modality have been conducted
in the past [119], but no study exists for the thermal-infrared modality. The seminal local
feature detector evaluation work is [119], which offers a comprehensive discussion and
analysis of the performance of several feature detectors which were considered state-of-
the-art at the time. It was found that no single detector outperformed all other detectors
for all scene types or all transformations. The “repeatability” performance metric [118]
for detector performance was used for measuring the stability of features between pairs
of images. In implementing this measure, a homography is first used to map the second
image to the first. The number of features in the common region of the two images is
the maximum number of correspondences that can theoretically be made between the two
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sets of extracted features. The ratio of the number of actual corresponding regions to the
theoretical maximum is the repeatability score.
In the work of [119], it was proposed that each feature or region can be represented by a
centre point and a homography mapping a unit circle to an ellipse fitted to the feature’s
perimeter. The amount of overlap between features can then be calculated by looking at
the intersection of these elipses. The value 0 can be set as a threshold for determining if
overlap is sufficient for considering the features to be a match, as shown in (6.1).
1− Rµa ∩R(H>µbH)
Rµa ∪R(H>µbH)
< 0 (6.1)
Here Rµ represents the elliptic region (fitted to the size and shape of the feature) defined
by x>µx = 1. H is the homography relating the two images. The union of the regions
is Rµa ∪R(H>µbH), and their intersection is Rµa ∩R(H>µbH). The areas of the union and
intersection of the regions are computed numerically. In [119] an overlap threshold of 0.4
was used.
In the evaluation of [119], the performance of six state-of-the-art detectors was compared
under different image conditions. The test data was limited to regular colour images, with
only a few sample images to test each different transformation. The six detectors included
in this study were as follows:
− Harris-affine [120]
− Hessian-affine [120]
− MSER [114]
− Intensity-Based Regions (IBR) [190]
− Edge-Based Regions (EBR) [190]
− Salient Region Detector [80]
The Hessian affine detector operates by determining the Hessian matrix for each element
(pixel)of an input image. This matrix consists of the products of various combinations of
the gradients of the image about the pixel in both the x and y directions, as shown in
(6.2) [138].
H(x) =
[
Lxx(x) Lxy(x)
Lxy(x) Lyy(x)
]
(6.2)
Where Laa(x) is the second partial derivative in the a direction and Lab(x) is the mixed
partial derivative in the a and b directions. x is the vector representing the location of the
pixel or point in the image at which the operator is applied
Points in the image that are the local maxima (both spatially and in scale) of both the
determinant (6.3) and trace (6.4) of the Hessian matrix are then selected as Hessian affine
features [138].
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DET = σ2I(LxxLyy(x)− L2xy(x)) (6.3)
TRACE = σI(Lxx + Lyy) (6.4)
Where σI is the Gaussian kernel used to smooth the input image appropriately for the
current scale.
The conclusion of the 2005 study [119] was that there is no single detector which outper-
forms all other detectors under all circumstances. As a result, in certain situations the
use of two or more detectors simultaneously may be warranted. The MSER detector was
found to be the most effective in structured scenes rather than textured scenes. Together
with the Hessian detector, it performed particularly well when scenes contained many
planar features. The IBR detector was found to have good repeatability, but generated
fewer features than many of the others. The Salient Region Detector required a substan-
tially larger amount of processing time compared to the other detectors. The Hessian and
Harris affine detectors were found to consistently return the most features, making them
effective in matching problems with large amounts of occlusion. EBR performed well in
scenes containing intersections of edges.
The evaluation protocol of [119] has several limitations. These are especially prohibitive
for attempting to use it to explore detector performance in the thermal-infrared modality.
Perhaps most significantly, the protocol uses default parameters in tuning the sensitivity
thresholds of each feature detector. These default parameters were initially selected by
the respective developers of each feature detector for perceived optimal performance in the
visible modality. When these parameters are used for detection in thermal-infrared images,
a negligible number of features are typically returned. The fixing of these parameters has
the additional drawback of failing to decouple the effect of changing sensitivity thresholds
on detector performance. This results in a bias towards detectors that have arbitrarily been
initialised with more lenient thresholds. These detectors detect more features and their
performance can be inflated due to the corresponding increased probability of random
matches. Another key limitation noted by the authors is that their dataset is biased
towards detector-friendly problems involving scenes that are texture-rich. Some further
limitations include a bias towards large regions, and ignoring many important aspects of
detectors such as geometric precision and speed.37
Since this 2005 study, several more promising detectors have been developed and become
increasingly common in the literature. These include the following:
− Features from Accelerated Segment Test (FAST) [151, 150]
− Speeded-Up Robust Features (SURF) [14]
37http://www.featurespace.org/
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− Stable Affine Frames (SAF) [137]
− Fast REtinA Keypoint (FREAK) [5]
− Binary Robust Invariant Scalable Keypoint (BRISK) [100]
Within the thermal-infrared modality, investigations into the effectiveness of different fea-
ture detectors have been extremely limited, with only one study uncovered in the literature
[61]. This study occurred between 2006 and 2008, and investigated the effectiveness of
three popular feature detectors for the application of thermal-infrared stereo matching.
The evaluated detectors were the Harris detector, the Salient Region detector and the
Scale-Invariant Feature Transform (SIFT) detector. Results suggested that none of these
detectors returned a sufficient number of robust features for stereo matching between ther-
mal images, although this may have been due more to the implementation of the feature
detectors rather than their intrinsic nature. In response to this perceived limitation, an
algorithm was developed based on a phase-congruency model using Log-Gabor wavelets
which was argued to offer superior performance in the thermal modality. It was suggested
that this was because edge-based features were more robust to the large amount of noise
in the thermal images, and that there was sufficient edge information to obtain many
features. There is evidence to suggest that phase-congruency enables more appropriate
edge-detection than alternatives such as the Canny edge detector for many applications.
This is based on the fact that phase congruency correctly detects features at many phase
angles rather than just step features with phase angles of 0, 90, 180 or 270 degrees. How-
ever, implementations of phase congruency based edge detection are substantially slower
than many of their alternatives.38
Another algorithm for detecting features from thermal images that can be appropriately
matched both within and external to this modality was published in 2009 [202]. This
algorithm is based on the orientation distribution of an edge image obtained using a
Canny Edge detector. The gradient value in four orientations (0, 90, 180 and 270 degrees)
is recorded for each pixel identified as being part of an edge. Those pixels which have two
or more dominant directions in their neighbourhoods are then selected as features. No
quantitative analysis was performed as part of the evaluation of this detector. However, the
argument that edge information is much more stable across modalities was demonstrated
with several sample images [202].
The third and final study found relating to feature detection in the thermal modality
was published in 2009 [79]. In this study, a SURF detector was specifically trained for
identifying humans in three thermal image sequences. It is not detailed in this work
what type of pre-processing was performed on the thermal images before they are used
for training or detection. Although person detection results are impressive, there is no
quantitative analysis of the performance of the thermal-adapted SURF detector compared
to any other detectors.
38http://www.csse.uwa.edu.au/âĹpk/research/matlabfns/
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6.2.2 Feature Description
To the authors’ knowledge, there are no evaluations of feature descriptor performance in
the thermal-infrared modality in the literature. The work of [118] is highly regarded in
the community as a useful evaluation of feature descriptors, but investigates performance
in the visible modality only. The work explores the performance of several local feature
descriptors when applied to a range of types of local features. The paper concludes that the
ranking of descriptors is mostly independent of the type of local feature detector. SIFT-
based descriptors were overwhelmingly found to perform best. Among low-dimensional
descriptors, the best results were achieved by moments and steerable-filters.
In the work of [118], the criterion of (1 − precision) versus recall is used to explore the
performance of the descriptors under a range of transformations. recall is defined in (6.5)
and precision in (6.6).
recall = # correct matches# correspondences (6.5)
precision = # correct matches# correct matches+ # false matches (6.6)
Here # correspondences represents the number of possible correct matches.
The evaluation of [118] tested the performance of numerous local descriptors on features
returned by several common detectors including the Harris-affine and Hessian-affine de-
tectors. The descriptors surveyed were the following:
− Shape Context [17]
− Steerable Filters [54]
− SIFT Descriptor [108]
− Principal Component Analysis (PCA)-SIFT [85]
− Differential Invariants [90]
− Spin Images [98]
− Complex Filters [119]
− Moment Invariants [191]
− Cross-correlation.
Since 2005, several new descriptors have been developed and published in the literature.
Most of these descriptors bear a high degree of similarity to SIFT, in many cases being
simple extensions of this successful algorithm. Such new descriptors include:
− Local Energy-based Shape Histogram (LESH) [157].
− SURF [14].
− Mahalanobis SIFT (MSIFT) [117].
− Independent Component Analysis (ICA)-SIFT [43].
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The developers of the ICA-SIFT algorithm claim that by applying ICA to the normalised
neighbourhood patches of a detected feature, the independent characteristics of the fea-
tures are accurately obtained.
The authors’ definition of the ICA model for the local description problem is shown in
(6.7) [43].
x(l) = W s(l) =
m∑
j=1
si(l)wi + n(l) (6.7)
Here x(l) = [x1(l), ..., xn(l)]T is the lth n-dimensional gradient vector of the local patch
window and s(l) = [s1(l), ..., sm(l)]T contains the m independent components for the data
vector x(l). W = [w1, ...,wm] is a constant full-rank n×m mixing matrix containing the
basis vectors (wi) of the ICA model. n(l) is an additive noise term.
The ICA approach differs from PCA in that the basis vectors wi are generally not mu-
tually orthogonal, and the variances of the coefficients si(l) are maximal. The lack of an
orthogonality constraint when using ICA is argued by the authors to make the technique
more suited to representing interest point patches. Results from the authors’ analyses
strongly suggest that ICA-SIFT is more effective than SIFT or PCA-SIFT for many im-
age transformations, however, the conventional SIFT algorithm still performs better than
the other two techniques under significant changes in viewpoint [43].
Within the thermal-infrared modality, a descriptor based on Log-Gabor wavelet coeffi-
cients was found to be effective by one study [61]. However, it was mainly argued that
this was the most appropriate descriptor given that the features it was applied to were de-
tected using phase congruency. No analysis was conducted comparing the effectiveness of
different descriptors with the same detection algorithm, or comparing the effectiveness of
the same descriptor with different detection algorithms. Instead, it was evaluated against
the following limited set of detector-descriptor combinations:
− Harris detector with normalised greyscale correlation rather than a descriptor.
− Difference of Gaussians detector with SIFT as a descriptor.
− Canny edge detector with normalised greyscale correlation rather than a descriptor.
A shape-context descriptor was proposed in one study, which attempted to describe fea-
tures in a way that made them matchable between the visible and thermal modalities.
This was applied to an edge map of each image, at the most salient image locations. It
was hypothesised that this form of descriptor was more appropriate than other conven-
tional descriptors such as SIFT because the grey-levels between the different images had
little correlation [202]. The study provided no quantitative comparison of the performance
of the proposed descriptor and alternative descriptors.
The literature demonstrates a lack of research into descriptors which can be used to effec-
tively match features between modalities. Although the SIFT descriptor and its variants
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have demonstrated themselves to be very effective within the visible modality, its perfor-
mance within the thermal-infrared modality is unclear. Additionally, it seems unlikely
that it would perform well for matching between modalities without being significantly
redesigned, or applied in a more novel way.
6.3 Proposed Multi-Modality Dataset
In order to effectively implement feature detector and descriptor algorithms on thermal-
infrared images, it is important to evaluate the performance of these algorithms specifically
in this modality. A unique dataset was captured and made publicly available for this
purpose, and forms a contribution of this thesis.39,40
A total of ten environments are explored in the dataset. In each environment, a sequence
of both visible and thermal-infrared images was collected. Each of these sequences con-
tains views of the scene from the same viewpoint, with a small rotation between frames.
The purpose of these sequences is to explore the performance of feature detectors and
descriptors in near-ideal conditions (i.e. under small transformations). Within each envi-
ronment, two different transformations in the thermal-infrared modality are also explored.
Two of the total of ten transformations investigated are awarded special attention in this
chapter, while the analysis of the remaining transformations can be found in Appendix B.
6.3.1 Data Capture and Preparation
The thermal-infrared camera used for the experiments was a Thermoteknix Miricle 307K.
Images were captured at a resolution of 640 × 480 pixels, with a depth of 14 bits per
pixel. The visible spectrum camera used was the 5 mega-pixel rear-facing camera on the
Google Nexus S phone. Images from this camera were downsampled to the same spatial
resolution of the thermal-infrared camera. More details about these cameras can be found
in Appendix A.
Raw images captured from the thermal-infrared camera have a significant amount of lens
distortion. The effect of lens distortion invalidates several of the assumptions required
by standard feature detector evaluations. An adaptation of Zhang’s calibration approach
[212] designed for the thermal-infrared modality was used to correct for lens distortion,
as outlined in Section 4.3 [194].41 The “Rational Function” model presented in [33] was
used for modelling the distortion, which was shown to have high accuracy. It should be
noted that spatially remapping the image to correct for lens distortion also has the effect
of remapping noise within the image.
For the purpose of several analyses, images were captured in pairs for each transformation
level within each sequence. These pairs of images have slight rotations relative to one
another. This is in order to vary the true locations of features within the image and
include the effects of spatial quantisation.
39This dataset was originally presented as part of a conference paper [193].
40http://code.google.com/p/dd-evaluator/
41http://code.google.com/p/mm-calibrator/
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Homographies were computed to map each test image to its reference image to compensate
for the effects of camera motion, as discussed in Subsection 6.3.4.
While images were captured and stored in raw format, they were converted into 8-bit
format for the purpose of the evaluation. This is because many popular algorithms are
not implemented for 14- or 16-bit formats. Conversion to an 8-bit format was done using
the basic histogram expansion approach explained in (4.5).
6.3.2 Environments
The proposed dataset consists of image sequences captured in both the thermal-infrared
and the visible spectrum, from ten environments, illustrated in Figure 6.2.
Table 6.1 shows a summary of the statistical properties relating to each environment’s
image histogram distribution in the thermal-infrared modality. In the table, ∆Im−n rep-
resents the intensity range of the original pre-normalised image between the m% and n%
quantiles. skewness refers to the standard measure of asymmetry in a probability distri-
bution.42 In thermal images, it is not unusual for the raw intensity range to be well below
255, to which it is typically normalised for display and analysis purposes.
Table 6.1: Dataset histogram statistics. Higher delta values suggest a superior SNR. A
positive skewness indicates that there is more spread in intensity above the median, e.g.
due to the presence of a small number of hot lights in a predominately cool environment.
Environment ∆I0−100 ∆I1−99 ∆I5−95 skewness
Aquavist 136 133 104 0.47
Balcony 243 81 57 -0.60
Driveway 134 57 49 0.31
Desk 236 152 125 1.14
Library 66 62 39 2.01
Nitrogen 45 31 22 -0.09
Office 72 70 44 0.15
Oven 214 199 155 -0.35
Pavement 91 81 62 -0.41
Pipes 60 52 32 -0.09
The environments used in the dataset contain both “structured” and “textured” regions
[119]. The choices of environments were made with the intention of covering a variety of
typical, natural scenes with a significant variation in SNR. In the “Night” environment,
the presence of a hot light generates a strong positive skew and artificially increases the
intensity range. These environments with particularly low SNR have proven to be difficult
to work with in the past [61].
6.3.3 Transformations
A total of ten image transformations are explored in the proposed dataset. The effect
of these transformations on feature stability as their severity is increased is of particular
interest. In this thesis, the effect of each transformation is investigated within two different
environments. Each consists of pairs of images ranging from ideal to severely transformed.
42http://cnx.org/content/m17104/latest/
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(a) Aquavist (thermal) Aquavist (RGB) (b) Balcony (thermal) Balcony (RGB)
(c) Pipes (thermal) Pipes (RGB) (d) Desk (thermal) Desk (RGB)
(e) Pavement (thermal) Pavement (RGB) (f) Library (thermal) Library (RGB)
(g) Office (thermal) Office (RGB) (h) Nitrogen (thermal) Nitrogen (RGB)
(i) Driveway (thermal) Driveway (RGB) (j) Oven (thermal)
Figure 6.2: Sample thermal and RGB images from the dataset. Only the “Oven” environ-
ment is missing a corresponding RGB image sequence.
Five of the transformations can be described as digital transformations, which can be
applied to a single image to varying degrees after capture. These digital transformations
are:
(a) JPEG compression.
(b) Gaussian noise.
(c) Histogram expansion.
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(d) Quantisation noise.
(e) Salt And Pepper (SAP) noise.
Examples of the effects of these transforms are shown in Figure 6.3. Subfigures (a) - (e)
show a severe form of each of the digital transforms.
Original (a) JPG (b) Gaussian
(c) Expansion (d) Quantisation (e) SAP
Figure 6.3: Sample digital transforms. Each of these transforms explores an effect which
is commonly encountered in practical problems.
Transformations are generally applied to the converted 8-bit thermal-infrared images.
However, an exception is made for the histogram expansion sequences. In these sequences,
(c), a lower and upper intensity cut-off was determined for a range of predefined percentiles
using the original 14-bit intensity range. For example, when the threshold is set at 0.1,
the upper threshold is set at an intensity greater than exactly 95% of pixel values, and
the lower threshold is set at the 5% value. All intensity values from the original image are
then linearly mapped to the [0, 255] range using these limits.
For the JPEG compression sequences (a), OpenCV was used to compress the original
images to quality levels ranging from 0.95 to 0.05, the latter of which corresponded to a
reduction in file size of approximately 100 times.43 For the Gaussian noise sequences (b),
the standard deviation was varied as Gaussian-distributed noise was added to each pixel in
the original captured image. This addition of noise occurred before histogram expansion
was performed on the image. For the quantisation noise sequences (d), the original image
was sub-sampled at increasing factors. For the SAP noise sequences (e), a progressively
higher proportion of pixels were randomly assigned a value of either 0 or 255 (with equal
probability).
43http://opencv.org/
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The other five image transforms are physical in nature, and were controlled as the data is
being captured. These physical transformations are:
(f) Out-of-focus blurring
(g) Time shift (throughout the day)
(h) Non-Uniformities (NU) noise
(i) Rotation
(j) Change in viewpoint
Examples of the effects of these transformations are shown in Figure 6.4. In this figure,
the top row shows the ideal images captured from each of these five environments, while
the bottom row demonstrates the effects of the five physical transforms explored by the
analyses.
For the out-of-focus blurring sequences (f), the camera focus was manually varied incre-
mentally between the near and far field extremes. For the time of day sequences (g),
images were captured from a fixed location on the hour throughout the day.
For the NU noise sequences (h), the ideal image was taken immediately after a NUC was
performed on the camera. This operation involves a physical shutter of uniform intensity
being used to radiometrically calibrate the imaging sensor. NU noise is introduced in
Subsection 2.2.2 and the NUC operation is discussed in subsection 2.2.3. Each subsequent
image in the sequence was taken after a 30 second delay, so that the final image experienced
five minutes of accumulation of additional NU noise beyond the minimum level.
For the rotation sequences (i), images were captured as the camera was rotated clockwise
about the Z-axis (the axis equivalent to a line pointing in the direction of the camera’s
view).This rotation varied up to an angle approximately 90 degrees from the original,
level view. For the change in viewpoint sequences (j), images were captured by varying
the angle of the camera relative to the scene over a range of angles.
For the analyses, the two transformations which were argued to be most interesting and
relevant in thermal-infrared by [193] were chosen:
(g) Time of day
(h) Accumulation of NU noise
For each transformation, clusters of 5 images were taken from approximately the same
viewpoint under successively more extreme conditions. Subfigure 6.4g shows an image
taken at 2.00pm, compared with the 9.00am image above it. Subfigure 6.4h shows an
image taken after 5 minutes of NU noise accumulation (the maximum time allowed by
the camera’s firmware), compared with an image from immediately after a NUC, which is
placed directly above it.
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Aquavist Balcony Pipes
(f) Out-of-focus (g) Time shift (h) NU Noise
Desk Oven
(i) Rotation (j) Viewpoint shift
Figure 6.4: Sample physical transforms.
6.3.4 Homographies
In order to accurately determine which local features correspond between any pair of
images, the geometric relationship between all pairs of images must be known. This was
achieved between all image pairs with the following approach:
(a) An estimate of the homography was obtained either by (in order of preference):
(i) Multiplying known homographies mapping each image to a base image,
(ii) Matching the strongest SURF [14] features, and filtering out poor matches using
RANdom Sample Consensus (RANSAC) [52], or
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(iii) Prompting the user to select at least four matching pairs of keypoints.
(b) If possible, Iterative Compositional Alignment [49] was then used to refine the esti-
mates.
6.4 Feature Detector Evaluation
The number of new feature detection and description algorithms is increasing constantly,
however their performance in the thermal-infrared modality remains poorly understood.
This section outlines an evaluation of feature detector algorithm performance in thermal-
infrared, including a comparison with performance in the visible spectrum. The improved
understanding achieved through these analyses provided a great benefit for the develop-
ment of both the feature tracking system and the loop closure method proposed in Sections
6.7 & 7.4 respectively.
As part of this analysis, a modified evaluation protocol is proposed to utilise the dataset
presented in Section 6.3. This protocol aims to avoid several of the limitations found in
[119]. A key improvement of the proposed protocol is its focus on controlling for detector
sensitivity. This allows detector performance to be compared over a range of sensitivity
thresholds, and without a bias towards dense responses.44
6.4.1 Detectors
Six detectors were chosen for the evaluation, on the basis of their popularity and avail-
ability:
− SURF [14]
− Star [2]
− FAST [150]
− ORiented Brief (ORB) [153]
− MSER [114]
− Good Features To Track (GFTT) [169]
All of these detectors are implemented in the OpenCV libraries.45 They were chosen
because of their popularity and because they represent a good variety of different types of
detectors.
The SURF detector [14] convolves integral images to quickly approximate the Hessian
matrix at multiple scales. Features are then selected at points and scales where the
determinant of the Hessian matrix is at a local maximum.
Star [2] uses simplified bi-level kernels to further approximate the Laplacian used by most
scale-invariant detectors.
The FAST detector [150] operates at a single scale and considers a circular ring of 16-
pixels centred around each candidate pixel. Corners (features) are selected on the basis of
44This work has been presented at a conference [193]
45http://opencv.willowgarage.com/wiki/
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intensity distributions over the ring compared with the central point. The distributions
can be learned through a training process, in order to improve the efficiency of the detector.
The ORB detector [153] is an extension of FAST, which includes an orientation component.
The MSER detector [114] differs considerably from the other detectors, and is promoted
principally as a detector appropriate for wide-baseline matching. It finds extreme (light
or dark) regions of the image which have very low pixel variance.
GFTT [169] calculates a corner quality measure for each pixel - in this thesis using the
minimum eigenvalue for a small region centred at the pixel. Non-maximal suppression is
used, and the features are sorted by the quality measure in descending order.
6.4.2 Methodology
The protocol of [119] was used as a basis for this evaluation, although several changes were
made to address the following weaknesses acknowledged by the original authors:
− A bias towards dense responses
− A bias towards detector-friendly problems
These changes were intended to improve performance in the thermal-infrared modality,
however, they are also be beneficial for visible modality evaluations.
To remove the bias towards dense responses, the number of features returned by each de-
tector was fixed for each comparison. Detectors were then able to be compared for a range
of feature counts. To address the bias towards detector-friendly problems, the proposed
dataset covers a larger variety of environments which are not restricted to texture-rich
scenes. Several of these environments could be described as difficult problems for feature
detection. This is due to factors such as low SNR, large regions of uniformity and low
texture content.
For all tests, repeatability was calculated using the conventional technique outlined in
Subsection 6.2.1. The repeatability metric provides a good indication of the robustness of
a detector to image transformations and to a lesser extent its localisation accuracy.
The detector evaluation has been divided into two parts: the profiling evaluation and the
transformations evaluation. The profiling evaluation explores the effect of varying sensi-
tivity under near-ideal conditions. The transformations evaluation explores the robustness
to more severe transformations for a fixed sensitivity corresponding approximately to a
fixed feature count of 300. This count was chosen because it was empirically found to
achieve more robust matching performance than lower counts, but still has a reasonably
modest associated processing time.
The procedure to perform the detector profiling evaluation was as follows:
1. For each detector, a large number of features were extracted from each image.
2. Repeatability scores were calculated between pairs of images for subsets of features
as sensitivity thresholds were varied.
3. Results were averaged across each image pair, and quantised based on feature counts.
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The transformations evaluation consisted of two separate approaches known as the “Base-
referenced” and “Same-level” analyses.
The “Base-referenced” analysis is similar to that used in [119]. It involves determining
the repeatability of the detector between an “ideal” or reference image, and an image that
has undergone an amount of transformation. In the proposed evaluation, the analysis was
made more robust by averaging repeatability across multiple pairs of images.
The “Same-level” analysis was first used in [193]. This type of analysis differs in that
it looks at the performance of detectors between images undergoing the same level of
transformation. Again, multiple pairs of images were used in order to get a more robust
estimate of repeatability and matchability.
In plots where there are fewer than 6 lines, this is due to various detectors being unable
to detect enough features in the image to determine a repeatability score.
In this analysis, an overlap error of less than 20% was required to accept a match. This
is in contrast to [119] which uses a much more lenient maximum error of 40%. This
lower limit was chosen to increase the standard for precision of the detectors, as should
be expected as the field of computer vision advances.
6.4.3 Profiling Investigation
The number of features returned by a detector can often be changed by altering a single
parameter. In this analysis, this parameter is referred to as the sensitivity threshold.
In order to return a sufficient number of features from a thermal-infrared image, it was
generally found that that threshold needed to be lowered considerably compared with
visible spectrum images.
As an experiment, increasingly more features were extracted from pairs of ideal images
within each environment, by decreasing the sensitivity threshold. These images were
identical except for a small change in time (allowing a change in NU distribution) and a
small rotation. Repeatability was then calculated between the images within each pair.
Figure 6.5 shows the sensitivity profile for the 6 detectors in both modalities.
Under ideal conditions, a repeatability score of 1.00 would be maintained regardless of the
number of features returned. However, the effect of spatial quantisation and unavoidable
non-uniformity noise on thermal-infrared images means that this is not the case.
The performance of all detectors appeared to degrade more rapidly with higher feature
counts in thermal-infrared than in the visible modality. This is likely to due to the compar-
atively less high frequency information in thermal-infrared images (discussed in Subsection
2.3.2), which results in fewer salient regions for the same spatial area.
At relatively low feature counts, the Star and FAST detectors experienced the most sig-
nificant drop in performance compared to in the visible modality. For FAST, this is to be
expected as this detector relies on point-to-point differences which are likely to be highly
susceptible to NU noise. For Star, the reason is less clear, but perhaps its method of
approximating the Laplacian is also particularly vulnerable to this form of noise.
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Figure 6.5: Detector sensitivity profiles. The average repeatabilities of detectors under
small transformations across all environments for a range of sensitivities are shown.
Conversely, the ORB and MSER detectors achieved better performance in thermal-infrared
than in the visible modality, at least for low feature counts. At low counts, MSER may
benefit from the lack of high-frequency information as it will then focus on larger-scale
features that are inherently more stable (i.e. less affected by quantisation error). The
good performance of ORB given the poor performance of FAST which it is based on
suggests that the orientation extension may be responsible for the improved performance.
Alternatively, ORB may contain a superior mechanism for ranking feature strength than
FAST, allowing more of the strong features to be retained when only low feature counts
are considered.
The performance of detectors varied considerably between environments (as shown in
Appendix B), although the SURF [14] detector was most consistently one of the best
performers. The performance of the FAST [150] and Star [2] detectors was good in high
SNR environments, but tended to be particularly poor when SNR was low.
6.4.4 Transformations Evaluation
Two transformations of specific interest are the accumulation of NU noise on the thermal-
infrared sensor, and the change in appearance associated with the passage of time through-
out the day. These will be the only transformations discussed in the main body of the
thesis, however, additional evaluation results relating to other transformations can be
found in Appendix B.
Figure 6.6 shows the results for handling the accumulation of NU noise. The performance
of all detectors degraded significantly as noise levels increased, and most at similar rates.
The exception was the ORB detector which was unable to detect a sufficient number
of features for analysis after approximately 2 minutes of NU noise accumulation. This is
perhaps because the limited number of pixel samples that ORB uses to identify a potential
feature makes it more vulnerable to a low SNR than other detectors.
Within-level performance of detectors degraded only slightly with more noise, but again
the ORB detector was unable to operate effectively under these higher levels of noise.
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(a) Base-referenced repeatability.
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Figure 6.6: NU noise repeatability. These results were for the “Office” environment.
Figure 6.7 illustrates how the detectors operate throughout different times of the day. All
detectors were found to follow a similar pattern in terms of their performance. In matching
between times, repeatability dropped as the interval between the times increased. For the
problem of matching features within a single time, the times with good sunlight (between
11am and 3pm) achieved the best results, while the poorest results were achieved at sunset
(around 6pm). This is perhaps related to what has been termed the “thermal crossover”
phenomenon [51] which describes the times of day when objects in a scene exhibit minimal
thermal contrast. This demonstrates that while thermal-infrared images may be more
robust to lighting changes than visible spectrum images, the problem of matching features
between different times of day is by no means trivial in this modality.
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Figure 6.7: Passage of time repeatability. These results were for the “Balcony” environ-
ment.
From the process of evaluation, it was noted that sensitivity thresholds must be much more
lenient in the thermal modality to achieve similar feature counts. However, repeatability
was comparable to the visible modality for fairly low feature counts.
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Additional analyses showed that the repeatability of the evaluated detectors between
modalities is barely better than the random selection of feature locations and scales. De-
tectors limited to lower scales showed more potential, but performance was still unlikely
to be sufficient for any practical applications.
6.5 Feature Descriptor Evaluation
An investigation into feature descriptor performance in thermal-infrared is again justified
by the requirements of the two methods proposed in Chapter 7. In particular, descriptor
algorithms need to be implemented in real-time in the event of a NUC operation which can
disrupt feature tracking, and for attempting to close loops as a large topological map is
formed. This section offers a contribution in the form of a descriptor evaluation that seeks
to determine how popular feature description algorithms perform in the thermal-infrared
modality.
6.5.1 Descriptors
Six descriptors were selected for the evaluation, both on the basis of popularity, and on
representing a variety of different approaches:
− SIFT [108]
− SURF [14]
− Binary robust independent elementary features (Brief) [26]
− PCA-SIFT [85]
− Shape Context [17]
− Gradient Location and Orientation Histogram (GLOH) [118]
SIFT descriptors [108] represent binned histograms of gradient locations and orientations
over the feature patch, with orientations weighted by the gradient magnitude.
The SURF descriptor [14] is largely inspired by the SIFT descriptor but its implementation
uses more computationally efficient (but approximating) techniques such as integral images
and 2D Haar wavelets.
Brief descriptors [26] are very efficiently calculated by performing a set of simple intensity
difference tests on locations within the image feature, and then producing a binary string
for fast matching.
The PCA-SIFT descriptor extractor [85] applies PCA to SIFT descriptors to reduce their
dimensionality for improved speed and potentially robustness.
Shape Context [17] is almost identical to SIFT except that all orientations are weighted
equally.
GLOH [118] is an extension to SIFT which uses a different location grid and utilises PCA
to reduce the dimensionality of the descriptor.
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6.5.2 Methodology
Similar to the detector evaluation, the descriptor evaluation has been divided into two
parts: the profiling evaluation and the transformations evaluation. The profiling evalua-
tion looks at the entire precision-recall curve for each descriptor and each modality under
ideal conditions. The transformation evaluation explores the robustness to more severe
transformations for a fixed sensitivity, and is again structured similarly to that outlined
in Subsection 6.4.2.
For each image pair and descriptor, a precision recall curve was calculated through the
following process:
1. A matching matrix was calculated which recorded the Euclidean distance between
each pair of the descriptors for the strongest 300 features in each image.
2. The strongest 2-way match was recorded, and the corresponding features “deacti-
vated” and so on until all features were exhausted.
3. Precision and recall were calculated as successively weaker matches were considered.
Where a single value characterising descriptor performance is desired, the Precision-Recall
(PR)-Score is defined as the value for the precision-recall curve at which precision and
recall are equal. This metric can be seen as similar to the Equal Error Rate (EER) metric
commonly used in evaluations of biometric systems.
6.5.3 Profiling Investigation
Under ideal conditions as shown in Figure 6.8, the evaluated descriptors perform signifi-
cantly better in the visible modality than in the thermal-infrared modality. The ranking
of descriptors is almost identical between modalities, with the exception of PCA-SIFT
achieving a slight advantage over GLOH in thermal-infrared, and Shape-context dropping
to the performance level of SURF in this modality.
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Figure 6.8: Descriptor profiling summary. The relationship between precision and recall
has been averaged across all environments for each descriptor.
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6.5.4 Transformations Investigation
Performance under the accumulation of NU noise is shown in Figure 6.9. The perfor-
mance of all descriptors decays at an approximately linear rate. The Brief and PCA-SIFT
descriptors appear to be the most invariant to this form of noise.
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Figure 6.9: Descriptor performance under NU noise.
Figure 6.10 shows descriptor performance under the effect of the passage of time. Most
descriptors demonstrate a similar pattern in terms of robustness throughout the day, with
matching during certain times being more difficult than others. Also, certain pairs of
times appear easier to achieve matches between than others, and these times are not
necessarily adjacent. For example, all descriptors perform significantly better matching
between 9.00am and 7.00pm than between 9.00am and 10.00am. This could be because
at certain times of day the different thermal properties of objects result in edges being
better defined than at other times. However it should be noted that the poor detector
repeatability across different times means that even with good descriptor performance,
often only a small number of features will be able to be matched.
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Figure 6.10: Descriptor performance under the passage of time.
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To illustrate the difficulty of the problem of feature matching over time, Figure 6.11 shows
the small number of matches that were able to be achieved in the same environment over
a 3 hour period in thermal-infrared.
Figure 6.11: Example of weak matching over time. Matched points using the SURF de-
tector and SIFT descriptor between 9.00am and 12.00pm in the thermal-infrared modality
are shown.
6.6 Proposed Feature-matching Method
A novel matching method is proposed to improve on standard match-ranking techniques.
This algorithm can enhance the robustness of the NUC recovery mechanism implemented
in the feature tracking pipeline (Section 6.7).
In general, the metrics of either Nearest Neighbor Distance (NND) or Nearest Neighbor
Distance Ratio (NNDR) are used to rank matches in terms of likelihood. The proposed
approach uses Linear Discriminant Analysis (LDA) to determine an optimal weighting
to combine both NND and NNDR. This technique is shown to significantly outperform
conventional approaches for cases where 1-1 matching is desired.
6.6.1 Implementation
The two common metrics for ranking and selecting the most likely feature matches based
on descriptor distance are NND and NNDR. An effective ranking scheme aims to separate
correct and incorrect matches, resulting in a more favourable precision-recall curve. The
proposed approach ranks matches more effectively by considering both the NND and
NNDR variables simultaneously. An implementation of LDA using a Support Vector
Machine (SVM) is proposed which assigns a new score to each candidate match through
a weighted combination of NND and NNDR.
For the proposed approach, all possible pairs of features between image pairs were con-
sidered in 5 of the 9 datasets. A linear-SVM classifier was then trained after using the
ground-truth homographies to classify all feature pairs as true or false matches. Fig-
ure 6.12 shows an example of the distribution of both correct and incorrect matches in
NND-NNDR space for the training set.
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Figure 6.12: Distribution of matches in match-distance space. Correct (blue) matches
tend to have low NND and low NNDR values. The line represents the decision boundary
determined by an SVM.
The new score was then defined as the perpendicular distance to this line, normalised to
have a minimum value of zero, and can be implemented as a linear combination of the
NND and NNDR scores as shown in (6.8).
dLDA = dNND − dNNDR
grad
(6.8)
6.6.2 Evaluation
To demonstrate the effectiveness of the LDA-based ranking, the evaluation was performed
on visible images across the remaining 4 datasets, using the SURF descriptor and all three
alternatives (NND, NNDR and LDA).
Figure 6.13 clearly demonstrates that the LDA approach is able to effectively harness the
complementary information of both the NND and NNDR metrics to more effectively rank
the matches. Although results are very good, it should be noted that in several applications
NNDR cannot be used and therefore the LDA approach also cannot be employed. These
applications are chiefly where 1-many or many-many feature matches are permitted, such
as is the case in many image retrieval or classification tasks. However, the potential exists
for an alternative to NNDR to be used in these cases, which attempts to measure the
distinctiveness of the match rather than simply the strength, as NND does.
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Figure 6.13: Match-ranking precision recall. The matching performance achieved by the
three alternative match-ranking schemes is shown.
6.7 Proposed Feature Tracking Approach
A reliable feature tracking system that can function effectively on thermal-infrared video
footage is a critical component for a monocular geometric SLAM system such as the
one proposed in Section 7.3. Empirical testing found that existing available local feature
tracking systems (also known as sparse optical flow systems) were unable to perform
reliably on thermal-infrared images. Using knowledge gained from the feature detector
and descriptor evaluations, a novel feature tracking algorithm was developed explicitly for
good performance in the thermal-infrared modality.46
One specific characteristic of thermal-infrared data that is unaccommodated for in existing
feature tracking systems is the periodic delay in operation known as a NUC, which is
discussed in Subsection 2.2.3. These delays can freeze the camera output for longer than
one second, causing tracking problems if the camera is still in motion. The proposed
algorithm includes a special mechanism for handling these interruptions.
6.7.1 Outline
The proposed feature tracking system has been implemented within the ROS framework
using a combination of open source libraries such as OpenCV. It has been implemented as
a node which subscribes to timestamped image data, and outputs a collection of indexed
tracked features. The feature tracking node retrieves frames from the camera driver at
the maximum rate, and follows the process shown in Figure 6.14.
The process is largely similar to conventional feature tracking systems such as [89], with
the main exception of some checks designed to help handle NUC operations. The four
checks involve determining the following:
46This method was first presented as part of a conference paper [200].
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Figure 6.14: Flow chart of the feature tracking node. The system has two states: regular
processing, and NUC handling. The NUC handling state is entered if a duplicate frame
is received, and exited after the first new frame is received and optical flow is able to be
performed.
1. Is the received frame new?
2. Has there been a sufficient delay since the last new frame to suggest that a NUC is
occurring?
3. Is the new frame the first one to arrive after a NUC?
4. Do conditions warrant a new feature detection procedure?
These checks help determine the state of the system in terms of identifying if and when a
NUC has commenced or completed, so that the recovery mechanism outlined in Subsection
6.7.3 can be triggered appropriately.
6.7.2 Detection
The proposed system requires the specification of one or more feature detectors (such as
GFTT [169] or FAST [150]) as well as a minimum acceptable response for each detector
and a maximum desired number of tracks (Nd).
At launch, the first detector is run with the strongest acceptable features retained up
to a maximum of Nd features . For each subsequent detector, only up to the strongest
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Nd acceptable features which are sufficiently separated (at least 5 pixels) from those al-
ready detected in the frame are retained and included in the tracking phase. This avoids
redundant features which can over-emphasise certain regions and slow down the system.
For all newly detected features, the position of the feature is sub-pixel optimised by iter-
ating to the radial saddle point. This refinement attempts to find the location q such that
the expression in (6.9) is minimised for set of points pi in the immediate neighbourhood
of q.
i = DIpi · (q − pi) (6.9)
Here, DIpi is the image gradient at one of the points pi.
Figure 6.15 shows an example of features tracked in a thermal-infrared video over several
frames.
The two major conditions which call for the detector(s) to be run again are:
1. A low number of active tracks exists for a detector.
2. A specified amount of time has elapsed between detections.
Figure 6.15: Example of feature tracking. Features shown have been tracked across 5
frames in sequence (1). Red features were detected with GFTT [169] and blue features
with FAST [150].
The threshold for the number of tracks is defined as 80% of the number of features retained
for that detector after the previous detection. Each time a redetection is performed, only
the strongest acceptable features from each detector are added to the active tracks, without
the number of tracks for each detector exceeding Nd. Again, newly detected features are
not considered if they are localised to within 5 pixels of an existing tracked feature (of any
detector).
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6.7.3 Tracking
For each new image, a sparse iterative version of the Lucas-Kanade optical flow algorithm
[22], as implemented by OpenCV is used.47 For consecutive images, an assumption of
constant luminosity is generally valid, however when there is significant difference between
the two images, the first image can simply be histogram-normalised to match the second.
In normal cases, the initial estimates for the next locations of the tracked features are
simply their positions in the previous frame.
The problem of NUC operations can be anticipated by checking for a long delay since the
most recent unique frame. When this occurs, regular tracking is temporarily suspended,
and SURF [14] features (with descriptors) are extracted from the last unique frame. Im-
mediately after the first new frame arrives, another set of SURF features are extracted
and matching is performed between the two images on either side of the NUC operation.
A homography H is then estimated to model the motion between the two frames. The
first image is spatially warped together with its associated features to register it with the
second image. This is done through the relationship shown in (6.10).
x′ =

u′
v′
1
 =

h11 h12 h13
h21 h22 h23
h31 h32 h33


u
v
1
 = Hx (6.10)
Here, x′ represents the new coordinates of the pixel or feature after warping, while x
represents the original coordinates.
The histogram of this new warped image is then expanded and shifted in order to closely
match that of the second image. The conventional Lucas-Kanade optical flow algorithm
[22] is then used between this warped image and the new image, using the warped coor-
dinates as the initial estimates for the new feature locations.
The effectiveness of this approach relies on the assumption that a homography is suf-
ficiently accurate in modelling the camera motion over the NUC operation to provide
reasonable estimates of new feature locations. Empirical testing found this to be a valid
assumption in normal circumstances. The optical flow algorithm is generally capable of
accommodating for the small effects of the 3D structure that invalidate the assumption of
a pure homography relationship. However, more sophisticated methods may need to be
employed if the motion of the camera throughout the NUC process is severe.
6.8 Summary
In Section 6.1 a background into local features was provided, which explored the concepts
of detection, description and matching. A literature review into popular algorithms and
evaluation frameworks was then presented in Section 6.2.
47http://opencv.org/
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Following this, a comprehensive thermal-infrared and visible modality image dataset was
proposed in Section 6.3. The dataset was used to achieve some interesting insights into
algorithm performance in the thermal-infrared modality through extensive investigations
into feature detector and descriptor performance, presented in Sections 6.4 and 6.5 respec-
tively. Much of this work was published in an Australasian computer vision conference:
DICTA [193].
Next, a novel method for improving feature matching results between images by utilising
both the NND and NNDR was proposed in Section 6.6. The effectiveness of this method
is not limited to the thermal-infrared modality.
Finally, a local feature tracking (sparse optical flow) pipeline for the thermal-infrared
modality was presented in Section 6.7. This pipeline included a novel interruption handling
method which was proposed to deal with the NUC procedure unique to thermal-infrared
cameras. The proposed algorithm formed part of the front-end for the monocular SLAM
approach presented in Section 7.3 and published at ICARCV [200].
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Chapter 7
Video-based Localisation
Video-based localisation refers to the estimation of the position and orientation of a camera
based on incoming sensor images. In the context of this thesis, the 6DOF pose in 3D space
is of interest. In this chapter, an algorithm capable of achieving relative pose estimates
using only thermal-infrared video footage is proposed, which includes a novel initialisation
method. A novel approach for loop closure which utilises both thermal-infrared and visible
spectrum data is also proposed.
Algorithms such as those proposed are particularly invaluable in the field of robotics
where they may be used for navigation and mapping purposes, for air, land and sea-
based platforms. This is particularly because of the robustness of thermal-infrared video
to lighting variation, lack of lighting, smoke, dust and fog, that gives this modality an
advantage over the convention of using visible spectrum cameras [46, 15]. In the context
of a handheld 3D mapping system such as that proposed in this thesis (outlined in Chapter
3), an estimate of the 3D pose of the device throughout the video sequence is critical for
performing accurate 3D reconstruction of the environment, and subsequently accurately
mapping temperatures onto the model.
The structure of this chapter is as follows. First, a background into the two major forms
of SLAM is provided in Section 7.1. Second, the literature in areas relevant to the problem
of localisation using thermal-infrared imagery is reviewed in Section 7.2.
Third, a solution to the specific problem of geometric localisation in the thermal-infrared
modality is proposed in Section 7.3. This solution was presented at the international
robotics conference ICARCV and an extension of the work in the form of a journal article
was requested by the organisers [200].
Fourth, a method for using thermal-infrared and colour imagery simultaneously to per-
form loop closure is proposed in Section 7.4 along with a new dataset. This work has
been published and won best paper at the “Beyond laser and vision” workshop at the
international conference RSS [111].
Finally, a chapter summary is provided in Section 7.5.
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The methods presented in this chapter are heavily dependent on the materials presented
in Chapter 6, and as a result this is recommended reading.
7.1 Background
Localisation in the context of a 3D mapping system is the problem of determining the
location and orientation of the sensor with respect to some form of reference. This reference
can simply be a coordinate system where the first pose of the sensor in the sequence defines
the origin, and in many cases the scale may be arbitrary. Such is the case for the work
outlined in this chapter.
SLAM refers to the process of determining one’s location based on sensory data, whilst at
the same time enhancing an understanding of the environment by building a map. SLAM
can be performed using a range of different sensing modalities including vision, sonar
and lasers. It has been demonstrated to be an effective approach for achieving accurate
estimates of pose in unknown environments. Two main types of SLAM are explored in
this section: geometric and topological.
Geometric SLAM (Subsection 7.1.1) is concerned with determining the precise 3D geome-
try between poses throughout a data sequence. In the case of computer vision, these poses
will correspond to that of the camera for captured images. Geometric SLAM enables an
accurate path of the sensory platform through 3D space to be determined. However, it
is often computationally expensive and so may not be the ideal solution for a number of
localisation and mapping tasks.
Topological SLAM (Subsection 7.1.2) aims to determine more abstract relationships be-
tween sensor poses, rather than a knowledge of the precise 3D geometry. A topological
map is built where the rough proximity of poses is determined, so that whether two poses
neighbour one another or not can be known. New sensory inputs are processed to de-
termine if they represent an existing location, or a new location which can be used to
augment the topological map. Research progress in the area of topological SLAM can
often be beneficial to geometric SLAM, as the identification of previously visited locations
can greatly assist in the problem of loop closure, which is discussed more in Subsection
7.1.2.
7.1.1 Geometric SLAM
In the context of computer vision, geometric SLAM can be thought of as a constrained
version of the classic problem of SfM. For SfM, two or more images are analysed, the
geometric relationship between the views is estimated, and a sparse representation of
physical 3D surfaces captured by these views is produced. The views could be from the
same imaging device that has moved in space over time, from multiple imaging devices, or
from any combination of the two. For this thesis, the monocular (single-camera) SLAM
problem that is tackled provides ordered (consecutive) views from a single moving thermal-
infrared camera, and a major constraint is that the implementation must be able to perform
in real-time.
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In order to estimate the geometric relationship between multiple video frames, what is
known as the correspondence problem must first be solved. The correspondence problem
refers to finding and matching points or regions within multiple images that represent the
same location in 3D space, and is explored in detail in Chapter 6. When possible, feature
tracking is the preferred method for finding correspondences, however, in many cases the
requirement of the more computationally demanding and less accurate process of feature
matching may be unavoidable.
For a selection of frames where a sufficient number of common features have been deter-
mined, the process of determining the geometric relationship between these frames can
begin. This involves optimising a geometric transform that most accurately explains the
change in position of features throughout the subsequence.
Typically, SLAM systems will include an initialisation procedure in which a starting es-
timate of the geometry of the scene is made using a short sequence of frames [89]. In
many cases the operator may be requested to deliberately impart a particular motion on
the sensor in order to assist the initialisation. If this estimate is then made successfully,
further observations of features in images taken from successive viewpoints can be used to
optimise and extend the model. Approaches such as bundle adjustment [187] can be used
as a tool for improving the accuracy of the highly non-linear model.
Geometric SLAM using computer vision has largely been achieved for simple, ideal prob-
lems. However, achieving accuracy and stability while facing the following challenges still
presents plenty of opportunity for novel research [192]:
− non-rigid structures
− multiple moving bodies
− low-resolution footage
− high data volumes
− non-visible (e.g. thermal-infrared) imagery
− complex environments
− high levels of noise
This chapter will be principally concerned with addressing the challenges associated with
non-visible imagery, and in particular, thermal-infrared. As a result of the properties of
thermal-infrared imagery, it will also address the challenges of low-resolution footage and
high levels of noise.
7.1.2 Topological SLAM
For the long-term operation of vision-based localisation systems, and in cases where the
same location is revisited from different directions, an ability to determine when a pre-
viously visited location has been encountered is crucial. This enables loops to be closed,
re-traversals to be identified and topological maps to be generated. For the geometric
SLAM case, loop closure in particular is critical for reducing the accumulation of localisa-
tion error or “drift” that occurs as the distance travelled from the starting point increases.
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Unfortunately, as the number of new images acquired grows, due to computational limita-
tions it quickly becomes impractical to attempt to match features in a new image to every
previously captured image, in order to identify already visited locations (loop closures).
Retaining only keyframes for checking may alleviate this somewhat, however, the feature
matching process itself is time-consuming and even attempting matching with only a few
candidate frames may cause unacceptable delays in a real-time system.
Topological SLAM solutions are far less computationally expensive than Geometric SLAM
solutions, given that they characterise visited locations with efficient representations that
can be quickly compared as new sensory input is acquired. These representations have a
drastically reduced dimensionality compared with the original images, and do not contain
enough information for geometric reconstruction. However, they are designed to preserve
the uniqueness of the location in order to enable new data to be matched to existing
locations.
Because of this computational efficiency, a topological approach can be used in conjuction
with a geometric SLAM implementation to assist in the closure of loops. The geometric
approach can then efficiently utilise rough knowledge of a spatial link (a loop closure) in
order to prioritise its feature matching procedure, rather than having to check a larger
number of pairs of frames for potential geometric links. Overall geometry estimates can
then be more accurate because they consider spatial connections between frames that may
not be able to be determined through tracked features alone.
7.2 Literature Review
Very little previous work regarding SLAM with thermal-infrared video was found in the
literature. In fact, no specific works tackling this problem were found at all, however, some
research was encountered which presented findings that may be relevant to the problem.
As a result, this literature review will mainly focus on techniques used for conventional
visible spectrum imagery.
7.2.1 Monocular SLAM
The key challenges in achieving accurate geometric SLAM from video footage from a single
camera have been well documented and include ambiguities, drift and real-time constraints
[178]. Many two-frame ambiguities become worse when the variation in viewpoints be-
tween frames is small. Although less of a problem with large sequences that contain more
physical motion, this ambiguity can still cause instability, particularly if the camera is
static for a period of time.
Drift is the process in which small approximations to point locations accumulate to create
large errors in long video sequences. In monocular SLAM, no positions of points are known
absolutely, and so all errors are relative [124]. A classic outcome of the drift problem is
when a model of a four-wall room is left with a gap between two walls after a 360 degree
rotation of the camera [141]. Loop closure methods, such as those discussed in Subsection
7.2.2, may provide some relief from this problem.
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In 2009, the effectiveness of several techniques for SLAM, including those utilising EKFs
were explored [180, 50]. EKF-based approaches were assessed to be superior to conven-
tional approaches in terms of accuracy, but inferior in terms of processing efficiency. A
method using Sparse Extended Information Filters (SEIFs), and based on RANSAC was
proposed [180] which achieves similar results to EKF but with higher scalability, making
it able to be applied to higher resolution imagery with a reduced increase in required
computing time. It is suggested that this is an appropriate method for online SLAM
implementations where approaches such as bundle adjustment are infeasible.
The nature of a geometric SLAM implementation means that when processing time is
available, existing pose estimates may be refined as more tracking data arrives, or as
a stronger physical understanding of the environment is achieved [50]. Such refinement
techniques include bundle adjustment - a process which attempts to jointly optimise 3D
structure and viewing parameter estimates [187]. It has been argued that with modern
computing hardware it is now feasible to do a significant amount of bundle adjustment
every time a new frame is added, even with real-time constraints [47].
Parallel Tracking And Mapping (PTAM) is an algorithm proposed for estimating camera
pose in real-time in an unknown scene [89]. In this method, the tasks of tracking visual
features and performing 3D mapping are separated so that they can be processed on
parallel threads on a dual-core computer. This allows batch optimisation techniques,
which are generally too computationally expensive to run in real-time, to be used in
the system. The 5-Point algorithm is used to initialise a map from a user-guided pair
of keyframes [101]. As new frames are processed, they are categorised as keyframes or
non-keyframes, and used to add new features or update data associations.
Keyframe selection in PTAM uses the Geometric Robust Information Criterion (GRIC)
method [185] shown in (7.1).
GRIC =
∑
ρ
(
e2i
)
+ λ1dn+ λ2k (7.1)
Here the constraint k represents the number of parameters in the model, while d is the
dimension of the constraint. n is the number of points used, and λ1 and λ2 are penalty
weights. Conventionally, λ1 is assigned a value of between 1 and 2 while the value of λ2
must be larger than 2. ei is the reprojection error associated with the ith reconstructed
point [87]. The robust error function ρ
(
e2i
)
is defined in (7.2).
ρ
(
e2
)
= min
(
e2
σ2
, λ3(r − d)
)
(7.2)
Here, σ is the standard deviation of the error on each coordinate, and (r − d) is the
codimension. The value of the additional parameter λ3 is generally chosen to be 2.
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Visual SLAM (VSLAM) is a practical software implementation that implements a SLAM
solution on monocular video data.48 It continuously employs a Sparse Bundle Adjustment
(SBA) method in order to optimise the estimates of camera pose throughout the sequence.
This form of bundle adjustment implements a tailored sparse variant of the Levenberg-
Marquardt (LM) algorithm, which makes it significantly more computationally efficient
than previous forms.49
Unfortunately, during testing as part of this thesis, neither PTAM nor VSLAM were
able to perform effectively on thermal-infrared video. The failure of these algorithms was
unsurprising given that they were designed for performance in the visible spectrum only
and therefore unprepared for the unique challenges of this alternative modality. Algorithm
breakdown was determined to be likely due to a combination of a number of dependencies
that are difficult to satisfy in thermal-infrared [61]:
(a) Very accurate calibration results
(b) Dense and well-distributed local feature tracking information
(c) Uninterrupted data streaming
Dependency (a) relates to the sensitivity of the 3D geometry calculations in these localisa-
tion algorithms to slight errors in intrinsic calibration. While achieving calibration results
in thermal-infrared that are as accurate as for conventional cameras may often not be fea-
sible due to the quality of the sensors and the nature of the imagery, the solution proposed
in Section 4.3 has been demonstrated to achieve good calibration results which should be
sufficient for monocular SLAM.
For dependency (b), the limited resolution, low SNR and lack of high frequency infor-
mation are often unavoidable properties of thermal-infrared images due to the nature of
the sensors. However, while obtaining good local feature tracking performance from these
images may be more difficult than with conventional imagery, adjustments to sensitivity
thresholds and other design decisions may enable a local feature tracking pipeline (such
as in Section 6.7) to perform adequately.
What is potentially more problematic is the clustered spatial distribution of texture in
thermal-infrared images, which is due to the nature of typical environments. In such envi-
ronments, it is mainly only objects which are powered, metabolising or have undergone a
non-uniform exposure to thermal radiation that produce good textures for feature track-
ing. In most environments, there may only be a few of these objects in view at any one
time, and they are rarely distributed well over the camera’s field of view. This poses chal-
lenges for accurately initialising structure, particularly when the features lie on a planar
surface such is common in many machines and man-made surfaces.
With regard to dependency (c), interruptions to data streaming as a mechanism to limit the
accumulation of NU noise (discussed in Section 2.2) are again an unavoidable characteristic
48http://www.ros.org/wiki/vslam
49http://users.ics.forth.gr/~lourakis/sba/
130
of thermal-infrared cameras. However, the solution proposed in Section 6.7 has been
demonstrated to solve this problem.
7.2.2 Loop Closure
The Fast, Appearance-Based MAPping (FAB-MAP) algorithm can be used to determine
loop closure events based on the set of features detected in each image [36]. Each image
is converted into a visual bag-of-words representation using these features, as described in
[174]. Using FAB-MAP, it is necessary to create a database of common features from a
set of training data in a similar environment to the test environment prior to performing
localisation [36]. Every feature extracted from every image is converted to the closest visual
“word”, reducing each image to a binary vector Zk of which visual words are present in
the image, as shown in (7.3).
Zk =
{
z1 z2 ... zn
}
(7.3)
Each unique location Lk is represented by the probability that the object ei (that creates
observation zi) is present in the scene, as shown in (7.4).
Lk =
{
P(e1 = 1|Lk) P(e2 = 1|Lk) ... P(en = 1|Lk)
}
(7.4)
The probability of a new image coming from the same location as a previous image is
estimated using recursive Bayes, shown in (7.5).
P(Li|Zk) = P(Zk|Li,Z
k−1)P(Li|Zk−1)
P(Zk|Zk−1) (7.5)
Here Zk−1 is a collection of previous observations up to time k.
The prior probability of matching a location P (Li|Zk−1) is estimated using a naive motion
model. The observation likelihood P (Zk|Li,Zk−1) is assumed to be independent from all
past observations and is calculated using a Chow Liu approximation [32]. The Chow
Liu tree is constructed once as an offline process based on training data. Observation
likelihoods are approximated using the Chow Liu tree as shown in (7.6).
P(Zk|Li) ≈ P(zr|Li)
n∏
q=1
P(zq|zpq , Li) (7.6)
Here r is the root node of the Chow Liu tree and pq is the parent of node q.
The observation likelihood is the crucial component for determining the match between
two individual images; it incorporates the features present in both images along with the
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Chow-Liu environment model to calculate the likelihood that both images represent the
same location.
For FAB-MAP to correctly recognise locations there must be some overlap in visual words
between images. Aside from special cases where the Chow-Liu tree captures sufficient
feature co-occurrance information to match images containing no common words, the recall
performance of FAB-MAP is generally enhanced by increasing the number of common
visual words between images.
7.2.3 Alternative Localisation Techniques
In the context of the proposed handheld 3D mapping system (Chapter 3), several sensors
are available which may be useful for localisation of the device. While monocular SLAM
applied to the thermal-infrared video was discussed previously in this current section, other
alternatives were also considered. These alternative methods both involved the generation
of secondary depth maps (range images) which may be registered using a similar approach
to that used for the depth maps captured from the range sensor itself (discussed in Section
8.2).
The first alternative considered was to perform SLAM using depth images from two adja-
cent (stereo) thermal-infrared cameras. In fact, dense depth maps from a thermal-infrared
stereo pair have indeed been achieved in the past [61]. However, the cost of a second
thermal-infrared camera which must be integrated into the capture device was considered
prohibitive. In addition, existing methods for achieving dense depth from thermal-infrared
stereo images have not been able to achieve real-time performance.
A second alternative is to attempt to achieve sparse depth results from a stereo camera
setup where each camera operates in a different modality. For example, the proposed
device contains a single RGB and a single thermal-infrared camera mounted in close prox-
imity. Stereo matching has been achieved in the past for a configuration similar to this
[12]. Although this has not been investigated in detail, robust localisation may not be
able to be achieved using depth results from this approach, because of the sparsity of the
range images. In addition, the dependence on the colour camera means that range images
could not even be generated under low-light conditions, because there must be significant
texture in both modalities in order to perform stereo matching.
7.3 Proposed Sparse Monocular SLAM Algorithm
This section outlines a proposed monocular SLAM system designed for operation on
thermal-infrared video.50 There are two principal advantages of a thermal-infrared so-
lution for geometric slam over a conventional visible spectrum approach. First, such a
system has the potential to be significantly more robust to changing environmental condi-
tions such as shadows, the switching on and off of lights, and the natural day-night cycle of
the sun, as well as challenges such as fog, dust and smoke [46, 15]. Second, environments
which lack texture in the visible spectrum and are therefore challenging or impossible
50This work has been presented at a conference [200]
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for conventional systems may not necessarily lack such texture in the thermal-infrared
modality.
These advantages mean that a thermal-infrared SLAM system can have utility both on its
own as an independent localisation system, and also as a means to enhance the accuracy
of another form of localisation. In fact, this form of sensor fusion (albeit between RGB-
and depth-based SLAM systems) has been demonstrated by several works in the literature
[86, 136, 208].
None of the existing SLAM systems available to the computer vision and robotics com-
munities that were tested in the authors’ experiments were able to perform effectively in
thermal-infrared. The core innovations of this work seek to adapt techniques used in mod-
ern visible spectrum SLAM algorithms to be effective in this challenging modality. The
approach is inspired by the PTAM [89] and VSLAM implementations which demonstrated
good results on visible spectrum data.51
The proposed method takes as input the 2D image locations of tracked features throughout
a video sequence. A solution to this 2D feature tracking problem is presented in Section
6.7. Multiple feature trackers may be implemented simultaneously in order to obtain more
numerous feature paths.
Achieving stable initialisation and triangulation in thermal-infrared proved to be more
difficult than in the visible spectrum because of the nature of the local features in terms
of their density, stability and spatial distribution. The key novelty of the proposed system
is a normalised-product keyframe scoring algorithm for selecting keyframes for structure
initialisation.
First, the basic outline of the system is provided in Subsection 7.3.1. Second, details
of the implementation of the proposed structure initialisation algorithm are presented in
Subsection 7.3.2. Third, details of the methods used to ensure the continuous operation
of the system after a successful initialisation are provided in Subsection 7.3.3.
Finally, the system is evaluated in Subsection 7.3.4. This evaluation includes an analysis
of processing time, initialisation performance and ongoing stability.
The system has been implemented in ROS52 and code is available online.53
7.3.1 Outline
The proposed SLAM system continually polls the feature tracking node (Section 6.7)
in order to receive tracked feature information. It uses this information to perform 3D
structure initialisation, pose estimation and online bundle adjustment. The procedure is
outlined in Figure 7.1. Each “Handle-Frame” box represents the SLAM system receiving
updated tracked feature information for a new image.
To summarise, each time an update is received from the feature tracking node, the system
checks if the frame is sufficiently connected to any existing structure. If not, it waits until
51http://ros.org/wiki/vslam
52http://www.ros.org/wiki/
53http://code.google.com/p/thermalvis-ros-pkg/
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Figure 7.1: The processes of the proposed SLAM node. If the frame can be connected
to the existing model, then it is incorporated into a process of triangulation and bundle-
adjustment. If not, then more frames are processed in order to re-initialise the model.
it receives a second frame, before attempting initialisation which continues as more frames
arrive. If an existing structure exists, the system attempts to triangulate any new points
that occur in sufficiently well-distributed views, before estimating the current pose and
adjusting a subset of the sequence in a single bundle-adjustment routine.
7.3.2 Initialisation
When there is no established 3D structure in the system, a novel approach for selecting
good keyframes for intialising the structure is used. The approach involves testing pairs
of keyframes and assigning a keyframe score k dependent on a number of factors. As soon
as a pair of frames that achieve a score above a specified threshold is found, both frames
are selected and are used for obtaining an initial estimate of scene geometry.
The keyframe score k is obtained by normalising a number of metrics to the range 0 to 1,
and combining them in the formula shown in (7.7).
k = n
√√√√ n∏
i=1
Si (7.7)
Here n metrics are used, and Si is the normalised ith metric. The five metrics used in the
proposed keyframe selection approach were:
− GRIC ratio
− Convergence error
− Proportion of points in front of cameras
− Translation score
− Angle
To calculate the metrics, the standard approach of calculating the Fundamental matrix
based on tracked points, decomposing it into four possible transforms and selecting the best
(most feasible) one was used [63]. The GRIC ratio was defined as F-matrix based GRIC
(F-GRIC) divided by H-matrix based GRIC (H-GRIC), as explained in [185]. When the
F-GRIC score is lower, this suggests the desirable condition of having more 3D structure
to the cameras’ relative poses, rather than just simple rotation. The convergence error
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was then calculated by using sparse bundle adjustment for 10 iterations.54 The bundle-
adjusted camera poses were then used to calculate the points-in-front, translation and
angle scores. The translation score was defined as the sum of the absolute translations in
X and Y divided by the absolute translation in Z. This metric was chosen to help measure
the degree of lateral motion of the cameras relative to each other, rather than straight
forwards or backwards motion. The angle was simply the angle in degrees between the
faced directions of each camera.
An asymmetric Gaussian distribution was used to normalise each metric s, with a nor-
malised score of 1 representing the best possible value for the metric, and a score of 0
the worst. The asymmetric Gaussian mapping S(s) is simply defined by two Gaussian
functions centred at the same mean (representing the ideal value for that metric), where
each distribution is activated only for either values below or above the mean, and is shown
in (7.8) [83].
S(s) = H(−µ)N(s, µ, σL) + H(µ)N(s, µ, σH) (7.8)
Here H(µ) is the Heaviside step function and N(s, µ, σ) is a normal distribution with a
peak of 1.0 centred at µ and with a variance of σ.
A total of approximately 640 trials using 5 different training sequences were used to es-
timate the parameters of these asymmetric Gaussian mappings, by recording the values
for each metric corresponding to each pair of frames that generated correct initialisations.
For each metric, the value µ (representing the ideal value) was calculated simply as the
mean of the results corresponding to correct initialisations. This was with the exception
of the “points in front” score, for which µ was assumed to be 1.00 (the case where all re-
constructed points were in front of both cameras). Table 7.1 shows the learned parameters
for the models used to calculate the normalised scores for each metric.
Table 7.1: Ideal keyframe-pair model parameters. For each metric, the mean (ideal) score
is shown, along with upper and lower standard deviations. These parameters are used to
determine a score for each metric, and each of these scores are combined to determine the
overall keyframe score.
Metric µ σL σH
Convergence 1.67 1.25 4.34
GRIC ratio 1.32 0.18 0.10
Points in front 1.00 0.08 -
Translation score 27.3 13.6 35.7
Angle 8.64 2.67 9.70
A minimum k value of 0.75 was used for the proposed system. This was found to avoid
degenerate conditions in most cases. However for particularly difficult environments such
as those with low or poorly distributed textural content this may be too strict. In these
54http://www.ros.org/wiki/sba
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cases a lower threshold may be needed for any chance of successfully initialising the system,
though this is likely to result in a lower overall success rate.
Once a valid pair of keyframes has been selected to initialise structure it is further opti-
mised using sparse bundle adjustment. Using the now triangulated and refined 3D loca-
tions of points tracked between the two keyframes, a RANSAC-based Perspective n-Point
(PnP) estimation is performed to estimate all of the intermediate poses. Bundle ad-
justment is then performed over this entire sequence. The structure is now considered
“initialised” and the algorithm is ready to move into continuous operation and accept
further frames.
7.3.3 Continuous Operation
As each new frame is received, a set of indices which represent the “active subset” of all
previously received frames is selected. These indices represent a subset of cameras whose
poses have already been estimated. In the proposed implementation, a maximum of 30
frames are used. The method for selecting keyframes is shown in Algorithm 3.
Algorithm 3 Keyframe selection
1: procedure Indices(m) . m: current frame
2: N ← min(m,Nopt) . Nopt: desired keyframes
3: for x← 0, f − 1 do . f : flowback
4: iN−x = m− x
5: end for
6: for x← f,N − 1 do
7: if (i(N−x+1)/K) < (N − x) then . K: spacing
8: iN−x ← m− x
9: else
10: iN−x ← iN−x+1 − 1− ((iN−x+1 − 1) mod K)
11: end if
12: end for
13: return i . i: keyframe indices
14: end procedure
This process ensures that the desired number of cameras is selected, but they are spread
over a larger proportion of the frame history if possible. For the experiments, f was set
at 3 and K was set to 5.
With each new frame, untriangulated tracks that are viewed by a sufficient number of the
active cameras are then checked over for those that can be triangulated. Triangulatable
tracks are defined by those that are viewed by at least 10 pairs of active cameras whose
estimated relative translations are above a threshold. The threshold is simply chosen to be
0.2, which is relative to a scaled representation that separates the two intialisation frames
by a distance of 1.0.
Once points have been triangulated, the pose of the new frame is putatively estimated
using the calculated velocity of the camera between the previous two frames. This pose is
then added to the bundle adjustment system, and a new set of keyframes selected. Bundle
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adjustment is then performed with these new indices, with all cameras except for the most
recent f fixed, and all points free to move.
7.3.4 Evaluation
Five video sequences were used for the evaluation. These videos were distinct from those
used for training the keyframe initialisation scoring parameters. Sample images from each
of these sequences are shown in Figure 7.2.
Sequence (1)
Sequence (2)
Sequence (3)
Sequence (4)
Sequence (5)
Figure 7.2: Sample images for geometric SLAM evaluation. Each row shows four images
that are approximately evenly spaced in time throughout the respective video.
The following is a brief description of the nature of these indexed test sequences:
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(1) The operator stood still and moved the camera by hand at relatively slow speeds
facing a typical office desktop. Objects included a desktop monitor, power supply
and laptop computer, the glossy finish of which resulted in substantial reflections.
(2) A similar sequence to (1), but with fewer salient objects and less reflectivity.
(3) An outdoor sequence, with the camera mounted to the rear of a bicycle and moving
at a walking pace. Thermal contrast was good in this sequence, however, the motion
of the bicycle meant that on several occasions the field of view changed considerably
due solely to rotation.
(4) An indoor sequence with a walking operator holding the camera at approximately
chest height. Thermal contrast was fairly poor in this sequence. Salient objects were
mostly ceiling-lights and desktop computers.
(5) Another bicycle-mounted outdoor sequence. Motion and contrast were very good.
To evaluate the performance of the keyframe selection algorithm, a total of 640 pairs of
frames from these sequences were randomly selected and tested, with a pass awarded if
they were able to be used to effectively initialise the system for ongoing operation. Each
of the pairs was also scored using the proposed algorithm. Figure 7.3 shows the precision-
recall curves for pairs of initialisation keyframes sampled from all of the sequences. This
demonstrates what proportion of keyframe pairs were effective as increasingly lower-scored
keyframes were considered.
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Figure 7.3: Precision-recall curve for initial keyframe selection. The proposed method
greatly outperforms the standard GRIC approach when high precisions are demanded.
From the figure it can be seen that the proposed approach is significantly better at ranking
good keyframe pairs compared with the standard approach (using only GRIC). Weaker
keyframe pairs are not scored as effectively, however, in most applications only the higher-
scoring pairs need to be considered.
For evaluating the performance of the proposed monocular SLAM method during ongoing
operation, the algorithm was run on each of the five sequences introduced earlier. Figure
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7.4 shows an example of the performance of the proposed approach applied to sequence
(1).
Figure 7.4: An example 3D reconstruction of a scene using thermal-infrared SLAM. The
black points represent 3D locations of tracked 2D features, while the large red arrow
represents the current pose of the camera. The connected lines represent the path the
camera followed, with the blue lines representing the oldest poses. The scene was the
same as that shown in Figure 6.15. The feature-rich laptop keyboard can be discerned at
the left of the point cloud.
Reprojection error was used as the metric to judge the stability and performance of the
system during ongoing operation. This considers the mean error of every ray from every
point projecting onto each camera, without any points or projections being removed from
the system. In the authors’ experience, an error of below 1.50 generally corresponds to a
good estimate of motion and a strong estimate of the structure of the scene. As the error
increases up to approximately 3.00, the motion estimate may be usable for some purposes,
but beyond this point the system becomes unreliable. Figure 7.5 shows the change in
reprojection error as the frame count increases in each sequence.
What follows is a brief discussion of the challenges of each sequence, which in some cases
became failure conditions:
(1) Late in the sequence, reflections of the moving human operator in the laptop monitor
introduced a significant number of “false” points which were tracked, and which
produced bad triangulations. As these points persist, they disrupt the effectiveness
of the PnP camera pose estimation and can quickly lead to breakdown.
(2) Results became increasingly inaccurate as more quick rotational motion was intro-
duced, drastically reducing the number of triangulated points in view. While a good
feature-tracking algorithm can maintain 2D localisation with this fast motion, the
lack of triangulated points in view leads to a failure of the PnP algorithm.
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Figure 7.5: Reprojection errors for the 5 test sequences. When the error is below 1.50
this generally represents a good quality reconstruction result, while an error above 3.00
generally indicates a failure.
(3) Well-tracked and triangulated features in this sequence were chiefly associated with
a single structure. As the structure receded further into the background, features
were tracked with decreasing precision and thus the reprojection error began to
increase. This pseudo-failure can be attributed to a weakness in the feature-tracking
algorithm.
(4) Breakdown in this sequence occurred during a period of mostly rotational motion,
with the low thermal contrast of the scene limiting the number of available and
reliable features to triangulate from. In this sense, the failure was similar to that
of (2), although an ability to track more features in low thermal contrast may have
alleviated the situation.
(5) A large tree with many strong features formed between the leaves and the compar-
itively “cool” backdrop (the sky) dominated this sequence, for which performance
was relatively stable.
In summary, the proposed method can be said to have demonstrated good potential for
solving the problem of thermal-infrared SLAM, where no other algorithms were found to
perform at all. Nevertheless, results were not universally stable or accurate, as the method
is vulnerable to a number of failure modes. These include the presence of significant
reflections, quick rotational motion, zooming-out and low thermal contrast. Fortunately,
there is no obvious reason why any of these weaknesses could not be addressed in the
future, although the potential to deal with the problem of low thermal contrast is limited
somewhat by the performance of current commercially available thermal-infrared cameras.
In the meantime, the system may be appropriate for an assistive role to other localisation
algorithms, such as ICP which is discussed in Section 8.2.
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Presently, the code has not been optimised, however real-time constraints can still be met
easily on a modestly powerful computer (a quad-core 2.20GHz Intel Core i7 was used for
the evaluation). Parallel processing was utilised to enable each node to run on its own
CPU simultaneously, however, the processes within each node were performed serially (i.e.
without parallelisation). The feature tracking node has a comparatively low computational
load, and under normal conditions it is easily able to keep up with the framerate of the
camera. The SLAM node has higher computational demands, and the processing loads of
each subcomponent are less deterministic, so therefore it was evaluated in further detail.
Identifying bottlenecks or procedures which are highly variable in their processing duration
within the SLAM node may help to avoid delays which cause problems such as skipped
frames.
Table 7.2 shows the processing time typically taken by each procedure within the SLAM
node.
Table 7.2: Thermal-infrared SLAM processing time. The track handling and bundle ad-
justment steps are the most computationally expensive, although the amount of processing
time required for track handling depends greatly on the nature and density of tracked fea-
tures.
Process Mean time (ms) σ (ms)
Track handling 18.0 103.3
Triangulation 0.8 0.7
Putative pose 6.0 10.8
Bundle adjustment 18.6 12.2
When tracking is performed at the full camera framerate of 25 frames per second, the han-
dling of new tracks received from the tracking node on average allows the other processes
to occupy more than 20ms of processing time per frame. Although this was acceptable,
the implementation of handling the tracks from the feature tracking node could certainly
be improved further, which would enable a more robust bundle adjustment procedure to
be performed. However, there is a high degree in variability of processing time for track
handling, which means that occasionally newly tracked features are not processed until
several frames later.
Triangulation and putative pose estimation are completed very quickly and there is com-
paratively little incentive to improve these components of the system. The bundle adjust-
ment step can be completed effectively within approximately 19ms per frame. This step
may be able to be made more efficient through an intelligent selection of a smaller subset
of camera poses and 3D points, enabling the process to converge on a stable solution more
quickly.
7.4 Proposed Multi-modality Loop Closure Method
A novel method for loop closure detection was developed which incorporates information
from both the thermal-infrared and visible modalities.55 The purpose of this loop closure
55This work has been presented at a conference [112]
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method is to be able to recognise previously visited locations, even with substantial changes
in lighting conditions that may be associated with the passage of time. This ability can
enhance the accuracy of both topological and geometric mapping (such as the approach
presented in Section 7.3), by enabling correspondences to be determined efficiently between
segments of a video sequence with a large temporal separation.
The successful implementation and evaluation of the proposed method was largely depen-
dent on the comprehensive new dataset presented in Subsection 7.4.1.
In implementing the method, local features are first extracted from training images in
either or both the thermal-infrared and visible modalities as explained in Subsection 7.4.2.
Next, a Chow-Liu tree is constructed which represents the co-occurences of features in
order to facilitate future location recognition - a process which is outlined in Subsection
7.4.3. The effectiveness of the tree for the purpose of loop closure detection is then
evaluated in Subsection 7.4.4.
7.4.1 Dataset
The dataset captured for the experiments consisted of several image sequences of an urban
route taken at different times of day. Data was collected using a platform consisting of a
Global Positioning System (GPS) receiver, visible spectrum camera and thermal-infrared
camera, as shown in Figure 7.6. The platform was attached to the rear tray of a bicycle
so that the two cameras faced directly rearwards, parallel to the ground. GPS positioning
information was unreliable due to the nature of the environment (which included tall
buildings and significant tree cover) so ground truth positions were manually corrected.
Figure 7.6: Capture platform for loop closure experiments. The attached sensors are (from
left to right) the GPS receiver, thermal-infrared camera and visible spectrum camera.
The thermal-infrared camera used was a Thermoteknix Miricle 307K, as discussed in Ap-
pendix A.1. A Point Grey Grasshopper2 1394b camera with Bayer filter was used to collect
RGB images with identical resolution and approximately identical Field Of View (FOV)
to the thermal-infrared images. The visible spectrum images were temporally aligned with
the thermal-infrared images within route traversals based on timestamp information, and
manually aligned between route traversals.
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The route for the data capture was an approximately 1500m long stretch in and around
the QUT Gardens Point campus and consisted of substantial portions of both urban en-
vironment and parkland, pictured in Figure 7.9. Ten traversals with two hours separation
between each were undertaken, spanning from 5.00am to 11.00pm. As shown in Figure
7.7, this represented a period lasting from before dawn to after dusk. The full dataset of
images from both modalities was subsampled to 300 frames per route traversal per camera,
resulting in a total of 6000 frames across the full experiment. This corresponds to image
pairs with approximately 5m spacing throughout all the route traversals. Frames were
manually aligned between datasets to ensure approximately identical viewpoints.
(a) 5.00am - visible (b) 5.00am - thermal (k) 3.00pm - visible (l) 3.00pm - thermal
(c) 7.00am - visible (d) 7.00am - thermal (m) 5.00pm - visible (n) 5.00pm - thermal
(e) 9.00am - visible (f) 9.00am - thermal (o) 7.00pm - visible (p) 7.00pm - thermal
(g) 11.00am - visible (h) 11.00am - thermal (q) 9.00pm - visible (r) 9.00pm - thermal
(i) 1.00pm - visible (j) 1.00pm - thermal (s) 11.00pm - visible (t) 11.00pm - thermal
Figure 7.7: Dataset images captured from the same location across a 20 hour period. The
extreme change in appearance in the visible spectrum is clearly apparent across the whole
day. The thermal-infrared modality exhibits lower contrast but remains more consistent
over time.
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7.4.2 Feature Extraction
The first step involved determining an appropriate pre-processing scheme and feature
extraction method for each modality, along with extracting descriptors for each feature.
Raw output from the visible camera was already in an 8-bit per pixel format appropriate for
feature detection and description, and so no pre-processing was required beyond converting
to greyscale for simplification. For the thermal-infrared images, when the span of raw
intensity values was less than 255, conversion to 8-bit format consisted simply of shifting
the intensities so that the median pixel value was 128. In images where the span of raw
intensity values was greater than 255, the top and bottom 0.1% of intensity values were
thresholded, and all values were then linearly mapped to the interval [0, 255]. The Contrast
Limited Adapative Histogram Equalization (CLAHE) [213] algorithm was then used to
enhance the contrast of the thermal-infrared image, with a normalised clipping limit of
3.8.
For both modalities the OpenCV56 implementation of the SURF [14] feature detector and
descriptor was used to extract local feature descriptors from the images. The detector
was implemented in its dynamically adapted mode, meaning that upper and lower bounds
for feature counts could be specified. Limits of 500 and 1000 features were chosen for
the visible modality, with a maximum feature radius of 80 pixels, while for the thermal
modality limits of 600 and 800 were selected and a larger radius of up to 100 was permitted.
These parameters were found to achieve the most promising performance in terms of word
overlap in the initial development stage.
7.4.3 Vocabulary and Tree Construction
The second step involved constructing a visual vocabulary for the bag-of-words represen-
tations and a Chow-Liu tree to capture conditional likelihoods for feature co-occurrence.
The visual vocabulary was generated using k-means resulting in a 5,000 word codebook for
each modality from the 1pm dataset. Each descriptor in every image was then matched to
the nearest cluster centre in the vocabulary. For each location, a pair of visual bag-of-words
representations could then be obtained, as shown in (7.9).
Zv =
[
zv0 zv1 ... zvn
]
; Zth =
[
zth0 zth1 ... zthn
]
(7.9)
A Chow-Liu tree [32] was constructed for each of the two codebooks, to capture the
conditional dependencies between words independently for each modality.
In order to combine the sensor modalities at the bag-of-visual-words level (rather than
attempting fusion of the images themselves), the individual word vectors for each image
were concatenated as shown in (7.10).
56http://opencv.willowgarage.com/wiki/
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Zc =
[
zv0 zv1 ... zvn zth0 zth1 ... zthn
]
(7.10)
Using this combined bag-of-words representation, a Chow-Liu tree was trained between
modalities. Crucially, this allowed feature uniqueness within modalities to be modelled,
and also the distribution of conditional observation likelihoods between visible spectrum
and thermal-infrared images to be captured. These allow location matches from the com-
bined visible-thermal representation to be inferred even in the absence of direct feature
matches from either modality. The concatenated bag-of-words representation consisted of
10,000 visual words.
7.4.4 Evaluation
The purpose of the evaluation was to compare the performance of both the thermal-
infrared modality and conventional visible spectrum for the task of loop closure, and also
to see if the two modalities were complementary in nature. While it was expected that the
thermal-infrared modality would have less variation in performance across different times,
it was not certain that it would outperform the visible modality even at night (perhaps
simply being less inferior), nor that it would offer any additional information advantageous
for a modality fusion approach.
For the evaluation, FAB-MAP was used to perform place recognition. To compare loca-
tions the FAB-MAP 2.0 implementation in the openFABMAP57 repository was used, since
the original FAB-MAP binaries do not allow the use of custom codebook or Chow-Liu tree
representations.
The Chow-Liu tree was evaluated on the same environment it was trained on, however, this
environment contained a large variety of both urban and natural structures, and past work
has shown that such codebooks can generalise to other locations well [36]. In addition,
training occurred only using the 1pm dataset, so images for the other 11 traversals were
unseen by the system prior to the evaluation, and in fact were not taken from the exact
same locations as the corresponding “positions” in each traversal are only approximate.
Figure 7.8 shows the average normalised log observation likelihood across all locations
between different times of day for the visible, thermal-infrared and combined FAB-MAP
implementations. Higher scores indicated by warmer colours are preferable. As expected,
poor recognition occurs between dark times (before dawn or after dusk) in the visible
modality, and between dark times and well-lit times. In some cases this was due to a low
absolute number of detected features (as low as 20 in some images). Also as expected, the
thermal-infrared modality did not experience the same sharp drop-off outside of daylight
hours, instead exhibiting a comparatively gradual decrease in recognition performance as
the time difference between datasets increased. Promisingly, superior recognition perfor-
mance was achieved in thermal-infrared for pairs of times in which the visible modality is
weak. The effects of training the Chow-Liu tree on the data collected at 1pm is manifested
57http://code.google.com/p/openfabmap/
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by the slight increase in observation likelihood matches to the 1pm route traversal (since
the Chow-Liu tree provides the most accurate model of the data used to generate it).
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Figure 7.8: Average observation log-likelihood between different times of day. The pro-
posed fusion approach is able to combine the strengths of the two modalities as shown in
Subfigure (c).
The combined representation provides the best overall observation likelihood results; the
thermal-infrared modality provides robustness to extreme changes in time between route
traversals, and the visible modality provides superior recall to locations revisited during
daylight hours.
The route map shown in Figure 7.9 has been coloured to reflect the observation likelihood
of each modality in recognising each location between the 5am and 7am dataset. Large
stretches of the route were poorly lit at 5am, such as much of the parkland, and were
poorly recognised by the visual modality. However, the thermal-infrared modality provides
consistent observation likelihoods across the full length of the dataset.
7.5 Summary
This chapter first presented a background into techniques for performing automatic locali-
sation using sensors such as digital cameras in Section 7.1. In addition, a literature review
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Figure 7.9: Route map with observation log-likelihoods. This explores performance in
matching between the 5am and 7am sequences. Red regions represent locations with high
log-likelihoods in the thermal-infrared modality, while blue represents those with high log-
likelihoods in the visible modality (more colour indicates higher likelihood). The superior
stability of the thermal-infrared modality under illumination change is apparent.
was provided in Section 7.2 which discussed existing algorithms, particularly where those
may have relevance for performing automatic localisation using thermal-infrared video.
A major contribution of this thesis was presented in Section 7.3. This consisted of a
novel algorithm capable of performing real-time monocular SLAM on thermal-infrared
video. To the author’s knowledge, this is the first system demonstrated to be capable of
operating with any success in this difficult modality. Although not as stable as modern
visible modality equivalents, for short periods and under normal conditions the approach
is capable of determining relative 6DOF position without the aid of any other sensors.
Such a method can be used to enhance the accuracy and stability of a 3D thermography
system such as that proposed in this thesis. Work relating to this contribution has been
published in an leading international and peer-reviewed robotics conference: ICARCV
[200].
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Extending beyond this, a novel loop closure solution was proposed in Section 7.4 that
utilises both thermal-infrared and RGB imagery to perform location recognition. It was
demonstrated that by training a codebook with features from both of these modalities si-
multaneously, performance could be improved beyond what is possible using either modal-
ity alone. Loop closure techniques can be used to improve the long-term accuracy and
consistency of maps generated using monocular SLAM algorithms such as that proposed
in Section 7.3, and therefore may also be used to improve the performance of the proposed
3D thermography system. This work was published in a workshop at another leading
international robotics conference: RSS [112].
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Chapter 8
Temperature Mapping
Performing accurate surface temperature mapping on 3D models using thermal-infrared
video is a principal goal of this thesis. In pursuit of this goal, a novel method of weighted
average raycasting is proposed in order to utilise the large amount of available thermal-
infrared and spatial data to improve the accuracy of the mapping compared with existing
naive approaches.
The initial 3D models can potentially be generated using a variety of surface reconstruction
and pose estimation methods, such as those discussed in Chapter 7. After temperature
mapping is performed, the resulting 3D surface temperature representations can then be
used for a variety of applications where estimates of absolute temperatures or temperature
differences must be known along with geometric information. For example, for understand-
ing the operating characteristics of mechanical or electrical equipment, or monitoring the
circulatory health of premature human infants. Using the prototype hardware platform
(Subsection 3.3.2) along with the temperature mapping techniques discussed in this chap-
ter, the accuracy and scope of temperature and energy loss estimates in the application
of building energy auditing can also be greatly enhanced.
This chapter first provides a background into the basics of 3D mapping using digital
sensors, along with the problem of raycasting, in Section 8.1. Next, the literature is ex-
plored regarding existing 3D mapping and raycasting solutions of relevance to this thesis
in Section 8.2. Of particular interest in this literature review is the KinectFusion algo-
rithm, which can form accurate 3D models in real-time, albeit with several limitations
[72]. Third, a novel and memory-efficient raycasting implementation incorporating several
novel techniques for improving temperature estimation accuracy is proposed in Section
8.3. This algorithm has been published in the form of a journal article [197]. Finally, the
chapter is summarised in Section 8.4.
8.1 Background
The problem of 3D mapping using digital sensors is of interest to a number of research
areas. The mapping of buildings, roads and other urban environments, as well as natural
environments such as caves and ocean floors, provides extremely useful information for a
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diverse range of automated and manual tasks. A background into 3D mapping is provided
in Subsection 8.1.1.
In many cases, simply having the 3D structure of an environment is not sufficient, and
additional surface information such as colour and other material properties are desired.
If the data acquistion process utilises sensors capable of estimating these properties, then
accompanying algorithms can be used to assign these estimates to the 3D model. For the
case of colour information from a digital camera, this can potentially result in a photo-
realistic 3D representation of the environment. For the case of radiation information
from a thermal-infrared camera, surface temperature estimates can be incorporated into
the model. Existing raycasting approaches for achieving this are discussed in Subsection
8.1.2.
8.1.1 3D Mapping
Information about the 3D structure of a scene is implicitly or explicitly encoded in the
output of many popular digital sensors such as cameras, LiDAR devices, and other range
sensors. The classes of solution considered were:
(a) MVS
(b) SLAM using binocular stereo
(c) SLAM using directly-acquired depth maps
(d) Other approaches
(a) MVS is the problem of forming a dense 3D model of an environment based on images
taken from multiple views. As with SfM, there is no restriction on whether the images
in the sequence are taken by the same camera or at the same time. In most practical
cases, MVS solutions are dependent on the effective implementation of an SfM algorithm
to determine the geometry relating each camera view. A typical MVS algorithm as applied
to a sequence of images from one or more videos consists of the following steps [166]:
1. Correspondences are found between the images (as discussed in Subsection 6.1.2).
2. A non-degenerate subset of frames are used to form an initial estimate of the struc-
ture of the scene.
3. Progressively more images are considered and the estimate of 3D motion is optimised.
4. The now reasonably accurate estimate of geometry is utilised to form a dense rep-
resentation of surfaces in the environment, for example by performing depth-from-
stereo calculations using pairs of images.
An evaluation of multi-view stereo reconstruction algorithms in 2006 found that energy
minimisation based algorithms performed particularly well. However, the scope of the
paper was limited to algorithms that reconstruct dense object models from calibrated
views. Energy minimisation algorithms generally start with a mesh initialised at the
visual hull (a rough structure formed using object silhouettes), which is then iteratively
deformed in order to minimise a cost function [166, 48, 55].
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Only one paper was found that explores reconstruction using thermal images [128]. Finite
Element Modelling (FEM) techniques were used to acquire the 3D surface temperature
distribution of a car body viewed by a set of calibrated thermal-infrared cameras. Be-
cause the authors had difficulty performing reconstruction using traditional feature-based
techniques with infrared images, they opted to use an octree carving approach based on
silhouettes to generate a volumetric model of the foreground object [128]. This method can
be effective in some circumstances, but encounters severe difficulties in modelling concave
or intricate surface properties.
A popular approach for obtaining good results with MVS uses SfM results to guide the
search for a much larger number of correspondences between images. The positions of all
correspondences can then be triangulated to form a denser 3D point cloud (collection of
vertices) than what is achievable by using only the initial set of correspondences determined
by the initial SfM process. However, often these point clouds must be refined and simplified
before they can be used to develop a 3D model.
Some more recent approaches have significantly modified this framework by performing
dense calculations immediately, rather than after a process of sparse matching [127]. How-
ever, these approaches presently have significant limitations in terms of range, robustness
to camera motion, and the diversity of environments for which they are effective.
(b) Techniques for obtaining depth from binocular stereo can be extended in order to
generate accurate 3D models. This can be achieved by first calculating depth maps for
multiple pairs of images with overlapping views. Where these depth maps are taken
from overlapping viewpoints, information can then be fused to reduce redundancy and
inaccuracies within the data. Models can then be more accurately generated based on this
refined, simplified set of depth maps.
A study in 2008 [140] explored two techniques for fusing depth maps generated by multiple
video streams. In the study, footage was obtained with visible spectrum video cameras
positioned at different points on a moving vehicle. The two algorithms explored were
stability-based fusion and confidence-based fusion. For both approaches, all overlapping
depth maps were rendered into a reference view before fusion begins.
Stability-based fusion defines the stability S(x) of a point as the number of depth maps
that occlude a depth hypothesis F(x) minus the number of depth maps that violate a free-
space constraint. If S(x) is negative then that suggests that most depth maps indicate the
hypothesis is too close to be correct. If S(x) is positive then most depth maps indicate
the hypothesis is far enough away to be correct. As the distance hypothesis increases,
S(x) is likely to increase in value, so the hypothesis corresponding to the smallest, positive
stability is selected [140].
Confidence-based fusion works by first selecting the depth estimated with the highest
confidence as an initial value for each pixel. An iterative algorithm is then used to update
the current depth estimate and its level of support by comparing it with other depth maps.
This process works significantly faster than stability-based fusion, but has additional errors
which may be problematic, especially when high fidelity reconstructions are required [140].
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Once a subset of more accurate depth maps has been developed, information contained
within these maps can be used to form a 3D model. Each depth map remaining after the
fusion process should overlap at least one other, however, they are unlikely to be aligned
perfectly. In order to avoid small gaps as a result of this misalignment, an effective scheme
has been proposed which performs the following [140]:
1. New depth estimates that are insufficiently aligned to the existing depth maps are
rejected as they are generated.
2. Each pair of remaining depth maps with less severe misalignment is merged into one
vertex so as to eliminate the redundancy of two maps representing the same surface.
3. A set of triangle meshes are constructed which take into account the corresponding
confidence maps for each depth map in order to suppress remaining outliers.
4. A multi-resolution quad-tree algorithm is employed to minimise the number of tri-
angles while maintaining geometric accuracy.
Although this approach is relatively simple when compared to other MVS algorithms, its
effectiveness largely depends on the views being distributed in a dominant direction. Also,
typical memory constraints mean that it cannot handle the case where part of the scene
is revisited in the sequence.
(c) Some sensors are capable of directly acquiring depth images from the scene. This
then allows a similar approach to (b) being used in terms of combining information from
multiple depth maps to form a 3D model.
Sensors which acquire range information directly include Time of Flight (ToF), LiDAR and
Structured Light devices. Using such devices has been demonstrated to achieve excellent
results under many typical conditions [72].
(d) Increasingly, other sensors are being made available that can extract 3D information
from an environment in order to form a 3D model, without following one of the abovemen-
tioned approaches. An exciting example is the handheld Zebedee device [21]. It consists
of a 2D range scanner mounted on a spring. Disturbances from the constant acceleration
of the passively-linked spring enable the scanner to obtain data from a much wider field
of view than the “slice” typically acquired by a 2D range scanner. A novel algorithm is
then used to combine many scans into an accurate and coherent 3D model.
8.1.2 Raycasting
The problem of raycasting 2D images onto 3D models can be seen as one of image reg-
istration. It seeks to determine which pixels in the image correspond to which surface
regions on the 3D model. Raycasting as a science is well understood, and present research
is primarily concerned with faster and more efficient ways of performing it using modern
computing hardware.
To understand the process of raycasting, it is best to revisit some mathematics explored
in Section 4.1, and refer to the pin-hole camera model from (4.1) in particular.
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For an individual frame, if the camera’s intrinsic parameters have been reliably determined
through a process of geometric calibration, and the pose for the particular view has been
estimated accurately, then the relationship between the image pixels and points in the 3D
world can be known. However, because of a loss of information going from 3 dimensions
to 2 dimensions (world to image), it is not a 1-to-1 mapping from image to world. Instead,
for each pixel a ray is defined in 3D space which intersects an infinite number of 3D
coordinates that are inline with it. However, it is easy to determine which (if any) real
physical 3D point along the ray corresponds to the pixel, as it will be the one with the
smallest positive distance in front of the camera position.
Inaccuracies in pose estimation can directly lead to inaccurate registration results using
raycasting. However, even when pose estimates are accurate, problems such as motion blur
and lens distortion can be highly detrimental. In the case of thermal-infrared radiation,
additional factors such as the viewing angle may warrant consideration in order improve
the accuracy of the estimation [129].
8.2 Literature Review
For reasons of cost, reliability and minimising development time, a decision was made to
pursue a 3D thermography solution utilising a single range sensor in conjunction with a
thermal-infared camera. As a result, this literature review will focus on techniques both
indirectly and directly related to effective temperature mapping using this form of sensor
configuration.
First, the powerful state-of-the-art “KinectFusion” algorithm is reviewed in Subsection
8.2.1. This algorithm is capable of forming dense, geometrically accurate 3D models
solely from information acquired by the range sensor. It has been utilised as part of
the 3D mapping component of the proposed 3D thermography system. Recent proposed
improvements to the KinectFusion algorithm are then discussed in Subsection 8.2.2.
Next, Subsection 8.2.3 discusses some methods for processing and simplifying the 3D
model during or after its formation. This is important as the large amount of information
present in a raw 3D model can easily strain computing resources if not managed carefully.
Finally, the commonly encountered problem of reflection in obtaining accurate temperature
models is discussed in Section 8.2.4, and several solutions from the literature are presented.
8.2.1 KinectFusion
The introduction of the Microsoft Kinect to the market provided the option of a low-
cost RGB-D sensor for the development of 3D reconstruction algorithms [91]. The most
successful of these algorithms is KinectFusion [72]. This algorithm is capable of forming
dense 3D models of indoor environments in real-time, based on the continuous processing
of range images streamed from the Kinect or an equivalent range sensor. Range sensors
of this kind continuously project a geometric pattern onto the scene in the near-infrared
band, and range images are formed by on-board processing of captured near-infrared
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images. These images encode a distortion of the pattern due to the geometry of the
environment, which can be interpreted by the device.
The resulting dense model achieved by KinectFusion is in the form of a 3D voxel occupancy
representation. This refers to a cubic volume subdivided into discrete smaller cubes, each
of which is assigned a probability of being occupied by physical matter. Figure 8.1 shows
a sequence representing how the 3D model is continuously updated and optimised by
considering an increasing number of range images (video frames).
(a) Initial model (b) After 50 frames (c) After 1400 frames
Figure 8.1: Ongoing refinement of a scene using KinectFusion. As well as the model
becoming more complete with increasing numbers of range images considered, surfaces
become smoother as the reconstruction converges on the true model. A cubic volume of 3
metres in side-length was used, with a voxel resolution of approximately 6mm.
KinectFusion can be considered as an online implementation of the ICP algorithm for
registration of successive range images, plus Volumetric Range Image Processing (VRIP)
for merging the range images into the 3D model [72]. The GPU is heavily utilised in order
to perform this process quickly so that it can keep up with the framerate of the depth
sensor.
For many tasks, the KinectFusion algorithm is capable of achieving highly satisfactory
performance. In fact, it has been proven to be a valid method for ground truth acquisition
for some scenes [115]. However, the algorithm has several limitations which can be prob-
lematic for tasks involving the mapping of building interiors. The most critical limitations
include a restricted working volume that is approximately equal only to a small room,
instability in the presence of geometrically sparse or repetitive scenes, and an inability to
perform loop closure.
8.2.2 Improved Algorithms
Since the release of the KinectFusion algorithm, many extensions have been proposed
that improve the accuracy, reliability and scalability of the system. Extensions that aim
to achieve an improvement in accuracy and stability are generally those that employ
additional modalities to enhance the accuracy of pose estimation. These include using
visual odometry from the in-built colour camera [136, 42, 207], and using additional devices
such as gyroscopes [134] and Inertial Measurement Units (IMUs) [160].
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Other extensions aim to increase scalability by improving GPU memory management
schemes [152, 209].
8.2.3 Model Processing
The output of the KinectFusion algorithm includes a dense point cloud representing the
centre locations of voxels that were determined to be likely to be occupied by physical mat-
ter [72]. Because the number of voxels is extremely large (typically at least 130 million for
a moderate resolution, and potentially much higher), it is in the interest of achieving good
processing speeds that methods are used to reduce the required memory by simplifying
the model.
One approach for point cloud simplification uses iterative contractions of vertex pairs
in order to significantly reduce the number of points required to describe a mesh, while
minimising the error associated with such an approximation [135, 122]. These simplifi-
cation schemes are generally designed for point-cloud representations that are error-free,
however, and should be implemented on datasets containing outliers with caution. Alter-
natively, simplification could take place after surface modelling, but this may not result
in as significant a saving in computation time [57].
Furthermore, in many cases a mesh-based representation is preferred over a point cloud,
because of its ability to convey surface information more intuitively to a user, and also to
better represent relationships between points. Surface reconstruction from a point cloud
can be approached by detecting a new kind of 3D feature point that is independent of the
2D feature points used to recover camera geometry and form the point cloud representation
[29]. These new 3D features are points in the cloud that are selected based on geometric
relationships with other points in their neighbourhood. A polygonal mesh can then be
constructed within each neighbourhood, with multiple meshes then linked to form the final
model.
An extremely popular method for fitting a 3D triangular mesh to a point cloud utilises
the principles of Delaunay triangulation, and can often take the following form [99, 156]:
1. Input 3D points are merged, filtered and smoothed as part of a refinement and
simplification process.
2. A triangle depth map is formed for each calibrated image and fused into a triangle
‘soup.’
3. The mesh is fitted by refining and linking together this collection of triangles.
Surface reconstruction from a point cloud can also be approached as a transformation
of the medial scaffold [28]. These methods are claimed to be comparable in speed and
complexity to benchmark methods (such as Delaunay-based ones) and are particularly
advertised to have applicability to surfaces with the following attributes:
− Non-closed (with boundaries).
− Non-orientable.
− Non-uniformly sampled.
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− Non-manifold (with self-intersections).
− Non-smooth (with sharp features such as seams and ridges).
Graph-based approaches have also been proposed, which often perform faster than other
algorithms, at the expense of accuracy [45].
8.2.4 The Reflection Problem
A common problem in thermography is the effect of reflected objects in surfaces with
relatively low emissivity [103, 201]. This can result in inaccurate temperature estimates
as the reflected object’s temperature influences the temperature reading of the surface of
interest. In addition, it adversely affects the appearance of the thermal images by making
them more cluttered and ambiguous.
If the emissivity of the target surface, the temperature of the reflected surface and other
environmental variables are well understood, then the application of a radiation model
such as that discussed in Section 2.4 can be used to improve the temperature estimate.
However, avoiding severe reflections (i.e. those of objects not at the typical background
temperature) in the first place improves the accuracy of the radiometric model, as the
assumption of a uniform background temperature becomes more reliable.
Reflections from other objects in the scene in thermal images are often avoided by the
operator deliberately positioning themselves at a particular angle, such that the reflection
is visually absent. As well as requiring additional effort, this has the problem of resulting in
sub-optimal measurements as the selected angle to the target may not be ideal for achieving
an accurate reading [129]. Figure 8.2 shows an example of two images of the same target
with different reflections. Subfigure 8.2a has an obvious reflection of the operator which
interferes with the image, while Subfigure 8.2b does not. In the conventional approach,
Subfigure 8.2b would be manually selected for analysis - a process which introduces further
labour requirements into the energy auditing procedure.
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(a) First angle (b) Second angle
Figure 8.2: Example of the reflection problem. Two separate 2D thermal images of a target
exhibiting reflective behaviour are shown. The highly reflective material is a metallic pipe.
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A more sophisticated approach involves the isolation of the reflected component of the
temperature estimate using a video sequence with a changing background [103]. By care-
fully positioning the camera in such a way that the reflected background in the surface
is entirely occupied by the sky, the passing of clouds in front of the sun can be used to
achieve this. This can allow the emitted component of the irradiance, and therefore the
surface temperature, to be determined more accurately. The method is highly constrained
in that it depends on both appropriate weather conditions, and the camera being kept
precisely still for an extended period of time.
The use of IR polarisers has also been proposed for dealing with the problem of reflection
[201]. These polarisers can be very effective in filtering out specular reflections from planar
surfaces. However, the IR polariser must be oriented either perpendicular or parallel to
the reflecting surface. This makes the approach ineffective for complex environments with
multiple reflective surfaces, or where the reflectivity of surfaces is initially unknown.
8.3 Proposed Weighted Raycasting Approach
The process of raycasting is a common solution used to assign image pixel values to 3D
surfaces. When large amounts of data are available, for example from video footage,
estimates may be averaged to enhance the accuracy of the assignments [72]. This section
proposes a novel weighted-averaging method specifically focussed on efficiently obtaining
improved surface temperature estimates.58 However, several principals of the approach
can still be applied to the visible modality in order to improve colour assignments.
First in Subsection 8.3.1 the method used to estimate the pose of the unsynchronised
thermal camera given the pose estimates of the range sensors is presented. Then in
Subsection 8.3.2, the proposed weighted averaging raycasting methodology is outlined.
Next, Subsection 8.3.3 describes a novel solution to the problem of misregistration which
can cause severe inaccuracies in assigned surface temperature. Finally, Subsection 8.3.4
describes a memory-efficient mechanism for implementing this weighting scheme that is
capable of inclusion in the online algorithm.
8.3.1 Pose Estimation
The KinectFusion algorithm [72] can retrieve poses for each RGB-D frame. These poses
are used as a basis for estimating the 3D pose of the thermal-infrared camera for each
thermal frame. The following process is used which is also illustrated in Figure 8.3:
(a) Four neighbouring RGB-D frames are selected: the two immediately preceding the
thermal frame and the two immediately following (times t0 , t1 , t2 and t3 ).
(b) Two cubic splines are each fitted to the four poses corresponding to these RGB-
D frames, representing the 3D path of the camera throughout this interval. One
spline applies to the translations, and the other to the orientations represented as
quaternions.
58This work has been published in a journal article [197]
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(c) The pose of the range sensor (R) for the exact time of the thermal frame (tx) is
estimated using the spline.
(d) The pose of the thermal camera (T ) for the time instance tx is calculated using the
6DOF transform relating the two cameras (determined through extrinsic calibra-
tion).
Figure 8.3: Determination of thermal-infrared camera pose. The near-in-time poses of
the unsynchronised range sensor are used together with calibrated timing information to
interpolate and extrapolate the pose of the thermal-infrared camera.
Given the estimate of the pose of the depth sensor for all frames, which is an output of the
aforementioned SLAM algorithm, estimates of the pose of the RGB and thermal camera
for all their respective frames can be made. The accuracy of the estimates depends on the
effectiveness of both the geometric and temporal calibration procedures.
For a single image, the estimated pose of the camera relative to the 3D model and the
camera instrinsic parameters can be used to perform raycasting. For the thermal camera,
duplicate frames are ignored because these represent false images that were output by the
camera during its NUC procedure.
8.3.2 Weighted Ray-averaging
Given that the video sequences have many frames, most vertices will have many image
pixels associated with them. A naive approach would simply average the pixel values that
are associated with each vertex, so that each vertex has a single value associated with it
at the end of the sequence. A more sophisticated approach may average the pixel values
that are associated with each vertex, which is likely to reduce noise and achieve a slight
improvement in accuracy. However, this assumes that each ray (an association between a
pixel and a vertex) is equally valid.
For the proposed approach, temperatures and colours are assigned based on a weighted
sum of pixel values. The overall weighting for a ray Wray (corresponding to an image
pixel) is based on a number of factors that reflect how reliable that ray is for estimating
the value for the vertex. Metrics denoting the confidence C of the temperature estimate
with respect to each of these N factors are defined on the interval of [0, 1]. Each confidence
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metric Ci can be raised to a specified power pi, to vary the relative influence of the metric
as they are combined in a product, to generate the total confidence. This is denoted in
(8.1).
Wray =
N∏
i=1
(Ci)pi (8.1)
The following 5 factors were considered for assigning a confidence level to a ray (for both
modalities unless otherwise stated):
(1) C1: the velocity of the camera
(2) C2: the position of the pixel in the field of view
(3) C3: the angle between the ray and the surface normal of the vertex
(4) C4: the distance of the vertex from the camera
(5) C5: the validity of the radiometric model (thermal modality only)
For (1) it was assumed that when the camera was moving faster (either in translation or
rotation), motion blur in the image would decrease the accuracy of the ray. Empirical
testing determined that translational velocities (vt) above a maximum (vtmax) of 0.5m per
second and rotational velocities (vr) above a maximum (vrmax) of 0.2 radians per second
were problematic. Penalties were applied accordingly, so that the confidence of rays with
these higher velocities were decreased significantly, as shown in (8.2) and (8.3).
C1(vt, vr) = Svt × Svr (8.2)
Svt = max
(
1− vt
vtmax
, 0
)
Svr = max
(
1− vr
vrmax
, 0
) (8.3)
Regarding (2), a lower confidence was given to rays associated with pixels (x, y) located
far from the camera centre (cx, cy), based on the assumption that points closer to the
centre have less distortion, and less thermal noise. This is expressed in (8.4) and (8.5),
where σ was chosen to be one half of the longest dimension of the image (320 pixels).
C2(x, y) = exp
(
−rd(x, y)2
2σ2
)
(8.4)
rd(x, y) =
√
(x− cx)2 + (y − cy)2 (8.5)
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For (3) the angle between the ray r and the normal n of the vertex was considered because
rays that are closer to parallel to the surface are likely to be less accurate. This is due to
the fact that slight errors in pose estimation have a larger effect at these angles. Equation
(8.6) shows how the confidence was calculated using the angle between the surface normal
and the ray.
C3(r) = exp
(
− cos−1
(
r · n
|r||n|
))
(8.6)
In considering (4), higher confidence was assigned to vertices that were closer to the
camera, up to a certain distance. Rays travelling less distance were favoured because
calibration inaccuracy was likely to have less effect. Distances closer than dopt of 0.8m
were penalised because the fixed focus of the camera was tuned to this distance. The
implementation of this weighting calculation is shown in (8.7).
C4(r) = exp
(− |d(r)− dopt|
8
)
(8.7)
Finally for (5), consideration was given to how valid the radiometric model (discussed in
Section 5.3) was for the specific ray. This first involves comparing the greylevel g(x, y)
and sensor temperature (T ) for the ray with the valid limits of the radiometric model, in
order to obtain scores Sg(g(x, y)) and ST (T ) respectively. Here each score is calculated by
substituting either g(x, y) or T for the value V in (8.8).
SV (V ) =

1, for (abs(V − LVC ) < LVR)
1.5− abs(V − LVC )2LVR for (LVR ≤ abs(V − LVC ) ≤ 3LVR)
0 for (abs(V − LVC ) > 3LVR)
(8.8)
Here LVC is the midpoint of the valid upper and lower model limits, and LVR is the
range between the valid upper and lower model limits. Note that the temperature limits
and greylevel limits are different, so these two variables will vary depending on whether
the equation is being used to calculate a score for the greylevel g(x, y) or the sensor
temperature T . For the experiments of this thesis, typical values for these limits are
shown in (8.9).
LgC = 5700
LgR = 1600
LTC = 35.2
LTR = 18.0
(8.9)
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The two scores Sg and ST are then combined to get the total model confidence, as illus-
trated in (8.10).
C5(x, y, T ) = Sg ((g(x, y))× ST (T ) (8.10)
If the pixel greylevel or sensor temperature was outside the limits then the corresponding
score S is reduced, and it is set to 0 if the value is outside either the upper or lower limit
by more than 1 times the range between the limits.
For the results showcased in this thesis, the powers p for each of these five weighting factors
were left at their default values of 1.0.
8.3.3 Misregistration Avoidance
This subsection describes a novel, risk-averse neighbourhood weighting mechanism to re-
duce errors associated with registration inaccuracy. The proposed method can be con-
sidered to further re-weight the rays subsequent to the implementation of the approach
described in Subsection 8.3.2.
Due to potential errors in calibration or pose-estimation, for many images the pose-based
registration to the existing 3D model will contain some error. This will cause some spatial
misassignments of pixel values to voxels. In many cases this will have a neglible effect,
because the voxels corresponding to adjacent pixels in the image may exist on the same
physical surface and have an identical or similar temperature. However, in some cases
gross errors can occur, for example as a temperature that belongs to a foreground ob-
ject is incorrectly assigned to a surface in the background. These gross errors occur for
image regions that correspond to the neighbourhoods of depth discontinuities from the
perspective of the thermal-infrared camera.
To reduce and potentially avoid gross errors due to misregistration, a cautionary edge
filter has been added to the filter suite introduced in Subsection 8.3.2. This edge filter
implements a novel method for assigning reduced confidence levels for rays that are at
more risk of being assigned to incorrect surfaces. This ensures that unreliable estimates of
surface temperature based on high-risk rays are only used in the absence of more confident
estimates that have been made from more favourable camera poses.
A factor a can be used to vary both the extent of the neighbourhood to check, and the
strength of the penalty as a function of discontinuity. The method is outlined in Algorithm
4.
Using parameters determined by the selection of factor a, the algorithm evenly samples
depths corresponding to pixels in the vicinity of the pixel of interest. If there is a significant
depth discontinuity between the pixels, the weighting is reduced, but remains nonzero. No
ray is assigned a zero weighting, as a zero confidence level is reserved for a voxel that has
not had a single ray, however unconfident, assigned to it.
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Algorithm 4 Cautionary edge filter
e(u, v) = 0 . e(u, v): preliminary edge-score of pixel.
for (x, y)← (u− a, v − a) : (u+ a, v + a) do
if (isNaN(d(x, y)) then . d(): depth
continue;
else if abs(d(x, y)− d(u, v)) > dmax then
e(u, v) = emax . emax: maximum edge weighting.
break;
else if d(x, y) < 0 then
e(u, v) = emax
break;
else
e(u, v) = max(e(u, v), d(x, y)− d(u, v))
end if
end for
W (u, v) = 1− c−1·min(e(u, v), c) . W (): final weighting
A demonstration in the effectiveness of this approach is provided in Section 8.3.5.
8.3.4 Memory Management
Ideally, the methods presented in Subsections 8.3.2 and 8.3.3 can be employed with the
capacity to fully store all assignments throughout a data sequence in order to combine them
at the end to calculate the final value. Indeed, this was implemented successfully when the
previous offline version of the proposed thermography system was in use. However, for the
averaging scheme to function effectively in an online system utilising the GPU, it must be
much more conservative in the amount of memory used. It was determined for the online
system to run simultaneously with both the RGB and thermal-infrared data incorporated
into the model, each voxel must utilise a maximum of 4 bytes to store information relating
to the temperature, and similarly 4 bytes relating to the colour.
To do this, the concept of a current assignment confidence value was introduced. Instead
of storing all temperature estimates resulting from all rays and then determining the
final single estimate at the end, upon every new ray the current value for the voxel was
updated, along with its confidence. This enables all previous assignments to be discarded.
The method for incorporating the estimate corresponding to the latest ray into the latest
voxel estimate is outlined below.
First, a relative weighting W for the latest ray is determined, as described in (8.11).
W =

0, for (∆ ≤ −b)
∆ + b, for (−b < ∆ < b)
1 for (∆ ≥ b)
(8.11)
Here, b is the “recency” bias which is a user-configurable variable. This variable can range
between 0 and 1, with a higher value emphasising more recent measurements and a lower
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value emphasising measurements that were more confident at the time. ∆ is the difference
between the existing assignment confidence at frame N , CA(N), and the confidence of the
current ray, CR. It is described in (8.12).
∆ = CR − CA(N) (8.12)
The new assignment confidence, and the new assignment value, are calculated using these
results according to (8.13) and (8.14) respectively.
C(N + 1) = W ·CR + (1−W )·CA(N) (8.13)
V(N + 1) = W ·VR + (1−W )·VA(N) (8.14)
Here, C(N+1) is the new confidence level of the voxel, and V(N+1) is the new estimated
value of the voxel. VR is the value of the currently considered ray.
8.3.5 Evaluation
Three experiments were performed in order to evaluate the effectiveness of the proposed
raycasting approach. The first experiment tested the ability of the proposed method to
mitigate the problem of reflection in thermal-infrared imagery (discussed in Subsection
8.2.4). The second experiment compared the performance of the proposed weighted aver-
aging approach with that of a standard averaging method. The third experiment evaluated
the effectiveness of the proposed mechanism for reducing misregistration inaccuracy.
Because the system averages readings over many captured images, the hypothesis for the
first experiment was that reflections should not have as serious a negative impact on the
reliability of the results as they do when single images are used. Three physical points
were tracked throughout the recorded data sequence as shown in Subfigure 8.4a. Point
A had a stable appearance across all frames, and corresponds to a physical surface with
low reflectivity. Although point B has high reflectivity, it has a consistent background
throughout the sequence and therefore also has a stable appearance across all frames. In
contrast, the highly reflective point C has a changing background throughout the sequence,
and therefore its appearance changes significantly.
Single-frame estimates for these points were made for each image, and are shown in con-
trast to the full-sequence temperature estimates made by the proposed system in Subfigure
8.4b. As expected, the single-frame estimate for point C varies considerably from frame-to-
frame due to the inconsistent background. However, the proposed approach nevertheless
assigns this point a more reasonable temperature estimate and is therefore less vulnerable
to abnormal reflections.
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(b) Temperature estimates
Figure 8.4: Tracked temperature estimates of various surfaces. A comparison of the single-
frame and full-sequence temperature estimates for three physical points of interest in the
3D model.
Figure 8.5 demonstrates how the 3D model with thermal data overlaid avoids this problem
of reflections compared with the 2D images shown in Figure 8.2, without any additional
operator effort. Furthermore, the accuracy and appearance of the model is also improved
simply by the utilisation of a larger amount of data (i.e. hundreds of images as opposed
to just a single image).
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Figure 8.5: 3D Reconstruction of a reflective target. The target is the same as that shown
in Figure 8.2.
For the second experiment, a difficult video sequence was captured using the proposed
sensor configuration. This sequence involved a flat target surface and somewhat erratic
camera motion, which meant that for many frames the pose of the thermal-infrared camera
was unable to be estimated accurately. Figure 8.6 shows the final model resulting from
both the proposed raycasting method, and a standard raycasting method that averages
estimates for the past five rays. Figure 8.7 shows a thermal-infrared image from the same
sequence which indicates the true appearance of the scene.
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(a) Conventional method (b) Proposed method
Figure 8.6: 3D reconstructions using both the unweighted (conventional) and weighted
(proposed) approaches. The result from the proposed weighted method more closely re-
sembles the true scene as shown in Figure 8.7. This is illustrated by two errors in the
conventional result; (A) which shows the top of the upper heat source incorrectly posi-
tioned level with the handle, and (B) which fails to correctly model the separation between
the upper and lower heat sources.
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Figure 8.7: Thermal-infrared image of concealed heat source. The heat source was placed
within a door on a commercial aircraft for the purpose of crew training.
Because the weighting mechanism biases measurements towards those taken from favourable
angles and from more reliably estimated poses (based on camera velocity and distance),
the contribution of inaccurate rays towards the average is reduced. As a result, tempera-
ture estimates on the final 3D model are closer to the true values than if rays are averaged
naively. This technique is only possible with a 3D understanding of the scene, which is a
key feature of the proposed system.
For the third experiment, a simple desktop data sequence of approximately 30 seconds
duration was collected. This sequence focussed on a single laptop, and contained views of
the laptop that were both unoccluded and occluded by other surfaces, as shown in Figure
8.8.
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(a) Unoccluded view (b) Occluded view
Figure 8.8: Two images from the test sequence. The occluded view on the right shows the
warm laptop screen being occluded by some paper at room temperature.
The resulting, rendered 3D models are shown in Figure 8.9. It can be seen that the
proposed framework avoids gross temperature assignment errors where foreground tem-
peratures are incorrectly assigned to background objects. The phenomenon of this gross
misassignment is best illustrated with video, however, it can be summarised as the accu-
mulation of smaller misassignments as the object of interest becomes increasingly occluded
by a foreground surface.
(a) Without proposed approach (b) With proposed approach
Figure 8.9: Comparison of resulting models. It can be seen that using the proposed
approach prevents the lower temperature of the occluding papers from being incorrectly
assigned to the surface of the laptop.
8.4 Summary
This chapter first provided a background into the problems of automatic 3D reconstruction
and raycasting using digital sensors in Section 8.1. In addition, literature of particular
166
interest to performing these tasks with the prototype hardware platform were explored in
Section 8.2.
A novel weighted-raycasting approach for improving surface temperature estimates by
considering a range of factors beyond simply the pose was proposed in Section 8.3. This
method included an approximation used to ensure that memory requirements are within
those available in an online implementation of the proposed 3D mapping system. The
method was demonstrated to avoid problems such as reflection and inaccurate projections
that are common to existing approaches. This work has been included in a published
journal article [197].
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Chapter 9
Data Visualisation
This chapter explores the challenges and opportunities of visualisation of thermal-infrared
data in both 2D and 3D representations, on its own and combined with visible spectrum
(colour) information. Two novel visualisation methods are proposed in this chapter, along
with a 3D multi-modality visualisation toolkit that has been used to generate results
throughout the thesis.
Despite the further automation of the thermography process which is proposed in this
thesis, manual assessment is likely to remain a necessary component for some time. Hu-
man decision-making is still required for initial and ongoing planning of the inspection
path, in order to prioritise regions or surfaces that are most informative. Furthermore, no
automated systems exist for the interpretation of the final results of the mapping process.
Human visualisation is therefore a critical factor in the effective utilisation of 3D thermog-
raphy data for practical purposes. While many techniques already exist for visualising
temperature information from thermal-infrared images, the proposed system generates a
wealth of additional information in the form of visible spectrum and 3D geometric data
that accompanies the dense surface temperature estimates. This calls for more organised
and effective means of visualising the data.
First, a background into the concepts which justify visualisation methods for thermal-
infrared and multi-modality information is provided in Section 9.1. Next, a literature
review into specific techniques used for visualising these data types is presented in Section
9.2. A novel false colour mapping scheme designed to represent thermal-infrared data
more effectively than existing approaches is proposed in Section 9.3. This contribution
has formed part of a conference paper published at DICTA [196]. A new multi-modal
fusion scheme which combines thermal-infrared and visible spectrum information in the
same representation is then proposed in Section 9.4. This work has also been presented
at an international conference [198]. A software toolkit that implements these techniques
and can be used to optimise the visualisation of 3D models is then proposed in Section
9.5. Finally, the chapter is summarised in Section 9.6.
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9.1 Background
Human vision is limited to what is referred to as the visible spectrum, which consists
of a band of EM wavelengths ranging from violet through blue, green and yellow to red.
Conventional colour cameras generate images by measuring the response to a similar range
of wavelengths, and therefore it is relatively straightforward to represent information from
these sensors in a form which is intuitive to a human operator, i.e. a regular colour image.
In contrast, the information sensed by thermal-infrared cameras is not directly perceptible
to humans, and so representing this data in a form that is intuitive to a human operator
can be a somewhat more complex process.
First, the field of colorimetry (colour perception) is briefly introduced. Second, the problem
of portraying thermal-infrared information to a human operator in an effective way through
the use of colour is discussed in Subsection 9.2.1. An extension of this problem: how to
represent thermal-infrared information to a human operator simultaneously with existing
visible spectrum information, is then discussed in Subsection 9.2.2.
9.1.1 Colorimetry
Colorimetry is concerned with understanding and quantifying the physical process of hu-
man colour perception, and in many cases allowing this knowledge to be utilised for the
development of mathematical representations of colour, for both computer displays and
printed material. Past research in this field has lead to the development and refinement
of several colour spaces, which attempt to represent colours as logical combinations of
principal factors such as lightness, hue, saturation and luminance.
The Commission Internationale de l’Eclairage (CIE) 1976 Luminance u* v* (LUV) stan-
dard (shown in Figure 9.1) aims in particular to achieve perceptual uniformity.59 That is,
an equal distance in the colour space should correspond to an equal difference in colour
from the perspective of a typical human. Each colour is represented as a lightness to-
gether with a combination of the colour-opponents u∗ and v∗. The CIE 1976 Luminance
a* b* (LAB) standard has a similar goal, however, it uses a slightly different represen-
tation for which the colour-opponents are referred to as a∗ and b∗. No clear concensus
was ever formed by the colorimetry community that overwhelmingly favored one of these
representations over the other.
9.1.2 Thermal-infrared Colourisation
Thermal imagery is typically monochromatic data, as most thermal-infrared cameras have
a single peak wavelength response. As such, thermal-infrared images can be displayed in
greyscale form by simply scaling the intensities to range between black (cold) and white
(hot). However, humans can typically perceive only around 100 different shades of grey,
which is significantly less than the number of different intensity levels often present in an
image [181]. Humans are capable of perceiving many times more different colours than
59Figure 9.1 is a modification of one contributed to the public domain without licensing restrictions by
user “Adoniscik” at http://en.wikipedia.org/wiki/File:CIE_1976_UCS.png
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Figure 9.1: The CIELUV standard colour space.
shades of grey - so therefore applying a false-colour mapping scheme to a monochromatic
thermal image potentially allows the user to visibly extract more information from the
representation [181]. This process of false-colour mapping effectively converts the greyscale
thermal image to a colour thermal image, which is often accompanied by a colourbar to
help the viewer associate pixel RGB values with approximate temperature estimates, or
at least to know which colours represent relatively warmer or cooler values.
9.1.3 Representation of Multi-modal Data
A key weakness in thermography is the lack of high frequency information in thermograms
or thermal-infrared images [161]. Research has been conducted into the area of image
fusion, often with 2D multispectral and panchromatic images. The aim of much of this
research is to retain the spectral information from the non-visible sensors, and combine it
with the high spatial resolution of visible cameras [204].
Additionally, the significant difference in wavelengths between visible light and thermal-
infared radiation results in a large amount of complementary information between modal-
ities that would be useful if able to be viewed simultaneously. For example, in an electrical
maintainence context, visualising a model in the thermal-infrared modality would enable
the viewer to determine which of many electrical connections were heating up abnormally
due to faulty connections. However, without seeing the visible data, there may be no way
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to retrieve information associated with a text or colour-based label, which may be critical
for energy auditing applications where particular appliances or connections must be easily
identified by an operator. The challenge present in this task when colour information is
available is that there are now 4 channels of data (red, green, blue and thermal-IR), but
only 3 channels available for visualisation (red, green and blue).
Fused imagery has been shown to be superior to both visible spectrum and thermal-
infrared imagery on their own in low light situations, in terms of its perceptual advantages
to human viewers [162]. More specifically, studies have found that multi-band sensor
fusion can facilitate better object recognition, judgements of spatial orientation and scene
recognition by humans for a range of imagery. Significant improvements in performance
have been achieved by combining dominant information from two or more sensors into a
single displayed image [182].
9.2 Literature Review
This literature review will investigate popular false-colour mapping schemes (Subsection
9.2.1) for thermal-infrared images. In addition, existing methods for performing fusion of
thermal-infrared and visible spectrum data for visualisation will be discussed in Subsection
9.2.2.
Although most of the investigated schemes do not increase the performance of computer
algorithms, they do have the potential to greatly enhance the ability of a human operator
to interpret data. Given that the example application of this thesis (building energy
auditing) is expected to retain a human in-the-loop for years to come, improvements to
the visualisation of data will offer significant benefits in a practical sense.
9.2.1 False Colour Mapping
The purpose of false-colour mapping is to improve the interpretability of thermal-infrared
images beyond what is possible in a simple greyscale representation. This is achieved
through two mechanisms. First, because of the ability of human viewers to discern greater
numbers of colours than shades of grey, false colour mapping enables greater intensity-level
resolution from their perspective. In other words, different temperatures in the image are
more easily differentiated from one another. Second, colours may be selected to have a
meaningful correspondence to the image intensities. For example, colours such as shades
of blue that have been demonstrated to be psychologically associated with coolness and
cold temperatures may be assigned to lower temperatures.
Many thermal-infrared cameras are sold with accompanying operation software. In all
software packages surveyed, a variety of false colour palettes were provided and able to
be applied to the default greyscale output of the camera in real-time. These palettes each
contained a unique colour mapping scheme, in many cases tailored for a particular purpose.
The most commonly used schemes were those following the colours of the rainbow, and
those that follow the naturally changing colour states of iron as it is heated up to high
temperatures.
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Figure 9.2 shows an example of the application of these two false colour schemes, along with
a monochrome remapping CLAHE. Particularly with the CLAHE and rainbow mapping,
more information content can be perceived by the viewer than in the default greyscale
image. However, use of a remapping such as CLAHE invalidates the colourbar as surfaces
with the same brightness temperature are not necessarily mapped to the same shade. This
is because CLAHE implements contrast enhancement on a local level, where new assigned
values are influenced both by the original values of the pixel and those of its neighbours.
Therefore, for identically-valued pixels in different parts of the image that have different
neighbourhoods, the newly assigned values may be different.
Alternatively, while the “iron” scheme may not obviously make details in the image more
discernable, the image is more intuitive in that a knowledge of which surfaces are hot and
cold can be achieved more easily, with less dependence on referring to the colourbar.
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Figure 9.2: Examples of colourmapping enhancement of thermal-infrared images. The
use of CLAHE invalidates the colourbar. Temperature scales are approximate for these
examples.
Popular established schemes lack a strong theoretical basis, and in many cases equal
differences in temperature are not represented by equal perceptual differences in colour.
This can mislead the viewer into over or underestimating the magnitude of temperature
differences throughout the image [19]. While colourmaps that address this phenomenon
have been presented in the literature, those found have been generalised schemes that have
not been explicitly formulated for thermal-infrared data [88, 105, 203].
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9.2.2 Multi-modality Fusion
Fusion of multiple imaging modalities for visual interpretation is a well-researched area.
However, the majority of papers surveyed were interested in improving the saliency of
features in an image for better human performance in tasks such as target tracking [69,
146, 162]. This performance may be measured in terms of the response time required for
a human to accurately locate and identify an object. The goal of target tracking may be
contradictory to that of interest to this thesis, in which information content from both
modalities must still be differentiable in the final representation. It is also preferable for
3D thermography results to preserve a photorealistic aspect to their appearance, in that
they should resemble what a human viewer would expect to see with their own eyes [165].
Many fusion methods for target tracking have no incentive to preserve a photorealistic
appearance in pursuing the goal of fast and effective object localisation.
A thorough review into simultaneous visualisation of different bands of EM radiation was
conducted in 2000 [164]. In this review, the performance of the following types of visual
sensors was explored:
− Visible spectrum or colour
− Near-infrared
− Short-Wave InfraRed (SWIR)
− Mid-Wave InfraRed (MWIR)
− LWIR or thermal-infrared.
Evidence from the review strongly suggested that understanding the phenomenology of the
thermal-infrared modality is critical to processing the data so that a colour visualisation
can be effectively utilised to display information from both bands simultaneously.
Approaches such as [184] and [182] have aimed to enhance the information content of fused
imagery by determining the common components between modalities, and enhancing the
unique components. Human performance in recognition and localisation has been shown
to be able to be improved substantially using these methods, however, a warning is given
that a poor colour mapping selection may degrade performance [183].
The Intensity-Hue-Saturation (IHS) colour space has been utilised to enhance the the
spatial resolution of multispectral images by incorporating the spectral information of
panchromatic images [4]. There have also been efforts to extend this fusion method with
feedback retina models [37]. A method for using an SVM to combine colour satellite
imagery with laser data for change detection has also been proposed [113].
Neural networks have also been used to optimise multi-modal representations for certain
visualisation purposes, however, the abstract mapping which is achieved using these ap-
proaches may mean that modality-specific information can no longer be perceived from
the image [206]. In addition, approaches such as “thermal pan-sharpening” have been
proposed in order to improve the textural appearance of thermal images by incorporating
the high frequency components from registered visible spectrum images [109].
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In many cases, fused representations on 3D models are desired, such as this thesis. How-
ever, previous research has focused on 2D pixel fusion first, with fused images then regis-
tered onto the 3D model [149]. This may not be possible if the poses of the two sensors
are not able to be related well by a homography, in which case registration of both modal-
ities separately onto the 3D model is preferable, followed by fusion of modality-specific
information on the model itself.
9.3 Proposed False Colour Palette
An important capability of a thermal-infrared data visualisation system is being able to
convey information in an accurate and efficient manner, and limit the requirement of
user expertise. This section presents work done to achieve an effective representation of
thermal-infrared data in both 2D images and 3D models.
First, Subsection 9.3.1 presents a novel colour mapping scheme designed to achieve en-
hanced interpretability compared with existing schemes.60 Subsection 9.3.2 then evaluates
the proposed scheme compared to other standard approaches, which were implemented
based on the automatic averaging of openly available internet images.
9.3.1 Proposed Scheme
A new colourmapping scheme is proposed that achieves signficantly better perceptual
balance than existing alternatives, based on the psychological principals which underpin
the CIE 1976 LUV colour space. In designing this colourmapping method, the following
major ideal properties were pursued:
− easy discernibility between temperature levels
− an intuitive association between colour and relative temperature
− perceptual balance
In addition to perceptual uniformity, this thermal-infrared false colour mapping palette,
“Perceptive”, is designed to portray more temperature resolution than a greyscale repre-
sentation, whilst maintaining an intuitive appearance.
This property was exploited for the development of the proposed mapping, where colours
were sampled from CIE LUV from approximately equally spaced positions (numbered 1
through 11). This results in temperature differences of the same magnitude being equally
distinguishable by a viewer, regardless of where the temperatures fall on the colour scale.
The ordering of the samples followed a similar pattern to that of the rather intuitive “Iron”
colourbar, but it was extended with icy colours to represent colder temperatures - thereby
effectively increasing the number of unique temperatures in the scene that are able to be
discerned from a single representation.
From the points sampled in Figure 9.3, interpolation was used to create a function mapping
temperature intensities to colours.61 Then, the lightness of the samples was smoothed
60This work has been presented at a conference [196]
61Figure 9.3 is a modification of one contributed to the public domain without licensing restrictions by
user “Adoniscik” at http://en.wikipedia.org/wiki/File:CIE_1976_UCS.png
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linearly in CIE LAB colourspace for both the lower half (decreasing) and upper half
(increasing) of the range.
Figure 9.3: The proposed colourmap sampling pattern. It was formed by sampling colours
in the CIELUV colourspace in the order of the labeled points, and then smoothly varying
RGB values between these samples. In many cases samples were avoided near the edge of
the space, as most computers cannot portray colour differences in these regions.
The developed scheme is equally applicable to 3D models, as shown in Figure 9.4.
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Figure 9.4: Example of 3D rendering using the proposed colourmap. The system shown
is part of an outdoor compressed air unit.
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9.3.2 Comparison
For the thesis, a variety of palettes were implemented that can be applied to both 2D
imagery and 3D models in real-time. Many of these palettes were based on existing
palettes that are popular in commercial software.
A search for thermal-infrared images using an online search engine quickly returns a large
number of matches. Many of these images will have already been mapped into a false
colour space, and include a colourbar which explains how temperatures are mapped to
colours. For the purpose of implementing colourbars, the specific temperatures are not
particularly interesting, however, the order and gradients of colours within the colourbar
are important.
By collecting many of these images and categorising them based on the nature of the
colourbar, models were able to be formed for different colour mapping schemes. The
application MATLAB was used to normalise and average colourbars of each class, in order
to generate and model average (typical) colourbars such as the “Iron” colourbar shown in
Figure 9.5.
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Figure 9.5: Determination of typical colourmapping. An average representation of colour-
bars extracted from publicly available images which used the “Iron” colourmapping was
used to determine how to apply this mapping.
Once the colour mapping schemes were modelled, the application MATLAB was used to
subsample the curves, and generate C++ code snippets. These snippets could then be
simply pasted into C++ applications (or libraries), enabling them to be applied to 2D
images or 3D models immediately.
Figures 9.6, 9.7 and 9.8 compare the proposed scheme with two popular existing alterna-
tives. While it can be seen that the “Rainbow” colourmapping conveys a large amount of
detail, the colourbar appears to have distinct bands despite representing a smooth range
of temperatures. This results in artificial discontinuities in the image that can exaggerate
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temperature differences between particular pairs of temperatures from the perspective of
the viewer. In addition, the nature of the colours is not particularly intuitive, in that it is
not clear which surfaces are hotter or colder without referring to the colourbar.
In contrast, the iron colourmapping has a highly intuitive colour scheme which can be
understood even without looking at the colourbar, but it lacks the ability to portray as
many distinct temperatures. The proposed approach manages to convey a large amount
of detail whilst still using intuitive colours, and the colours are varied smoothly to prevent
the user from being misled with regard to the magnitude of temperature differences.
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Figure 9.6: Low temperature range colourmap comparison. The schemes are applied to
an indoor scene.
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Figure 9.7: Moderate temperature range colourmap comparison. The schemes are applied
to an outdoor industrial scene.
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Figure 9.8: Large temperature range colourmap comparison. The schemes are applied to
an indoor industrial scene.
9.4 Proposed Multi-modality Representation
Intensity-Hue (IH) Mapping is a novel method proposed in this thesis to unambiguously
convey temperature information for all pixels or voxels, whilst still incorporating visual
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spatial information.62 It can be applied to both 2D images and 3D models, provided that
both thermal-infrared and visible spectrum image information is available.
Subsection 9.4.1 first describes the algorithm in a mathematical context. Then, the effec-
tiveness of the IH Mapping algorithm is evaluated through a number of case studies in
Subsection 9.4.2.
9.4.1 Implementation
IH Mapping first converts both the colourmapped thermal value and the visible spectrum
RGB value into Hue-Saturation-Lightness (HSL) space. For the fused value, the hue orig-
inates from the colourmapped thermal representation, while the luminance is determined
by the greyscale visible spectrum intensity. In the experiments, first the luminance of the
visible image is remapped from (0, 1) to (0.2, 0.8) so that very dark or light regions do not
obscure the hue representing the temperature. However, these values can be easily varied
by the user to alter the appearance. Saturation is set to its maximum value for all pixels
or voxels.
The effect of the proposed scheme is that the relative temperatures can be interpreted
almost as easily as with a thermal-only colourisation, but the texture and lighting con-
ditions from the visibile spectrum can also be seen. This is useful for reading text and
identifying patterns that are not able to be discerned from thermal-infrared alone.
The implementation of the IH Mapping method makes use of the HSL colour space. First,
the colour mesh is rescaled according to (9.1).
Vs = kV + 255
(1− k
2
)
(9.1)
Here, k is the scaling factor, V is the original visible representation and Vs is the scaled
representation.
Next, the greyscale version Vg of Vs is taken to find the change in luminance ∆L applied
to the thermal colour mapped mesh from the visible information, as shown in (9.2).
∆L = 2
(Vg
255 − 0.5
)
(9.2)
The final representation F is calculated as shown in (9.3).
F =
Tm + L× (255−Tm), for (L > 0)Tm + L×Tm, for (L ≤ 0) (9.3)
Here Tm is the colourmapped thermal representation.
62This work has been presented at a conference [198]
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An important priority which was considered in the development of this proposed scheme
was the avoidance of ambiguities in the data representation. For example, in some schemes,
it may not be possible to tell if a single colour such as red represents a hot surface, or a red-
coloured surface. The proposed approach has only one identified ambiguity: if a pixel or
voxel appears as a mid-tone grey, while it can be known that there is no available thermal-
infrared data for this element, it cannot be known with absolute certainty whether there
is also no visible spectrum data (since a mid-tone grey is used for uncoloured elements),
or if the visible spectrum value is in fact of that value. However, in these cases it should
be easy to tell if the pixel or voxel value is missing or not, based on how well it matches
its local neighbourhood.
9.4.2 Evaluation
For the evaluation of the fusion schemes, two separate cases were investigated. Both cases
involve 3D models which represent the ultimate aim of the thesis. The first case is an
indoor office environment, and more specifically, a personal desk; while the second case is
an indoor HVAC appliance.
For the first case, Figure 9.9 compares the appearance of a rendered 3D model using
the proposed IH Mapping method (under two different settings) with visible-only and
thermal-only representations.
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Figure 9.9: Demonstration of alternative fusion schemes.
From Figure 9.9 it is seen that the thermal-only visualisation (Subfigure 9.9a) clearly shows
temperature variation over the scene, including hot spots such as computers, monitors and
power supplies. However, the RGB only visualisation (Subfigure 9.9b) reveals many details
that are hidden to thermal-infrared, such as text displayed on the computer monitors, a
logo on the small black box to the left, and printed text on the sheets scattered across
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the table. In practical inspection applications, these potentially identifying details (as
well as colours) may be needed in the visual representation simultaneously along with the
temperature information.
The proposed IH Fusion scheme applied for Subfigure 9.9c can be seen to effectively pre-
serve the representation of the surface temperatures using the same false colourmapping as
the thermal only scheme, whilst simultaneously allowing written and textural information
to be perceived clearly.
For the second case, the usefulness of the IH Mapping method is further illustrated in the
ability to read text-based labels whilst still simultaneously visualising the thermal data.
This is shown in Figure 9.10.
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Figure 9.10: Effectiveness of fused representation for scene investigation. The brand name
printed on the reverse-cycle air conditioning unit, along with additional textural detail, is
only available in the proposed fused representation.
9.5 Proposed Offline Optimisation Toolbox
This section discusses a software package developed which utilises the visualisation meth-
ods presented earlier in this chapter. This was developed in cooperation with Obadiah
Lam, as a tool for optimising 3D multi-modal representations offline. It has proven to be
a very useful application for generating figures, analysing data and experimenting with
visualisation methods. Source code for the project will be shared publicly subsequent to
the publishing of this work.
The proposed offline visualisation toolkit has been designed to enable full-resolution 3D
models with temperature and colour information to be optimised in appearance for a
number of tasks, and implements many of the colour schemes mentioned in the previous
sections. A screenshot of the visualiser in operation is shown in Figure 9.11.
The general preferences dialog (label 1) has been displayed along with the background
colour dialog (label 2). At the bottom of the view is a bar (label 3) which displays relevant
statistics including the number of vertices, the minimum and maximum temperatures, and
camera information. The colour bar on the side of the screen displays the temperature
scale and is updated dynamically as the thermal palette is changed (label 4).
The toolkit has been constructed in C++ for a Linux (Ubuntu 11.10 or later) system using
only open source libraries.
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Figure 9.11: Spectra 3D multispectral visualisation toolkit. In the current view, the user
has opened the preferences menu which allows them to optimise the appearance of the
model by varying method-specific parameters.
Figure 9.12 demonstrates a 3D model rendered with different schemes using Spectra.
9.6 Summary
A background into the visualisation of thermal-infrared and multi-modal data, in the form
of both 2D images and 3D models, was first provided in Section 9.1. Following this, a
more in-depth discussion of particular techniques in these areas of interest to this thesis
was presented in Section 9.2.
A novel colour mapping scheme for temperature data that exploits the perceptive ad-
vantages of a standardised colour model was proposed in Section 9.3. This scheme was
included in a paper published at the conference DICTA [196].
In addition, a novel thermal-infrared and visible spectrum fusion method was proposed in
Section 9.4, and an evaluation showed it has substantial advantages over single modality
representations. This work formed part of a conference paper presented at ICRA [198].
Finally, the practical implementations of these visualisation techniques in a proposed of-
fline software implementation was outlined in Section 9.5.
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Figure 9.12: Fused models rendered by Spectra. The thermal highlighting scheme was
proposed by Peyman Moghadam and can be used to highlight thermal anomalies whilst
preserving most colour information.
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Chapter 10
Conclusions
This thesis has proposed a number of novel methods for solving problems in the field of
3D thermography. Many of these methods have been integrated into a proposed hand-
held thermography solution, which has been demonstrated to be effective for generating
accurate 3D temperature models for the purpose of building energy auditing.
The purpose of this final chapter is to provide a summary of the contributions of the thesis
(Section 10.1), and to propose future research directions (Section 10.2).
10.1 Contributions
This thesis has proposed a convenient and powerful handheld 3D thermography system
which overcomes many limitations of current 2D and 3D approaches. The development
of this system has served as a means to ask questions, and to develop new techniques for
solving problems, particularly in the areas of sensor and system calibration, sensor motion
estimation and 3D temperature modelling. In these areas many significant contributions
to the field have been made, and most of these contributions have been published in the
form of peer-reviewed publications.
Figure 10.1 revisits the previous Figure 3.2 first shown in Section 3.3. It illustrates the
importance of each chapter in the context of the proposed 3D thermography system. Fur-
thermore, both the publications and their associated contributions are integrated into the
figure, according to the nomenclature specified in Sections 10.1.1 and 10.1.2 respectively.
From the figure it can be seen that the work on sensor calibration is critical for enabling
useful data to be captured by the system, and research on motion estimation can offer
the potential to enhance the modelling performance of the system beyond what is possible
using ICP alone.
The contributions of this thesis, including the final prototype thermography system, can
find applications in many areas such as search and rescue, medical imaging, industrial
monitoring, and mining. However, the application of particular interest is that of build-
ing energy auditing, and it is for this application that the effectiveness of the system is
investigated and demonstrated in depth.
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Figure 10.1: Flow chart of the proposed system with contributions and publications.
Each light blue rectangle represents a chapter, along with the large white rectangle which
corresponds to Chapter 3. Beneath each of these box labels, corresponding publications
(in numerals) and the contributions (in letters) for each area of research are denoted,
according to the nomenclature outlined in Sections 10.1.1 and 10.1.2.
In Subsection 10.1.1 the publications arising from this thesis are briefly listed, with corre-
sponding numbers that can be used to interpret the annotations in Figure 10.1. Similarly,
Subsection 10.1.2 lists brief summaries of the contributions of the thesis, also with corre-
sponding labels.
The remaining subsections then elaborate on these contributions for each of the four phases
of the research, which are introduced in Section 1.3.
10.1.1 Publications in Brief
The following is a list of all submitted and published works resulting from the research
outlined in this thesis. A more detailed list appeared previously in Section 1.6.
(1) An exploration of feature detector performance in the thermal-infrared modality
[193]
(2) A mask-based approach for the geometric calibration of thermal-infrared cameras
[194]
(3) Towards Robust Night and Day Place Recognition using Visible and Thermal Imag-
ing [112]
(4) RGB-T-D Mapping: Augmenting the framework with thermal-infrared [195]
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(5) Hand-held monocular SLAM in thermal-infrared [200]
(6) 3D thermal mapping of building interiors using an RGB-D and thermal camera [198]
(7) HeatWave: a handheld 3D thermography system for energy auditing [197]
(8) Ad hoc radiometric calibration of an FPA-based thermal-infrared camera [196]
(9) Real-time mobile 3D temperature mapping [199]
10.1.2 Contributions in Brief
This list categorises the novel contributions of the thesis by research phase. A more
detailed list appeared previously in Section 1.5.
− Sensor and system calibration
a) Mask-based geometric calibration approach
b) Multi-modality temporal calibration using blob tracking
c) Adapted blackbody calibration method
d) Ad hoc radiometric calibration method
− Sensor motion estimation
e) Thermal-infrared features dataset
f) Local feature detectors evaluation
g) Local feature descriptors evaluation
h) LDA-based improved feature matching method
i) Thermal-infrared local feature tracking method including NUC handling
j) Monocular SLAM in thermal-infrared including score-based initialisation
k) Multi-modality loop closure
− 3D Temperature Modelling
l) Weighted raycasting for 3D temperature assignment
m) Perceptive false colour palette
n) IH-Fusion for representing multi-modal data
o) Offline “Spectra” visualisation toolbox
− Integration
p) Prototype real-time 3D thermography system
10.1.3 Sensor and System Calibration
A novel geometric calibration methodology (a) has been proposed for the calibration of
thermal-infrared cameras and multi-sensor configurations involving thermal-infrared cam-
eras. This approach includes a novel calibration pattern, and a corresponding pattern-
finding algorithm that can be used to automatically locate and track the pattern in an
input video sequence. The pattern requires relatively little preparation time and pro-
vides superior performance compared to the conventional approach of using a heated
chessboard. The effectiveness of the system was proven for problems as complex as the
geometric calibration of a multi-camera configuration involving both thermal-infrared and
visible spectrum cameras. This work was published in the IEEE journal TIM, and is
presented in Section 4.3 [194].
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A blob-tracking based method (b) that can be used to precisely determine the timing
differences between unsynchronised cameras has also been proposed. This novel algorithm
can operate effectively between imaging modalities, and was used for the task of tem-
porally calibrating the thermal-infrared and colour cameras that comprise the proposed
3D thermography system. This contribution formed part of a published conference paper
[198] and is presented in Section 4.4.
In the area of radiometric calibration, a novel adaptation (c) of a conventional method
has been proposed. The adaptation can function without the need for a temperature
controlled environment. This method is outlined in Section 5.3 and formed part of a
published journal article [197].
In addition, a novel and ad hoc approach (d) for the radiometric calibration of thermal-
infrared cameras that can be executed with minimal equipment has been proposed. This
approach utilises the mechanical properties of the camera to estimate scene temperatures,
and then uses these scene temperatures to form a radiometric model mapping pairs of pixel
intensities and sensor temperatures to corresponding target temperatures. This work is
outlined in Section 5.4 and has been presented at the conference DICTA 2013 [196].
Calibration-related deliverables which have been shared freely with the research commu-
nity online include implementations of the end-to-end intrinsic and extrinsic calibration
system, and scripts for automating the radiometric calibration procedures.63
10.1.4 Sensor Motion Estimation
A world-first database (e) containing a large number of registered thermal-infrared and
colour images undergoing a variety of common transformations has been proposed. This
database has been utilised to perform a comprehensive evaluation of the performance of
feature detection (f) and feature description (g) algorithms on thermal-infrared images.
This work was published at DICTA 2011, and is referenced in Sections 6.3, 6.4 & 6.5 [193].
A novel LDA-based method (h) for combining both the NND and NNDR metrics to im-
prove local feature matching performance has been proposed. In addition, a local feature-
tracking system (i) that can perform well on thermal-infrared images given the unique
challenges of this modality has been proposed. This system uses a novel homography-
guided search to accommodate for data interruptions due to the NUC operation that can
be fatal for many algorithms. These works formed part of a paper published at ICARCV
2012, and are referenced in Sections 6.6 & 6.7 respectively [200].
A novel method for the robust initialisation of a geometric monocular SLAM algorithm
from feature-sparse thermal-infrared video (j) has also been proposed. The method demon-
strates that combining a number of metrics that are based on deviation from statistically
determined ideals can achieve more reliable results than depending on minimising a sin-
gle error function. This contribution was included in a conference paper presented at
ICARCV 2012 and is referenced in Section 7.3 [200].
63http://code.google.com/p/mm-calibrator/
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Furthermore, a novel method (k) that demonstrates that combining thermal-infrared and
visible spectrum image data can improve loop closure performance in outdoor environ-
ments over either modality individually has been proposed. A paper corresponding to this
work was awarded “Best Paper” at an RSS workshop, and details of this work can be
found in Section 7.4 [112].
Several software deliverables relating to the area of sensor motion estimation have been
shared with the research community online, such as:
− A multi-modal feature detector and descriptor evaluation system.64
− An implementation of the proposed feature-tracking (optical flow) method.65
− An implementation of the proposed monocular SLAM algorithm.65
10.1.5 3D Surface Temperature Modelling
A novel framework (l) has been proposed for performing raycasting onto 3D models using
thermal-infrared imagery, which improves temperature assignment estimates beyond the
naive approach. This novel approach incorporates a knowledge of camera motion and scene
geometry, among other factors, to perform an averaging of multiple estimates weighted
based on confidence. This work is presented in Sections 4.4 & 8.3 and forms a major
component of an article published in the Elsevier journal Energy and Buildings [197].
Additionally, two novel visualisation schemes have been proposed that enable better in-
terpretation of data both in 2D and 3D: one for thermal-infrared data only (m), and one
for a combination of thermal-infrared and visible spectrum data (n). Visualisation using
both the novel colour mapping scheme and the fusion method simultaneously is argued to
enable the data-rich results from the proposed 3D thermography system to be efficiently
accessible to the device operator. An offline toolbox (o) useful for optimising the appear-
ance of 3D models using these methods has also been proposed. This work is outlined in
Sections 9.3, 9.4 & 9.5, and has been presented in part at ICRA 2013 [198] and at DICTA
2013 [196].
10.1.6 Proposed 3D Thermography System
A handheld, real-time thermography system (p) was proposed that can be moved around
by hand to capture thermal video and other sensory data in much the same way that
a conventional thermal energy audit is performed. The system can process the data to
generate accurate 3D models with both dense temperature and appearance information
incorporated. Models can be visualised in real-time, with both modalities simultaneously
represented. Details of the development and implementation of this system including
the proposed handheld device are distributed over several publications, including a short
competition entry at ACCV 2012 [195] and a full conference paper at ICRA 2013 [198]. In
addition, details are included in a fully peer-reviewed journal paper published in Elsevier
64http://code.google.com/p/dd-evaluator/
65http://code.google.com/p/thermalvis-ros-pkg/
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Energy and Buildings [197], which also investigates the potential of the proposed system
to be utilised as part of a process of building energy auditing.
The output of the thermography system are 3D models with dense temperature informa-
tion that can be quantitatively evaluated, including easily being compared with results
from previous scans by different operators. The limitations of existing thermography ap-
proaches that the proposed system overcomes include practical weaknesses such as cost and
dependence on operator expertise, as well as technical weaknesses such as a vulnerability
to reflection and an inability to easily compare audit results from different times.
As part of the proposed system, a Linux-based driver for the Thermoteknix Miricle
thermal-infrared camera has been developed which allows complete control over the cam-
era and the ability to stream data at its maximum framerate in both raw and processed
format. This driver has been shared online and is already being utilised by several other
researchers.
10.2 Future Research
Throughout the research programme, many opportunities for future work were identified,
of both an application-driven and theory-driven nature. This section outlines some of
the more interesting of these ideas, which have been formed from the author’s developed
expertise and intuition, that could directly lead to improved performance of the proposed
3D thermography system.
First, Subsection 10.2.1 describes work which could improve the usability of the system,
and therefore accelerate its potential uptake by industry. Second, methods for potentially
improving the accuracy of the system are listed in Subsection 10.2.2. Third and finally,
research ideas for improving the stability of the system are discussed in Subsection 10.2.3.
10.2.1 Usability Improvements
At present, while the 3D model is able to be visualised simultaneous with the data capture,
this may introduce constraints on how the data is captured. Because a single laptop is
used for processing and display, if the laptop is placed in a backpack while data is being
recorded, there is no way to visualise the results in real-time. To address this, there are
two potential solutions.
The first is to attach a smaller Liquid-Crystal Display (LCD) screen to the handheld
device. This screen could then be connected to the laptop and act as an external monitor.
The second option is to attach a tablet computer to the handheld device [208]. This tablet
could take care of all data streaming, and then communicate with the more powerful
laptop via a dedicated wifi network. Compressed video would be sent from the tablet to
the laptop, and the periodically updated 3D model (or a visualisation thereof) would be
returned from the laptop to the tablet. This would enable the laptop to be left outside
the backpack if desired, and attached to a wall power socket to enable it to operate for an
indefinite period without charging (provided that the operator does not stray too far as
to weaken the wifi signal).
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Improvements to the maximum scale of environments able to be mapped may also be
able to be achieved by allowing the model volume to shift with the user [152]. The use
of a sophisticated points-to-mesh algorithm may enable the display of a dense mesh in
real-time, rather than just the point cloud [99, 156, 28, 45]. Finally, the system could be
transformed into a wearable form for a more immersive exploration experience, potentially
freeing the arm of the operator [68].
10.2.2 Accuracy Improvements
Several improvements in accuracy may be achievable through addressing some weaknesses
in the system calibration. For intrinsic and extrinsic calibration, the case-by-case rejection
of individual calibration points based on a local acutance test could help improve accuracy
by reducing the negative effect of motion and out-of-focus blur [133]. In addition, a region-
weighted projection MRE could be implemented, to ensure a fitted model is not biased
by over fitting to the region of the image most occupied by calibration points and weak
fitting to other regions. It may also be worth investigating if there are more appropriate
mathematical expressions for modelling the properties of thermal-infrared lenses, since at
present, models popular for visible modality cameras are used without alteration.
Furthermore, an understanding of the timing properties (including the integration behav-
ior) of the sensors’ rolling shutter systems could enable each row of pixels to be assigned a
unique timestamp reflecting more precisely the time that data was recorded. This would
enable more accurate raycasting, and therefore more accurate registration of image data
to the 3D model.
Additional potential exists for improving the assignment of RGB values to the 3D model
through methods of auto white balance [75] and motion deblurring [9], though these would
not have utility for improving the accuracy of the temperature estimates.
10.2.3 Stability Improvements
An improvement to system stability is expected to be achieved by utilising research done
on localisation using thermal-infrared video, to enhance the reliability of sensor pose es-
timates. Camera position and orientation predicted by the proposed monocular SLAM
system could be used to provide the ICP-based registration with an alternative pose es-
timate in the case of unreliable results due to misregistrations. Further improvements
may be possible by also utilising other localisation methods optimised for the RGB data
[86, 136, 208].
Some solutions exist which may help in dealing with problematic obstacles such as glass
[53] and stairways [38]. These may be implemented in future versions of the system in
order to avoid breakdown conditions.
Several additional avenues which could lead to improvements in system stability include
utilising both geometric and colour data in the range images to estimate pose [41], or by
using sophisticated methods for fusing data [97, 121].
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Another interesting research direction could be investigating if feature detectors and de-
scriptors used for localisation could be specifically modified or designed for optimal per-
formance in the thermal-infrared modality, rather than the visible spectrum.
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Glossary
acutance The degree of contrast around edges in an image. An image with high acutance
may be described as crisp looking, while one with low acutance may be described as
blurry. 189
Boltzmann constant 1.3806488× 10−23 m2kgs−2K−1. 16
C++ A powerful, muli-platform programming language. 65, 176, 180
edgel Small edge segments. 96
emissivity The efficiency of a material in emitting energy by radiation. 27
epipolar geometry The geometry of stereo vision. That is, regarding the geometric rela-
tions between two cameras viewing a 3D scene from two distinct positions. This form
of geometry introduces relations that lead to many useful constraints for computer
vision algorithms. 97
eutectic A mixture, solution or alloy that has been formed at the lowest possible temper-
ature of solidification. In the case of an alloy, the melting point should be lower than
any other alloy made of different proportions of the same constituents. 83
homography An invertible transform from a projective space that maps straight lines to
straight lines. It can roughly be thought of as a mapping of one 2D plane to another
2D plane in 3D space. 62, 63, 97–99, 109, 123
irradiance The power of EM radiation per unit area incident on a surface. It is equivalent
to a radiative flux. It is measured in Watts per square metre. 84
Linux A computer operating system built under a free and open-source software develop-
ment and distribution model. It can be used as an alternative to Windows or MacOS
and offers many advantages for the development of new computing technologies. 180,
188
MATLAB A popular computer application used for rapid algorithm deployment and test-
ing. Stands for MATrix LABoratory. 54, 176
microbolometer A specific type of bolometer used in thermal-infrared camera imaging
sensors. It measures the power of incident electromagnetic radiation through the
heating of a material with a temperature-dependence resistance. 79
monocular Having or using a single lens or camera. Contrasts with binocular where two
lenses or cameras are used. 95, 124, 129, 147
202
multi-modal Consisting of two sensing modalities. In general this will refer to both
thermal-infrared and visible spectrum imaging. 168, 173
multispectral Formed by a sensitivity to a number of separate wavelength ranges, and in
general represented as a multi-channel image. 170
natural image An image captured from an imaging device, without substantial post-
processing or modification. Images of man-made environments can still be considered
natural images, but images of virtual environments are not. 23
OCTAVE An open-source, high-level programming language that is designed to be an
alternative to MATLAB. 85
OpenCV The “Open-Source Computer Vision Library” - a publicly available project con-
taining many software implementations of computer vision algorithms. 55, 61, 63,
65, 67, 70, 71, 107, 120, 123
panchromatic Formed by a sensitivity to all wavelengths of visible light, and in general
represented in greyscale. 170, 173
phenomenology Study of the subjective experience, e.g. from a human observer. 173
Planck constant 6.62606957× 10−34 m2kgs−1. 16
pose Unless otherwise specified, this will refer to that consisting of a translation com-
ponent and an orientation component. The translation component is comprised of
locations in the x-, y- and z-axes, while the orientation component is comprised of
rotations about these same axes. 125
raycasting The process of projecting 2D pixels into 3D space in order to find which surface
voxels or vertices these pixels correspond to. 150, 152, 153, 158
speed of light 2.99792458× 108 ms−1. 16
Stefan-Boltzmann constant 5.67037321× 10−8 Wm−2K−4. 16, 25
stepper motor A brushless, DC electric motoer for which the rotational position can be
precisely controlled in many equal steps. No feedback is required for the motor to
be held at one of these positions. 83
steradian The SI (International Standard) unit of measure for a solid angle. It defines a
two-dimensional angular span in 3-dimensional space, and can be visualised as a 3D
cone. 21
texture In the context of 2D images or 3D models, this refers to high-frequency patterns
as opposed to low-frequency patterns or uniform appearance. 23
thermal bridge A penetration of an insulation layer by a conductive or non-insulating
material. This effectively connects the interior to the exterior through a path of low
thermal resistance, and can be problematic. 30
thermogram A thermal-infrared image. 170
Ubuntu The most popular Linux distribution (Linux-based operating system). 38, 180
voxel A cubic volume which forms the smallest unit of a voxel-based 3D model. Analogous
to a pixel but in 3D. 178
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Appendix A
Sensors Specifications
The purpose of this appendix is to give a summary of the important specifications of
sensors used for experiments described in multiple chapters of the thesis.
A.1 Thermal-IR Cameras
Two different models of thermal-infrared camera were used for the experiments. These
were the following:
− Thermoteknix Miricle 307K
− GuideIR 210
The Thermoteknix Miricle 307K camera used consists of a long-wave uncooled microbolome-
ter detector sensitive in the 7- to 14-µm range. The camera has a resolution of 640 by 480
pixels and a horizontal field of view of approximately 60 degrees, and is rated for objects in
the temperature range of −20◦ to 150◦ Celsius. The camera has a Noise Equivalent Differ-
ential Temperature (NEDT) of 85 mK. Fourteen-bit monochromatic images are streamed
at 25Hz using a USB Video Class (UVC) connection. An estimate of the focal length of
the camera based on the limited provided data is 598 pixels.
The GuideIR 210 consists of a Uncooled Focal Plane Array (UFPA) microbolometer de-
tector, sensitive in the 8 - 14 µm range. The resolution of the camera is 384×288 pixels.
The NEDT of this camera is 80mK at a nominal temperature of 30 degrees Celsius. Un-
fortunately, images must be reduced to an 8-bit representation before being retrieved by
a Personal Computer (PC) using an Radio Corporation of America (RCA) and Bayonet
Neill-Concelman (BNC) interface, at a frame rate of 50Hz. There is insufficient data
provided by the manufacturer to estimate the focal length for this camera.
Table A.1 shows a summary of the important attributes of these two cameras.
A.2 Visible Spectrum Cameras
Five different models of visible spectrum cameras were used for the experiments. How-
ever, two of these formed part of depth cameras which are outlined in Section A.3. The
remaining three cameras were the following:
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Table A.1: Thermal-infrared camera specifications.
Make Thermoteknix GuideIR
Model Miricle 307K IR210
Framerate (Hz) 25 30
Resolution 640×480 640×480
FOV (degrees) 60 -
Measurement Range ( ◦C) -20 - 150 -
Environment Range ( ◦C) - -20 - 50
NEDT (mK) 85 80
Power 5V Regulated Mains-adapted
Data USB Analog
Control Serial RS232
Dimensions (mm) 58×45×53 120×60×60
Weight (g) 166 220
− Videre Apparen colour camera
− Google Nexus S phone (inbuilt)
− Point Grey Grasshopper2 1394b camera
The Videre Apparen colour cameras contain a Complementary Metal-Oxide Semiconduc-
tor (CMOS) imager and the options of 640×480 or 1280×960 pixel resolutions. These
cameras use a Bayer colour filter array to encode colour content - which makes calibration
less accurate than a greyscale camera of equal resolution. Images can be streamed from the
cameras using an IEEE 1394 (FireWire) interface. A frame rate of 30Hz can be achieved
with the lower resolution mode, which is preferred in this paper. There is insufficient data
provided by the manufacturer to estimate the focal length for the camera.
The Google Nexus S phone was manufactured by Samsung, and contains two cameras.
For the experiments, the higher quality forward-facing camera was used. This camera
was chosen chiefly due to availability, and the fact that it had a similar FOV to the
Thermoteknix Miricle 307K thermal-infrared camera. Only still images were needed from
the camera, which can be uploaded to a PC via USB.
The Point Grey Grasshopper2 1394b camera is a flexible RGB camera popular for robotics
applications. Resolution can be scaled up to 1384×1036 pixels, though a lower resolution
of 640×480 was used for the experiments. The camera can achieve a framerate of up to
30Hz, and data can be streamed using FireWire 800.
Visible spectrum camera specifications are summarised in Table A.2.
A.3 Depth Cameras
Two different depth sensors were used for experiments outlined in this thesis. These were
the Microsoft XBox Kinect, and the Asus Xtion Pro Live.
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Table A.2: Visible spectrum camera specifications.
Make Videre Google Point Grey
Model Apparen Nexus S Grasshopper2 1394b
Framerate (Hz) 30 30 30
Resolution 640×480 800×480 640×480
FOV (degrees) - - 60
Power FireWire 400 In-built battery FireWire 800
Data FireWire 400 USB (offline) FireWire 800
Control FireWire 400 Manual FireWire 800
Table A.3: Depth camera specifications.
Make Microsoft Asus
Model Xbox Kinect Xtion Pro Live
Framerate (Hz) 30 30
Resolution 640×480 640×480
FOV (degrees) 57 58
Range (m) 0.8 - 3.5 0.8 - 3.5
Power 12V DC USB
Data USB USB
Control USB USB
While both depth cameras utilise the same underlying range sensor (developed by Prime-
Sense), there are nevertheless important differences between the two.
The Microsoft XBox Kinect is capable of streaming a 640×480 range image at 30Hz, along
with an RGB image. The FOV extends approximately 57 degrees horizontally, and range
measurements are able to be made accurately for objects between 1.2 and 3.5 metres away.
The device requires 12V DC for power, and communicates with the PC via USB.
The Asus Xtion Pro Live has identical resolution and framerate properties, along with an
almost-identical FOV. The device is full powered via USB and therefore does not require a
separate cable for power. In addition, the form factor of the Xtion is significantly smaller.
Specifications of these two devices are shown in Table A.3. Values in the table (apart from
Range) apply equally to both the range sensors and the in-built RGB cameras.
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Appendix B
Supplementary Material
This appendix contains additional material related to the research outlined in Sections 6.4
and 6.5.
First, additional figures for the feature detector experiments are included in Section B.1.
These begin with those relating to detector profiling in Subsection B.1.1. Then, additional
results for the detector transformations experiments are provided in Subection B.1.2. After
this, those results relating to the inter-modality detector tests are included in Subsection
B.1.3.
Additional figures relating to the feature descriptor experiments are included in Section
B.2. First, results relating to descriptor profiling are presented in Subsection B.2.1. Fi-
nally, additional results for the descriptor transformations experiments are included in
Subection B.2.2.
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B.1 Extended Detector Evaluation
B.1.1 Sensitivity Profiling
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Figure B.1: Repeatability of detectors in the “Aquavist” environment.
0 50 100 150 200 250
0
0.2
0.4
0.6
0.8
1
M
at
ch
ab
ilit
y
Feature Count
 
 
SURF STAR FAST ORB MSER
(a) “Thermal-infrared profile”
0 50 100 150 200 250
0
0.2
0.4
0.6
0.8
1
M
at
ch
ab
ilit
y
Feature Count
 
 
SURF STAR FAST ORB MSER
(b) “Visible spectrum profile”
Figure B.2: Matchability of detectors in the “Aquavist” environment.
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Balcony
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Figure B.3: Repeatability of detectors in the “Balcony” environment.
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Figure B.4: Matchability of detectors in the “Balcony” environment.
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Figure B.5: Repeatability of detectors in the “Pipes” environment.
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Figure B.6: Matchability of detectors in the “Pipes” environment.
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Figure B.7: Repeatability of detectors in the “Nitrogen” environment.
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Figure B.8: Matchability of detectors in the “Nitrogen” environment.
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Driveway
0 50 100 150 200 250
0
0.2
0.4
0.6
0.8
1
R
ep
ea
ta
bi
lity
Feature Count
 
 
SURF STAR FAST ORB
(a) “Thermal-infrared profile”
0 50 100 150 200 250
0
0.2
0.4
0.6
0.8
1
R
ep
ea
ta
bi
lity
Feature Count
 
 
SURF STAR FAST ORB MSER
(b) “Visible spectrum profile”
Figure B.9: Repeatability of detectors in the “Driveway” environments.
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Figure B.10: Matchability of detectors in the “Driveway” environments.
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Figure B.11: Repeatability of detectors in the “Pavement” environment.
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Figure B.12: Matchability of detectors in the “Pavement” environment.
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Figure B.13: Repeatability of detectors in the “Oven” environment.
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Figure B.14: Matchability of detectors in the “Oven” environment.
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Figure B.15: Repeatability of detectors in the “Office” environment.
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Figure B.16: Matchability of detectors in the “Office” environment.
215
Library
0 50 100 150 200 250
0
0.2
0.4
0.6
0.8
1
R
ep
ea
ta
bi
lity
Feature Count
 
 
SURF STAR FAST ORB
(a) “Thermal-infrared profile”
0 50 100 150 200 250
0
0.2
0.4
0.6
0.8
1
R
ep
ea
ta
bi
lity
Feature Count
 
 
SURF STAR FAST ORB MSER
(b) “Visible spectrum profile”
Figure B.17: Repeatability of detectors in the “Library” environment.
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Figure B.18: Matchability of detectors in the “Library” environment.
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Figure B.19: Repeatability of detectors in the “Desk” environment.
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Figure B.20: Matchability of detectors in the “Desk” environment.
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B.1.2 Transformations Analysis
Out-of-focus Blur Transformation
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(b) Same-level repeatability
Figure B.21: Repeatability under out-of-focus blur in “Aquavist” environment.
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Figure B.22: Matchability under out-of-focus blur in “Aquavist” environment.
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Figure B.23: Repeatability under out-of-focus blur in “Nitrogen” environment.
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Figure B.24: Matchability under out-of-focus blur in “Nitrogen” environment.
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Time-of-day Transformation
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Figure B.25: Repeatability under time-change in “Balcony” environment.
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Figure B.26: Matchability under time-change in “Balcony” environment.
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Figure B.27: Repeatability under time-change in “Driveway” environment.
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Figure B.28: Matchability under time-change in “Driveway” environment.
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NU Noise Transformation
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Figure B.29: Repeatability under Non-Uniformities noise in “Office” environment.
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Figure B.30: Matchability under Non-Uniformities noise in “Office” environment.
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Figure B.31: Repeatability under Non-Uniformities noise in “Pipes” environment.
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Figure B.32: Matchability under Non-Uniformities noise in “Pipes” environment.
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Viewpoint Transformation
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Figure B.33: Repeatability under viewpoint-change in “Oven” environment.
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Figure B.34: Matchability under viewpoint-change in “Oven” environment.
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Figure B.35: Repeatability under viewpoint-change in “Pavement” environment.
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Figure B.36: Matchability under viewpoint-change in “Pavement” environment.
225
Rotation Transformation
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Figure B.37: Repeatability under rotation in “Desk” environment.
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Figure B.38: Matchability under rotation in “Desk” environment.
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Compression Transformation
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Figure B.39: Repeatability under compression in “Aquavist” environment.
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Figure B.40: Matchability under compression in “Aquavist” environment.
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Figure B.41: Repeatability under compression in “Office” environment.
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Figure B.42: Matchability under compression in “Office” environment.
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Quantisation Noise Transformation
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Figure B.43: Repeatability under quantisation in “Library” environment.
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Figure B.44: Matchability under quantisation in “Library” environment.
229
1 2 3 4 5 6 7 8 9 10
0
0.2
0.4
0.6
0.8
1
R
ep
ea
ta
bi
lity
 
 
SURF STAR FAST ORB
(a) Base-referenced repeatability
1 2 3 4 5 6 7 8 9 10
0
0.2
0.4
0.6
0.8
1
R
ep
ea
ta
bi
lity
 
 
SURF STAR FAST ORB
(b) Same-level repeatability
Figure B.45: Repeatability under quantisation in “Outside” environment.
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Figure B.46: Matchability under quantisation in “Outside” environment.
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Histogram Expansion Transformation
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Figure B.47: Repeatability under normalisation in “Balcony” environment.
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Figure B.48: Matchability under normalisation in Balcony environment
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(a) Base-referenced repeatability
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(b) Same-level repeatability
Figure B.49: Repeatability under normalisation in “Oven” environment.
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(b) Same-level matchability
Figure B.50: Matchability under normalisation in “Oven” environment.
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Gaussian Noise Transformation
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(b) Same-level repeatability
Figure B.51: Repeatability under Gaussian noise in “Nitrogen” environment.
1 2 3 4 5 6 7 8 9 10
0
0.2
0.4
0.6
0.8
1
M
at
ch
ab
ilit
y
 
 
SURF STAR FAST ORB
(a) Base-referenced matchability
1 2 3 4 5 6 7 8 9 10
0
0.2
0.4
0.6
0.8
1
M
at
ch
ab
ilit
y
 
 
SURF STAR FAST ORB
(b) Same-level matchability
Figure B.52: Matchability under Gaussian noise in “Nitrogen” environment.
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(a) Base-referenced repeatability
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(b) Same-level repeatability
Figure B.53: Repeatability under Gaussian noise in “Pavement” environment.
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(b) Same-level matchability
Figure B.54: Matchability under Gaussian noise in “Pavement” environment.
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Salt and Pepper Noise Transformation
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(b) Same-level repeatability
Figure B.55: Repeatability under Salt and Pepper noise in “Driveway” environment.
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(b) Same-level matchability
Figure B.56: Matchability under Salt and Pepper noise in “Driveway” environment.
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(a) Base-referenced repeatability
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(b) Same-level repeatability
Figure B.57: Repeatability under Salt and Pepper noise in “Pipes” environment.
1 2 3 4 5 6 7 8 9 10
0
0.2
0.4
0.6
0.8
1
M
at
ch
ab
ilit
y
 
 
SURF STAR FAST ORB
(a) Base-referenced matchability
1 2 3 4 5 6 7 8 9 10
0
0.2
0.4
0.6
0.8
1
M
at
ch
ab
ilit
y
 
 
SURF STAR FAST ORB
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Figure B.58: Matchability under Salt and Pepper noise in “Pipes” environment.
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B.1.3 Inter-modality Consistency
Because of the shared information content between thermal-infrared and visible spectrum
images, there exists, in theory, the ability to register between modalities by finding corre-
sponding regions. However, experiments showed that using conventional feature detectors
would not be able to achieve a sufficient number of correspondences for this purpose. All
feature detectors achieved poor repeatability between modalities, in most cases no bet-
ter than randomly distributed points. Only the FAST detector achieved a statistically
significant number of true correspondences between modalities.
Some results are shown in Figures B.59 and B.60.
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(b) “Balcony”
Figure B.59: Repeatability of detectors between the thermal-infrared and visible modality
under ideal conditions.
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(b) “Library”
Figure B.60: Repeatability of detectors between the thermal-infrared and visible modality
under ideal conditions.
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B.2 Extended Descriptor Evaluation
B.2.1 Ideal Conditions Profiling
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(b) Visible spectrum
Figure B.61: Descriptor profile in “Aquavist” environment.
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(a) Thermal-infrared
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SURF SIFT ORB BRIEF
(b) Visible spectrum
Figure B.62: Descriptor profile in “Balcony” environment.
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(a) Thermal-infrared
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(b) Visible spectrum
Figure B.63: Descriptor profile in “Pipes” environment.
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(b) Visible spectrum
Figure B.64: Descriptor profile in “Nitrogen” environment.
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(b) Visible spectrum
Figure B.65: Descriptor profile in “Driveway” environment.
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(a) Thermal-infrared
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(b) Visible spectrum
Figure B.66: Descriptor profile in “Pavement” environment.
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(b) Visible spectrum
Figure B.67: Descriptor profile in “Office” environment.
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(b) Visible spectrum
Figure B.68: Descriptor profile in “Library” environment.
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(a) Thermal-infrared
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(b) Visible spectrum
Figure B.69: Descriptor profile in “Desk” environment.
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B.2.2 Transformations Analysis
Out-of-focus Blur Transformation
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(a) Base-referenced repeatability
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(b) Same-level repeatability
Figure B.70: “Out-of-focus Blur” transformation in “Aquavist” environment.
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(a) Base-referenced repeatability
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(b) Same-level repeatability
Figure B.71: “Out-of-focus Blur” transformation in “Nitrogen” environment.
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Time-of-day Transformation
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(a) Base-referenced repeatability
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(b) Same-level repeatability
Figure B.72: “Time-of-day” transformation in “Balcony” environment.
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(b) Same-level repeatability
Figure B.73: “Time-of-day” transformation in “Driveway” environment.
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NU Noise Transformation
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(b) Same-level repeatability
Figure B.74: “NU Noise” transformation in “Office” environment.
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(a) Base-referenced repeatability
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(b) Same-level repeatability
Figure B.75: “NU Noise” transformation in “Pipes” environment.
244
Viewpoint Transformation
1 2 3 4 5 6 7
0
0.2
0.4
0.6
0.8
1
Pr
ec
is
io
n−
R
ec
al
l S
co
re
Transformation Level
 
 
SURF SIFT ORB BRIEF
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(b) Same-level repeatability
Figure B.76: “Viewpoint” transformation in “Oven” environment.
1 2 3 4 5 6 7 8
0
0.2
0.4
0.6
0.8
1
Pr
ec
is
io
n−
R
ec
al
l S
co
re
Transformation Level
 
 
SURF SIFT ORB BRIEF
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(b) Same-level repeatability
Figure B.77: “Viewpoint” transformation in “Pavement” environment.
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(b) Same-level repeatability
Figure B.78: “Rotation” transformation in “Desk” environment.
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Compression Transformation
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(b) Same-level repeatability
Figure B.79: “Compression” transformation in “Office” environment.
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(b) Same-level repeatability
Figure B.80: “Compression” transformation in “Aquavist” environment.
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Quantisation Noise Transformation
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(b) Same-level repeatability
Figure B.81: “Quantisation” transformation in “Library” environment.
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(b) Same-level repeatability
Figure B.82: “Quantisation” transformation in “Outside” environment.
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Histogram Expansion Transformation
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(b) Same-level repeatability
Figure B.83: “Histogram expansion” transformation in “Balcony” environment.
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(b) Same-level repeatability
Figure B.84: “Histogram expansion” transformation in “Oven” environment.
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Gaussian Noise Transformation
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(b) Same-level repeatability
Figure B.85: “Gaussian Noise” transformation in “Nitrogen” environment.
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(a) Base-referenced repeatability
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(b) Same-level repeatability
Figure B.86: “Gaussian Noise” transformation in “Pavement” environment.
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Salt and Pepper Noise Transformation
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(a) Base-referenced repeatability
1 2 3 4 5 6 7 8 9 10
0
0.2
0.4
0.6
0.8
1
Pr
ec
is
io
n−
R
ec
al
l S
co
re
Transformation Level
 
 
SURF SIFT ORB BRIEF
(b) Same-level repeatability
Figure B.87: “Salt and Pepper Noise” transformation in “Driveway” environment.
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(a) Base-referenced repeatability
1 2 3 4 5 6 7 8 9 10
0
0.2
0.4
0.6
0.8
1
Pr
ec
is
io
n−
R
ec
al
l S
co
re
Transformation Level
 
 
SURF SIFT ORB BRIEF
(b) Same-level repeatability
Figure B.88: “Salt and Pepper Noise” transformation in “Pipes” environment.
251
