Abstract: Let K be an absolutely convex infinite-dimensional compact in a Banach space X . The set of all bounded linear operators T on X satisfying T K ⊃ K is denoted by G(K). Our starting point is the study of the closure W G(K) of G(K) in the weak operator topology. We prove that W G(K) contains the algebra of all operators leaving lin(K) invariant. More precise results are obtained in terms of the Kolmogorov n-widths of the compact K. The obtained results are used in the study of operator ranges and operator equations.
Assume that there exists D ∈ L(H) such that D(K) ⊃ K and D is not the identity operator. Let M = {n ∈ N : De n = e n }. Since {e n } ∞ n=1 is a basis in H and D is not the identity operator, the set M is nonempty. We introduce the following oriented graph with the vertex set M. There is an oriented edge − → nm starting at n ∈ M and ending at m ∈ M (n can be equal to m) if and only if one of the following equalities holds: D(α m e m ) = α n e n , D(β m α m e m ) = α n e n , D(α m e m ) = β n α n e n , D(β m α m e m ) = β n α n e n .
(1)
Important observation. Since the numbers {β n } ∞ n=1 ⊂ 1 2 , 1 are distinct, the number of edges starting at n is at least 2 for each n ∈ M, while there is at most one edge ending at m ∈ M.
An immediate consequence of this observation is that there are infinitely many oriented edges − → nm with n < m, that is, infinitely many pairs (n, m), n < m, for which one of equalities from (1) holds. Taking into account the conditions satisfied by {α n } and {β n }, we get a contradiction with the boundedness of D.
This example shows that in the general case there is a very strong dependence of the size of the semigroup G(K) on the geometry of K. To relax this dependence we restrict our attention to absolutely convex compacts K.
A K ⊂ W G(K)
Theorem 2.1. Let K be an absolutely convex infinite-dimensional compact. Then A K ⊂ W G(K).
Remark 2.2. Theorem 2.1 is no longer true for finite dimensional compacts. In fact, if
K is absolutely convex finite-dimensional compact, then A ∈ G(K) implies that A leaves V K invariant. Since V K is finite dimensional, the condition AK ⊃ K passes to operators from the WOT-closure. Thus W G(K) is a proper subset of A K .
Let F be a subset of X * . We use the notation F ⊥ for the pre-annihilator of F , that is, F ⊥ := {x ∈ X : ∀f ∈ F f (x) = 0}. 
Proof. Note first of all that it suffices to prove the lemma under an additional assumption that Y ⊂ V K . Indeed, suppose that it is done, then in the general case we choose a complement Y 1 of Y ∩ V K in Y and choose a complement X 1 of Y 1 in X that contains V K . By our assumption there is an operator D ∈ L(X 1 ) with DK ⊃ K and Dx − Nx ∈ F ⊥ ∩ X 1 ∀x ∈ Y ∩ V K . It remains to extend D to X setting Dx = Nx for x ∈ Y 1 . So we assume that Y ⊂ V K . For brevity denote lin(K) by Z. Let P : X → X be a projection of finite rank, such that P X ⊃ Y +NY, (I −P )X ⊂ F ⊥ and dim(P Z) ≥ dim F + dim Y. The last condition can be satisfied since K is finitedimensional.
The conditions N(Y ∩ V K ) ⊂ lin(K) and Y ⊂ V K imply that the subspace NY is contained in Z ∩ P X . The space ker(P ) ∩ Z has finite codimension in Z. Therefore there exists a complement L of ker(P ) ∩ Z in Z such that L ⊃ NY.
We have P L = P Z and L ∩ (I − P )X = {0}. Since the subspace (I − P )X has finite codimension in X , we can find a subspace M ⊃ L, which is a complement of (I − P )X in X . Let Q M : X → M be the projection onto M with the kernel ker(P ) = (I − P )X , and let M 0 be the complement of L in M.
To introduce an operator D ∈ L(X ) it suffices to determine its action on ker P and on M. We do it in the following way:
(a) The restriction of D to ker P is a multiple λI ker P of the identity operator, where λ is chosen in such a way that (
(b) The restriction of D to M is defined in three 'pieces':
• Now we define the restriction of
In addition Q M | Y is an isomorphism, because Y ⊂ P X , and P X and M are complements of the same subspace. Because of this, the operator
is well-defined, where α ∈ R and S is an isomorphism of
, and we assumed that dim(P Z) ≥ dim F + dim Y. Now we choose α to be so large that the image of K ∩Q M (Y) covers a 'large' multiple of the intersection of Q M (K) with the space onto which it maps. This is possible because zero has non-empty interior in K ∩ Q M (Y) and Q M (K) is compact.
• We define D on the complement of
The number α and the dilation are selected in such a way that
To see that it is possible recall that
It remains to verify that D satisfies the conditions (2) and DK ⊃ K.
Let f ∈ F . We get:
where we use the following facts: (a) The image of S is in
K. Let z = v + w. It is clear that z ∈ K. We need to show that Dz = x. We have
(We use the fact that (I − Q M )X ⊂ ker P .)
Proof of Theorem 2.1. Let T ∈ A K , and
∈ X . We need to show that T + U contains an operator from G(K) for each choice of n, ε, f i , and
It is clear that each operator S satisfying
U. Now the existence of the desired operator D is an immediate consequence of Lemma 2.3 applied to N = T .
3 Application of Kolmogorov n-widths to estimates of the 'size' of W G(K) from above
We are going to use the notion of Kolmogorov n-width. In this respect we follow the terminology and notation of the book [17, Chapter II] . Let Z be a subset of a Banach space X and x ∈ X . The distance from x to Z is defined as
Definition 3.1. Let K be a subset of a Banach space X , n ∈ N ∪ {0}. The Kolmogorov n-width of K is given by
where the infimum is over all n-dimensional subspaces. If
and Z ⊂ X is an n-dimensional subspace, then Z is said to be an optimal subspace for d n (K).
Proof. Let Z ⊂ X be an n-dimensional subspace. Then DZ ⊂ X is a subspace of dimension ≤ n and E(Dx, DZ) ≤ ||D||E(x, Z). The conclusion follows. 
Proof. It is well-known (see [17, p. 10] ) that a bounded set K is compact if and only if lim n→∞ d n (K) = 0. Therefore it suffices to consider the case when K is compact. It is clearly enough to consider the case when L is a subspace of codimension 1. Let L = ker ν where ν ∈ X * . We may assume without loss of generality that the norm of the restriction of ν to linK satisfies ||ν| lin(
for all M ≥ N. Let 0 < ε < 1 and let x i ∈ K and scalars a i (i = 1, . . . , k) be such that the vector h = i a i x i satisfies ||h|| = 1 and
Therefore the vector g := i a i y i satisfies ||ν|| · ||g − h|| < ε and g ∈ L M . Choosing appropriate ε and δ we get ||ν|
The conclusion follows. Definition 3.4. Let {a n } be a non-increasing sequence of positive numbers satisfying lim n→∞ a n = 0. We say that {a n } is lacunary if lim inf n→∞ a n+1 a n = 0.
We have to show that RK does not contain K. Assume the contrary.
It follows from our assumption that
is not lacunary. We get a contradiction. 
is lacunary, then W G(K) = A K .
Covering of ellipsoids 4.1 s-numbers
Now we restrict our attention to the Hilbert space case, that is, we consider sets K of the form A(B H ) where A is an infinite-dimensional bounded compact operator from a Hilbert space H to a Hilbert space H 1 . Such sets are called ellipsoids.
Note. We continue using the Banach space theory notation and terminology. In particular, unless explicitly stated otherwise, by A * we mean the Banach-space-theoretical conjugate operator. It does not seem that anything will be gained if we introduce Hilbertspace duality, but it can cause some confusion when we apply Banach space case results for Hilbert spaces. 
With this notation we have the following equalities for n-widths:
For ellipsoids we have a converse to the Lemma 3.2.
Proof. The result follows from the so-called Schmidt expansion of a compact operator (see [8, p. 28] ), which implies that
is an orthonormal sequence and
It is easy to see that there is a bounded linear operator D which maps g n onto Ch n , and that this operator satisfies the conditions 
is the sequence of s-numbers of a restriction of A to a subspace of finite codimension. This sequence is, in turn, the sequence of s-numbers of an operator of the form A + G, where G is an operator of finite rank.
It is known [8, Corollary 2.1, p. 29] that s n (A + G) ≥ s n+r (A), where r is the rank of G. Combining this inequality with the assumption that the sequence {s n (A)} ∞ n=1 is not lacunary, we get the desired inequality.
The last statement of the lemma follows from Lemma 4.3.
WOT Theorem 4.6. If H is a Hilbert space, K ⊂ H is an ellipsoid and the sequence {d
The proof of Theorem 2.1 shows that to prove Theorem 4.6 it suffices to prove the following lemma (this can also be seen from the definition of WOT). 
is not lacunary.
Ultra-weak topology
It turns out that Theorem 4.6 remains true if we replace closure in the weak operator topology, by a closure in a stronger topology, usually called ultra-weak topology. This topology on L(H) is defined as the weak * topology corresponding to the duality L(H) = (C 1 (H)) * , where C 1 (H) is the space of nuclear operators. (Necessary background can be found in [18, Chapter II] , unfortunately the terminology and notation there is different, the ultra-weak topology is called σ-weak topology, see [18, p. 67] ). Ultra-weak and strong operator topologies are incomparable, for this reason our next result does not follow from Remark 4.8. is not lacunary, then the ultra-weak closure of G(K) coincides with L(H).
be a finite collection of operators in C 1 (H) and R ∈ L(H). It suffices to show that there is D ∈ L(H) satisfying tr(DT i ) = tr(RT i ) for i = 1, . . . , m and DK ⊃ K.
It is clear that we may assume that the operators T i are linearly independent.
are linearly independent, then there exists a finite rank projection P ∈ L(H) such that the mapping
is surjective.
Proof. We have to prove that there is a finite rank projection P such that the operators P T i are linearly independent (in this case the mapping ω will be surjective). Using induction we may suppose that P 0 T 1 , ..., P 0 T m−1 are linearly independent for some P 0 . Consider the set M 0 of those finite rank projections P which commute with P 0 and satisfy imP ⊃ imP 0 . We claim that there exists P ∈ M 0 such that P T 1 , . . . , P T m are linearly independent.
Assume contrary, then for each P ∈ M 0 , one can find λ 1 (P ), ..., λ m−1 (P ) ∈ C satisfying P T m = m−1 k=1 λ k (P )P T k (using the definition of M 0 it is easy to get a contradiction if P T 1 , . . . , P T m−1 are linearly dependent). Our next step is to show that the numbers {λ k (P )} m−1 k=1 do not depend on P . In fact, for any
k=1 be such that λ k (P ) = λ k for all P ∈ M 0 . Then the operator T = T m − k<m λ k T k has the property that P T = 0 for all P ∈ M 0 . It is easy to see that this implies T = 0. We get a contradiction with the linear independence of
We complete the proof of the theorem by showing the existence of D satisfying (5).
1.
We define D on ker P as in Theorem 4.6. This definition implies that the condition DK ⊃ K is satisfied.
2.
To show that the condition tr(DT i ) = tr(RT i ), i = 1, . . . , m, is satisfied it suffices to show the existence of U ∈ L(H) satisfying
Since the condition (6) can be rewritten as {tr(
, where the right-hand side does not depend on U, and the vectors {tr(UP T i )} m i=1 , U ∈ L(H) cover (by Lemma 4.11) the whole space R m , the existence of U satisfying (6) follows.
Remark 4.12. It would be interesting to prove an analogue of Theorem 2.1 for the ultraweak topology.
Two ellipsoids
Let H 1 , H 2 be two infinite dimensional separable Hilbert spaces. We consider two ellipsoids, K 1 ⊂ H 1 , K 2 ⊂ H 2 and introduce the set
We are interested in the description of the WOT-closure of G(K 1 , K 2 ) which we denote by W G(K 1 , K 2 ). As in the case of one ellipsoid, the description depends on the behavior of sequences of Kolmogorov n-widths.
We start with some simple but useful observations. It is easy to see that
Using this inclusion and elementary properties of WOT we get
Lemmas 3.2 and 4.3 imply that the set G(K 1 , K 2 ) is non-empty if and only if
From now on till the end of this section we assume that (9) is satisfied.
Observation 5.1. By Remark 4.4, condition (9) implies that there is an onto isometry
To state our results on the description of W G(K 1 , K 2 ) we need the following definitions. 
(B) If the k th left shift of {d n (K 1 )} majorizes the sequence {d n (K 2 )}, but the (k + 1) th left shift does not (such cases are clearly possible), then W G(K 1 , K 2 ) is the set of those operators T ∈ L(H 1 , H 2 ) for which the image of the space H 2 ) it suffices to find, for an arbitrary finite-dimensional subspace Y ∈ H 1 and an arbitrary operator N : H 2 ) even in the strong operator topology.)
We find such an operator D in the following way: let Y ⊥ be an orthogonal complement of Y. The argument of Lemma 4.5 shows that the sequence {d n (K 1 ∩Y ⊥ )} majorizes some left shift of the sequence {d n (K 1 )} and thus, by our assumption, majorizes the sequence {d n (K 2 )}. By Lemma 4.3 there is a continuous linear operator Y :
It is clear that D has the desired properties.
(B) Suppose that the k th left shift of {d n (K 1 )} majorizes {d n (K 2 )}. Let T ∈ L(H 1 , H 2 ) be such that the dimension of the image of the space T (V K 1 ) in the quotient space
Let F be a finite subset of H * 2 and Y be a finite subset of H 1 . It suffices to show that there exists D ∈ G(K 1 , K 2 ) satisfying f (Dy) = f (T y) for each y ∈ Y and each f ∈ F .
With this in mind, we may assume that F and Y are finite dimensional subspaces. Also, we may assume that Y is a subspace of V K 1 , because we may let the restriction of D to the orthogonal complement of V K 1 be the same as the restriction of T .
We decompose F as F O ⊕ F V , where
. It is easy to check that the assumption on T implies that (T * F O ) ⊥ ∩ V K 1 is of codimension at most k (if it is of codimension ≥ k + 1, then we can find k + 1 vectors x i ∈ V K 1 and k + 1 functionals x * j in F O such that T * x * j (x i ) = δ i,j , but then x * j (T x i ) = δ ij shows that {T x i } is a family of k + 1 vectors whose images in H 2 /V K 2 are linearly independent, contrary to our assumption). 
Now we decompose
Applying Lemma 5.5 we find an operator B :
and is a multiple of a bijective isometry. Now we modify B using Lemma 2.3, which we apply for
and F (which is denoted in the same way in this proof). We denote the operator obtained as a result of the application of Lemma 2.3 by H. It is clear that D satisfies all the assumptions. Thus T ∈ W G(K 1 , K 2 ).
Now we suppose that the (k + 1)
th left shift of {d n (K 1 )} does not majorize {d n (K 2 )} and show that if T is an operator for which T (V K 1 ) contains k + 1 vectors whose images in the quotient space H 2 /V K 2 are linearly independent, then T / ∈ W G(K 1 , K 2 ).
Using the standard argument we find v 1 , . . . , v k+1 ∈ V K 1 , functionals f 1 , . . . , f k+1 ∈ H * 2 , and ε > 0 such that any D ∈ L(H 1 , H 2 ) satisfying |f j (Dv i − T v i )| < ε, i, j = 1, . . . , k + 1, satisfies the condition: D(V K 1 ) contains k + 1 vectors whose images in H 2 /V K 2 are linearly independent. It remains to show that such operators D cannot satisfy
In fact the condition about k + 1 linearly independent vectors implies that
Therefore K 2 is covered by a section K 0 of K 1 of codimension k + 1. On the other hand, by Lemma 3.3, the sequence of n-widths of K 0 is majorized by the (k + 1) th left shift of {d n (K 1 )} ∞ n=1 . By Lemma 3.2, we get a contradiction with our assumption. Corollary 5.6. If {d n (K 1 )} ∞ n=0 is non-lacunary and the condition (9) is satisfied, then
In fact, if {d n (K 1 )} ∞ n=0 is non-lacunary, it is majorized by each of its left shifts, and hence the assumption of Theorem 5.4(A) is satisfied. Similarly to the case of one compact we introduce
The following is a special case of Theorem 5.4(B) corresponding to the case k = 0:
Remark 5.9. Note that the combination of the assumption (9) and the condition (10) imply that the sequences
Therefore ( 
Covering with compact operators
Here we discuss the problem of covering an ellipsoid K 2 by the image of an ellipsoid K 1 via a compact operator. Let CG(K 1 , K 2 ) be the set of all compact operators T satisfying the condition T K 1 ⊃ K 2 .
Let us begin with an analogue of Lemma 3.2. Note that the widths d n (K) of a compact subset K in a Banach space X can change if we consider K as a subset of a subspace Y ⊂ X that contains K. Let us denote byd n (K) the n-width of K considered as a subset of V K (recall that V K = linK, so we choose the minimal subspace and obtain maximal widths).
Lemma 6.1. Let X and Y be Banach spaces, K be a compact set in X and T : X → Y be a compact operator. Thend
Proof. We may assume that X = V K . By the definition ofd n , for each n ∈ N ∪ {0} and 0 < ε < 1, there exists an n-dimensional subspace X n ⊂ X such that
Therefore
Now we show that for each δ > 0 there is N ∈ N such that
In fact, since T B X is compact, it has a finite δ/3-net {y i } t i=1 ⊂ T B X . Since T B X ⊂ T V K , the vectors y i can be arbitrarily well approximated by linear combinations of vectors from T K. Let M be the maximum absolute sum of coefficients of a selection of such δ/3-approximating linear combinations. Let N be such that for n ≥ N we have
, and let us show that (13) holds. We need to show that for all y ∈ T B X we have dist(y, T X n ) ≤ δ. Let j ∈ {1, . . . , t} be such that ||y − y j || < δ/3, and let
. Thus dist(y, T X n ) < δ. If we combine (12) and (13) we get d n (T K) ≤ (1+ε)δd n (K) for n ≥ N. Since 0 < ε < 1 and δ > 0 can be chosen arbitrarily, the statement follows.
Remark 6.2. Note that if X is a Hilbert space, thend n (K) = d n (K). Indeed, in this case we may assume that X n ⊂ V K . Such subspace can be found as the orthogonal projection to V K of any subspace X n satisfying (11 
Proof. If there is a compact operator T with T K 1 ⊃ K 2 then (14) follows from Lemma 6.1 and Remark 6.2. Conversely, if (14) holds, then the existence of a compact operator T follows from the argument of Lemma 4.3.
If the condition (14) is satisfied we say: the sequence {d n (K 1 )} ∞ n=1 strictly majorizes {d n (K 2 )} 
The proof is a straightforward modification of the proof of Theorem 5.4 and we omit it.
Operator ranges
In this section by a Hilbert space we mean a separable infinite dimensional Hilbert space. An operator range is the image of a Hilbert space H 1 under a bounded operator A :
Operator ranges are actively studied, see [2] , [4] , [9] , [13] , and references therein. The purpose of this section is to use the results of the previous section to classify operator ranges. Our results complement the classification of operator ranges presented in [4, Section 2].
We restrict our attention to images of compact operators of infinite rank. The set A(B H 1 ) will be called a generating ellipsoid of the operator range AH 1 . The same operator range is the image of infinitely many different operators, therefore a generating ellipsoid of an operator range is not uniquely determined. However, the Baire category theorem implies that if K 1 and K 2 are generating ellipsoids of the same operator range, then cK 1 ⊂ K 2 ⊂ CK 1 for some 0 < c ≤ C < ∞.
We say that two sequences of positive numbers are equivalent if each of them majorizes the other. The observation above implies that the equivalence class of the sequence of n-widths {d n (K)} 
We write
( 
Proof. To derive (i)-(iv) from Theorem 5.4 and its corollaries we need two observations:
for any pair of generating ellipsoids.
• If T ∈ R(Y 1 , Y 2 ) then T K 1 ⊃ K 2 for some pair of generating ellipsoids.
The first observation immediately implies (i), (iii), (iv), and "estimates from below" in (iv). The second observation shows that for "estimates from above" in (ii) we can use the same argument as in Section 5.
One of the systematically studied objects in the theory of invariant subspaces, see [5, 14, 15, 16] (ii) Let K be a generating ellipsoid of Y. Choose a nonzero vector y ∈ Y and let K 0 = K ∩ y ⊥ . By Lemma 4.5, the sequences {d n (K)} and {d n (K 0 )} are equivalent. Using Observation 5.1 we find an operator D : 
Since Y is lacunary, applying Corollary 7.1 we conclude that T −1 preserves Y. Therefore T −1 ∈ WA(Y).
Bilinear operator equations
One of the popular topics in operator theory is the study of linear operator equations XA = B and AX = B. We consider here a "bilinear operator equation"
where operators A, B are given. Its solution is a pair (X, Y ) of operators. We denote the set of all such solutions by S(A, B). For simplicity we restrict our attention to the case when all operators act on a fixed separable Hilbert space H. Such a pair (X, Y ) can be found if we fix one of the operators (say X) and solve the obtained linear equation (which has more than one solution in the degenerate cases only). So the study of the question "how many solutions does equation (16) have?" reduces to the study of the set of all first components, that is, the set of those X for which (X, Y ) is a solution for some Y . Let us denote this set by U(A, B). 
does not hold, then U(A, B) is not WOT-dense in L(H).
Proof. Clearly X ∈ U(A, B) if and only if the equation (16) is solvable with respect to Y . This is equivalent to the inclusion XAH ⊃ BH. It remains to apply Corollary 7.1.
If an operator A is not compact then the set is WOT-dense in L(H). Formally this is not a special case of Corollary 8.1(ii) because s-numbers are usually defined for compact operators only, but the proof in this case along the same lines is even simpler. In the rest of the section we prove that this result can be considerably strengthened: if A is not compact then S(A, B) itself is dense in L(H) × L(H) with respect to the weak (and even strong) operator topology. are linearly independent. Let us define an operator T between their linear spans by T x i = z i , T w j = y j . It is injective and therefore can be extended to an invertible operator on a finite dimensional space containing these systems. Clearly an invertible operator on a finite-dimensional subspace can be extended to an invertible operator on the whole space (take the direct sum with the identity operator).
We denote the group of all invertible operators on H by G(H). Note. In this section A * denotes the Hilbert space conjugate of an operator A. 
