The Reproducing Kernel Particle Method (RKPM) is a discretization technique for partial di erential equations that uses the method of weighted residuals to produce either \mesh-free" or \mesh-full" methods. The technique employs classical reproducing kernel theory and incorporates modi ed kernels to account for inconsistencies arising from the (unavoidable) introduction of discrete integration of the reproducing equation and nite domains. The use of a variable kernel function width allows for resolution of multiple \scales" of the solution providing a framework for hierarchical simulations.
Introduction
The accurate simulation of di usion, wave propagation or advection processes using discrete numerical schemes hinges upon having a clear understanding of the constraining numerical errors, the grid resolution to minimize these errors, and su cient computational resources to e ect solutions with the requisite grid scale. Examples of this may be seen when attempting to simulate solid-liquid phase change or ablation, model wave propagation in an acoustic medium, or compute turbulent ow elds via direct numerical simulation (DNS) or large eddy simulation (LES). In general, the computation of di usion and wave propagation problems is limited by the wavelength that the grid can accurately represent. For example, controlling the dispersive errors associated with discretizations of hyperbolic problems to within 5% requires 8 to 10 grid points per wavelength with traditional grid-based methods.
An alternative to traditional grid-based approaches is the class of methods based on moving least-squares, reproducing kernels, and partitions of unity. An overview of the development of this class of numerical methods is presented by Belytschko, et al. 1] . The methods based upon reproducing kernels are of interest here because they promise to deliver enhanced numerical performance on a broad range of physical problems and provide a framework for multi-scale analyses.
Liu and his co-workers have been developing reproducing kernel particle methods (RKPM) for a number of years and have demonstrated applications ranging from structural acoustics to large deformation mechanics problems 14, 15, 16, 19] . In addition, Liu, et al. 13, 21] have combined reproducing kernel ideas with multi-resolution analysis using pre-wavelets, permitting the decomposition of discrete solutions into multiple scales. The application of RKPM to structural dynamics has been demonstrated by Liu, et al. 18 ] in addition to showing that the reproducing kernel interpolation functions satisfy consistency conditions. Uras, et al. 23] have applied RKPM to acoustics problems demonstrating that the dilation parameter in the window function may be used to perform the RKPM analog of h-p adaptivity.
In a series of papers by Liu and Li 10, 12, 20] moving least-squares reproducing kernel methods are developed beginning with the basic formulation and continuing through a Fourier analysis and the incorporation of wavelet packets. The possibility for RKPM to deliver synchronized rates of convergence for the discrete functions and their derivatives has also been explored by Li and Liu 11] . The application of RKPM for nearly incompressible, hyper-elastic solids was considered by Chen, et al. 3] , while the treatment of large deformation problems has been explored by Liu and his colleagues 9, 17] . The enrichment of nite element computations with RKPM has also been addressed, permitting local regions of the computational domain to be treated with RKPM while the global problem is treated with a standard nite element formulation 4, 22] .
In general, the application of discrete methods to parabolic and hyperbolic di erential equations results in errors that distort the discrete solution relative to the true physics. For example, the discretization of a parabolic PDE results in an e ective di usivity that is a function of wavelength where the physical di usivity is wavelength independent. In the context of heat conduction, the di usivity is a measure of the ability of a medium to conduct relative to its ability to store thermal energy. An initial temperature distribution imposed in a di usive medium will tend to di use at a rate set by its wavelength independent di usivity. The e ect of discretization is to make the di usivity a function of the wavelength, modifying the di usion rates of the individual Fourier components relative to the their physical rates, resulting in an error in the predicted time-dependent thermal solution.
For hyperbolic problems, the application of discrete methods results in solutions that are dispersive even though the physical phenomena is non-dispersive. Dispersion errors are typically characterized by the di erences between the apparent numerical phase and group speed of waves and their true, or exact, counterparts. For linear acoustics, phase speed is the speed at which individual waves propagate while group speed is the speed of the energy associated with a wave packet 7, 24, 25].
The study of di usive and dispersive errors associated with discrete solutions is not new and has been used by numerous researchers to characterize the performance of numerical methods in the past. A brief review of the errors associated with hyperbolic problems is presented by Voth and Christon 5] . Studies of di usive errors associated with the semi-discretizations of parabolic problems have been performed by Gresho et al. 6, 7] , and Vichnevetsky et al. 24, 25, 26] .
Although the application of RKPM has been demonstrated on a broad class of problems, its numerical performance has not been fully investigated. In the discussion that follows di usion, dispersion and rates of convergence for several RKPM formulations are investigated. The discussion begins with an overview of the von Neumann and asymptotic error analysis and a summary of the formulae for computing the e ective di usivities, phase and group speed and rate of convergence for RKPM semi-discretizations of the model equations. In x 3, the results of the von Neumann analyses are presented. Here, e ective di usivity and phase and group speed for consistent, lumped, and higher-order mass matrices are presented. Also investigated are the e ect of integration rule and kernel function width. The discussion of the von Neumann results is followed by a presentation of the accuracy-in-the-small. Finally, the results are summarized and conclusions drawn.
Formulation
This section begins with a brief overview of the RKPM method. A detailed presentation of RKPM is beyond the scope of this paper, and the reader is directed to the literature for details concerning the method 10, 11, 15, 16] . The formulae required for computing the normalized e ective (numerical) di usivity, phase speed and group speed follow the overview.
Reproducing Kernel Particle Formulation
For the sake of clarity, the following overview is limited to one spatial dimension with uniform particle spacing although the formulation and analysis may be extended to higher dimensions with irregular particle distributions 3, 15, 16] . The RKPM formulation begins with the notion of a continuous kernel approximation of a function, U on a domain , U R;a (x) = Z U( )' a (x ? )d ; (1) where ' a is the kernel function, a is the dilation parameter that de nes the width of the function and U R;a is a continuous approximation to U at some scale de ned by a 15, 19] . In order to address discrete problems, numerical quadrature (i.e., trapezoidal or particle integration) is used to evaluate Eq. (1) as (2) where Nnp is the total number of particles in , U a is the discrete analog of U R;a , x i is the variational volume and d i the coe cient associated with particle i 15]. In general, d i is di erent from the value of the function at particle i because the RKPM basis is non-nodal (i.e., it does not posses the Kronecker-delta property).
One of the most commonly used kernel functions is the cubic spline. In one-dimension, the cubic spline kernel function is ' a (z) = 
where z = jx ? x i j =(r x), x i is the position of particle i and r is the re nement parameter 1, 15, 16] . On a grid of uniformly spaced particles, r is related to the dilation parameter, a, as r = a= x. Hence, as with the dilation parameter, the re nement parameter permits dilation of the kernel function, and subsequently, its domain of in uence. In the remaining discussion, the superscript a is omitted for conciseness. In general, Eq. (2) will not exactly reproduce an arbitrary polynomial. The accurate reproduction of polynomials to degree p is guaranteed by introducing a modi ed kernel function, (4) where k (x) is a set of correction functions that vary within the domain 15, 16] . The modi ed kernel function replaces ' in Eq. (2) yielding
The correction functions are determined by substituting Eq. (4) into Eq. (5) and requiring that the resulting kernel approximation reproduce polynomials to the desired degree. For linear consistency, the following constraints are required. Nnp 
and,
From these equations, 0 (x) and 1 (x) may be calculated in a point-wise fashion in the domain. In the reproducing kernel particle method, shape functions, N i (x), arise by considering Eq. (5) to be an expansion in terms of N i (x) where N i (x) = '(x ? x i ) x i : (8) These \shape functions" may be used directly in a Bubnov-Galerkin procedure to obtain the weak form of the model PDEs yielding mass, sti ness and advection matrices.
In the formulation of the semi-discrete equations, the spatial derivatives of N i (x) are required. Calculation of these derivatives requires the computation of the derivatives of k (x) as well. Although the calculation of these derivatives is rather straight forward, the algebra required is signi cant. For this reason, the details are omitted here, and the reader may wish to consult the work of Liu, et al. 15, 16] 
von Neumann Analysis
With the RKPM formulation outlined, the weak forms of three model partial di erential equations (two hyperbolic and one parabolic) are presented along with a description of the Fourier analysis. For generality, the numerical dispersion and di usion relations are generated for the the two-dimensional model equations from which the one-dimensional counterparts are obtained.
To begin, the two-dimensional rst-order wave, second-order wave and parabolic partial di erential equations are, in Cartesian coordinates, @U @t + c x @U @x + c y @U @y = 0; 
Here t is time, U is the dependent variable, c is the wave velocity, c x = c cos( ) and c y = c sin( ) are the advection velocity components and is the physical di usivity.
The semi-discrete forms of Eq.s (9){(11) are required for the following analysis. The details for obtaining the Bubnov-Galerkin weak form of these equations are well known 8], and are not repeated here. The semi-discrete forms of the rst-order wave, secondorder wave and parabolic equations are,
where A is the advection operator, K is the sti ness matrix, and d is the vector of unknown coe cients. In the analysis that follows, the generalized mass matrix is used,
where M c and M l are the consistent and row-sum-lumped mass matrices respectively, and 0 1 is the lumping parameter. It should be noted that some form of numerical quadrature is required for the evaluation of A , K and M above. This integration may be performed by placing a grid of quadrature points overlaying the particle points and using Gaussian quadrature. Alternatively, the particle points can be used as the quadrature points with the appropriate weight being the variational volume associated with the particle (trapezoidal or particle integration). Here, both integration techniques and their e ects on the discretization errors are considered.
Proceeding with the Fourier analysis, a plane wave solution is placed on an in nite span (alternatively, on a nite domain with periodic boundary conditions) in order to compare the exact and semi-discrete solutions. It can be shown that the particle values, U, satisfy the same evolution equations as the coe cients, d, when a periodic domain and symmetric window functions are used 25]. Thus, Eq.s (12){(14) may be rewritten in terms of U for the purposes of this analysis. In this way, the plane wave solution to the hyperbolic Eq.s (9) and (10) may be expressed as, U(x; y; t) = A exp k(x cos( ) + y sin( )) ? !t]; (16) where A is the amplitude, k is the wave number, ! is the circular frequency, is the propagation direction measured from the x-axis, and = p ?1 2, 6, 25] .
The solution to the parabolic equation, Eq. (11), is given as U(x; y; t) = A exp k(x cos( ) + y sin( )) ? k 2 t]: (17) 
Remark
The use of the term \von Neumann" analysis for the parabolic partial di erential equation may be misleading because the equation does not propagate waves as do the hyperbolic equations (although the authors are aware of hyperbolic theory for heat conduction). Instead, the interpretation relies on the fact that while the physical di usivity is independent of wavelength, the semidiscretization's e ective di usivity is a function of , i.e., = ( ). Thus, the analog to dispersion error for the hyperbolic equations is the observation that the wavelength dependent di usivity leads to errors in the overall rate of di usion. Now, consider a domain with particles equally spaced at intervals of x and y on a Cartesian grid. Hence, any particle (i + m; j + n) at coordinates (x i+m ; y j+n ) may be located relative any other particle (i; j) as x i+m = x i + m x and y j+n = y j + n y. With the particle spacing de ned, the periodic solution to the semi-discrete hyperbolic and parabolic equations are, U i+m;j+n = U i;j exp ik(m x cos + n y sin )]
U i+m;j+n = U i;j exp ik(m x cos + n y sin )]; (19) respectively. Here, U i;j = A exp k(x i cos + y j sin )].
Given an arbitrarily wide kernel function, the semi-discrete forms of the rst and second-order wave and parabolic equations may be rewritten for particle (i; j) as 
respectively. It should be noted that in practice, the nite support of the kernel functions reduce the range of the sums in Eq.s (20) - (22) to only include those points that are in the domain of in uence of the kernels. In Eq. (20) through (22), M (i;j);(p;q) , K (i;j);(p;q) and A (i;j);(p;q) are the mass, sti ness and advection matrix entries on the row associated with particle (i; j) and the column associated with particle (p; q). The computation of the normalized phase and group speed for the hyperbolic problems proceeds by substituting Eq. (18) into Eq.s (20) and (21) 
for the second-order wave equation. The appropriate error measure that arises for the parabolic PDE is the normalized e ective di usivity, = . Substituting Eq. (19) into (22) : (25) The one-dimensional numerical dispersion and di usion relations may be obtained from the two-dimensional results by setting = 0. In this way, the phase speed for the rst and second-order wave semi-discretizations are,
while the ratio of the e ective to physical di usivity for the parabolic equation is, 
In one dimension, the normalized group speed is de ned as = v g =c, where v g = @!=@k. Using Eq. (26) and (27), the normalized group speed in one-dimension is 
Unless otherwise noted, the normalized phase speed and group speed de ned above are referred to simply as phase speed and group speed in the remaining text.
There have been no restrictions (with the exception of symmetry) placed on the form or type of shape functions used to obtain the mass, sti ness or advection operators. Thus, Eq. (23) through (33) are valid for Galerkin formulations that use either the RKPM shape functions or the usual nite element shape functions.
Asymptotic Analysis of von Neumann Results
In contrast to the von Neumann analysis which provides information concerning the accuracy of the semi-discrete equations over the range of discrete wavelengths, an asymptotic analysis of these results can provide information concerning the rate of convergence of the method in the limit as the particle spacing goes to zero 6, 7, 25, 26]. As an example, consider the truncation error of a one-dimensional semi-discretization of the advection equation,
where K is a constant independent of U and x, and q is the asymptotic rate of convergence of the semi-discretization. 
used to evaluate q. Again, the lowest order non-zero term sets the asymptotic rate of convergence.
Results
This section summarizes the RKPM von Neumann and asymptotic analyses results. These results were obtained using the cubic spline kernel function of Eq. (3) with linear reproducing conditions enforced as outlined in x 2.1. The e ect of integration on discretization errors is investigated by considering both fully integrated and pointwise (or trapezoidally) integrated advection, sti ness and mass matrices. Because a closed form of the RKPM shape functions is not generally available, full integration is achieved by employing Gaussian quadrature with 4 quadrature points between each pair of particles. Doubling the number of quadrature points was found to have a negligible impact on the e ective di usivity or phase speed for the semi-discretizations considered.
As noted in x 2.1, the width (or support) of the kernel function, ', may be controlled by adjusting the re nement parameter, r. In this way, the number of particles under the function is controlled. Since the ability to re ne the support (and hence resolve ner scales of the modeled physics) is an important attribute of RKPM, the e ect of r is of concern. For this reason, a range of re nement parameters is considered. In particular, re nement parameters corresponding to kernel functions of 3 and 5 particle support (r = 0:5 and 1:0 respectively) are investigated. The transition from 3 to 5 particle support is also examined with r = 0:75 (symmetric kernel functions cover odd numbers of particles so that 4 particle support is not possible). Finally, the energy error minimizing re nement parameter (EEMR) derived by Liu and Chen is used. For the cubic spline kernel functions used here, the EEMR is r = 1: 14 13] .
In the discussion that follows, the dispersion, phase and group speed results are presented as functions of non-dimensional wave number, 2 x= = k x= . In order to simplify the discussion, the following nomenclature has been adopted to identify the mass matrix and quadrature rule used. The mass matrix is identi ed as C for consistent ( = 1), L for row-sum lumped ( = 0), or H for higher-order ( = 1=2); cf. Eq. (15) . The numerical integration scheme is identi ed as either F for full integration (as de ned above) or T indicating a trapezoidal rule (i.e. particle integration).
For the purpose of comparison, results are presented for linear FEM semi-discretizations. The concomitant e ective di usivity, phase speed and group speed are calculated using the formulae presented in x 2.2 with linear nite element shape functions. The linear FEM basis was chosen for comparison as it provides the same degree of consistency as the RKPM discretizations used here.
First-Order Wave Equation
Normalized numerical phase speed is presented in Figure 1 for several FEM and RKPM semi-discretization techniques and a range of re nement parameters. Results are plotted for fully integrated consistent (CF), trapezoidally-integrated consistent (CT), fully integrated higher-order (HF) and fully integrated lumped (LF) mass formulations. For the purposes of interpretation, an ideal semi-discretization (in terms of phase speed) would yield = 1 for all resolvable wavelengths (i.e., 2 x= 1). Figure 1(a) shows the (strictly lagging) phase speed for the CF formulation. It is clear from the gure that the EEMR, r = 1:14, provides the best phase response. As r is decreased from its EEMR value, the phase speed deteriorates, achieving the limiting case of the linear FEM. Figure 1 also illustrates the identical phase speed of the linear FEM and the r = 0:5 RKPM methodologies. This results as linear FEM and RKPM r = 0:5 shape functions are the same for uniform particle spacing. All CF discretizations yield 1 = 0 at the Nyquist limit of the grid, indicating that the 2 x waves are stationary (the energy of these waves travels at their non-zero group velocity; cf. Figure 2) . It is noted that the CF, r = 1:0 phase speed results are identical to those of Vichnevetsky and Bowles 25] where the cubic B-spline was used in a Galerkin weak form solution of the rst-order wave equation. Indeed, this is to be expected as the cubic spline kernel function, ', used here is identically the cubic B-spline when r = 1 and the domain is periodic. As the cubic B-spline automatically meets the moment conditions of x 2.1 for all moments, ' and ' are the same and the RKPM and Vichnevetsky test functions are identical (and hence yield identical semi-discretizations). When other r are used, ' is no longer the true cubic B-spline and the RKPM results di er from those of Vichnevetsky. Indeed, the contribution of RKPM is to allow variable r while retaining convergence of the method (cf. Table 1) .
Particle integration of the consistent mass and sti ness matrices (CT) yields a semidiscretization which produces lagging phase speed over the range of resolvable wavelengths (cf. Figure 1(b) ). As with the CF results, an increasing re nement parameter corresponds to improved phase speed although the CF methodology outperforms the CT discretization for all r considered. As with the CF formulation, CT phase speed goes to zero at the Nyquist limit of the grid.
The e ect of mass lumping on phase speed is demonstrated in Figure 1 (d) . The LF formulation provides substantially worse phase speed over most of the resolvable wavelengths, matching CF and CT methodologies only at 2 x = 0; 1. Unlike the consistent mass matrix formulations, increasing r for the lumped mass semi-discretization increases the lagging phase errors. A comparison of Figures 1(c) and (d) show the increased complexity of the higher order mass formulation only slightly improves the phase speed results relative to the LF formulation.
Normalized group speed corresponding to the semi-discretizations of Figure 1 are presented in Figure 2 . For the purposes of comparison, v g = c and thus 1 = 1 in the non-dispersive medium represented by the continuous form of the rst-order wave equation. Figure 2(a) shows the group speed associated with the CF formulation. The gure indicates that increased r results in greater accuracy in the sense that 1 remains close to 1 at shorter wavelengths. However, increasing r also results in a substantial increase in the magnitude of the maximum (negative) group velocities that occur at 2 x. Gresho 7] has noted that rst-order wave equation semi-discretizations which accurately represent phase speed for shorter wavelengths produce greater negative group velocities for the shortest wavelengths they cannot represent. These negative group speeds increase as @ 1 =@k must increase for 1 to transition from 1 to 0 over shorter 2 x= (presuming 1 ( = 2 x) = 0 for semi-discretizations of the rst-order wave equation). Thus, the appearance of large negative group velocities suggests a method with good phase speed characteristics. It will be demonstrated in x 3.2 that the connection between large negative group velocities and good phase behavior is not true for semi-discretizations of the second-order wave equation.
The e ect of point-wise integration on group speed is evident in a comparison of the CF and CT results (cf. Figures 2(a){(b) ). Both methods show increasing accuracy in terms of group speed as r is increased. Relative to the CF methodology, the CT methodology exhibits substantially reduced maximum negative group speed at = 2 x, re ecting the poorer phase speed behavior of the CT method.
As with the phase speed, lumping of the mass matrix has a dramatic e ect on group speed, further reducing their maximum negative values, again, re ective of their poor phase speed. The higher order mass matrix has only a minor in uence on group speed relative to the LF formulation. Surprisingly, the maximum negative group speed, which occurs at = 2 x for the CF and CT semi-discretizations, has shifted to longer wavelengths for the LF and HF schemes characterized by r = 1:0 and 1:14. Maximum negative group speed for the r = 0:5 and 0:75 LF and HF formulations occur at = 2 x.
In order to quantify the performance of the methods considered, an error measure (the phase -accuracy 26]) that de nes the length of the segment along the 2 x= axis between zero and the point (2 x= ) beyond which = j ? 1j , is employed.
For engineering purposes = 0:05 is assumed to be appropriate. Table 1 shows the minimum number of particles required per wavelength, N , to satisfy the stated criteria where N has been rounded up to the nearest integer. Again, it is clear that RKPM with r = 1:14 outperforms the linear FEM formulation, requiring only 4 particles per wavelength in contrast to the 5 nodes required by FEM. Table 1 also indicates that for r = 1:14, the CT semi-discretization performs as well as the CF methodology in the N sense. Since the CT method requires fewer computations and no background quadrature grid as does its CF counterpart, these results suggest that the CT method may be a practical alternative to the CF method. Finally, as suggested by Figure 1 , the LF and HF methods result in a signi cant deterioration in phase speed relative to the consistent mass methods, requiring substantially more particles per wavelength to produce the same phase -accuracy. Indeed, the \best" LF (r = 0:5 -FEM) and \worst" CT (r = 0:5) formulations require 13 and 6 particles per wavelength respectively.
An error measure similar to the phase -accuracy can be de ned for the group speed. Speci cally, the group -accuracy de nes the length of the segment along the 2 x= axis between zero and the point (2 x= ) beyond which = j ? 1j . As with the phase accuracy, is taken to be 0:05. Table 1 shows the minimum number of particles required per wavelength, N , to satisfy this group error criteria. Again, the consistent mass matrix formulations display the best performance with the CF and CT r = 1:14 methods requiring 4 and 5 particles per wavelength respectively. A comparison of the phase and group values of N indicate that when = the group -accuracy criteria is more restrictive than that for phase. As with the phase -accuracy, group -accuracy indicates that the LF and HF formulations are quite inferior to the consistent mass formulations. For example, the \worst" consistent mass formulation (CT, r = 0:5) requires 7 particles per wavelength, while the \best" LF method needs, at a minimum, 21 particles.
Results of the asymptotic analysis described in x 2.3 are shown in Table 2 . It is clear from the table that excellent asymptotic rates of convergence are possible with the appropriate choice of re nement parameter. Conversely, a poor choice of r may reduce this asymptotic rate; although rates are still comparable to those for the linear FEM. It should be noted that although the rates of convergence for the RKPM methods are generally comparable to those for FEM, this is only a measure of the optimal rate of convergence of the method (quality of the approximation as ! 1). In fact, solutions are comprised of short to long wavelength components, all of which contribute to the error of the semi-discretization 26]. Thus, as indicated by Gresho 7] , the e ective di usivity, phase and group speeds tell much more of the story and rates of convergence should be interpreted carefully.
Second-Order Wave Equation
Results for FEM and RKPM CF, CT, HF and LF semi-discretizations are plotted in Figure 3 . As with the rst-order wave equation, an ideal semi-discretization (in terms of phase speed) would yield 2 = 1 for all resolvable wavelengths (i.e., 2 x= 1). Figure 3(a) shows the strictly leading phase speed results for the CF formulation. Clearly the best phase speed is achieved with the EEMR, r = 1:14. Incredibly, nearly perfect phase speed is obtained for the range of 2 x= when this re nement parameter is used. Decreasing r below 1:14 results in degraded phase speeds with the worst behavior demonstrated by the linear FEM (RKPM r = 0:5) methodology. All formulations considered show strictly leading phase speeds. Irregardless of the value of r, zero phase speed is never achieved for the range of resolvable wavelengths, indicating that no wavelengths are stationary on the grid.
The e ect of point-wise integration of the consistent mass formulation (CT) is illustrated in Figure 3(b) . Again, increasing r results in reduced lagging phase errors. Relative to the CF methodology, the CT method results in increased lagging phase errors for all but very long wavelength waves (2 x= 1). Indeed, the general behavior of 2 has changed dramatically relative to the CF formulation with phase speeds lagging over the range of wavelengths, going to zero at = 2 x.
Interestingly, the use of trapezoidal integration (with a consistent mass matrix) results in identical dispersion relations for the rst and second-order wave equations (cf. Figures  1(b) and 3(b) ). Similar behavior has been noted by Vichnevetsky and Bowles 25] when a second-order central di erence approximation is applied to both the rst and second-order wave equation. In this situation, the semi-discrete rst-order equation is a consistent representation of both the rst-order wave and the second-order wave equation for the right-moving wave. In the case of RKPM, a similar result has been obtained for r = 0:5. However, we have been unable to verify this behavior analytically for the other re nement parameters considered here. Regardless, numerical experiments (cf. Figures 1 and 3 ) have veri ed that the discrete spectrum is identical for the two model hyperbolic equations when trapezoidal integration is used.
Figures 3(c) and (d) show the numerical phase speed results for the HF and LF formulations respectively. Both methodologies exhibit lagging phase speeds for the entire range of discrete wavelengths. At the Nyquist limit, phase speed is non-zero for all r and depends on the choice of r. Thus, unlike the CT formulation, all waves propagate at non-zero speed. As with the HF and LF formulations of the rst-order wave equation, lagging phase errors increase with increasing r for any dimensionless wavelength. Again, the HF formulation provides little improvement over the LF formulation.
Normalized group speed corresponding to the semi-discretizations of Figure 3 are presented in Figure 4 . The group speed associated with the CF formulation indicates increased accuracy corresponding to increased r (cf. Figure 4(a) ). Indeed, RKPM with r = 1:14 performs substantially better than linear FEM, producing nearly perfect group speed to 2 x= = 0:7. Surprisingly, group velocities are positive for the entire range of discrete wavelengths with 2 going to zero at 2 x= = 1. Thus, energy associated with all but 2 x waves (which remain stationary) travels in the same direction as the waves themselves.
The e ect of particle integration on the consistent mass semi-discretization of the second-order wave equation is demonstrated in Figure 4(b) . A signi cant e ect of particle integration seems to be the introduction of negative group velocities which reach a maximum at = 2 x. It is clear from Figure 3 (a){(b) that the CF method produces better phase speed than does the CT formulation. Thus, unlike semi-discretizations of the rst-order wave equation, negative group velocity associated with the second-order wave formulations does not suggest good phase behavior.
Figures 4(c) and (d) show the numerical group speed results for the HF and LF formulations respectively. As with the CT formulation, the HF and LF systems can produce negative group speed. Surprisingly, however, negative group speed is achieved only for r = 1 and 1:14 semi-discretizations (the maximum value is less than for the CT method). When the r = 0:5 and 0:75 semi-discretizations are employed, the group speeds are strictly positive. Further, as with the rst-order HF and LF semi-discretizations corresponding to r = 1:0 and 1:14, the group speed reaches a (negative) maximum at wavelengths less than the Nyquist limit.
As for the rst-order wave equation, phase -accuracy is de ned with = 0:05 assumed appropriate for engineering purposes. These results are presented in Table 3 for the CF, CT, HF and LF formulations already considered. Again, it is clear that CF-RKPM with r = 1:14 outperforms all other formulations investigated here, requiring 3 particles (the Nyquist sampling limit) per wavelength. As a comparison, linear CF-FEM requires 7 particles per wavelength while LF-RKPM (r = 1:14) requires 14 particles. The best linear FEM formulation (HF) requires 4 nodes per wavelength although it results in substantially worse phase speed relative to CF-RKPM beyond this limit (cf. Figure  3) . Additionally, the CT formulation performs nearly as well as the CF formulation for r = 1:14 in terms of N although, as with HF-FEM, its phase speed behavior beyond this point is not comparable to that of the best CF-RKPM.
Although the consistent mass methodologies may produce substantially better phase speed than the LF or HF formulations when r is chosen appropriately (r 1:0) poor choice of r can degrade their performance. Indeed, the LF and HF methods may perform as good as or even slightly better than consistent formulations provided r is not chosen wisely (cf. Table 3 ). For example, HF with r = 0:5 requires only 4 particles per wavelength while CF with the same r requires 7 particles for the same accuracy. Clearly, the choice of the re nement parameter and mass matrix formulation are important to the performance of these methods.
Results of the group -accuracy (de ned similar to that of the rst-order discretizations) are also presented in Table 3 . Clearly, the group -accuracy is more restrictive than is the phase -accuracy. Again, the CF-RKPM method with r = 1:14 performs the best requiring 4 particles per wavelength while the best linear FEM methodology (HF) requires 6 nodes. The CT formulation performs nearly as well as the CF formulation for the EEMR although, again, demonstrates negative group velocity not evident for the CF method. The worst performance is demonstrated by the LF-RKPM method with r = 1:14.
Asymptotic analysis results are shown in Table 2 . As with the rst-order wave equation excellent asymptotic rates of convergence are possible with the appropriate choice of re nement parameter. Conversely, values of r may be chosen which reduce these rates to those comparable to linear FEM. Again, it is emphasized that the asymptotic analysis provides information concerning the behavior of the discretization around k = 0. Information concerning the global accuracy of the method requires examination of the behavior of the semi-discretization over the range of discrete wavelengths.
Parabolic Equation
The normalized e ective di usivity results for the parabolic partial di erential equation are presented in Figure 5 for several FEM and RKPM semi-discretizations (CF, CT, HF and LF) and a range of re nement parameters. Recall that the physical di usivity is independent of wavenumber, thus = = 1 over all discrete wavelengths for an ideal semi-discretization. With this in mind, the CF formulation ( Figure 5(a) ) with the EEMR, r = 1:14, performs best though slightly over-di usive for short wavelengths (maximum = = 1:06). As r is decreased from 1:14, the method becomes increasingly over-di usive. The worst performance is exhibited by the linear FEM (or RKPM with r = 0:5) semidiscretization with maximum = = 1:45 at 2 x= = 0:8.
Particle integration of the mass and sti ness matrices (CT) yields semi-discretizations that are under-di usive for all values of r investigated, although the point at which = diverges substantially from 1 (relative to our 5% error criteria) increases with increased re nement parameter. Another important point is that for = 2 x, is zero. This indicates that 2 x waves will persist (i.e. they will not be damped) resulting in a \noisy" solution. The fully integrated methodologies investigated here retain some (small for LF and HF with large r) di usive character at these wavelengths.
The e ect of mass lumping on e ective di usivity is demonstrated in Figure 5 (d). Unlike the consistent mass formulations, increasing r in the lumped mass semi-discretization has the e ect of destroying the accuracy of the solution in terms of e ective di usivity at high wavenumbers. As is clear from a comparison of Figures 5(c){(d) , the added complexity of the higher order mass formulation improves, slightly, the di usive character relative to the LF.
For concreteness, we consider the -accuracy results of Table 6 . Again, the best performers are the consistent mass formulations with r set to the EEMR. For all r the CF methodology is clearly more accurate than the CT formulations. While the HF FEM formulation performs nearly as well as the best CT methodology, increased r rapidly destroys the method. Finally, as decreasing r has the e ect of decreasing the accuracy of the CF and CT methods while increasing that of the LF and HF methods, the latter methods do perform better than the former at small r. For example LF outperforms CT for r = 0:75. Of course both these formulations are much inferior to CF (or even CT) with r = 1:14.
As with the hyperbolic equations, the re nement parameter modi es the results of the asymptotic analysis. The best convergence rates (O( x 6 )) possible are for the consistent mass matrix formulation with r = 1 where the cubic B-spline is obtained. Convergence rates comparable to those for linear FEM are obtained for the other semi-discretizations considered.
Conclusions
Numerical errors associated with the RKPM discretization of the parabolic, rst-order and second-order wave equations have been evaluated here in terms of von Neumann analysis. The semi-discretizations considered enforced linear consistency and employed variations on matrix integration (full Gauss quadrature or particle integrations) and type (consistent, lumped or higher order). All formulations incorporate a cubic spline kernel function with the EEMR, r = 1:14. Linear FEM semi-discretization results are also presented for the purpose of comparison. In light of these analyses the following conclusions may be drawn.
Irregardless of the partial di erential equation considered, the consistent mass, fully integrated RKPM formulation employing the EEMR produces the best numerical performance. In terms of the hyperbolic equations, only 3 to 4 particles per wavelength are required to meet a 5% phase error criteria while linear FEM requires 4 to 5 nodes. Similarly, the parabolic equation requires only 4 particles per wavelength to satisfy a 5% di usivity error criteria in contrast to linear FEM which requires 10 nodes for the consistent mass semi-discretization. Incredibly, RKPM semi-discretizations of the second-order wave equation require only 3 particles per wavelength (the Nyquist limit) for phase errors of less than 2.5 percent
Results indicate that point-wise or trapezoidal integration results in only a minor degradation in phase speed for the rst-order wave equation when the EEMR is used. This suggests that the CT methodology may be an attractive alternative to Gaussian quadrature which is computationally intensive and requires a background integration grid. The application of trapezoidal integration to the second-order wave and parabolic equations is more problematic. Although the number of particles needed to achieve the desired accuracy in terms of phase speed or di usivity is only slightly increased for CT relative to CF semi-discretizations, the behavior of the phase ( rst-order wave equation) or di usivity (parabolic equation) is substantially degraded for the CT formulation. Indeed, the nearly perfect phase speed of the CF second-order wave semi-discretizations is destroyed when trapezoidal integration is used. Further, the CT semi-discretization introduces negative group velocity that is not evident in the CF formulation.
Finally, the lumped and higher order mass formulations introduce severely lagging phase speed for the hyperbolic equations and over-di usive behavior for the parabolic equation. Indeed, the consistent mass matrix formulations signi cantly outperform the lumped and higher order formulations for all but small r (r = 0:5 and r 0:75 -lumped and higher order matrices respectively). It should be noted that although the consistent mass formulations can substantially outperform the lumped formulations, poor choice of r (i.e. r 0:75) produce formulations which are actually worse than the lumped and higher order approximations in terms of phase speed and di usivity accuracy. Table 3 : Reproducing Kernel Particle Method -accuracy for the second-order wave equation in terms of phase and group speed. Results are presented for a range of re nement parameters and N has been rounded up to the next highest integer. Table 6 : Reproducing Kernel Particle Method asymptotic convergence rates for the parabolic PDE semi-discretizations and a range of re nement parameters.
