In this paper, we present some comparison theorems on preconditioned iterative method for solving L-matrices linear systems. Comparison results and numerical examples show that the rate of convergence of the preconditioned Gauss-Seidel iterative method is faster than the rate of convergence of the preconditioned SOR iterative method.
Introduction
The solutions of many problems in scientific computing are eventually turned into the solutions of the large linear systems, that is, 
where is a parameter, called the relaxation 0 w ≠ parameter. It is known that for , the SOR method is reduced to the Gauss-Seidel method.
w =
The spectral radius of the iterative matrix is decisive for the convergence of the corresponding iterative method, and the smaller it is, the faster the iterative method converges when the spectral radius is smaller than 1. In order to accelerate the convergence of iterative method for solving the linear systems (1), the preconditioned methods are often used. That is, where the preconditioner P is a non-singular matrix. In this paper, under assumptions weaker than that [1] [2] 9] , we consider the preconditioned SOR-type iterative method for solving linear systems. Some comparison theorems on preconditioned iterative methods are provided. Also the optimal parameter is presented. The comparison results and numerical examples show that the rate of convergence of the preconditioned Gauss-Seidel method is faster than the rate of convergence of the preconditioned SOR iterative method with 0 1 . w < ≤
Preliminaries
For convenience, we shall now briefly explain some of the terminology and lemmas. Let be an ( ) 
We express the coefficient matrix of (4) 
The coefficient matrix of (5) 
Applying the SOR method to the preconditioned linear systems (4) and (5), respectively, we have the corresponding preconditioned SOR iterative method whose iterative matrices are (1) and (4), respectively, are nonnegative irreducible.
is a strictly lower triangular matrix. So 
where So is nonnegative. Then, from Lemma 1 of
By (7), we have 
and irreducible too. Analogously, we have the following lemma.
Lemma 5
Let A and A be the coefficient matrices of the linear systems (1) and (5),
is an L-matrix such that (1) and (5), respectively, are nonnegative irreducible.
We need the following equalities to prove Theorem 1, which are easily proved. 
Since U SU S U = − + , from (12) we obtain 
By simple computations, from (13) we get 
( 1,2, , 1).
Remark 1 It is easy to get that if , N α = our preconditioner is reduced to the preconditioner in [1] .
We need the following equalities to prove Theorem 2, which are easily proved.
( 
Proof: Let
Remark 2 From the above discussing, it is easy to get that is the optimal value. That is, the rate of convergence of the preconditioned GaussSeidel iterative method is faster than that the preconditioned SOR iterative method with 0 1
Numerical example
Now let us consider the following example to illustrate the results obtained. (1,1, ,1) .
The stopping criterion is chosen as 1 6 10
Let 'sor' denote the non-preconditioned SOR method, 'psor' denote the preconditioned SOR method of the present paper and 'pesor' denote the preconditioned SOR method in [7] with P I S = + , Table 1. Tables  2-4 corresponding to figures are similar to Table 1 , which are omitted here. From Tables 1-4 and Fig. 1 , it is easy to get that Theorem 1 holds.
Next , we study the Gauss-Seidel iterative method to illustrate Corollary 1.
Similarity, let 'gs', 'pgs' and 'pegs' , respectively, denote the non-preconditioned Gauss-Seidel method, the preconditioned Gauss-Seidel method of the present paper and the preconditioned Gauss-Seidel method in [7] . The spectral radius of the iterative matrix ( ( )) ρ ⋅ , the iteration number (IT), the CPU time (CPU(s)) and the error (ERR) are listed in Tables 5-8 Table 5 .
From Tables 5-8 and Fig. 2 , it is not difficult to find that Corollary 1 holds.
To illustrate Remark 2 obtained, here we give the following Figs 3-4. Fig. 3 is to show that the nonpreconditioned Gauss-Seidel method is faster than the non-preconditioned SOR method. Subsequently, Fig. 4 shows that the preconditioned Gauss-Seidel method is faster than the preconditioned SOR method. Fig. 6 illustrates that the non-preconditioned Gauss-Seidel method is faster than the non-preconditioned SOR method, too. Subsequently, Fig. 7 shows that the preconditioned Gauss-Seidel method is faster than the preconditioned SOR method as well as.
From the above numerical experiments, it is easy to get that Theorems 1-2 and Corollaris 1-2 hold. By observing a mass of experiments, we also get that Theorems 3-4 hold and our preconditioner is superior to the preconditioner in [7] . What is more, (1) with L-matrices. In other words, the convergence rate of Gauss-Seidel method with the preconditioner is the same as the convergence rate of GaussSeidel method with the preconditioner . Whereas, based on the structure of preconditioner and the memory requirement, the preconditioner P is less than the preconditioner P P P′ ′ . In this case, the preconditioner is superior to the preconditioner .
P P′

Conclusion
In this paper, we have studied the preconditioned SOR iterative method for solving L-matrices linear systems (1) . Some comparison theorems on the preconditioned SOR iterative method are presented. The optimal parameter is presented as well as. The comparison results and the numerical example show that the rate of convergence of the preconditioned Gauss-Seidel method is faster than the rate of convergence of the preconditioned SOR iterative method with 0 1 w . < ≤
