A multispectral camera acquires spectral color images with high fidelity by splitting the light spectrum into more than three bands. Because of the shift of focal length with wavelength, the focus of each channel should be mechanically adjusted in order to obtain sharp images. Because progressive adjustment is quite time consuming, the clear focus must be determined by using a limited number of images. This paper exploits the symmetry of focus measure distribution and proposes a simple yet efficient autofocus method. The focus measures are computed using first-order image derivatives, and the focus curve is obtained by spline interpolation. The optimal focus position, which maximizes the symmetry of the focus measure distribution, is then computed according to distance metrics. The effectiveness of the proposed method is validated in the multispectral camera system, and it is also applicable to relevant imaging systems.
Introduction
A multispectral camera captures spectral color images by splitting the visible spectrum into more than three bands and records these bands as a series of monochrome images. When properly calibrated, the multispectral camera essential to practical applications where faithful color acquisition and reproduction are demanded. For example, multispectral imaging has been widely applied in scene simulation [1] , digital archiving [2] , skylight spectrum recovery [3] , and spectral color measurement [4, 5] as well.
A typical multispectral imaging system, as illustrated in Fig. 1 , consists of a digital camera and a filter wheel equipped with a series of bandpass filters. The acquisition of a multispectral image is implemented by sequentially rotating these filters into the optical path of the camera and recording the corresponding images. However, the effective refractive indices of the filters and lens are wavelength dependent, and thus they change the focal lengths of the individual channels. This causes two problems, i.e., geometric distortion and optical blurring, in acquiring multichannel images. For the first problem, recent work [6] shows that images of different channels can be perfectly aligned by using camera calibration and an approximation of filter model. Recently, researchers attempted to solve the second problem by employing image deblurring algorithms, a fundamental issue in image processing [7, 8] . In this work we are also interested in resolving the image blurring problem. But instead, we try to acquire clear multispectral images by employing an autofocus technique, based on focus adjustment with a step motor.
Autofocus is, actually, an essential function to digital cameras [9, 10] , and it has been applied in imaging systems such as iris recognition [11] and computer microscopes [12] . As exhaustive searching of optimal focus position is very time consuming, the existing work commonly adopts a coarse-to-fine strategy [9, 10, 13] . That is, a coarse step interval is first adopted to determine the approximate focus range, and then a fine step interval is used to locate the exact focus position. Chiu and Fuh [14] instead proposed a direct solution, in which the target focus position is computed by fitting the curve of the focus measures according to an empirical model.
In this paper, we propose a novel autofocus method for acquiring sharp multispectral images, based on the observation that the distribution of focus measure is symmetric. In the method, the optimal focus is directly estimated from coarse focus positions, and thus the commonly adopted fine-tuning step can be eliminated. The effectiveness of the proposed method is evaluated in a multispectral camera system, in terms of both lens position and focus measure accuracy.
The rest of this paper is organized as follows. Section 2 presents the background of the lens focus and multispectral camera, and Section 3 discusses the symmetry property of focus measure distribution. The symmetry-based autofocus method is proposed in Section 4. Section 5 presents the experimental results and discussion, and finally, Section 6 concludes the paper.
Background
In this section, we first review the principle of camera focus and autofocus techniques, and then we introduce the focus blurring problem in multispectral camera.
A. Camera Focus Figure 2 shows a simple optical imaging system, in which the complicated lens and additional filters are regarded as a thin lens with equivalent focal length. Denote the focal length as f , the relation between the distances of object point P and its well-focused image point P0 is given by the lens formula,
where u is the distance of the object point from the lens and v is the distance of its image from the lens. However, when the sensor plane does not coincide with the image plane IP, the image point P0 formed on the sensor will be a blurred circle. In Fig. 2 , it is observed that when the sensor moves forward or backward with the same distance d, the blur radius is identical; i.e., R 1 R 2 . Note that, for the multispectral camera illustrated in Fig. 1 , it is the lens position, not the sensor plane, that is adjusted using the step motor. Nevertheless, when the object distance u is much larger than the lens movement d, the change of the object distance is negligible; i.e., u d ≈ u. As a consequence, the movement of the lens is equivalent to the movement of the image sensor, as shown in Fig. 2 .
To evaluate the sharpness of the acquired image, a variety of focus measures have been proposed in applications such as autofocus [15] , depth from focus [16] , and multifocus image fusion [17] . As an evaluation metric, focus measure is required to be unimodal, monotonic with respect to blur, and computationally effective. For robustness, the focus measures of image pixels are usually computed in a local window. In the literature, the most commonly employed focus measures are probably the Tenenbaum gradient (TEN) [18] , gray-level variance (GLV), and sum of modified Laplacian (SML) [19] . As implied by their names, TEN is computed from image gradients, while GLV and SML are based on variance and the Laplacian, respectively. For more details, readers are referred to [16] .
Autofocus has become an integral function to modern digital and video cameras, and a variety of autofocus algorithms have been developed in recent years. These algorithms include the mountainclimbing servo [20] , fast hill-climbing search [13] , modified fast climbing search with adaptive step size [21] , and two-step search [10] . We note that most methods are based on the coarse-to-fine strategy, and the camera lens should unavoidably move back and forth. Chiu and Fuh [14] estimated the optimal Camera Lens Filter wheel Step motor Fig. 1 . (Color online) Typical multispectral camera that consists of a digital camera and a filter wheel. Eight narrowband filters are installed in the filter wheel. Because of the wavelength-dependent refractive indices of the lens and filters, the appropriate lens position of each channel is adjusted by using a step motor. focus position directly, by employing an empirical model. However, there is no evidence that this empirical model is applicable to other imaging systems.
B. Multispectral Camera Figure 1 shows the principle diagram of the multispectral camera system adopted in this work. The system consists of a monochrome digital camera, a photograph lens with 50 mm focal length, and a filter wheel. In total, eight narrow bandpass filters, with center wavelengths of 400, 440, ..., 680 nm, are equipped on the filter wheel. As in [7] , the filter wheel is placed in front of the lens so that the critical optical path from lens to camera is not altered. Another configuration is to place the filter wheel between the camera and lens [6] . The filters used in this work consist of two reflecting stacks separated by even-order spacer layers, and they operate under the principle of the Fabry-Perot interferometer. One colored glass and one mirrorreflecting glass are added in each filter. Therefore, the effective refractive index of the filter is dependent on the wavelength film material and the refractive index of the colored glass. This results in the shifts of focal length for different imaging channels and causes the problem of chromatic aberration. Specifically, chromatic aberration is the phenomena that the lens cannot focus the light of different wavelengths onto exactly the same image plane.
In practice, an apochromatic lens, which combines three lenses with different chromatic dispersion, is always adopted to reduce chromatic aberration. Figure 3 shows the focal length shift of a typical apochromatic lens, in which the focal lengths at three wavelengths (red, green, and blue) are equal. However, as the multispectral camera utilizes more than three narrowband wavelengths, chromatic aberration cannot be eliminated by using an apochromatic lens.
To acquire sharp multispectral images, Vora et al. [1] manually adjusted the focuses of individual imaging channels. This is obviously not feasible for automated image capturing. Mansouri et al. modeled the point spread function (PSF) of the out-of-focus image as a circular disk and deblurred each channel image with a Wiener filter in the frequency domain [7] .
In this work, we adjust the focuses of individual channels automatically by using a step motor, as illustrated in Fig. 1 . Compared with the work by Mansouri et al. [7] , our method does not require PSF estimation and image deconvolution, and thus image artifacts will not occur. The problem to be solved is how to locate the optimal focus position with high efficiency.
Symmetry of Focus Measure Distribution
In this section, we theoretically shows that the PSF is solely determined by the lens movement distance, and this experimentally validates that the focus measure distribution is actually symmetrical.
A. Point Spread Function
As discussed above, the camera sensor deviating from the image plane will cause the image to be blurred. The focus blurred image Ix; y, where x and y denote pixel position along the row and column directions, is formulated as the convolution of the ideal sharp image I ideal x; y and the PSF hx; y:
Ix; y I ideal x; y hx; y;
where denotes image convolution.
When acquiring planar samples at a relatively large object distance, the PSF can be considered to be spatial invariant. According to Eq. (2), the PSF can be computed by capturing two images, one blurred and one sharp, of an object. Without loss of generality, in this paper we adopt the common assumption that the PSF of focus blurring is Gaussian [22, 23] :
The variance σ is proportional to the radius R of the blur circle [24] :
where β is a constant depending on the optical system, and it can be determined by calibration if necessary.
As illustrated in Fig. 2 , IP 1 and IP 2 are the camera detector positions located in front of and behind the image plane at a distance d, R 1 and R 2 are the corresponding radii of the two blur circles. Let D be the aperture diameter-based on the theorem of similar triangles, we have
Equation (5) shows that when the lens moves forward or backward at a constant distance, the radii of the blurred circles are the same. Inserting Eq. (5) into Eq. (4), we get 
This indicates that for a given optical geometry, the PSF, and consequently the blurred image, are completely determined by lens movement distance d, irrespective of the movement direction.
B. Distribution of Focus Measure
As we suppose the object to be imaged is planar in this work, the focus measure is computed for each channel on all pixels:
where I x and I y are image derivatives along the row and column directions, respectively, and K is a normalization factor. The basic calculation of the focus measure is similar to TEN [18] except that we use the absolute operator for computation efficiency. The image derivatives are computed using Sobel operators. More specifically, we define the Sobel convolution kernels as and then the image derivatives are computed as I x S x I and I y S y I. Note that, for multispectral images, the brightness of a channel may be quite different than other channels. For example, the multispectral image of a red sample has higher brightness in the long-wavelength channels than in the short-wavelength channels. To balance the magnitudes of focus measures for different channels, the normalization factor K is computed as
Nevertheless, as the focus measures are computed for each channel independently, K can be omitted for computation efficiency. Figure 4 shows the focus measure distributions of four channels out of eight for a planar sample. The lens position denotes the motor steps that move the lens from the origin position. The focus measures are computed from the channel images acquired at the corresponding lens positions, according to Eq. (8) . It is observed that the distributions are all unimodal and approximately symmetrical with respect to the peaks. This is in accordance with the theoretical analysis of the PSF.
Autofocus
Autofocus estimates the optimal lens position that maximizes the symmetry of the focus measure distribution, preferably by acquiring only a limited number of images. Unlike most existing techniques [9, 10] , the proposed method does not employ the coarse-to-fine strategy. Compared with the work by Chiu and Fuh [14] , the proposed method is nonparametric and does not require any empirical model.
Suppose that, for a certain channel, we have captured N images at a number of equidistant lens positions k i , 1 ≤ i ≤ N. The interval between adjacent lens positions is denoted as the number of motor steps to move the lens, and the focus measure Fk i is computed according to Eq. (8) . As illustrated in Fig. 5(a) , the available focus points are relatively sparse. We simulate the focus measure distribution in the range [k 1 , k N ] using spline interpolation, and we obtain the interpolated focus curve Fk, where k ∈ k 1 ; k N . Note that the interpolated curve is similar to but different than the actual focus measure distributions illustrated in Fig. 4 . For example, the actual distributions exhibit sharp peaks, while the interpolated curve does not, especially when the available lens positions are sparsely distributed. Nevertheless, as will be seen in the following, the interpolated curve is fundamental to our symmetrybased autofocus algorithm.
According to the unimodal property of the focus measure, the optimal lens position k opt should be located between the positions corresponding to the maximum and second maximum focus measures. Letting k T be the trial position, its optimal value should maximize the symmetry between the two half-curves at the left and right sides of k T . We flip the left half-curve with respect to k T , as illustrated in Fig. 5 , and we denote these two half-curves as distributions pk and qk:
where
The two distributions, pk and qk, should coincide in the case of ideal symmetry.
To evaluate the similarity between pk and qk, several distance metrics can be employed. In this work, we investigate the norm-1 distance D 1 , norm-2 (Euclidean) distance D 2 , histogram intersection D HIST [25] , and Kullback-Leibler (KL) divergence D KL [26] .
The norm-1 distance is defined as the summed absolute focus measure differences of corresponding lens positions
and the norm-2 distance is defined as
The histogram intersection [25] is widely used in image retrieval and object recognition, without considering the spatial relationship between pixels. In this work, by regarding the distributions pk and qk as histograms, we evaluate their similarity by
Note that the more similar the two distributions are, the smaller D HIST will be.
KL divergence is a measure of the difference between two probability distributions [26, 27] . Although pk and qk are not true probability distributions, we can still compute the KL divergence as
However, as D 0 KL p; q ≠ D 0 KL q; p, the KL divergence is not a true distance metric. In this regard, we modify the KL divergence as
In this manner, D KL is symmetrical and nonnegative, and it can be used as a distance metric to evaluate the similarity between pk and qk.
Results and Discussion
The multispectral camera in this work is designed to acquire multispectral images of planar objects such as textile fabrics, artworks, and papers. The object distance u is above 1.2 m, much larger than the focal length of the lens (f ≈ 50 mm). Because of the wavelength-dependent effective refractive indices of lens, the focal lengths vary for the eight imaging channels. As shown in Fig. 5(a) , the adjustment of the lens position for each channel is in the range between 200 and 1150 steps, corresponding to several millimeters in lens movement d.
In the experiment, we acquired images with different step intervals and evaluated the effectiveness of the proposed autofocus method. For quantitative analysis, we computed the absolute position error between the actual best lens position k actual and the estimated lens position k opt as 
In addition, the relative focus measure error between actual focus measure F actual and the focus measure F opt at the estimated position k opt is computed as
We computed the averaged position errors and focus measure errors of the eight imaging channels from two textile fabrics and one paper (for images, see Fig. 7 ). Figure 6 shows the distributions of the errors with respect to different step intervals. It is observed that, for all distance metrics, the errors increases when the step interval becomes larger, because for large step intervals, the interpolation curve of the sparse points will be more different to the actual focus measure distribution. This will in turn affect the symmetry computation. From Fig. 6 , the distance metric D 2 performs best when the step interval is less than 60, followed by D KL and D 1 , while D HIST performs the worst. When the step interval is larger than 60, however, the metric D HIST ranks first, followed by D KL . The errors of D 1 and D 2 are relatively large.
Based on the above observation, we employed the D 2 metric and adopted a step interval 50. Under this interval, 20 images are acquired to compute the optimal focus position for each channel. Table 1 lists the absolute lens position errors E k of the eight imaging channels for three planar samples. It is observed that all position errors are smaller than five steps, except for the 400 nm channel of sample Fabric2. The average position error is less than 2.5 steps. Table 2 shows the relative focus measure errors E F , which are also very low. The average error magnitudes are less than 0.4%, which means that image sharpness acquired under the estimated lens position is nearly ideal.
The efficiency of the proposed method is compared with the traditional coarse-to-fine strategy. In the coarse-tuning stage, the motor moves with a step interval of 10 until the approximate focus range determined by the first and second maximum focus measures is found. In the fine-tuning stage, the motor moves with a step interval of 1 in that range to locate the target lens position. For the proposed method, the step interval stays at 50. Table 3 lists the average lens positions required for these two autofocus methods. Note that at each lens position the imaging procedure involves motor movement, image acquisition, and focus measure computation. Compared with this procedure, the computation time of the proposed optimal focus estimation is negligible. In this sense the efficiency improvement of the proposed method over the coarse-to-fine method reaches 65% 57 − 20∕57, which will greatly benefit practical applications. Figure 7 shows the three multispectral images, namely, Fabric1, Fabric2, and Paper, acquired with and without autofocus. The misalignment between channels, which was also caused by focal length shifts, was appropriately corrected. Then the reflectance spectrum of each pixel is reconstructed from camera responses based on the Wiener estimation [5] . In Fig. 7 , the images were transformed to sRGB space [28] for visualization. It can be observed that due to the focal length shifts in these channels the Relative focus measure error (%)
Step interval (b) The sharpness of the multispectral images illustrated in Fig. 7 is also evaluated with respect to the ideal sharp images in terms of the peak signal-tonoise ratio (PSNR) and structural similarity (SSIM) index [29] . Taking the structural information into account, SSIM is more consistent with human eye perception than the PSNR. Both metrics are computed between the ideal sharp image and the image under evaluation. Table 4 shows that for all samples the image quality with autofocus is much better than that without autofocus in terms of both metrics. In the case with autofocus, the SSIM values of all samples are above 0.97. In the case without autofocus, the SSIM values of the Fabric1 and Fabric2 samples are about 0.84, while that of the Paper sample is much higher, reaching 0.945. This is because the Paper sample contains a large uniform area (see Fig. 7) , and thus the image quality, on average, is less degraded by defocus blurring. The evaluation results using the PSNR metric are similar. 
Conclusions
This paper has proposed an autofocus method based on the symmetrical property of focus measure distribution. We verify this symmetry property through both theoretical analysis and practical results. To obtain sharp, clear multispectral images, for every channel a limited number of images are captured at individual lens positions and then the focus curve is obtained by spline interpolation. The optimal focus position, which maximizes the symmetry of focus measure distribution, is determined based on the appropriate distance metric. Experimental results validate that this proposed autofocus method performs quite well, and it can be used in a multispectral camera system or other relevant imaging applications.
