Dose calculation algorithms are an essential part of successful treatments in radiation therapy. Absorbed dose is a parameter that allows for the estimation of the effectiveness of a prescribed treatment. The development of dose calculation methodologies has a long history beginning in the 1950s. Due to the growing knowledge about the interaction of radiation with matter, and the rapid development of computational capabilities, dose calculations have progressed from basic correction-based methods (Clarkson 1941 , Schoknecht 1967 , Cunningham 1972 , Khan et al 1973 , to model-based (such as convolution superposition) (Ahnesjö et al 1987, Oelfke and Scholz 2006) , and principle-based algorithms (Lu 2013) such as advanced Monte Carlo (Fippel 2013) and deterministic methods (Lewis and Miller 1993, Vassiliev et al 2010). Two essential requirements for 3D radiotherapy dose calculations are (1) a high degree of accuracy and, (2) low calculations times for rapid transitions from treatment planning to treatment. Accuracy is required to be able to correlate tumor responses in a patient with a delivered dose for a better understanding the biological response mechanisms in radiotherapy, and to predict future outcomes. Fast calculation speeds ensure that treatment planning is completed within a reasonable time span that does not disrupt the clinical flow. 
O Zelyak et al
All radiotherapy treatment planning algorithms aim to solve or approximate the solution to the integrodifferential linear Boltzmann transport equation (LBTE) which describes radiation interaction with matter. Despite the linearity, the LBTE is a complex equation and is challenging to solve in general. Its solution provides a macroscopic description of ionization radiation by specifying the position and momentum probability distribution of a radiation field. As many different particles generally make up a full radiation field (e.g. photons, electrons, positrons, etc), a full description is obtained from the solution of a system of coupled integro-differential LBTE equations; each equation describing the interaction process for a given particle, coupled by secondary particle generation.
Monte Carlo is a stochastic approach to solving the Lagrangian form of the LBTE based on tracing the individual tracks of primary and secondary particles as they propagate and interact with matter via fundamental physics processes (Fippel 2013) . Each type of interaction is modeled by a random sampling of cross-section distributions attributed to a particular interaction.
The uncertainty of Monte Carlo simulations depends as the inverse square root on the number of particle histories (Jeraj and Keall 2000) . This typically makes Monte Carlo simulations rather time consuming as a very large number of histories is required to be calculated. However, recent advances in graphics processing unit (GPU) and central processing unit (CPU) computing, and the application of various radiotherapy specific assumptions and acceleration techniques have significantly reduced Monte Carlo dose calculation time. This makes Monte Carlo feasible for use in clinical treatment planning systems such as the XVMC algorithm used in the Elekta Monaco treatment planning system (Fippel 1999 ). Due to their high accuracy, validated through comparison with experimental measurements, Monte Carlo algorithms are also often used for benchmarking the accuracy of other dose calculation algorithms (Ma et al 2002 , Tertel et al 2010 .
As opposed to stochastic algorithms, deterministic methods, also known as grid-based Boltzmann solvers (Vassiliev et al 2010) solve the Eulerian form of the LBTE. These methods calculate the dose distribution by solving a system of linear equations obtained by discretizing the 6D phase space variables of the LBTE. The 6D phase space variables (space, angle and energy) can be discretized using various techniques including finite element methods, discrete ordinates methods, and multigroup methods (Lewis and Miller 1993, Gifford et al 2006) . Acuros XB is a principle-based grid-based Boltzmann solver developed by Varian Medical Systems (Palo Alto, CA) which improves the accuracy of existing model-based external photon beam treatment planning in complex heterogeneous cases. Acuros XB explicitly solves the LBTE with accuracy comparable to advanced Monte Carlo methods. In fact, Acuros XB was developed as a faster alternative to Monte Carlo methods .
Modern efforts in radiotherapy to address the challenges of tumor localization while sparing radiation sensitive organs has led to the development of magnetic resonance imaging (MRI) guided radiotherapy (RT) technologies. MRI-guided RT systems necessitate that magnetic fields be properly accounted for in the dose calcul ations. The presence of the magnetic field alters the electron trajectories and influences the final dose distribution. The magnitude of the change depends on a set of parameters including the MRI magnetic field strength, tissue density and mutual orientation of the MRI field and radiation beam.
There are currently several MRI-guided RT systems that have the capacity to be used in the clinical environment. One of the first MRI-guided RT projects began at the Cross Cancer Institute in Edmonton Alberta, Canada by coupling a 6 MV linear accelerator to a bi-planar MRI. In 2008, the Alberta group demonstrated the first simultaneous MR imaging and linac irradiation on head-size phantoms (Fallone et al 2009) . In 2013, the Alberta group began installing a whole body 0.5 T superconducting bi-planar MRI coupled to a 6 MV linac. The world's first images of a human volunteer were obtained on this system in July 2014. Elekta has also developed the Unity MR-linac platform to enable simultaneous MRI and linac based radiation delivery using a 7 MV linac source coupled to a 1.5 T superconducting solenoid MRI (Raaymakers et al 2009) . The first commercial MRI-guided RT system (MRIdian ™ ) was developed by ViewRay Inc., which coupled three radioactive 60-Co sources to a 0.35 T split solenoid MRI (Dempsey et al 2005) . ViewRay is also developing a linac based MRI-guided RT system (Low et al 2016) .
Historically, Monte Carlo was the only option to include the effects of magnetic fields in the calculation of absorbed dose. The MRIdian ™ radiation therapy system from ViewRay Inc. developed a commercial Monte Carlo based algorithm which incorporates the effect of magnetic fields on charge particle transport (www.viewray.com/treatment), as did Elekta with GPUMCD in the Monaco treatment planning system (Hissoiny et al 2011) .
However, in addition to traditional Monte Carlo methods, it was shown recently that grid-based Boltzmann solvers were capable of accurately incorporating magnetic fields into a deterministic solution of the LBTE (StAubin et al 2015 (StAubin et al , 2016 . In the 2015 publication by St-Aubin et al (2015) , very accurate results were shown comparing deterministic dose calculations in magnetic fields to Monte Carlo calculations, but it was stated that the iterative solution method used, coupled with the discretization method, produced an unstable iterative scheme in low density media with magnetic fields. In 2016, St-Aubin published a space-angle discontinuous finite element discretization with magnetic fields that was shown to alleviate the iterative instability of the 2015 work (St-Aubin et al 2016) . However, a rigorous iterative stability analysis for these novel methods including magnetic fields has not been presented, and is the focus of this work. In this work, a stability analysis is performed to determine the iterative stability of the numerical approaches presented in the previous works. The specific dependencies of the solution convergence on external parameters such as magnetic field, material density, energy, and anisotropy expansion, are shown. Preliminary investigations into efficiency improvements for a deterministic solution of the LBTE with magnetic field are also provided.
Methods

Continuous slowing down (CSD) linear Boltzmann transport equation
The stationary CSD linear Boltzmann transport equation in magnetic fields is derived in the following form (StAubin et al 2015 (StAubin et al , 2016 ,
(1) The angular flux ψ depends on the spatial and angular coordinates ( r , Ω), and energy E. The variable Ω is the unit vector in the direction of particle propagation, σ is the total macroscopic electron cross section, q is the electronic charge, p is the relativistic electron momentum, S is the electron source, and Q defines the scattering operator of the form,
where β r is the restricted mass stopping power, and Δ is the energy cut-off for the CSD operator denoted as a derivative over the energy variable in equation (1) (i.e. collisions with energies below Δ are considered as soft collisions, and are accounted for in the CSD approximation). It should be noted that the CSD term, upon discretization using a diamond difference approximation (Morel 1985) , can be absorbed into the scattering operator (2), and will not appear explicitly in further discussion below. The Legendre coefficients of the macroscopic differential electron scattering cross section σ l (Lewis and Miller 1993) are truncated to expansion order l max . The angular flux moments φ lm are defined by the expansion of the angular flux ψ over spherical harmonics Y lm ( Ω),
and are computed according to,
The magnetic field term in equation (1) has the form of an angular streaming operator with the vectors τ and ∇ Ω defined as follows (St-Aubin et al 2016) ,
where µ = cosθ and B is the magnetic field. In practical radiotherapy calculations, a vacuum boundary condition is applied to equation (1) in the solution of the CSD-LBTE,
where the vector n is an outward unit vector that is perpendicular to the boundaries of the system.
Source iteration
The diversity and complexity of radiotherapy problems require the solution to the LBTE to be obtained numerically. One of the widely-used methods of solution applied to the LBTE is the source iteration (SI)
procedure (Lewis and Miller 1993, Larsen and Morel 2010) which is a stationary iterative method. This is a general iterative method independent of the way the space-angle discretization is performed. The idea of SI is to recast equations (1) and (2) into the form,
where L is the differential operator representing all terms on the left side of equation (1), and the superscript t enumerates the iterations. Assuming φ (t) lm is known, one can find the solution for ψ (t+1) for iteration t + 1. At the first step t = 0 the angular flux moments are often estimated to be zero. The iterations are repeated until the desired relative error ε is achieved, which is often calculated as
In all further discussions, the multigroup method is applied to the calculations, and thus the energy variable will be omitted.
Fourier analysis
When solving problems pertaining to radiation transport and dose deposition, the method of Fourier analysis is a standard tool to investigate the convergence rate of stationary iterative solutions (Larsen and Morel 2010) . It is equally applicable to continuous and discrete problems. The usefulness of the Fourier analysis extends to the problems of higher spatial dimensions, and other physical variables such as angle, time, and energy. It is capable of not only accurately predicting the spectral radius of an iteration scheme before actual implementation, but also serves as a means for convergence improvement or convergence failure analysis. Regardless of whether the problem is continuous or discrete, Fourier analysis is applied to the equations formulated in terms of the iterative error of the solution f,
where f ( r) and f (t) ( r) are the exact solution and the solution at iteration t respectively. For continuous problems with an infinite domain (or with a finite region of interest periodically extended over the whole physical space) one uses a Fourier integral representation (or Fourier series expansion) for the iterative error of the form
The iteration equation is then reformulated in terms of an eigenvalue problem with subsequent maximization of the iteration eigenvalue over the Fourier wave number λ. For discrete problems, the spectral radius of the solution is obtained by finding the modulus of the largest eigenvalue of iteration matrix A (Warsa et al 2004) :
Numerical estimation of spectral radius
Due to the large size of the systems of linear equations in practical calculations, evaluation of spectral radius using equation (12) can be computationally expensive. For these problems, the spectral radius can be estimated as a limiting ratio of successive iterative errors under the assumption of linear convergence to the true solution ψ according to,
For sufficiently large t → ∞, equation (13) can be modified to a practical expression of the form,
Formula (14) is used to evaluate the rate of convergence independently of the Fourier Analysis method. It is used to verify the convergence of the systems of equations investigated in this work using code whose results were presented in previous publications (St-Aubin et al 2015 . This code itself was successfully tested against Monte Carlo methods with 98.9% of points analyzed passing a 2%/2 mm gamma criterion (Low et al 1998) for clinically realistic radiation transport problems.
Parameter selection
The spectral radius is a function of several parameters, the most significant for this work being the magnetic field, material density, and anisotropy of scattering potential which dictates the maximum Legendre expansion order required for accurate calculations. To account for these degrees of freedom in a systematic way we utilize the Henyey-Greenstein model (Henyey and Greenstein 1941, Ahrens 2015) for the differential scattering cross section σ s Ω · Ω of the form:
where υ = cosθ = Ω · Ω . The parameters in this formula are used to model anisotropy in a controllable way.
The variable θ has the meaning of the polar coordinate denoting deviation from the forward direction. The g parameter is a measure of degree on anisotropy and varies in the limits −1 g 1. For g = 1 all the scattering processes tends to be in a forward direction (highest degree of anisotropy). When g = 0, scattering is isotropic in nature. The negative values of g are used to model high degrees of back scatter. Finally, the parameter Λ is used for normalization which is explained below.
In our simulations, we use two representative values for the anisotropy parameter g; g = 0 for isotropic scattering, and g = 0.7 which models forward-peaked anisotropic scattering (see figure 1) (Ahrens 2015) . For these values of g the differential scattering cross section is expanded in Legendre polynomials
with scattering moments
The value of spectral radius depends crucially upon the accuracy of finite approximation using equation (16). We adopt l max = 28 as an upper limit of expansion that gives us the relative error of 0.01%, estimated according to,
Finite approximation of differential cross section σ s (υ) is obtained from equation (16) by terminating the series expansion at l max .
The effect of the density of material on convergence in the presence of magnetic fields is reflected by allowing the total cross section σ( r) to acquire several values in a wide range. As with anisotropy, we choose representative values for total cross section to be σ ( r) = 10 −3 , 10 0 , 10 3 (cm −1 ). Another important parameter in our simulations is the ratio of the isotropic scattering moment to the total cross section
The physical meaning of this ratio is that, regardless of the density of material, it shows how fast secondary electrons at energy E leave their energy group or exit the system (Lewis and Miller 1993) . For high values of c, significant number of particles enter the phase volume with the same energy E as other particles leave it due to scattering. This means that many collisions (and iterations for stationary methods) are required for convergence. This happens, for example, when secondary particles at energy E predominantly experience elastic scattering. On the other hand, if the ratio c is small, then particles quickly lose energy (or acquire energy, if up-scattering is present), which makes convergence fast. To test the dependence of the spectral radius on the magnetic field, we use three values of c-ratio, 0.2, 0.8 and 0.99. The last value is very close to unity where we expect poor convergence for traditional SI approach. The value of the isotropic scattering moment σ 0 is derived from equation (17). However, it is also independently defined as the product σ 0 = cσ. Therefore, the normalization parameter Λ in equation (15) is adjusted to make both values equal. Hence,
(20)
Estimation of spectral radius for the continuous equation in infinite homogeneous media
In this paper, we aim to investigate the spectral radius of the solution of the LBTE in a homogeneous medium in the presence of a magnetic field. For an infinite domain, it is possible in some cases to extract an analytical expression for the spectral radius as a function of external parameters such as magnetic field strength, material density, and degree of anisotropy as expressed by the maximum Legendre expansion order, l max . In the Fourier analysis, both angular flux moments, and angular fluxes are sought in the form of Fourier modes
and,
The SI procedure and relationship between the angular flux ψ and angular flux moments φ lm (equations (3) and (4) respectively) are used to present the LBTE in the form of an eigenvalue problem.
Estimation of spectral radius for the discretized equation in infinite homogeneous media
For practical problems, including radiotherapy, where numerical discretization of the problem domain is used to solve problems with complex spatial geometries, convergence can depend on the numerical procedure. Thus, for the evaluation of the spectral radius of the discretized equation, we apply the discontinuous finite element method (DFEM) in both space and angle. Starting with the standard finite element expansion,
where λ ( r) represents the spatial basis functions and γ( r, Ω) represents the angular basis functions. Application of the DFEM to equation (1) yields (St-Aubin et al 2016),
with boundary conditions
and
In equations (24)- (26), the spatial elements are expressed in terms of their k faces with n k representing the outward normal on face k and angular elements are expressed in terms of their k edges, with n k representing the outward normal of edge k . The superscript inc on the angular flux for the boundary conditions in equations (25) and (26) denotes incoming angular flux flowing through a spatial face, or angular edge. The coefficient matrices expressed in equation (24) are explained in more detail in the work published by St-Aubin et al (2016) , and are provided in appendix.
The parameter κ in equation (24) is an energy discretization parameter based on the multigroup method applied to the magnetic field terms (St-Aubin et al 2016), and is expressed as
The magnetic field term κ τ Ω, B · ∇ Ω , with components defined by formulas (5) and (6), accounts for magnetic field effects for arbitrary magnetic field orientations. Without loss of generality, we assume a specific orientation of the magnetic field along the z -axis which simplifies the calculations significantly. Such a simplification allows us to obtain the expression of the spectral radius in an analytical form that is amenable for further analysis. For B = B z magnetic field term becomes:
According to equation (27) the energy discretization parameter κ gets larger as the multigroup energy bin width gets smaller. Since the energy discretization parameter κ and the magnetic field strength B always appear together, and their total combined magnitude is what affects the spectral radius, these parameters are investigated together. For brevity, in the discussion that follows, the product of the parameters κB will be termed the magnetic field parameter. For the finite element method applied in angle, the unit sphere with angular variable Ω is tessellated into triangles and unwrapped onto a 2D grid (St-Aubin et al 2016) . The angular grid used in this work was composed of 40 angular elements (figure 2) and was verified to be sufficient to correctly calculate the spectral radius for the problems of interest while minimizing matrix size and calculation time. The solution inside each angular triangle is approximated by linear basis functions. Due to the DFEM discretization and the sweeping methodology for upwind stabilization (St-Aubin et al 2016), complex cyclic sweep conditions in the angular domain are common for arbitrary magnetic field orientations. However, by performing a coordinate transform, and requiring the magnetic field to be situated along the z-axis as in equation (28), only cyclic sweep condition is obtained at the ϕ = 0 boundary (St-Aubin et al 2016) as shown in figure 2. The red shaded elements on the left-hand border ϕ = 0 are solved first, followed by the yellow shaded elements. The sweeping procedure continues up to the ϕ = 2π border. At the end of an iteration cycle, the value of the outgoing angular flux at the 2π boundary is assigned as the incoming angular flux at the ϕ = 0 boundary. That is, according to equation (26) 
In discretizing the spatial domain, we followed the method outlined by Warsa (Warsa et al 2004) . For spatial variables, the main domain is a cube which is subdivided into six tetrahedrons of equal volume (figure 3) which make up the spatial finite element domain discretization. Such partitioning contains the minimal number of FEM tetrahedral volume elements consistent with the requirement of a periodical extension to simulate an infinite medium. For this work, we investigate an isotropic voxel which forms regular tetrahedrons, and a rectangular voxel with aspect ratio of 8:1:1. The latter rectangular voxel forms skewed tetrahedrons, and allows for the analysis on the spectral radius in this situation. Delaunay triangulation tries to limit the skewness of FEM tetrahedrons, but based on geometry there will always be some non-regular tetrahedrons in a practical FEM calculation. Fourier analysis of the spectral radius assumes the solution in the form of equation (22). The DFEM allows for a discontinuity in the solution at the element boundaries. For this reason, the solution for elements with faces on the domain boundary (i.e. external surfaces) is defined using periodic boundary conditions (PBCs). Figure 3 depicts two voxels, the main domain (solid lines) and a fictitious domain which is created by the application of PBCs (dashed lines). In figure 3 , the points A and A lie on corresponding surfaces obtained by a periodic translation. The arrows indicate that the values of the solution on the surface are obtained by approaching A and A from inside the elements. The boundary values at these points are related as
where λ x is the x-component of Fourier wave number, and ∆X is the period of the main domain in X-direction. The same approach is used for the Y-and Z-directions. For the discretized problem, the solution is defined only in the corners of the elements and the above boundary condition should be applied to every vertex of every element with a surface corresponding to an external surface on the domain. The numerical simulations, from the setup of the linear systems, to maximization of the eigenvalues of iterative matrix over the Fourier wave number λ, were performed using Wolfram Mathematica 10.
Improving convergence via efficient Krylov-subspace solver and parallelization of computation in angular domain
The SI procedure is one of the first used in radiation transport calculations. It is easy to implement, allows clear physical interpretation, and works well for positive definite matrices. However, discrete versions of the LBTE with the Galerkin DFEM are not symmetric. The SI method is still successfully applied for the systems with low scattering ratio (strong absorption). However, the use of the SI method for optically thick problems with scattering ratio close to unity (and as we will show for the case of magnetic fields) can become prohibitively time consuming. Non-stationary Krylov subspace methods for unsymmetric matrices such as GMRES (Saad 1986 ) can efficiently handle a much broader class of matrix operators. GMRES has also been shown to accelerate the convergence rate of the standard LBTE in the past (Warsa et al 2004) . To investigate the effectiveness of the restarted GMRES(m) to accelerate the LBTE with magnetic fields, we analyze its impact on isotropic and anisotropic scattering, and for optically thin and thick media with both low and high scattering ratios. Based on the dynamics of the spectrum of the Krylov subspace iteration operator, we discuss the effect of magnetic field on the convergence rate. Comparative analysis of the effectiveness of restarted GMRES(m) versus SI was performed using MATLAB 8.3, the MathWorks Inc., Natick, MA, 2014.
In addition to utilizing a more efficient solver, further increases in calculation speed can be achieved by implementing parallel calculations in the angular domain. We investigate the efficiency of an ideal parallelization for cases where the angular mesh is subdivided into several symmetric regions along azimuthal axis ϕ, for each of which the solution during an iteration cycle is found simultaneously. The consistency of the solution for the whole angular grid is ensured by applying proper boundary conditions when outgoing flux for one region is treated as incoming flux for the neighboring region (see section 3.4). Although this study assumes an ideal linear parallelization, which is not generally achievable practically, it provides some confidence that parallelization is a potential tool to speed up calculations. 
Results and discussion
Analysis of the spectral radius in an infinite medium-continuous LBTE
The iterative error form of the LBTE for an unaccelerated SI procedure with no magnetic field is derived by applying the following expansions of the angular flux and angular flux moments,
so, the unaccelerated SI LBTE in terms of iterative errors becomes,
Substituting equations (31) and (32) into (33) and (34) yields the matrix equation of the form
where the iteration matrix A is defined as
Compact analytical expressions for the eigenvalues of the matrix in equation (36) are possible for weak anisotropy (e.g. l max = 1), and have been validated against (Valougeorgis et al 1988) . For higher Legendre truncation orders l max , which come from higher degrees of anisotropy, exact formulas are lengthy and do not add much to the understanding. However, another way to get insight into the structure of the eigenvalues for large values of l max comes from the fact that matrix A can be reduced to a block-diagonal form for every value m,
This diagonalization is possible due to the orthogonality of spherical harmonic functions Y lm Ω upon integration over the azimuthal angle ϕ in equation (36). The largest eigenvalue for each block is found to be equal to the ratio of Legendre differential cross section coefficients σ l=m to the total cross section σ,
From physical considerations, the isotropic cross section is the largest one making the spectral radius for anisotropic scattering the same as for the isotropic case,
Thus, analytical evaluation of the spectral radius in a homogeneous infinite medium reveals that in the absence of external magnetic field, regardless of anisotropy of the scattering potential, the rate of convergence of the stationary iterative procedure is equal to the ratio of the isotropic and total cross sections (Valougeorgis et al 1988) expressed by equation (39).
Magnetic field operator as an iterative source
Technically, SI is implemented as a Gauss-Seidel iterative method for solving systems of linear equations. In its attempt to find the solution, it decouples the coefficient matrix into the lower triangular part L for inversion, and a strictly upper triangular part U to iterate on.
This technique leaves some degree of freedom to decide how to solve the magnetic field operator. We first explore the possibility where the magnetic field term is considered to be an iterative source of the LBTE. Previous work has used this methodology by expanding the angular flux of the magnetic field operator in spherical harmonics and performing the derivatives directly (St-Aubin et al 2015) . This method causes the magnetic field to be part of the iterative source. A Fourier analysis reveals that the convergence of the iterative procedure is governed by the eigenvalues of the following matrix,
The structure of this matrix is (up to a constant) identical to the one in (36) which allows us to immediately write down the expression for an eigenvalue with the largest modulus belonging to an m-block (equation (37))
The spectral radius is the modulus of the maximal eigenvalue of equation (41). Equation (41) clearly shows that, as the value of magnetic field parameter grows in magnitude, the spectral radius becomes larger than unity, which leads to divergence of the iterative scheme. It can be seen from equation (41) that a higher degree of anisotropy leading to a larger Legendre expansion order l max makes the eigenvalues increase in magnitude and hampers the convergence when the spectral radius approaches unity, or leads to instability when it exceeds unity. Thus, treating the magnetic field term as part of the iterative source leads to an unstable SI technique. We also estimate the spectral radius according to equation (14) using existing code (St-Aubin et al 2015) . Figure 4 shows that equation (41) correctly reproduces the spectral radius dependence on magnetic field parameter. For low magnetic field parameter values the largest eigenvalue of iterative matrix is found for the m = 0 block. As the magnetic field parameter increases, the spectral radius remains constant until the largest eigenvalue from the block with maximal m used in the expansion becomes dominant. From that point, spectral radius becomes a linear function of the magnetic field parameter and leads to divergence for large κB.
Magnetic field as an operator
The alternative situation where magnetic field is treated as an operator (i.e. no iteration on the magnetic field term) is also explored. In this case, the error form of LBTE looks as follows,
In order to apply the Fourier analysis technique to equations (42) and (43), we apply equation (31) in a slightly modified form using a Fourier series expansion over the azimuthal variable ϕ that is periodic on the sphere with period 2π, The corresponding eigenvalue matrix is thus described by,
The matrix in equation (45) is also reducible to a block diagonal form, and analytical expressions for the largest eigenvalue for block m can be derived in principle, but will depend in a complex way on the magnetic field parameter κB, azimuthal number m, and maximum Legendre expansion order l max . For simplicity, our investigations of equation (45) were performed numerically, and the dependence of the eigenvalues on various strengths of magnetic field and azimuthal number m is shown in figure 5 for m blocks up to m = 3. It should be noted that all the parameters that caused instability in the previous case, end up being in the denominator for this iterative scheme. Simulations show that the spectral radius ρ of this SI scheme never exceeds unity regardless of the magnitude of the magnetic field parameter, or maximum Legendre expansion order. Figure 5(a) depicts the dependence of the largest eigenvalue in the m = 1 block on the magnitude of the magnetic field parameter for the anisotropic scattering described in section 2.5. With the increase of the κB parameter, the maximal value of |ω (λ)| becomes progressively smaller. Similar behavior is observed in figure 5(b) where the degree of anisotropy is varied for fixed a magnetic field parameter. The tendency displayed is that for larger values of m, the peak of the function that described |ω m (λ)| decreases. Based on these observations one concludes that the spectral radius is equal to the non-magnetic field case behavior in equation (39), meaning that magnetic field has no impact on the spectral radius. This type of iteration scheme is unconditionally stable.
Spectral radius of the discretized equations in infinite medium-finite element method simulations
For the discretized equation analysis, we utilize the Galerkin discontinuous FEM space-angle method that allows us to convert our system of continuous integro-differential equations to a discrete problem (St-Aubin 2016) shown in equations (24)- (26).
Equation (42) can be expressed in matrix operator form involving the angular flux and the angular flux moments errors δψ and δφ respectively,
The vector δψ (t+1) = ψ − ψ (t+1) has its components defined on every vertex in every element in the spatial and angular grids. Similarly,
is a vector of angular flux moments δφ
lm defined on every vertex in every element of the spatial grid. The operator L represents the combined action of spatial streaming, collision, and angular streaming operators. The diagonal matrix Σ has on its diagonal the Legendre coefficients of the macroscopic differential electron scattering cross section σ l . Finally, the moment-to-discrete operator M represents the discretized version of the expansion of the angular flux over the basis of spherical harmonics Y lm ( Ω). It can also be formally viewed as a mapping of the vector of an angular flux moments φ lm onto the vector of angular flux ψ. But, as noted in Warsa et al (2004) , ψ = Mφ, mainly due to the truncation of the Legendre expansion. The iterative expression in equation (46) is complemented by the discrete-to-moment operator D defined as φ = Dψ.
The details of finite element implementation are outlined in the section 2.7. Using the relation between ψ and φ (equations (3) and (4)), equation (46) can be resolved purely in terms of the angular flux vector errors δψ, or the vector of angular flux moment errors δφ. In the DFEM discretization of the LBTE with magnetic fields, the angular boundary conditions are applied (equations (26), (29) and shown in figure 2 ). This requires the iterative problem to be formulated in terms of angular flux, and not angular flux moments since the boundary conditions are in terms of angular flux. The sweeping requirement to update the angular flux at boundary ϕ = 0 from the previous iteration changes the SI procedure. The flow of the angular flux (shown with arrows in figure 2) is determined by the vector τ Ω, B which, with our choice for magnetic field (equation (28)), is in the azimuthal direction ϕ. For an interior finite element, boundary conditions in equation (26) are applied such that ψ = ψ inc at edges that meet the condition τ Ω, B · n k < 0, where ψ inc is the solution flowing from the upstream element. However, to begin the next (t + 1) iteration, the solution for the nodes at ϕ = 0 is provided by the angular flux at ϕ = 2π from the previous t-th iteration. Thus, the application of the PBC is equivalent to part of magnetic field operator acting as an iterative source. As was shown previously, when the magnetic field is part of the iterative source there is a detrimental impact on the spectral radius. We modeled this adapted iterative procedure in our DFEM simulation by treating the part of matrix L in equation (46) that is responsible for angular PBCs as an iterative source,
where L = L − L PBC . Figure 6 displays the effect of the magnetic field parameter on the spectral radius for various medium densities for c = 0.2 and for the isotropic spatial voxel (regular tetrahedrons). There is very good agreement between the spectral radius calculated via Fourier analysis for the DFEM discretized equation and that estimated by existing code (St-Aubin et al 2016) .
From figure 6, it is clear that the DFEM sweeping approach (which makes the L PBC operator part of the iterative source on the right side of the equation) increases the spectral radius. This is especially true for low density medium (σ = 10
) where the magnetic field parameter has a dominant effect on the spectral radius. The value of the spectral radius becomes sufficiently close to unity, even for relatively small magnetic field parameters, to make the SI approach impractical. It should be noted that despite the worsening of the spectral radius the SI scheme remains stable regardless of the strength of magnetic field. At the same time, the spectral radius for high density material (σ = 10 3 cm −1 ) is virtually unaffected by an increasing magnetic field parameter. This is thought to be due to the high density of scattering centers producing frequent collisions and reducing the effect of the magnetic field. Materials with intermediate densities (σ = 1.0 cm −1 ) are partially affected by magnetic field with the spectral radius approaching unity at larger magnetic field parameter values. We note that keeping L PBC on the left side of equation (47) reduces to the same iterative scheme investigated for the continuous LBTE, and shows no dependence of the spectral radius on magnetic field as previously predicted (section 3.1.2).
The other values of parameter c = 0.8, 0.99 (not shown here) shift the zero magnetic field spectral radius towards unity. For these cases of high scattering ratios, the magnetic field increases the spectral radius in a similar fashion as shown in figure 6 , with the exception that the spectral radius values simply start at the set scattering ratio (e.g. 0.8 or 0.99). Overall, for low density media with magnetic fields, or for media with scattering ratios close to unity the convergence rate of SI may be unacceptably slow and other methods must be employed.
In addition, it was found that the spectral radius calculated with the high aspect ratio voxels (8:1:1) differed from the isotropic voxel by at most 0.04%. Thus, the aspect ratio (up to 8:1:1) of the spatial tetrahedrons has negligible impact on the spectral radius of the SI procedure.
Application of Krylov subspace method (GMRES) for convergence improvement
GMRES (generalized minimal residual method) belongs to the family of Krylov subspace iterative numerical methods for solving large sparse systems of linear equations. In the absence of rounding errors the convergence is guaranteed in no more than N steps, where N is the size of the system. Due to the memory cost of storing all Phys. Med. Biol. 63 (2018) 015011(16pp) of the Krylov basis, the modified version of the algorithm GMRES(m) is used, where the procedure is restarted after m iterations (van der Vorst 2003). As mentioned previously, a discontinuous finite element discretization of the LBTE results in a matrix system Ax = b with the matrix A being neither symmetric, nor positive definite. In these circumstances, the GMRES solver becomes a natural choice that performs well (Warsa et al 2004) .
One can deduce the structure of operator A from the SI form of the transport equation (47),
where S is a discretized version of the source from equation (1). Then by dropping the iterative superscripts, the elements of the Ax = b equation are defined as,
In general, a rigorous quantification of GMRES(m) efficiency is difficult. One qualitative approach, that gives an idea about the convergence of the GMRES method, considers the spectrum of eigenvalues for matrix A and its dynamics under the change of the system's parameters. It was observed (Warsa et al 2004) that if the eigenvalues of A cluster around the origin, it negatively affects the convergence. The inverse is also true: if the spectrum of A is distributed away from the origin, it signifies fast convergence. Figure 7 displays the eigenvalue spectrum of the operator A and its dynamics under increased magnetic field parameter values.
At zero magnetic field ( figure 7(a) ) the spectrum consists of two compact clusters around unity. This distribution of eigenvalues results in the fastest convergence in terms of iteration cycles. As the magnetic field parameter increases (figures 7(b) and (c)) there is a shift of the eigenvalues towards the origin. For very large magnetic field parameters ( figure 7(d) ) the spectrum is again composed of two clusters, one of which is near the origin. The presence of a significant portion of eigenvalues around origin is expected to slow the convergence.
Thus, in the cases of very high magnetic field parameters, it is expected that GMRES would tend to slow convergence rates. In clinical scenarios the κB value depends on both the strength of magnetic field and energy via κ according to equation (27) . In cases investigated here, κB = 10 cm −1 corresponds approximately to a magnetic field strength of 20 T. This value is well beyond clinical MRI systems and was chosen to show the effectiveness of GMRES algorithm even in this extreme scenario. However, it was found that even for much larger values of κB = 100 cm −1 , the convergence of the solution to a relative error of 10 −6 still required very few iterations for the system under consideration. This indicates a significant robustness of the GMRES method with respect to wide range of magnetic field parameter values. . Eigenvalue spectrum of the matrix A for various magnetic field parameter strengths. As the magnetic field parameter increases, the eigenvalues tend to cluster closer to zero, which is expected to have a negative impact on the convergence rate of GMRES.
To complete the picture, we tested GMRES performance on the system with anisotropic scattering as well as optically dense system with high scattering ratio. We found that inclusion of anisotropy for our system required only a few extra iterations. Similarly, increasing the scattering ratio c from 0.2 to 0.99 for dense medium requires less than 10 extra iterations.
The efficiency of the GMRES solver is contrasted with that of the SI iterative approach in figures 8(a) and (b). The convergence of SI solution for isotropic low density, low scattering ratio medium with material cross section σ = 10 −3 cm and c = 0.2 is four orders of magnitude slower than for GMRES and requires 12 380 iterations to converge to a relative error of 10 −6 while GMRES(m) with a restart parameter of m = 20 required only 4 iterations (figure 8, curve #1). The inclusion of anisotropy by setting g = 0.7 increases the number of GMRES(m) iterations to 10, and for SI it goes up to 12 394 iterations (figure 8, curve #2). If, in addition, the cross section ratio is set close to unity (c = 0.99) for optically thick media σ = 10 3 cm, GMRES(m) converges after 13 iterations. For SI the total number of iterations drops to 1901 iterations (figure 8, curve #3). Thus GMRES(m) is shown to effectively accelerate the convergence in all scenarios tested.
Parallelization in angular domain and its effect on convergence
In addition to using a more efficient solver, we investigate the possibility of improving the calculation speed by performing parallel calculations in the angular domain. In section 3.2 we observed that for nonzero magnetic fields, inclusion of the L PBC operator as an iterative source increases the spectral radius which increases the number of iterations. Parallelization in the angular domain introduces additional boundaries that will be included in the iterative source, and thus is expected to further negatively affect the convergence by increasing the total number of iterations required. A parallelization strategy is useful only if the negative effect of these additional boundaries is overpowered by the benefits of parallel calculations.
We begin by creating an angular discretization that can be broken into several symmetric regions. An example with eight symmetric regions is shown in figure 9 (the grid itself is not shown). For each region, the red and blue colors denote entering and exiting fluxes respectively which in turn indicates the angular sweep direction defined by the direction of the magnetic field operator in equation (28) . Since the angular flux in each region is calculated simultaneously, it would be expected that the total angular flux over the whole angular space would be calculated eight times faster for a linear parallelization speed up if no additional iterations were required. However, since additional iterations will be required due to the additional boundary terms in the iterative source, the effectiveness of the parallelization will be degraded. ). If we let N n be the total number of iterations required for a parallelization factor n, then in the case shown in figure 9(a) where there are eight regions (n = 8), effective parallelization would require the ratio N 8 /N 1 to be less than eight (i.e. there is a less than eight times increase in the number of iterations). If the inequality N n /N 1 < n holds, parallelization is anticipated to be effective. The closer the ratio is to one the more effective the parallelization. The N n /N 1 = n case is denoted by solid line on figure 9(b). Calculations were performed for parallelization factors of 2, 4 and 8, and are shown as the points in figure 9(b).
Our simulations show that for this parallelization strategy, parallelization is effective, but is degraded slightly due to the increasing number of iterations required as more regions are parallelized. The true effectiveness of any parallelization strategy would have to be verified for a given implementation. However, these results show that there is a potential benefit to applying this parallelization strategy in addition to the application of GMRES(m) as the solver.
Conclusion
The iterative stability of the LBTE in presence of magnetic field was investigated. It was found that the SI procedure is unstable when the magnetic field term is treated as a part of the iterative source. For the continuous LBTE, when the magnetic field is included in the differential operator, SI was found to be unconditionally stable for any material and magnetic field since the magnetic field had no effect on the spectral radius. SI was also found to be unconditionally stable for the discretized LBTE using a Galerkin DFEM space-angle upwind stabilized discretization. Despite the stability of the DFEM discretization, the spectral radius rapidly reaches unity for very low density media and increasing magnetic field parameter values signifying arbitrarily slow SI convergence rates. However, the restarted GMRES(m) was shown to significantly accelerate the convergence rate of the DFEM solution showing only a weak dependence on the magnetic field parameter. Further improvement in efficiency is expected by applying a parallel computing methodology for the angular variables of the angular flux. 
