The topological structure of fractal tilings generated by quadratic number systems  by Akiyama, Shigeki & Thuswaldner, J.M.
An Intemational Joumal 
Available online at www.sdencedirect.com computers &
.= , . . c .  mathemat ics  
with applications 
Computers and Mathematics with Applications 49 (2005) 1439-1485 
www.elsevier.com/locate/camwa 
The Topological Structure of Fractal Tilings 
Generated by Quadratic Number Systems 
SHIGEKI  AK IYAMA 
Depar tment  of Mathemat ics ,  Faculty of Science 
Ni igata University, Ni igata, Japan  
J .  M .  THUSWALDNER 
Depar tment  of Mathemat ics  and Stat ist ics 
Montanunivers i t£t  Leoben 
Franz- Josef-Str .  18, Leoben, Austr ia  
(Received and accepted September 2004) 
Abst rac t - -Let  a be a root of an irreducible quadratic polynomial x 2 + Ax + B with integer 
coefficients A, B and assume that a forms a canonical number system, i.e., each x E Z[a] admits a 
representation f the shape 
x ~- ao H- ClOt Jr-... -F aho~h~ 
with ai E {0, 1 , . . . ,  IB] - 1}. It is possible to associate a tiling to such a number system in a natural 
way. If 2A < B + 3, then we show that the fractal boundary of the tiles of this tiling is a simple 
closed curve and its interior is connected. Furthermore, the exact set equation for the boundary of 
a tile is given. If 2A _> B + 3, then the topological structure of the tiles is quite involved. In this 
case, we prove that the interior of a tile is disconnected. Furthermore, we are able to construct finite 
labelled directed graphs which allow to determine the set of "neighbours" of a given tile 7-, i.e., the 
set of M1 tiles which have nonempty intersection with 7". In a next step, we give the structure of the 
set of points, in which 7" coincides with L other tiles. In this paper, we use two different approaches: 
geometry of numbers and finite automata theory. Each of these approaches has its advantages and 
emphasizes different properities of the tiling. In particular, the conjecture in [1], that for A ¢ 0 and 
2A < B + 3 there exist exactly six points where 7" coincides with two other tiles, is solved in these 
two ways in Theorems 6.6 and 10.1. (~) 2005 Elsevier Ltd. All rights reserved. 
Keywords - - l~d ix  representation, Tiling, Connectedness, Automata, Fractal. 
1. INTRODUCTION 
Let ~ be an algebraic integer and Af -- {0, 1 , . . . ,  IN(c~)l-  1} where N(x) denotes the norm of x 
over Q(a) /Q.  Let Z[a] be the smallest subring of C containing Z and a. If for each element x 
of  Z[c~] there  ex is ts  a nonnegat ive  in teger  ~(x),  such  that  
e(~) 
x ---- ~--~ aic~ i (a ie  Af) ,  (1 .1)  
i=o 
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then we call the pair (c~,Af) a canonical number system, or a CNS for short. To (1.1) we will refer 
as the ~-adic representation ofx.  ~ is called the base of the CNS (c~,A/'). Since A/" is completely 
determined by ~, we sometimes imply say that c~ forms a CNS if (c~, iV') is a CNS. Knuth [2] 
pointed out that for each integer n greater than one -n  forms a CNS which has some applications 
in computer science. Even for quadratic number fields it is a nontrivial problem to characterize 
the bases of CNS. This characterization was given by K£tai and Kov£cs [3,4] and Gilbert [5], 
generalizing [6], where the characterization of all CNS in Q(v/L=I) was established. For quadratic 
number fields this classification reads as follows. If c~ is a quadratic irrational whose minimal 
polynomial is x 2 + Ax + B, then c~ forms a CNS if and only if 1 
-1  <_ A < B and B > 2. 
! 
A proof of this fact using finite automata can be found in [7]. 
In the present paper, we are interested in the topological structure of a certain tiling, which 
can be associated to a given CNS in a rather natural way. Before we give an exact definition of 
this tiling, we want to recall the general definition of a tiling (cf. for instance [8] or [9]). Two 
sets are called nonoverIapping if their interiors are disjoint. A tiling is a decomposition of R n 
into nonoverlapping compact sets, each the closure of its interior and each with boundary having 
Lebesgue measure zero. Each set of a tiling is called tile. There exists a vast l iterature on tilings. 
Fundamental properties of a large class of tilings are shown for instance in [10], [11], or [12]. A 
large list of references can also be found for instance in [9]. 
Now, we are in a position to define the tiling associated to a CNS. Let the algebraic integer c~ 
of degree n be the base of a CNS and let ~ be the canonical embedding of Q(a)  into ]~n. Denote 
the conjugates of a by c~ (i) (i -- 1, . . .  ,n) ordered in a way such that c~(0 (i -- 1, . . .  , r l )  is real 
and a (~) (i = rl + 1, . . .  , r l  + 2r2 = n) is not real. Denote by x (0 the i th conjugate of x E Q(a).  
Then, • has the form 
~(x) = (xO), . .  . ,x(r l ) ,~x (rl+O, ~x(~+l) , . .   ,~x  (~1+~2), ~x(~'+r2)) .  
Since we are mainly concerned with quadratic CNS, we note that for n -- 2 we may write 
<I)(x) = { (~(x), ~(x)),  for ~ e C \ R, (1.2) 
(x, x'), for c~ • R, 
where x' denotes the conjugate of x different from itself. If a • C \ R, then for n = 2 the 
image <I)(x) can be identified with the complex number x E C. 
With this definition set 
We say that T is the central tile. It was shown in [13] that the family of sets 
+ e 
forms a tiling of ~"  in the sense of the above definition. In Section 2 of the present paper, we 
will give a slightly different proof of this result putting our stress on the existence of so-called 
exclusive inner points. 
Knuth [2] constructed the tiling corresponding to the CNS -1  +v/-Z'f. He obtained the beautiful 
and well-known "twin dragon" tiling. Fundamental facts on tilings attached to CNS, generalizing 
the twin dragon, are studied for instance in [13-18]. 
1Note that the definition of CNS in [3,4] is slightly different from ours, as it is required that  Z[c~] coincides with 
the whole integer ring of Q(c~). 
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Before we give a detailed account on the results of the present paper, we want to give some 
fundamental definitions. We are interested in the "neighbours" of the tile T, i.e., in the translates 
T + (b(s), which have nonempty intersection with T. Thus, the set 
s := (s e z[a] \ {0) I T n (T + ~(s)) ¢ ¢} 
of translates of all neighbours of T will play a prominent role in this paper. Furthermore, we call 
a point v E T an L-vertex, if v is contained in at least L pairwise disjoint tiles different from T. 
More precisely, for pairwise disjoint s l , . . . ,  SL C S, we set 
UL(sl,.. . ,sL):= xem ~ xe~rn  A(7-+~,(sj)) . 
j= l  
The set of L-vertices of T is then defined by 
vL = LJ VL(sl,...,sL) 
{81,...,8L}C8 
where the union is extended over all subsets of S containing L elements. A 2-vertex is sometimes 
simply called vertex. 
In [1], generalizing a result of Gilbert [16], we proved certain results on the vertices of T. In 
particular, we obtained that each tile corresponding to a quadratic CNS has at least six vertices 
when A ~ 0. However, we also found curious phenomena. Namely, the number of vertices of T 
is infinite if 2A > B + 3 and it is even uncountable for 2A > B + 3. 
1.S 
Figure 1. Tiles for the bases -1  + v/L'2, -2  q- ~/'ZT, and -3  + x/2. 
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To illustrate these results, it is worth demonstrating some computer graphics of tiles. (See 
Figure 1.) 
The upper tile corresponds to the CNS arising from the minimal polynomial x2 + Ax + B with 
A = 2, B = 3 which fulfills 2A < B +3, an "ordinary" case. It seems that this tile is surrounded 
by a simple closed curve and that its interior is connected. The lower left tile corresponds to the 
choice A -- 4, B = 5, and, hence, 2A = B + 3, a "strange" case. It seems to have a curious shape 
and its interior seems to be not connected. The last one is for A = 6, B = 7, and 2A > B + 3, a 
"pathological" case. 2 In this case one cannot even imagine what happens on the boundary. The 
sign of 2A - B - 3 seems determinative on the difference. This speculation can be confirmed by 
a lot of numerical experiments. 
Based upon these observations, it is natural to conjecture that if 2A < B + 3 and A ~ 0, then 
the number of vertices is exactly six. In the present paper, this conjecture will be settled at last. 
But our aim is not restricted to the solution of this single problem. In fact, we will solve a wealth 
of problems on the topological structure of 7.. We will now give a short overview over the results 
of the present paper. 
Section 2 is devoted to the review of some fundamental results. Among other things, we discuss 
the set equation of 7" and give a brief proof of the fact that 9- and its translates form a tiling 
putting our stress on exclusive inner points. Note that the results in this section are far from 
new since Theorem 2.1 is shown first by K~tai and KSrnyei [13] and pretty general criteria of 
Bandt [10], Kenyon [19], and Lagarias and Wang [11] imply this theorem as well. 
In Section 3 the so-called fundamental inequality is proved (Theorem 3.3). It states that certain 
tiles of CNS fulfilling the inequality 2A < B + 3 have empty intersection with the symmetry 
abscissa of the central tile. This result forms the basis for the proofs of many subsequent results. 
Using the fundamental inequality, we show in Section 4 that the interior of 7" is a simply 
connected set for all CNS with 2A <: B + 3 (Theorem 4.1). To this matter a so-called skeleton 
of 7. is constructed. This skeleton is a connected union of line segments which is contained in 
the interior of 7.. 
Section 5 contains the first main result of this paper. Namely, it is shown that for 2A < B + 3 
the boundary of 7- is a simple closed curve (Theorem 5.5) despite its fractal nature. Of course, 
the connectedness of the interior of 7" proved in Section 4 is essential for showing this. 
In Section 6, we deal with the explicit set-equation of 0(7.) for CNS with 2A < B + 3 (Theo- 
rem 6.6). The method to give it as a graph directed set in the sense of Falconer [20] is already 
known in a more general context (cf. for instance in [21] and implicitly in [17]). However, here 
we employ a geometric proof using the preceding considerations which seems to be new and 
gives interesting insights in the structure of the tiling. For instance, we are able to give detailed. 
information on the orientation and the symmetry of the pieces which comprise the boundary. 
In Section 7, we will prove that there exist infinitely many connected components of Inn(7.) 
if 2A >_ B + 3 (Theorem 7.1). In the proof, we use the automata theoretic results shown in the 
later sections. The disconnectedness result of this section gives a good contrast o the results of 
the former sections treating the case 2A < B -b 3. 
In Section 8, we give some preparations and definitions in order to set up the environment for 
the automata theoretic approach. We show that L-vertices can be characterized algorithmically 
with the help of graphs and dwell upon the connections between so-called counting automata 
and graphs describing 0(T) and VL. 
In Section 9, we determine the set S of neighbours of 7. (Theorem 9.1). It is surprising that S 
can be arbitrarily large depending on the quantity 
2Note that we used a different embedding ((x + x~)/2, (x -  x~)/2) to express the third one to compare with others. 
But it is just an image of 7- by an invertible affine transform which does not change its topological properties. 
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(here [x] denotes the greatest integer not exceeding x). In particular, it turned out that the 
family of tilings generated by quadratic anonical number systems has an infinite hierarchy of 
complexity which is directed by J and has the case J = 1 (i.e., 2A < B + 3) in its lowest layer. 
In Section 10, we deal with the set VL. To each CNS we determine the values of L, for which VL 
contains uncountably many, countably many, finitely many, or no elements (Theorem 10.1). 
Unexpectedly, we will see that for any given integer L there exists a quadratic tiling which 
contains L-vertices, which may be difficult to imagine as we are concerned with plane tilings. 
In Section 11, we look more closely to the case 2A = B + 3. We explicitly construct he 
automaton which accepts the elements of V2 and list the elements of V2. In principle, this 
procedure can be performed for any class with increasing effort depending on the value of J. 
There exists an obvious distinction between real and complex bases c~. However, the above 
results strongly suggest hat a classification by the sign of 2A - B - 3 is more essential in order 
to understand the topological structure of the tilings. An interesting question may be to find 
another algebraic and/or geometric explanation of the quantity 2A - B - 3. 
In some way the present paper may be a starting point for further esearch in several directions. 
One of these directions may consist in extending the results of the present paper to more 
general classes of tilings. We mainly concentrate on the case of tilings induced by quadratic 
CNS. However, some of our results seem to be tractable by our methods also in the case of 
higher-dimensional CNS. We need to study the nonplanar topological structure of 7" and have to 
manage families of huge automata in a systematical way. We even expect hat some results can 
be generalized to large classes of periodic self-affine tilings. There exists a vast literature on self- 
affine tilings. We refer for instance to [10-12]. Among other things these papers provide certain 
characterization results for such tilings depending on the digit set and the expanding matrix 
defining them. This is closely related to the construction of wavelet bases (cf. for example [17] 
and [12]). Of course it would be an interesting task to classify these tilings by their topological 
structure. Recently, we became aware of the paper [22] which forms a first step towards such a 
classification i  providing certain criteria for the disclikeness of tilings of the plane in terms of 
their vertices. Putting together our results on the vertices of 7" with the results of [22] leads to 
a different proof of our Theorem 5.5. 
Another direction may consist in exploring the influence of the topological structure of tilings 
to dynamical systems and diophantine approximations. For a survey on the connections between 
properties of tilings and the above-mentioned fields, we refer to the excellent book [23]. One 
class of tilings playing an important role in this context are aperiodic tilings related to so-called 
Pisot number systems generated by ~-expansions of real numbers. They are studied from several 
points of view, for instance, in [24-27]. Generalizing these, Kenyon and Vershik [28] studied a nice 
sofic partition attached to general hyperbolic polynomials, but there exists no topological study of 
this partition at present. Connections between tilings and dynamical systems are surveyed in [29] 
which contains a lot of references. Furthermore, one can find number theoretical applications of 
Pisot number systems in consecutive works of Ito and his collaborators (e.g., [30,31]). We expect 
that the knowledge of fine topological properties of the underlying tilings would cause a deeper 
understanding of some problems discussed in these works. 
However, for this purpose, CNS are somewhat easier objects than Pisot number systems. They 
correspond to full shifts in which symbolic dynamical researchers may find tiny interest. Tilings 
generated by CNS are also easier in the sense that they are periodic, i.e., they consist of a single 
tile up to translation. Nevertheless, computer experiments show that they have strong similarities 
with the aperiodic tilings which stem from Pisot number systems. So we hope that our methods 
will also lead to a description of their topological properties. 
Last but not least, we expect hat this study will lead to an idea of how to construct a tractable 
Markov partition of a hyperbolic toral automorphism (cf. [32]) or to understand the precise nature 
of periodic orbits of general arithmetic algorithms. 
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2. THE T IL ING GENERATED BY  
A CANONICAL  NUMBER SYSTEM 
In this section, we shall review some basic results on tilings generated by CNS of arbitrary 
dimension. For p E C the symbol ]p[ is used hereafter to indicate the standard absolute value 
of p, i.e., IP[ = v/~P 2 + ,~p2. Let a be the base of a CNS. Since each integer has a representation 
of the form (1.1), it is easily seen that each conjugate of a has modulus greater than 1 (cf. [33]). 
From this, we can show that 2- is closed, bounded, and thus a compact set in ~'~ by standard 
arguments (cf. [34]). 
As a forms a CNS, we see that Z[1/a] {x m i = = )-]i=nai~ t n ,m e Z, a~ CAf}. Define a 
function deg : Z[1/a] --+ 7, by assigning to each element of Z[1/a] the greatest index i, such that 
m i rn • ai ~ 0. For x = ~-~-i=n aia e Z[1/c~], the integer part of x is defined to be )-]i=0 a ia '  C Z[a] and 
--1 i the fractional part of x is to be ~=,~ a~a. Let S = {y E Z[1/c~] [ deg(y) < 0}, i.e., the subset 
of elements of Z[1/a] with integer part 0. Denote by A the closure of the subset A E R '~ by the 
usual topology. Since @ acts on finite power series of a with coefficients in 7,, we have 2- = @(S), 
which gives an alternative way to construct he central tile 2-. 
Note that @ is a group homomorphism of the additive group. We also need to interpret he 
multiplication by a power of a in Q(~) into R '~. Let K be an integer. Then one can find a 
map ~g from ~n to itself which commutes the following diagram. 
X~ K , 
~K 
(2 .1)  
For two square matrices M1 and M2, put 
and let diag(dl, . . .  ,ds) be the s x s diagonal matrix with diagonal elements d l , . . . ,ds .  The 
concrete form of ~g can be calculated from 
where AK is the n x n matrix 
AK=diag((a(1))K ( )K) ,..., a(~1) ®BI®...®B~2 , 
with 
for j --- 1,. . .  ,r2. 
an t/, such that 
The eigenvalues of AK are the conjugates (a(0)K (i ---- 1,. . .  ,n). Let us fix 
i < ~] < min ~(i) (2.2) 
i=l,...,n 
throughout this paper. Since la(~)l > 1 for all i E {I,..., n}, we see that ~K is an expanding map 
for any positive integer K. In fact, for any x, y E ]~n we have 
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for a suitably chosen norni I]" II on •n (cf. [11]). Conversely, we have 
-  -K(y)II -  -Kllx - yll, 
for any x,y C R n showing that ~-K is contractive. Obviously ~K is a homeoraorphism and 
~KI+K2 = ~K1 °'~K2 holds for any K1,K2 E Z. By the definition of CNS, we can derive the 
important inflation subdivision princ@le 
fY(~)l-i 
~I(IT) = U (IT 4- ~(i)). (2.3) 
i=0 
This is a set equation for 7". Occasionally, we will identify an integer x with @(x) and write 
IN(~)[-1 
~I(IT) ----- U (iT+i) (2.4) 
i=0 
if this will cause no confusion. 
Let {fi}im__l be a finite set of contractions of R n. By Hutchinson's theorem, there exists a 
unique nonempty compact set K = K( f l ,  f2 , . . . ,  fm) satisfying 
K = 0 f~(K) (2.5) 
i=l 
(see [20, Theorem 9.1]). Thus, applying ~-1 to (2.3), we see there exists a unique nonempty 
compact set IT which satisfies (2.3). In many cases 2- as well as its boundary has fractal structure. 
We will now state a theorem which contains the fundamental facts of the central tile IT and its 
translates. To this matter let # be the n-dimensional Lebesgue measure. Furthermore, an inner 
point of 2" is called exclusive inner point if it is not contained in a set of the shape IT + (])(w) 
with w E Z[a] \ {0} (cf. [24]). We will denote the set of exclusive inner points of 7" by Inn*(iT). 
THEOREM 2.1. Let (a, Af) be a CNS and let 2/- be its central tile. Then the following assertions 
hold. 
(i) The Z[a]-translates of iT cover the whole space, i.e., 
R" = U (IT 
(ii) Two distinct Z[a]-translates o f t  have intersection of measure zero, i.e., 
( (7  + ,:I:,(,,.,1)) n (IT + ,I,(~2))) = o 
if wl,w2 E Z[a] are distinct. 
(iii) For any p 6 S, the image ~(p) is an inner point ofT.  In particular, the origin 0 = ~(0) 
is an inner point of IT. 
(iv) 7" is the closure of its interior, i.e., 
7" = Inn(iT) = Inn*(iT). 
(v) Each inner point o f t  is an exclusive inner point, i.e., 
Inn(iT + @(Wl)) M (7" + @(w~.)) ---- 0 
if wi,w2 E Z[c~] are distinct. 
(vi) The Lebesgue measure of the boundary o f t  is zero, i.e., 
, (o( IT))  = o. 
Note that (i), (ii), and (iv) imply that 7" and its translates form a tiling of ]~. As mentioned 
in the introduction, this was first shown by Khtai and Khrnyei [13]. Since the assertions of 
Theorem 2.1 are very fundamental, for the sake of completeness, we wish to give a new proof of 
them putting our stress on the existence of exclusive inner points. 
First of all, we need two lemmas. 
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LEMMA 2.2. ~(Z[1/c~]) is dense in ]~n. 
PROOF. As #(Z[c~]) forms a full rank lattice in ~,  there exists a positive constant c, such that 
for each x 6 ~n there exists y 6 Z[a], such that ]Ix - ¢(Y)[] < c. Let m be a positive integer and 
select ym 6 Z[a], such that I]~,~(x) - ~(Ym)l] < c, hence, 
Nx-¢(a- '~y,OH<~-mc,  with ~7 as in (2.2). 
Taking m sufficiently large, we get the assertion. | 
LEMMA 2.3. For any positive B, there exists an integer M, such that each y E 7L[1/a] satisfying 
degy > M fulfills II¢(y)ll > B. 
PROOF. It suffices to prove the assertion for the subset Z[a] C Z[1/a], since the image by ¢ 
of the fractional parts is bounded. Suppose the assertion does not hold. Then we may assume 
that there exists a positive constant B and a sequence (Yi)~l with degy~ _> i in Z[a], such that 
[[(I,(yi)[] _< B. The last inequality shows that {y~ ] i -- 1, 2 , . . .  } forms a finite set. On the other 
hand, deg yi ~ oo implies that the set {yi [ i = 1, 2 , . . .  } contains infinitely many elements. This 
is a contradiction. | 
After these preparations, we prove the theorem. 
PROOF OF (i). Classifying the set Z[1/a] by the integer parts of its elements yields the partition 
Applying ~, we get 
• u 
,,.,eZ[,~] 
We say that a family {Ai}~ of closed subsets of R ~ is locally finite if for any bounded open set 
U E ]~,  the set {i [ Ai N U # 0} is finite. It is easy to see that [.Ji A~ = U~ -4~ if the family is 
locally finite. Our tiling is locally finite. Indeed, by the compactness of q" and Lemma 2.3, we 
easily see that the set of neighbours S is finite. Thus, taking closures of both sides of (2.6), we 
have 
r "  = U (7- + 
PROOF OF (iii). This assertion is proved in [1] in a different way by using the results of K~tai and 
K6rnyei [13]. Here we use another method. First, we show that the origin is an inner point of 7". 
By Lemma 2.3, for any positive constant B there exists an integer M, such that deg(y) > M 
implies I[~(y)[[ > B. Replacing y with o~M-ly yields that deg(y) > 0 implies II~(y)][ > B/~7 M-1 
with ~/as in (2.2). This proves that i fw # 0, then for any x e 7 .+ ~(~)  we have [[x[[ > B/~7 M-1. 
Using Assertion (i), we see that the open disc {x 6 [~n [ Hx[i < B/~M-1} is contained in 7" 
and has empty intersection with the translates 7- + ~I,(w) for w # 0. This shows that the origin 
is an inner point of q.. Keep ing in mind the set equation (2.3), this fact implies that ~(i) 
(0 < i < IN(a)[ - 1) are inner points of ~l(q'), so equivalently, ~(i/a) (i = 0, 1 , . . . ,  IN(a)[ - 1) 
are inner points of 7-. Similar, repeated application of (2.3) yields the assertion. 
PROOF OF (iv). The proof of Assertion (iii) also implies that each ~(p) with p 6,9 is an exclusive 
inner point of 2-. Thus, 7- = Inn(7.) = Inn*(T). 
PROOF OF (V). (Cf. also [24].) Let x C Inn(7" + (I'(wl)) N (7- + ~(w2)). Then there exists a 
O oo sequence ( i)i=l in Inn*(7. + (I'(w2)) which converges to x. Thus, there exists an index i, such 
that Oi E Inn(q-+/I~ (wl))N Inn* (q. + 6P(w2)). This contradicts the definition of an exclusive inner 
point. 
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PROOF OF (vi). First, we show that there exist finitely many nonzero elements vl, u2, • • •, Vm C 
Z[a], such that 
m 
0(T) = [_J (T n (T + ~(~))). (ZT) 
i=1 
The inclusion C follows from the local finiteness together with the compactness of 7". The 
inclusion D is a consequence of Assertion (v) (cf. [24, Corollary 2]). Assertion (vi) is now easily 
seen from (2.7) by comparing the measure of both sides of (2.3) and its iterations. 
PROOF OF (ii). This is an immediate consequence of the proof of Assertion (vi). | 
To make clear the geometric meaning of l(x), we t in i ly  give a new proof of the result [13, 
Lemma 1] on the length g(x) of the a-adic representation. 
PROPOSITION 2.4. Let a form a CNS and x E Z[a] \ {0}. Then there exists a positive con- 
stant C(a) depending only on a, such that the length ~(x) of the ~-adic representation ofx with 
respect o a satisfies the inequality 
~(x) log Ix(J)l 
-~a~logl.(J)l < c(~). 
PROOF. Let B(x, p) denote an open disc with radius p centered at x. In light of Theorem 2.1, 
one can take two positive radii R1 and R2, such that 
B(O, R1) C Inn(T) C T C B(O, R2). 
Expanding x ¢ 0 in the form 
e(~) 
32 ~ E aio~i~ 
i=o 
we have ~5(xc~ -e(x)) E T, and hence, 
a~(~) ~ 0, 
xg) 
_< R2. 
On the other hand, since ~(xa  -~(~)+1) ¢ Inn(T), there exists some j, such that 
D1 < I X(J) 
r l  + r~ - ] (ag) )~(~)  -1  " 
The assertion ow follows from (2.8) and (2.9). 
(2.8) 
(2.9) 
3. A FUNDAMENTAL INEQUALITY 
Hereafter assume that ~ is the base of a CNS whose minimal polynomial is x 2 -b Ax + B. 
In this section, we shall prove a cruci i  inequality, to which we will refer as the "fundamenti  
inequality". 
DEFINITION 3.1. GENERALIZED IMAGINARY PART. Let I be a function from Q((~) to Q defined 
by 
±(z)= (z-z ')  ~eR.  (3.1) 
2 ' 
Wi thout  loss of generality, we  may assume in the following that I(~) > O. 
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LEMMA 3.2. The tile 7" is symmetric with respect o the point ~( (B  - 1)/2(a - 1)). 
rt - - i  PROOF. Let x E 8 and write x = }-'~i=1 a_~a with a_~ EAf. For m _> n, each 
~ m 
ym = ~--~.(B - 1 - a_ i )a- '  + ~ (B -  1)a -i 
i=l  i=nq-1 
is clearly contained in S. This shows that if x E 8, then 
i=1 i=1 
This shows the required symmetry since T = ~(S). | 
THEOREM 3.3. FUNDAMENTAL INEQUALITY. Let a be the base of a CNS with minimal poly- 
nomial x 2 + Ax  + B and assume that 2A < B + 3. Then there exists a constant e = e(a) > O, 
such that for any x 6 $ + a we have 
(B - I )  
Z(x) >Z 2N- i )  + 
Hereafter, we use the symbol e in a generic way just to indicate some positive constant de- 
pending only on a and do not distinguish them like q ,  e2,. . . .  The proof of the fundamental 
inequality is divided into two parts. First, we show the easier case ~ E R. The case c~ C C \ IR is 
unexpectedly tedious and we need the major part of this section to settle it. 
PROOF FOR THE CASE a E N. Since we assume w.l.o.g, that I (a)  > 0, we have a -  a '  > 0. 
Moreover, beeause a forms a CNS, we have a' < a < -1.  Indeed, if a forms a CNS, then there 
exists no conjugate of a whose modulus is less or equal to 1 by [331 and there is no positive real 
eonjugate. Thus, 
a - i - !a ' ) - i{  < 0, for odd i, (3.2) 
I (a - i )  - > O, for even i. 
m 
Since each x E S ÷ a has the form x = a + Y~.i=l a- i  a - i  with a- i  EAf, 
I(x) > I (a)  + (B - 1) Z ± (a- i )  
/:odd 
CI~ -- OL ! 
2 
Thus, it suffices to show that 
Og -- O/t ~ ( O~-i 
- -T -+ 1_~_= 
3. 
+ ~  1-a  -2 1 - (a ' )  -2 )  
/)-1 1) 
1 a '  1 + 
e. (3.3) 
Using a + a '  = -A  and aa '  = B, we can rewrite (3.3) as 
a-a 'B+3-2A 
, ~£~ 
4 B-A+1 
which is obviously valid. II 
In the case a E C \ R~, there is no easy way to control the signs of the generalized imaginary 
parts like (3.2) which causes the main difficulty. In fact, for instance if A _> 0, a direct calculation 
shows 
I = - B < 0, (3.4) 
I - B~ _>0, (3.5) 
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but 
l (a -a )  = 
- B )  
B a 
may be positive or negative. Our aim is to show the inequality 
) +e (3.6) 
o,~ - - i  for z E 8. Putt ing z = E i= l  a-i°~ , (3.6) may be rewritten as 
B1 } 
I (a)  a- i  + 1 + 
oL - a' 2(a - - i~a '  - 1) 
with a - i  EAf. Dividing by I (a ) (B  - 1), what we have to show becomes 
$ 
1 1 + E °L-i - (° / ) -{ > e, (3.7) 
B--~- 1 + 2(o~- 1)(o~' - 1) a~/o~ "-T
where the last summation ~*  is taken over all (a - i  - (a ' ) - i ) / (a  - a') which are negative. 
LEMMA 3.4. I f  a E C \ •, then 2A < B + 3 and equality holds if and only if (A, B) = 
(3, 3), (4, 5), (5, 7). 
PROOF. Assume that 2A >_ B+3 andA 2 -4B < 0. Then ( (B+3) /2 )  2 _< A 2 < 4Bimpl ies  
2<B_<8and3<A_<5.  I fA=3,  thenB<_2A-3=3andB>A2/4=9/4soB=3.  In 
a similar manner, if A : 4, then B = 5. If A = 5, then B = 7. Thus, 2A = B + 3 holds for the 
constellations (A, B) = (3, 3), (4, 5), (5, 7). | 
In order to establish the remaining part of the proof of our theorem, assume for the moment 
that A >_ 0 and B _> 8. The remaining cases will be treated in the final part of this proof. In this 
case, by using (3.4) and (3.5), we see that arg a C [rr/2, lr). 
LEMMA 3.5. For arga  E [Tr/2,rr), we have 
I I (a  - i )+ I (a - i -1 ) l _< I . + -  
, I F  ~/r-~i-I- 2 " 
PROOF. Let 8 = arga  i and co = arga.  If I (a - i ) I (a  - i -1)  < 0, then the assertion is clear. Thus, 
without loss of generality, we may assume that 0 < 0 < rr/2 _< O + co < It. It suffices to show 
sin(0__) + s in (0+w)  < i . + 
- 
or equivalently 
sin(0) + sin(0 + co) 1 (3.8) 
v~ <1+~.  
The function F(x)  = sin(0) + sin(0 + x) /V~ - 1 - 1 /B  is decreasing for x E [7r/2, rr). Thus, it is 
enough to check the validity of (3.8) for x = rr/2 which is seen from 
cos(P) 1 
F(~r/2) =sin(0)  + - -  1 v~ B 
_ 1+B-1-~<0.  
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LEMMA 3.6.  Assume that B >_ 7. For arg a C [~r/2, 7r), we have 
1 
I z + z + z + - -  
V/ -~+2 ' 
PROOF. Let 0 and ~ be as above. If I(a-~), I(a-i-1), and I(a -~-3) do not have the same sign, 
then the required inequality is trivial in light of Lemma 3.5. Hence, without loss of generality, 
we may assume 0 < 0 < ~r/2 < 0 + w < ~r and 2~r _< 0 + 3w _< 3~r. By an argument similar to 
Lemma 3.5, it suffices to show that 
sin(0 + w) sin(0 + 3w) 1 (3.9) 
sin(P) + v /~ + Bx /~ < 1 -F ~.  
Let F(x) = sin(P) +sin(O+x)/vFt3+sin(O+3x)/x/B y -  1 - 1/B for a fixed 0. Then x is restricted 
to the interval 
max , 3 < x < lr - 8. (3.10) 
Since F"(x) = - sin(0 + x) /v~ - 9 sin(0 + 3x)/v/-B ~< 0 holds together with F'( l r /2)  = - (B  - 
1) sin(O)/v/B 5 < 0 and 
( __- ) (0+(27r-0)/3)v/B + ~3 1 3 =co  < 
/ \  
for B > 7, we see that F(x) is a decreasing function in the interval (3.10). Thus, the remaining 
task is to show that F(~r/2) _< 0 and F((2~r - 8)/3) _ 0. The first one follows similarly to the last 
part of the proof of Lemma 3.5. The second one is a consequence of (3.8), since sin(0 + 3x) = 0 
for x = (2~r - 0)/3. II 
LEMMA 3.7. For B >_ 8, there exists a positive constant e= e(c~), such that 
1 1 1 1 
B---L-1 + 2(o~ _ 1 ) (o / _  1) - B - E - - > e .  
 :odd, 
PROOF.  Using no /= B and c~ + a t = -A ,  it suffices to show 
+ 1 1 2 1/v/-B3 > 0 
B - I 2(B + A + 1) B 4Bv/~B--Z-Ah- A 2 1 - l IB  
with A2-4B < 0 and B _> 8. Let F(x) = 1/ (B(B- ! ) )+I / (2(B+x+I) ) -2 / (x /TB -~'2x/~(B-  
1)). Since F(x) is a decreasing function in -1  < x < x/r4-B - 1, it is sufficient to show 
F([v~-B - 1]) > 0. First let x -- 4vQ-B - 1. Then it is easily shown that the function 
1 1 2 
B(B - 1) 
+ 
2 (B + ~ -- 1 + 1) x /B(B  -- 1) 
is positive for B > 29, proving the lemma for B >_ 29. Secondly for 8 < B _< 28, putting 
x = [ 4Bx/~B--Z~- 1], direct calculations yield the desired inequality. | 
We are now in a position to treat the ease A >_ 0, B _> 8 and I (a  -a)  < 0. Since arg(a) E 
[Tr/2,~r), there are no three consecutive qual signs in the sequence {[ (a - i )}~l .  Hence com- 
bining (3.4), (3.5), Lemmas 3.5 and 3.6, there exists an increasing sequence {c~}~l of positive 
integers with cl = 3 and ci+l - ci _> 2 for all i = 1, 2 , . . . ,  such that 
c~-i--_(a'_._)-i > __1_  1 1 1 . . . .  
- - B 
Topological Structure of Fractal Tilings 1451 
The right-hand side is estimated from below by 
1 1 
 :odd, 
Combining this with (3.7), it suffices to show that there exist a positive constant ¢, such that 
1 1 1 1 
B~I  + 2(a_  1 ) (a , _  1) - ~ - ~ - - > e ,   :odd, v S(a) 
which is already proved in Lemma 3.7. 
Now we deal with the case A >_ 0, B > 8, and/ (a  -a) > 0. In this case, we have 
a - a '  - B . v~i (a )  " 
We claim that 
1 1 
~i I (a )  < • /:odd. i>a ' /B  ( / . - i I , a , '  
which completes the proof in light of Lemma 3.7. Indeed, we see that 
I I /B  ~ i /~  a i 
~ - -1 -1 I~ <1-I/"-----'B = E /:odd, i>_3 V/-~i" 
Thus, we completed the proof of Theorem 3.3 for A _> 0 and B > 8. Next, we assume A = -1  
andB>8.  Asa+a t = l, aa '  = B, we see that 
a - I  - -  (a#) -1  1 
a - c~' B'  
a -2 - (a') -2 I 
c~ -- od B 2 ' 
a -a - (a') -3 B - 1 
a - -  cd B 3 
>0.  
We have 
1 1 
- - +  
B - I 2(a -  : ) (a ' -  I) 
I i 1 i + - (a,)-~ > + a- i  
~'---" a--; ~ 2(B + 1) B B 2 
2 
B 2 (1 - B - l /2 )  VZ~ - 1 
1 2 > - -  
2(B + :) B2 (1 - B-1/2) > 0, 
which shows the desired inequality (3.7). In fact, the last inequality is already valid for B > 4. 
For the remaining case B < 7, we directly show the validity of inequality (3.7). There are 
the 30 cases 
• B = 2,3 and A = -1 ,0 ,1 ,2 ,  
• B -- 4, 5 and A -- -1 ,  0,1,  2, 3, 
• B = 6,7 and A - -  -1 ,0 ,1 ,2 ,3 ,4 ,  
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to examine. To describe this routine work, we only give an example. Let us consider the twin 
dragon case A --- B = 2, i.e., a = -1  + ~:-T. For i _< 7, 
_ 
<0 
O~ - -  OL I 
holds if and only if i = 1,3, 6. Thus, the left-hand side of (3.7) is estimated from below by 
1 1 a -~ - (a') - i  B -s~ 2 
B-- -1  + 2(a - 1)(a' - 1) + E a - a '  (1 - B- l~ 2) I (a )  > 0.116, 
i=1,3,6 
showing the inequality. The other cases are proved in an analogous way. Thus, we have finished 
the whole proof of the fundamental inequality. | 
It can be confirmed that the fundamental inequality in Theorem 3.3 or in its equivalent 
form (3.7) is not valid for (A, B) E {(3, 3), (4, 5), (5, 7)} by a calculation similar to the one in 
the above case A = B = 2. This is consistent with Lemma 3.4. In fact, if A -- B = 3 and 
(~ = ( -3  + V/"Z-3)/2, then we have 
1 1 a - i  - (a') - i  4 
B---Z-l- 1 + 2(a - 1)(a' - 1) + E a - a '  = - 18--9' 
i=1,3,5 
if A = 4, B = 5, and a = -2  + v/-:-l, then 
1 1 a - i  - (a') - i  7 
B-'--~-I + 2(a -1 ) (a ' -  1) + E a -  a '  = 6250' 
i=1,3,5 
and if A = 5, B = 7, and a = ( -5  + ~---3)/2, then 
1 1 a - i  - (a') -~ 26833 
B -----~ + 2(a - l ) (a '  - 11 + E o~ - a '  - 1573790673" 
i=1,3,5,7,9 
In the case 2A > B + 3, the corresponding tile has a strange shape which will be seen in Section 7 
and the sections following it. 
4.  THE CONNECTEDNESS OF  THE 
INTERIOR OF  A T ILE  T FOR 2A < B + 3 
Remember that a is the base of a CNS whose minimal polynomial is x 2 + Ax + B. We wish to 
discuss topological properties of the tile T C R2. In particular, in the present section, we shall 
prove the following result. 
THEOREM 4.1. Let  a be the base of a CNS with minimal polynomial x2 + Ax  + B and let T be 
the corresponding central tile. I[ 2A < B + 3, then Inn(T) is simpIy connected. 
It is well known that for an open set arewise connectedness is equivalent o eonneetedness. 
Moreover, a domain ,4 in (R2), is simply connected if and only if (R2) * \ fl, is connected. Here 
(~2). = R20 {oo} is the Riemann sphere, i.e., the one point compactification of R 2 (see [35, 
Chapter 6, Claim 4.1]). Thus, a bounded domain A in R 2 is simply connected if and only if 
R2 \ A is connected. 
LEMMA 4.2. I f  Inn(T)  is connected, then it is s imply connected. 
PROOF. What we have to prove is that R 2 \ Inn(T) is arcwise connected if Inn(T) is connected. 
Using Theorem 2.1(v), we see that 
R 2 \ Inn(T)  = t_J (T+ ¢(x ) ) .  
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Furthermore, each T + (I)(x) is arcwise connected by [1, Theorem 3.1]. Thus, the remaining task 
is to show that for any two tiles T + (I)(a) and T + (I)(b) with a # 0, b # 0, one can find a 
x m X[a] that Xl = a, Xm = nonzero sequence ( i)i=l in b, and (T  + ~(xi)) A (T  + ~(~i+1)) • 0 
for i = 1, . . .  ,m - 1. But this can be easily established by [1, Theorem 2.1] where we explicitly 
constructed the vertices of T.  | 
80 Theorem 4.1 follows if we can show that Inn(T) is connected. To this matter, we construct 
a concrete arcwise connected subset of Inn(T) which is dense in Inn(T) showing that Inn(T) is 
arcwise connected. We prepare the proof with some lemmas. 
LEMMA 4.3. Let 7 E g[a] and put  7 = u + vex with u, v in Z. Then there exists a constant 
e : e(a) > O, such that for any x E S, 
I(:~) + I(7) > I = ])  + ~, 
I(~:) + I(-r) < I -- i )  - ~' 
i fv  >_ 1, 
i f v  <_ -1 .  
PROOF. Remember that  I (a )  > 0 and I(7) = v I (a ) .  Thus, Theorem 3.3 implies the assertion 
for v > 1. From now on assume that v _< -1 .  Then of course -7  = u' + v 'a  with v' > 1. Put 
g(z) = (B - 1) / (a  - 1) - z for z E 8. Note that g(z) is not always contained in 8 but in Q(a).  
All the same, Lemma 3.2 implies ~(g(8) )  : ~($)  = 7-. This means that any (I)(x) for x e S is 
an accumulation point of {~(g(x)) I x E S}. Hence for any x E S,  I (x )  is an accumulation point 
of {I (g(x) )  [ x c S}.  Note that 
9(s  + 7) = g(s )  - 7 
and 
Thus, Theorem 3.3 implies 
B-  1) _ I(z). 
S(9(z)) : I guT-1 
This shows the lemma. 
Let 
~s ~s  t 77T-1 - t (g(x + 7)) 
B-  1 )  - sup{ I (x -7 )}  
= I ~ ~es 
B-1  B -1  
B-1  
| 
B-1  
f- is the closed line segment joining the center of symmetry of 7" and that  of T + @(B - 1). The 
following lemma is a remarkable consequence of Theorem 3.3. 
LEMMA 4.4. I f2A  < B + 3, then £ C Inn(~l(T)).  
PROOF. Using Lemma 4.3, we see that for any 7 -- u + va  with u, v E Z and v # 0 
(T  + ~(7))  n ~: = 0. 
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By (2.3), and Theorem 2.1(0 and (v), 
Inn(~l(7-)) : ~2 \ U (:,(7-) + ~(ax)) 
\ 0#x~z[a] 
(u,v)GZ ,v#O j~--i or j:>B 
Thus, it suffices to show that for any integer j with j < -1  or j > B 
(7- + ~(j))  n £ = ~. (4.1) 
By Lemma 4.3 for r ~ -1,  there exists a positive constant e, such that for any x E c~-lS + r we 
have (,_1) 
I (ax )  < I 2 -~ - i)  - e. (a.2) 
Let us define P, P+, and P_ by 
P :=~ x•Q(a)$ I (ax)=I  2"~-  ' 
(I 1)})\ 
P+ := • x • Q(-) I±(ax) > I ~5)  P, 
and (/ (o_1)})\ 
P_ := ~ x • Q(~) I X(~=) < I 2(-~--L-_l ) P. 
Obviously P forms a line in R 2 and (4.2) implies that ~(a- :S  + r) = ~-I(T) + ~(r) satisfies 
~_:(:r) + ~(~) c p_ (4.3) 
for r G --1. Clearly from (4.3) and the definition of P_, 
~_:(7-) + • (~-~r'  + r) C P -  
for any r, r t • Z with r < -1.  Since the set equation (2.3) gives 
B-1  
'~"" ~'~- U (~--1(7-)'~'~(~--1i))' 
i=0 
we have 
(T + ~(r)) c p_, 
for r < -1 .  On the other hand, it is easily seen that £ is a subset of PUP+.  
y e [0, B - 1] N Q, then 
- l)  + y = ~y + - -V -  + 2@ - 1-------~' 
which shows 
since I(a) > 0. Thus, 
B -1  B -1  
Indeed, if 
(7- + ,I,(r)) n £ = 0 
for r < -1.  The case r _> B is shown likewise. I 
By Lemma 4.4, we know that the segment ~-1(£), which we shall call the backbone of T, is 
contained in the interior of 7-. Let u, v (u < v) be distinct positive integers and 
B-1  
The next lemma is shown in a way similar to Lemma 4.4 and we omit its proof. 
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v-1 
LEMMA 4.5. I f2A < B+3,  then £~,v C Inn(Uk=u(7- ÷i~(k))). 
m-fold iteration of the set equation (2.3) gives us the subdivision 
7- = U ((_.~(7") + (I)(y)), (4.4) 
y= .a -  l a--2" "a -  m 
rn -- i where .a- la-2. . .a-m = ~i=1 a_~c~ with a_i 6 Af. Each tile of the subdivision ~_,~(7") + 
~o(.a-la_2.. "a-m) has a backbone ~(.a-la-2.. .  a-m) + ~-m-1(£)  (i.e., a small segment con- 
t ined  in its interior), since each ~i (i • Z) is a homeomorphism. Composing these small pieces 
of backbones, let us define the n-skeleton by 
~ 0  .CL_ la_2 . . . (~_  m 
LEMMA 4.6. /C,~ is arcwise connected and 1C~ C Inn(7"). 
PROOF. K:~ C Inn(7.) is obvious since each backbone is contained in the interior of some tile 
of subdivision (4.4) of 7. by Lemmas 4.4 and 4.5. Thus, we only need prove that/C~ is arcwise 
connected. Clearly/Co is arcwise connected. Assume that K:n- 1 is arcwise connected. It suffices to 
show that each additional segment ~5(.a_1a_2-.. a -n )+~- l -n (£)  appearing in/C,~ has nonempty 
intersection with K;~_I. For this purpose, consider its middle point 
Since 
B -1  
• (I)(.a_l..- a_n+l )  -~- ~_n(£)  
the proof is completed. | 
PROOF OF THEOREM 4.1. By definition, Urn=0{ (y) ] y = .a - l - . .  a-m} is dense in 7-. Thus, 
the set of middle points of all backbones 
moo{( [11} M= ~ Y÷ce-m 2-(a- Y='a - l ' "a -mGZ 
is also dense in 7-. Take x, y e Inn(7.) and let B(z, 6) denote the open ball centered at z 
with radius & Then for any positive e, we have B(x, 6) NM ¢ O and B(y,s) nM ¢ 0. In 
light of Lemma 4.6, this means that Inn(7.) is arcwise connected and the result follows from 
Lemma 4.2. | 
5. THE BOUNDARY OF A TILE IS A SIMPLE CLOSED CURVE 
Heavily depending on the fundamental inequality, it was shown in the previous section that 
Inn(T) is simply connected if the minimal polynomial x2 ÷ Ax ÷ B of the CNS base c~ fulfills 
2A < B + 3. Now we are in a position to establish topological properties of the boundary of the 
tile q'. First, we recall some basic definitions. 
A continuum is a connected compact set with at least two points. Let C be a set in •n. 
Then C is locally connected at x C R n if for any E > 0 there exists a 6 > 0, such that any two 
points in C A B(x, 6) are contained in a connected subset of C N B(x, 6). We say that C is locally 
connected if it is locally connected at all x E C. A cut point x of a connected set C is a point for 
which C \ {x} is not connected. Keeping in mind the definition of K = K( f l , . . . ,  fro) in (2.5), 
we can state the following result. 
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LEMMA 5.1. (See  [36, Theorem 4.6].) The set g = K( f l  . . . .  , fro) is a locally connected contin- 
uum if and only if for any 1 < i < j <_ m there exists sequence {r l , r2 , . . . , rn}  C {1,2 , . . . ,m} 
with r 1 = i, r n = j ,  such that 
for any l < g < n -1 .  
This lemma was used in the proof of [1, Theorem 3.1] to show that if n = 2, then the tile T 
corresponding to a quadratic number system is arcwise connected by checking the conditions of 
Lemma 5.1. So it is already shown that T is a locally connected continuum. Here we may recall 
the famous theorem of Hahn and Mazurkiewicz saying that a locally connected continuum is the 
continuous image of a closed unit interval [0, 1] and vice versa, which gives us a characterization 
of a "curve" (see [35, Chapter 4, Section 9]). Now let us show the following result. 
LEMMA 5.2. I f  2A < B + 3, there are no cut points in T.  
PROOF. Suppose that x E T is a cut point. Clearly an inner point of T cannot be a cut point, 
and thus x E O(T) and T \ {x} is a union of nonempty (relative) disjoint closed sets U and V. 
Thus, we have 
Inn(T) = (U n Inn(T)) U (V M Inn(T)). 
Assume, for, e.g., U N Inn(q) -- ~) then V D Inn(q). Recalling T = Inn(T), this implies 
V = T \ {x} and U = ~, contradicting to the choice of U and V. Thus, we have U M Inn(T) ¢ 0 
and V n Inn(T) ~ ~ which gives a contradiction with Theorem 4.1. This proves that there are 
no cut points in T. I 
We quote another auxiliary result. 
LEMMA 5.3. (See  [37, Chapter 10, Section 61 II, Theorem 4].) I f  a set C in the Riemann 
sphere (•2). is a locally connected continuum without cut points, the boundary O(R) of every 
component R of (]~2). \ C is a simple closed curve. 
LEMMA 5.4. I f  2A < B + 3, then (]~2). \ T is connected. 
PROOF. Let C be a component of (]~2). \ T and take a point x E C. Then by Theorem 2.1(i) 
there exists u+va E Z[a], such that x E T+~(u+va) .  It suffices to show that x and the point 
of infinity can be joined by a curve in (]~2). \ T. Consider the case v ~ 0. By Lemma 4.5 and 
Theorem 2.1(iv) (£u,oo + ~(va))  M T = 0. As ~2 \ T is open, one can take a positive ¢, such 
that B(x,E)  C R 2 \ T.  Since T -- Inn(q), we can find y • B(x ,s )  M (Inn(T) + ~(u + va)). By 
using Theorem 4.1 and its proof, there exists a curve C in Inn(T) + ffg(u + va) joining y and 
the symmetric enter ~(u + va + (B - 1)/(2(a - 1))) • (L~,oo + 4}(va)). This symmetry center 
can be joined with the point of infinity along Lu,oo + ~(va).  This shows that x and the point of 
infinity can be joined by a curve in (R2) * \ T, as desired. If v = 0, then u ¢ 0. If u < 0, then for 
any integer p < -1,  £p,-1 n T = ~). If u > 0, then for any integer p > 1, £1,v N T = 0. The proof 
is completed similarly in both cases. I 
Summing up, we have reached the main result of this section. 
THEOREM 5.5. Let a be the base of a CNS with minimal polynomial x 2 + Ax  + B and let T 
be the associated central tile. I f  2A < B ÷ 3, then 0(7)  is a simple closed curve separating two 
domains Inn(T) and (R2) * \ T.  Furthermore, T is homeomorphic to a closed unit disc. 
PROOF. By Lemmas 5.3 and 5.4, (]~2). \ T is a domain whose boundary C is a simple closed 
curve. Since T is closed, C C T. Also C cannot contain points of Inn(T) because ach inner 
point of T is exclusive. Thus, C C O(T). The inverse inclusion is trivial. This shows that the 
simple closed curve C is the common boundary of the two components of (R2) * \C ,  i.e., (R2) * \7  
and Inn(T). The last statement is a consequence of [35, Theorem 17.1]. I 
A point x of the boundary of a domain D • ~2 is said to be accessible from D if there exists 
a simple arc in ~2 whose one end point is x and all other points are in D. 
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COROLLARY 5.6. Each point on O(T) is accessible from Inn(T). 
PROOF. As each point of a simple closed curve in (]~2). is accessible from both residual domains, 
it is a consequence of Theorem 5.5. | 
6. THE SET  EQUATION OF  THE BOUNDARY OF  A T ILE  
We have shown that under the hypothesis 2A < B + 3 the boundary O(T) is just a simple 
closed curve. The aim of this section is to calculate the concrete form of this curve. We have 
already mentioned in the introduction that the set equation of O(T) has been given in a general 
setting. In this section, we give a proof of this set equation in a concrete and precise form 
adding topological informations as orientation and symmetry. Moreover, due to the results of the 
previous ection this proof gives new insights in the structure of T. In fact, Lemmas 6.4 and 6.5 
seem not so easy to establish without the topological study of the previous ections. 
In the remaining part of the paper, we will write a-adic representations in the form 
H 
aHaH-1..'ao.a-la-2"" := ~ aj~ j. 
j~O0 
For the r-fold repetition of a substring ak. . .  al, we will write [ak .. • all ~, [ak ' "  al] °° means that 
the string is repeated infinitely often. 
If A = 0, then the problem is quite easy. In fact, if a = x/L--B, then for every element x of Z[a] 
there exists a smallest nonnegative integer n, such that x can be written uniquely in the form 
x -- ao + a2( -B)  +. . .  + a2~(-B) 2~ + (al + . . "  + a2n- l ( -B )  2~-1) v -x/Z-B 
with ai EAf.  This means that this canonical number system is just a "combination" of two 
canonical number systems in base -B .  Thus, the tile is a rectangle in the complex plane given 
by 
T = x + yv/-Z-B x = a_ i ( -B )  - i  and y = b_ i ( -B )  - i  
i=1 
{ i 11} z+YV'Z- -B ,  x 'y~ I+B '  1-~B ' 
where a_~, b-i E [0, B - 1] NZ. So in this case the tiling is made of a rectangle and its translations. 
Obviously, four tiles meet at the corners of each tile. Hereafter, we want to exclude this trivial 
case. We shall call a CNS nont~ivial if A ¢ 0. 
Now we determine the "neighbours" of T in the sense of (2.7). To this matter, we need the 
following auxiliary result. 
LEMMA 6.1. I f  Iv[ > 2, then T A (T  -b ~(u -~ va)) = O. 
PROOF. By Lemma 3.2, we only need to show the case v >_ 2. Consider the line L which contains 
the backbone of T + ~(a). By the same method as in the proof of Lemmas 4.3 and 4.4, it can be 
shown that T and T + ~(u + va) are located on the different sides of two half planes separated 
by L. | 
The characterization f the "neighbours" of T reads as follows. 
LEMMA 6.2. / f2A < B + 3 and A ~ O, then #S = 6. In particular, i rA  > O, then 
S = {(A, 1), (A - 1, 1), ( -1,  0), (1, 0), ( -A ,  -1) ,  ( -A  + 1, -1)}. 
I rA  = -1 ,  we have 
S={( -1 ,1 ) , (0 ,1 ) , ( -1 ,0 ) , (1 ,0 ) , (1 , -1 ) , (0 , -1 )} .  
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I f  two distinct tiles have a common point, then there are at least two common points. 
By Lemma 6.1, if (T ÷ O(u ÷ va)) Q 7" ¢ $ then v must be q-1 or 0. Applying ~1, we PROOF. 
have 
and 
B-1  
= U (st+ 
i=0  
B-1  
~I(T + O(u + va)) = U (T + 0(i - By + (u - A)a)) .  
i---O 
Again by Lemma 6.1, we have u - A -- -4-1 or 0. Reviewing [1, Theorem 2.1 and Corollary 2.1], 
we find that the above-mentioned six tiles have common points with T. The remaining task is 
to show that if A > 0, then 
(T + O(A + 1 + a)) n T = ¢ (6.1) 
and 
and if A = - 1, then 
and 
(y  + 0( -A  - 1 - n :r  = O, 
(T + 0( -2  + a)) n T = 0 
(T  + 0(2  - n :r  = 0. 
The proofs of these cases are similar to each other, and thus, we want to show (6.1) and omit the 
proofs of the other cases. Applying ~2 to the left-hand side of (6.1), we have 
U T+O( -B+j+( i -A -B)a)  n +O( j+ . 
\i,j=0 \ i  j=0 
Since i - A - B < -2  and i > 0, this set is empty by Lemma 6.1. The last statement of the 
present lemma is an immediate consequence of the fact that these six tiles are the only ones which 
touch T combined with [1, Theorem 2.1 and Corollary 2.1]. | 
LEMMA 6.3. / f2A < B + 3 and A ~ 0, then V4 = 0. 
PROOF. Since our tiling is periodic with two periods 0(1) and O(a), Lemma 6.2 describes all 
tiles which have common points with a fixed tile T + O(u + va) with integers u, v. Assume that 
the four distinct tiles Ti = T + O(ui + v~a) with i -- 1,2, 3, 4 have a common point. Consider 
the case A > 0. By the above-mentioned translation, we may assume that ul = vl = 0 and 
(u2, v2) E {(1, 0), (A, 1), (A - 1, 1)}. Let T2 = T + ~(1). Then using Lemma 6.2 to the tiles T 
and T2, we have 
(ui, vi) E {(A, 1), ( -A  + 1,-1)}, 
for i -- 3,4. Again by Lemma 6.1, 
(T + ~(A + a)) n (T + ~( -A  + 1 - a)) = O, 
4 showing that Ni=l ~ --'-- 0 which contradicts the assumption. The remaining part of the proof is 
left to the reader. | 
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LEMMA 6.4. The intersection of three distinct iles is a single point or empty. 
PROOF. Assume that the three distinct tiles T~ = T + @(ui + via) with i = 1, 2, 3 have two 
common points x, y (x # y). By Corollary 5.6 and Theorem 4.1, there exist three simple arcs Ci 
(1 < i < 3) in T~ from x to y, such that each point of C~ apart from its end points is an inner point 
of the corresponding tile. We denote by -C  the reversed arc of C. Then by [37, Chapter 10, 
Section 61 II, Theorem 2], one of the following three statements i  valid: 
• C1 \ {x, y} is contained in the bounded residual component of the simple closed curve 
c2u-c3. 
• C2 \ {x, y} is contained in the bounded residual component of the simple closed curve 
Ca u -C1. 
• Ca \ {x, y} is contained in the bounded residual component of the simple closed curve 
C1 U--C2. 
Let a,b,c 6 {1, 2, 3}. Since each Inn(T) is connected and T = Inn(T), this means that there 
exists a simple closed curve C in T~ U Tb with a # b that the bounded residual component of C 
contains Inn(T~) with c # a, b. In short, we say that two tiles T~ and Tb surround another tile Tc 
to express this situation. We wish to give a sketch of the proof that this is impossible. By 
considerations similar to the proof of Lemma 6.3, we may take ul = vl = 0 and u2 = 1, v2 = 0. 
If A > 0, then we may also assume that 
(ua,v3) e {(A, 1), (A - 1, 1), ( -A , -1 ) ,  ( -A  + 1,-1)}. 
Now we treat the case that u3 = A, v3 = 1. We will freely employ Lemmas 4.3-4.5 hereafter. The 
line containing the backbone of T3 cannot have any intersection with T1 U T2. The half line £1,oo 
containing the backbone of T2 cannot have a common point with T1 and T3. The half line £-oo,0 
containing the backbone of T1 cannot have a common point with T2 and T3. This shows that 
no two tiles of Ti (i = 1, 2, 3) surround the remaining tile, proving the result in the case A > 0, 
u3 = A, v3 = 1. The other cases are proved likewise. I 
LEMMA 6.5. The intersection of two tiles is a simple arc or empty. 
PROOF. Let Ti (i = 1, 2) be two tiles having nonempty intersection. There are at least two 
points in T1 n T2 by Lemma 6.2. We may assume that T1 = T by a translation. Using (2.7) and 
Theorem 5.5, T n T2 is a subset of the simple closed curve O(T). If T n T2 is connected, then it 
is arcwise connected, and hence, a simple arc. Thus, it suffices to show that T1 n T2 is connected. 
Assume that T1 AT2 is not connected and x, y are two points in the distinct components ofT1 AT2. 
Then by Corollary 5.6, there exist two simple arcs Ci (i -- 1, 2) joining x and y in Ti, such that 
each point of Ci apart from its end points is an inner point of the tile T/. Let us consider the 
bounded residual component D of C 1 U -C  2. Since (C1 U-C2) N0(T) = {z, y}, O(T) is separated 
into two simple arcs by C1 U -C2. Denote by A the arc in D. We claim that D ~ T1 U T2. For 
if D C T1 U T2, then A C D implies that each point on A must lie on T1 n T2 contradicting the 
assumption that x, y cannot be joined by a curve in T1 n T2. Let us take a point z C D \ (T, U T2). 
Then z must lie in a tile T3 different from T~ (i = 1, 2). Since z is an accumulation point of 
Inn(Ta), we have Inn(Ta) c D by Theorem 4.1. In other words, T1 and T2 surround T3. This 
gives the same contradiction as in Lemma 6.4. I 
We say that a boundary section is a nonempty intersection of two tiles (note that Lemma 6.2 
assures that any boundary section contains two points, as we assumed A # 0). Lemmas 6.3-6.5 
imply that a vertex is an isolated point and a boundary section is a simple arc. Let us define six 
boundary sections for A > 0 by 
E1 = TA (T+ ~(A+a) ) ,  
E2 -- TN  (7-+ ~(A-  1 + c~)), 
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and for A = -1  by 
E~ = 7- n (7- + ~,(-1)), 
E4 = :r n (7  + (I)(-A - a)),  
E5 = T n (T + (I)(-A q- 1 - a)),  
E6 = 7" n (7  + 6(1) ) ,  
E, = 7 n (T + ~(a)), 
E2 = Tn  (T+ @(-1 +a) ) ,  
Ea = T cl (T  + * ( -1 ) ) ,  
E4 = :r n (7 + ~(-~)) ,  
E5 = T n (T + 4)(1 - a)), 
E6 = 7- n (7- + (I)(1)). 
We will write /~i or /~ to clarify the orientation aturally inherited from the appropriate 
orientation of the simple closed curve O(T). The symbol ~ will be used in the following way. 
A1 ~ A2 lV... W An is, as a set, A1 U A2 U.. .  An with the condition that A in A~+I consists of one 
point for i = 1 , . . . ,n -  1. 
THEOREM 6.6. Let a be the base of a nontrivial CNS whose minimal polynomial x2 + Ax + B 
fulfills 2A < B + 3 and let T be its corresponding central tile. Then 17"2 consists of exactly six 
points and the simple closed curve O(T) is divided into six boundary sections E~ (i = 1, 2 . . . .  ,6) 
whose end points are vertices. Each Ei is a simple arc which satisfies the foflowing set equations: 
for A > 0 
g5 = ~2-  ~(A-  1 + ~), (6.6) 
~o = G + 1, (6.7) 
and for A = -1,  
~I = E2, 
~1 2 ~--- 
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- £ 
E6 = + I. 
Each boundary section El (i = I, 2,..., 6) is symmetric with respect to the middle point of 
the line segment joining its end points. The boundary sections Ei (i = I, 2,..., 6) form a graph 
directed set in the sense o[ Falconer [20] which is de~ned by the above set equation. Furthermore, 
the set of vertices V2 can be calculated explicitly by the above set equations and clearly coincides 
with the ones obtained in [I]. Namely, [or A > O, 
V2 = {4) (0.[0(A - 1 ) (B  - 1)]°°) ,  4) (0.[0(B - 1 ) (B  - A ) ] °° ) ,  
4) (0.[(A - 1)(B - 1)01°°), ¢ (0.[(B - 1)(B -A )0]°° ) ,  
4) (0.[(B - 1)0(A - 1)]°~), 4) (0.[(B - A)O(B - 1)]°°)}, 
and for A = -1  
V2 = {4) (0.[000(B - 1)(B - 1)(B - 1)]°°), 4) (0.[00(B - 1)(B - 1)(B - 1)01°~), 
(0.[0(B - 1)(S - 1)(B - 1)00]°°), 4) (0.[(B - 1)(B - 1)(B - 1)000]°~), 
(0.[(B - 1)(S - 1)00(B - 1)] °°) ,4)(0.[(B - 1)00(B - 1)(B - 1)1°°)}. 
Moreover, VL = 0 for L >_ 3. 
REMARK 6.7. The order of the vertices in (6.8) is determined by the orientation of O(T). Thus, 
they coincide with {pl, P2,..-,P6} which will appear in the later proof including its order. 3 
REMARK 6.8. If we employ the above set equations to reconstruct Ei (i = 1 , . . . ,  6), then the 
orientation is useless. But to recover the set of vertices and to construct a concrete homeomor- 
phism from R/Z  to O(T) it is important. In fact, starting from a directed hexagon whose vertices 
are the elements of V2, successive use of the set equation of Theorem 6.6 will produce polygons 
approximating cO(T). Taking the limit we can construct a continuous map from ~/Z  to cO(T), 
which is shown to be a bijection by Theorem 5.5. Note that the orientation is necessary in this 
procedure. 
PROOF. We shall only prove the case A > 0. The proof for the case A = -1  runs along the 
same lines. By Lemmas 6.2 and 6.5, Ei (i = 1, 2 , . . . ,  6) are simple arcs. An end point of E~ 
must belong to a third tile, and hence, is a vertex. Consider two end points Pl, P2 of El. By 
Lemmas 6.2 and 6.4, we have 
{pl} = T n (T + 4)(A + a)) n (T  + 1) 
and 
{p2) = 7. n (7. + ~(A  - 1 + a) )  n (7. + 4)(A + a) ) .  
We fix the orientation of cO(T) by assigning to it the orientation of the boundary section El .  So 
let Pl be starting point of the boundary section El.  Thus, by El ,  we denote the simple arc E1 
from Pl to P2 and by E1 the reversed simple arc. Then we can naturally define p3, P4, Ps, P6 
inductively by the vertices on 0(7.) ordered according to this orientation. In other words, we 
have 
{p3} = 7- n (7- - 1) n (7- + 4)(A - 1 + a) ) ,  
{p4} = 7. n (7. + 4)(-A - a) n (7. - 1)), 
{ps} = 7. n (7- - 4)( -A + 1 - a)) n (7- + 4)( -A - a)), 
{p~} = T n (7. + 1)) n (7. + ~( -A  + 1 - a)), 
3A different order is used in [1]. And there is an error that the values of P5 and P6 is to be exchanged in the 
statement ofTheorem 2.1 in [1], obviously seen from its proof. 
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and letting p7 = Pi, p~,pi+i are the end points of Ei for i = 1, . . .  6. The three relations (6.5)-(6.7) 
are shown easily under this orientation. In fact, for instance, E4 = Ei  - ~(A + a), Pi - @(A + 
a) = P5, and p2 - @(A ,1, a) = P4 is clear by definition, proving (6.5). Since a(A + a) -- -B ,  with 
the help of Lemma 6.2, we see that 
[ l (E i )  = ~i (T)  n (~i(T)  - B) 
\ i=0 \ i=0 
= :rn (7 -  1) = Ea, 
which proves (6.2). A similar calculation shows 
Considering the surrounding tiles of T ,1, i (i = 0 . . . . .  B - 1), by Lemma 6.2, we observe that 
~i(E2) = (T n (T + ~( -A  - a))) w (T A (T ,1, ~( -A  ,1, 1 - a))) t~...  
t~ ((T + 1) N (T .1. ~( -A  + 1 - a))) 
((2- + A - 2) n (2- + 4~(-1 - a))) 
((T ,1, A - 1) Q (T ,1, ~(--1 -- a)) ) ,  
and hence, 
('"~ > j~4 ,1~5 (.S 4 ) (---~) (+ ) (j~ ) ('~ > ~i E2 = ~J  -t-1 ~ Es÷l  tv...~ E4.÷A-2  t~ 5.÷A-2  I~ ÷A-1  , 
which proves (6.3). Note that here, we used A > 0 to deduce possible intersections. Furthermore, 
note that 4i preserves the orientation of O(T) since the matrix representation of 41 has positive 
determinant. In the same manner, we derive 
= ( (T  + A - 1) n (T  ,1, (I)(--a))) [~ ( (T  -[- A) n (T  + ~( -a ) ) )  ~ . - .  
((T + B - 2) n (T + 4~(B - A ,1, 1 - a))) 
((T ,1, B - 1) n (T + ~(B - A - 1 - a))) 
t~ ((T + B - 1) n (T + 4~(B - A - a)) ) ,  
~i E3 = 5+A-1  t~ +A ~ + t~... 
(J~4 ) ('-'* ) +B-1  ~ Es+B-1  , 
By Lemma 3.2, the involution map e : x --* ~((B - 1) / (a  - 1)) - x has the which shows (6.4). 
property 
~(:r + ~(x) )  = : r  - ~(x )  
for any x. Thus, we have t(E~) = Ei+3 for i -- 1,2,3. Together with (6.5)-(6.7), we see that 
each arc Ei (i --- 1 , . . . ,  6) is symmetric with respect o the middle point of the segment joining 
its end points. In fact, for instance, 
• (~-L-~_ 1 + A ,1, - _- 
Topological Structure of Fractal Tilings 1463 
shows the required symmetry. Putting (6.5)-(6.7) into (6.2)-(6.4), applying ~-1, we get a set 
equation of E~ (i = 1, 2, 3) by contracting maps. Roughly speaking, to define each E~ (i = 1, 2, 3) 
we need all Ej  (j = 1, 2, 3). Thus, these set equations give a graph directed set in the sense 
of [20, Chapter 3]. The exact values of pi (i = 1, . . . ,  6) are determined by the set equations with 
the orientation (cf. Remark 6.8). Indeed, as Pl is the starting point of El ,  using (6.2) and (6.4) 
yields 
~1 (P l )  "=- P3,  
~1(P3) = Ps + ,I)(A - 1), 
p~ + ~(A - 1 + a) = P3. 
Our aim is to find an exact value yi E Q(a) with ~(yi) = pi for i = 1 , . . . ,  6. Thus, we have 
ayl  = Y3, 
ay3 = Y5 + A-  1, 
Y5 ÷A-  1 +a = y3, 
which is uniquely solvable in Yl, Y3, and Ys, 
Yl - - - - - - - -  Y3 -- 
O/ 
a- l '  Y5 -~ 
a+A+B-1  
Similarly from 
o~y2 = Y4~ 
ay4 = Y6 + B - 1, 
Y6 = Y4 + 1, 
we have 
B B a+B-1  
Y2 -- c~ 2 _ a '  Y4 -- a - 1 ' Y6 ---- o~ - 1 
It is an easy task to see that these values coincide with (6.8) including its order (cf. Remark 6.7). | 
7. THE D ISCONNECTEDNESS OF THE 
INTERIOR OF A TILE T FOR 2A > B + 3 
So far, we treated the case 2A < B -k 3 and showed somewhat 'ordinary' properties of the 
tile T. If 2A > B + 3, we have a big difference. The aim of this section is to shed some light 
on this difference. In particular, we will show that Inn(T) is no longer connected if 2A >_ B + 3. 
To this matter, we will use some results from the automata theoretic approach which will be 
extensively developed in later sections. 4 
First of all, we want to give some definitions which will be needed in this section. Let 
--4 
and F2 be broken lines, i.e., directed curves consisting of a finite number of consecutive finite 
line segments, in the Riemann sphere (~2),. If the end point of ~ and the starting point of 
coincide, we can compose them into a broken line + F2. Take a point p near to the end point 
of ~ and a point q near to the starting point of ~ .  Then we can consider a deformation of the 
broken line F1 +F2. This deformation starts at the starting point of and goes through F1 till p, 
then goes along the segment p-~ and finally through F2 to the end point of F2. The operation of 
4Despite the fact that we have to use a result from later sections, we decided to treat the disconnectedness for the 
case 2A _> B q- 3 already here. In our opinion it fits very well to the results of the previous ections. 
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replacing F1 + F2 by this deformation is called a short cut deformation. We will need a slight 
generalization of the notion of broken line. Let C be a curve such that each subcurve of C 
which does not contain the endpoints of C is a broken line. Such a curve will be called an 
infinite broken line. In other words, an infinite broken line is a simple arc consisting of successive 
infinitely many consecutiwe line segments whose only accumulation points of end points of them 
are the end points of the curve. 
Let F1 and F2 be infinite broken lines without self-intersections consisting of the line segments 
r(1) r(2) and t-(l) r . (2) respectively. Then an intersection point y of F1 and is called ~1 ~'-'1 , ' ' '  ~2 ,~2 , ' ' ' ,  
a normal crossing if there exist jl,J2 E N, such that y is an element of L~ jl) and L~ j2) but is not 
contained in any other line segment L~ j). 
THEOREM 7.1. Let ot be the base of a CNS with minimal polynomial x2 + Ax + B and let T be 
the corresponding central tile. If 2A >_ B + 3, then the interior of T is disconnected. It even has 
infinitely many components. 
PROOF. 
CASE (i). R 2 \ T is connected. Since ]~2 \ T is open, it is also arcwise connected. In [1, The- 
orems 2.2,2.3], it is shown that T contains infinitely many vertices. More concretely it will be 
shown later in Lemma 10.6 that, in the notation of this lemma, T N (T + ~(-P1))N (T + ~(Q1)) 
contains infinitely many elements where X (°) := -P1 - -1  and X 0) := Q1 = -1 + A + ot5 As 
in the previous ections, we may assume that I(a) > 0. Using (2.3), let 
V (° ) :=(2(T) - (B -1)~( l+a)= U (T -¢ ( i+ ja ) )  
i , j  C.Af 
and 
Moreover, define 
Y(1) := ~2(~/-) = U (T+ ~(i+jot)). 
i,j eAr 
A (°) := R 2 \ V (1), 
A0) := R 2 \ V (°). 
and 
By the assumption of this Case (i), A (~) is connected (j E {0,1}). We also have 
Let N be an arbitrary positive integer. Now fix N vertices x l , . . . ,  xt¢ of T contained in TN (T+ 
~(X(°)))N(T+q~(XO))). Let P(J) e Inn(T+~(X(J)))  (j E {0, 1}) and take a positive , such that 
B(P(J), ~) C Inn(T+ 4~(X(J))). For example, we may choose P(d) = ~(X (j)) by Theorem 2.1(iii). 
For i e {1,. . . ,  N} and j E {0, 1}, we wish to construct simple arcs C} j) joining xi and P(J) in 
such a way that 
<, \ \ 
The construction of C} j) is done in the following way. Note that xi is accessible from A (j) in 
view of Kuratowski [37, Chapter 10, Section 61 II, Theorem 11] since ~2(T) is closed and locally 
connected. First let us take a simple arc K} j) which joins xl and P(J). Take the first intersection 
point P~J) of g~ j) A O(B(P (j), E)) and denote the subarc of K~ j) joining Xl and P(1 j) by the same 
5Note that the notation -P1, Q1 used in Lemma 10.6 is not convenient in the present proof because it would 
cause more tedious formulas. 
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symbol K~ j). After that, we proceed inductively. Assume that K} j) (i = 1, 2,.. .  ,r; j = 0, 1) are 
curves joining x~ and P(J) E O(B(P(J), z)) which satisfy 
K} j) c A (j) \ (K~ j) u. . .U,~i_l]  and n0  = . 
As V (°) U (0[=1 K} 1)) and V (1) U (U[=I K} °)) are again locally connected and closed, and the 
r,-(J) and P(~)I e residual domain of them is also connected, we can find simple arcs "'r+l O(B(P(J), z)) 
(j e {0, 1}) in a similar manner. As each p(0) (i = 1,...  ,Y) is contained in O(B(P(°),z)) and 
B(P(°),e) does not contain points of C} 1) C A (1) by this construction, p[0) and p(0) can be 
joined by line segments to get desired curves C} °) (i = 1, . . . ,  N). Proceeding in the same way 
also yields the curves C[ 1) (i = 1,. . . ,  N). 
Now set 
Ei := -C}')U C} °) (i e {1,.. . ,  Y}). 
Since A (°) r~ A (1) # 0, each of the E~ may have self-intersections, i.e., may be a nonsimple 
curve. From these Ei by some deformations, we wish to construct simple arcs Ci C A (°) U A (1) 
(i = 1, . . . ,  N) passing through xi and joining p(o) and p(1) which are pairwise disjoint apart 
from their end points. C} j) is a simple arc from a point in A(J) to xi. Seeing the argument of 
Newman [35, Chapter 6, Section 14, Theorem 14.4], we may assume that each C} i) is an infinite 
broken line whose closed subarcs contained in A (j) are broken lines, since A (j) U {xi} is locally 
connected by [37, Chapter 10, Section 61 II, Theorem 11]. Moreover by using appropriate short 
cut deformations, we may assume that each self-intersection f E{ is a normal crossing. Assume 
that E{ has m E Z U {ec} such self-intersections. If m = 0, then let Ci : Ei. If m > 1, then 
let Pl,P2,... be the self-intersection points. The curves C~- and C + are subdivided into broken 
lines at Pi (i = 1, 2,...  ), say 
C} 0) : f l+  f2+ f3+'" ,  
c}l) :g l - t -g2 - l -g3 -~- , . ,  . 
Then we consider the 'switched' infinite broken lines 
°):= f1+g2+ 3+g4+""  
and 
D}I) := gl + 2+g3+/4+""  
and perform shortcut deformations around Pi (i = 1,2,...  ) on D} j) to get infinite broken lines R} °) 
and R} 1). It is easy to see that Ci = -R~- + R + gives a simple closed curve having the desired 
property. 
Let C be the collection of all C~ (1 < i < N). Note that Ci does not contain points of 
Inn(T) by definition. It is clearly seen that C divides (]{2) * into a union of N distinct domains 
homeomorphic to a unit disk, by successive use of Kuratowski [37, Chapter 10, Section 61 II, 
Theorem 2]. Renumbering indices and considering indices mod N, we may assume that each Ci 
(i = 1, . . . ,  N) is contained in the domain surrounded by -Ci-1 U Ci+l. As xi is the only point 
of T on the curve Ci and T = Inn(T), at least IN/2] domains in (R2) * contain an inner point 
of T. Here ru] is the minimum integer not less than u. As C~ C A (°) U A (1) (i = 1,. . . ,  N) does 
not contain points of Inn(T), the interior of T has at least IN/2] components. Since N was 
arbitrary, the result follows. 
CASE (ii). R 2 \ T is not connected. Since T is compact this implies that N2 \ T has at least one 
bounded component To. As R2\ T is locally connected since it is open, every component of R2\ T 
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must be open in ]~2 \ 7.. Furthermore, this component is also open in R 2. Thus, To contains 
points which lie in the interior of a translate 7" + (I)(v) for a certain v E Z[a]. Of course, each of 
the sets 
~2 \ ~-1(7" + ¢(i)) (0 < i < B - 1) 
conta ins  a bounded component  ~- l (T0+~( i ) ) ,  which conta ins  inner  po ints  of ~_1(7"+( I ) ( i )+~(v) ) .  
Since v ~ 0, by the inflation subdivision principle (2.3) there exists an i0 E {0 . . . .  , B - 1} for 
which 
~-1(: r + ~(io) + ¢(v)) n Inn(7.) = O. 
Set T1 := ~-l(To÷~(io)) .  Again by (2.3), we conclude that T1 is a component of R2\7.. Iterating 
this construction, we can construct countably many components Ti (i >_ 0) of •2 \ 7" which are 
all contained in a certain fixed disc {z E ~2 ] iz I < c} around the origin. By the compactness 
of 7" only a finite set F of translates of 7" has nonempty intersection with this circle. Thus, each 
of these components contains points of the interior of one of the finitely many translates of 7" 
contained in F. It is clear that T~ is surrounded by 0(7.), i.e., O(T~) C 0(7") since we have shown 
that every component of R 2 \ T is open in R 2. Thus, there exists a translate of T in F whose 
interior contains infinitely many components separated by 0(7-) .  Since our tiling is periodic, this 
holds also for T. | 
REMARK 7.9.. DUE TO R.  OKAZAKI. As each Jordan component contains inner points, and 
hence, rational points, the cardinality of connected components of Inn(7") is at most countable. 
Thus, we cannot produce "uncountably" many simple curves Ci by extending the first part of 
the above proof. 
8. DEF IN IT ION OF  THE GRAPHS WHICH 
DESCRIBE  THE VERT ICES OF  A T ILE  
Let x 2 + Ax  + B be the minimal polynomial of a which forms a CNS. 
From now on, the constant 
C := 2A - B (8.1) 
will play an important role. In the sequel, we shall construct automata which recognize multiple 
points of our tiling. 
We have already seen in the first part of Section 6 that for A = 0 the set 7" is a rectangle. 
Since this case is trivial, we want to exclude it in the remaining part of the paper. As before, we 
call a canonical number system nontr iv ia l  if the minimal polynomial of its base a has A # 0. 
Let G1 (Z[a]) be a labelled directed graph with set of states 6 Z[a] and set of labels flf × Af whose 
elements are written as a I a'. The labelled edges connecting two states Sl and s2 are defined by 
a[a' 
sl --* s2, if and only if as2 - s l  = a - a' (Sl, 82 E 7/~[O~], a a ! E J~). (8.2) 
Since a ~ is uniquely determined by sl, s2, and a, we sometimes omit it and write just sl -% s2 for 
the edges in 61 (Z[a]) and its subgraphs (i.e., we will identify the set of labels with Af). Note that 
the graph 61(Z[a]) and its subgraphs can also be regarded as so-called t ransducer  automata (cf. 
for instance [38] for the definition of a transducer automaton; see also [21], where the relations 
between subgraphs of 61(Z[a]) and transducer automata re discussed in detail). 
REMARK 8.1. We avoid the matrix representation which is occasionally used to construct number 
systems, tilings, and graphs (see [34,39]). Since we emphasize on quadratic number systems and 
the idea of the "generalized imaginary part" was important in previous ections, using matrices 
seems not so illuminating to illustrate the geometric nature of our tile 7.. 
6Note that we adopt the notation "state" instead of the more common notation "vertex" in order to avoid 
confusions with the "vertex" of a tile. 
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DEFINITION 8.2. For a graph G, we denote by Red(G) the graph that emerges from G if aft 
states of G which are not the endpoint of a walk of infinite length are removed. (i.e., one deletes 
successively all states which have no predecessor and the edges leading to it). 
DEFINITION 8.3. Let G be a subgraph of 61(Z[a]). We need two notions of "L-fold power of G". 
First define the graph G (L) in the following way. 
• The states of G (L) are  the sets {s 1 , . . . ,  SL } consisting of pairwise different states sg of G. 
• There exists an edge 
{S11, . . . ,S l L}  "~ {821, . . . ,82L}  
in G (L) if after a possible rearrangement of s21,..., S2L there exist the edges 
a[al 
sxe --+ s2~ (1 < g < L) 
in G for certain a l , . . . ,aL  C ]V'. 
Furthermore, let G L := Red(G(L)). 
Let ~1(S) be the restriction of gl(Z[a]) to S and consider the L-fold products 
' S  gL( ) := G~(S)(L> 
GL(S) := 61(S) L. 
Before we show how gL(S) corresponds to the sets VL(SI, . . . ,  8L), we recall a result on gl(S), 
which has been shown in [34] (note that they employed the matrix representation of CNS in this 
paper). Similar results can be seen for instance in [18] and [391. 
LEMMA 8.4. Each infinite walk 81 ~ 82 ~ "'" in gl(S) yields a point 
x = ~ aje (~-~) ~ V~(s~) 
j>l 
and each point x 6 Vl(sl) can be constructed in this way. 
This lemma admits the following generalization. 
PROPOSITION 8.5. Let L >_ 1 and let s01,...  ,SOL 6 S be pairwise different. Then the following 
three assertions are equivalent. 
(i) 
X = Ea j~ (0~ - j )  E VL(SO1,...,8OL). 
j>_l 
(ii) There eMsts an infinite walk of the shape 
{sol, . . . ,  80L} ~ {81~,..., slL} ~z {821,..., 82L} ~a...  (8.3) 
in GL(S). 
(iii) There exist the L infinite walks 
o, o, ~3 (1 < e < L) (s.4) S0l +-- Slg +-- 82g ~-- . . .  
in gi (S). 
' S PROOF. (ii) ~ (iii): let (8.3) be a walk in gL(S). Then it is also a walk in gL( )" By the 
definition of g~(S) this walk implies the existence of the L walks (8.4) in gi(S) (note that the 
elements in the sets {s j l , . . . ,  SjL} may need some rearrangement). 
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(iii) => (ii): suppose that the walks (8.4) exist in 61(S). Note that s0t (1 < g < L) are pairwise 
different. By the definition of the edges in ~I(S) this implies that Sle (1 < g < L) are pairwise 
different. By induction, we derive that Ske (1 < g < L) are pairwise different for each fixed k. 
t ! Thus, {Ski,... SkL} are states of 6L(S). The walk (8.3) now exists in 6L(S) by the definition of 
its edges in Definition 8.3. Since each state of (8.3) has infinitely many predecessors it is also a 
walk of 6L(S). 
(i) ~ (iii): for k E N suppose that 
xk = E aJ+k(~ (a-j) c VL(Skl,...,SkL). 
Then xk admits the representations 
j>_l j>_l 
for certain skt 6 S and akej 6 A/(1 < g < L, j >_ 1). This implies that 
zk+l  =  l(xk) - ¢ = ¢ + 
j_>l 
with 
Furthermore, Xk+l 
edges 
askt - sk+l,t = ak+l - aklt (1 < ~ < L). (8.5) 
E YL($k+l,l,... ,Sk+l,L). Equation (8.5) ensures that GI(S) contains the 
~22 ~ (1 < ~ < L). Ski Sk+l , t  
Since k was arbitrary and x0 = x E VL(SOl,..., SOL), we derive by induction that there exist the 
walks 
-a (1 < l < L) s0l ~A sit ~ s2t +- "'" 
in 61(S). 
(iii) ~ (i): now suppose that the walks (8.4) exist in 61(S). By Lemma 8.4 this yields 
x e Vl(sot) for 1 < ~ < L. Thus, x 6 VL(Sm,..., sOL). | 
The preceding results reduce the problem of determining the set S and the sets VL to the 
construction of the graphs 6L(S). Since 6L(S) for L >_ 2 can be constructed easily from QI(S), 
we want to find a way to construct 61(S). For the construction of this graph there exist different 
algorithms. One algorithm starts with a large graph containing 61 (S). The construction of61 (S) 
is then achieved by successively deleting appropriate states and edges (cf. [18,40]). This algorithm 
is well suited for the determination f 61(S) for a given base a. However, determining 61(S) for 
a class of bases with help of this algorithm seems to be difficult, because the graph from which 
the algorithm starts becomes very large if one of the conjugates of a is close to one. Thus, we 
will use another algorithm which has been established recently in [21]. It starts from a so-called 
counting automaton A0(1), which is a transducer automaton that performs the addition of 1 on 
the a-adic expansions. The construction of 61 (S) is achieved by considering certain products 
of Ao(1). Before we give a description of this algorithm, we dwell upon this automaton. For the 
bases a considered in this paper the counting automaton A0(1) is well known (cf. for instance [41] 
and [7]). For the bases a having A > 0, we depict it in Figure 2 (for A = -1 it is of a similar 
shape, cf. [42]). Its states are defined by 
+P1 := ±1,  +Q1 := ±( -1  + A + a),  ±R := ±( -A  - a).  (8.6) 
2A~,-1 I e 
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Figure 2. The counting automaton Ao(1). 
"." denotes the "accepting state" O. Furthermore, there exists a label from a state s1 to a state s2 
in Ao(1) labelled by a I a' if and only if 
S 1 +a- - -  OLS 2-~-a t. 
al.• t Thus, A0(1) (regarded as a graph) is a subgraph of G(Z[a]). Moving along the edge sl s2 the 
automaton A0(1) reads the digit a and writes out the digit a t. Suppose the automaton reads the 
a-adic digit string of v E Z[a] from right to left starting at P1. Then, moving along the according 
edges, it writes out the a-adic digit string of v + P1. 
In order to present he desired algorithm for the construction of GI(S), we need the following 
notion of product of two subgraphs of ~l(Z[a]) (cf. [21]). 
DEFINITION 8.6. Let G] and G2 be subgraphs of  61 (Z[~]). Then the product graph G := G1 ® G2 
is defined in the following way. Let s11, s12 be states of G] and sin, 822 be states of G2. 
Furthermore, let al, a~, a2 E Af. 
* sl is a state o fG  i f s  I ----- Sll +821. 
a l  Ha2 * There exists an edge 81 ~ s2 in G i f  there exist the edges 
s l l  --~ 812 6 G1 and s21 822 6 G2 (8.7) 
with s l l  + s21 = sl and 812 + 822 = 82 Or there exist 
(8.8) szl s12 E Gz and 821 822 E G2 
With S l l  + 821 : 81 and 812 + 822 = 82. 
DEFINIT ION 8 .7 .  We say  that  a subgraph G of Gt(Z[a]) has Property (C) i f  
(C) for each state st and each a CAf there exists a unique state s2 and a unique a' E A/', such 
a[ ar 
that 81 --* 82 is an edge of G. 
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LEMMA 8.8. Let G1 and G2 be subgraphs of 61(Z[c~]) having Property (C). Then there exists 
an edge between two states 81 and 82 of G := G1 ® G2 labelled by al I a2, i.e., st a~2 82, if and 
only if 
as2 - Sl = al - a2. (8.9) 
PROOF. Suppose first that the edge 81 (h(_.a2 82 exists in G. Then by the definition of ® there 
exist states sn ,  s1~ E G1 and 821, s22 e G2, such that (8.7) or (8.8) holds for a suitable a~ e Af. 
W.l.o.g. we suppose that (8.7) holds. Thus, 
' and as22 = a~ - a2 O~Sl2 - -  S l l  ---- a I - -  a 1 - -  S21  
with Sn + 821 : Sl and 812 -t- 822 ~- 82. Adding these two equations yields (8.9). 
To establish the other direction suppose that (8.9) holds for certain states Sl, 82 E G and 
al,a2 E A f. Then there exist sn  E G1 and 821 E G2, such that Sl = Sll + 821. Since G1 has 
Property (C), we conclude that there exists a state s12 E G1 and an al E A[, such that G1 
contains the edge 
S l l  "-4 812  , and hence, 0~812 - -  S l l  = a 1 - -  a~. (8.10) 
Set s22 := s2 - 812. Then (8.9) reads c~(812 + s22) - sn  - 821 = al - a~ + a~ - a2. Subtracting 
the identity at the left side of (8.10) yields 
OZS22 - -  821  ----- a i - -  a2 .  (8.11) 
On the other hand, since G2 has Property (C), we conclude that there exists a s~2 E G2, such 
that s21 s~2, i.e., c~s~2 - s21 --- a~ - a~ for a certain a S E A/. Subtracting this from (8.11) 
yields 
Since a S - a2 can be of the shape av for a v E Z[~] only if v = 0, we get s22 = s~2, and thus, 
a2 = a~. Thus, 822 E G2, and hence, (8.11) implies 
(8.12) 821 822-  
Now the existence of the edge sl aft--22 s2 is a consequence of (8.10) and (8.12). | 
After these preparations, we are in a position to state the following algorithm. 
ALGORITHM 8.9. (See [21].) The graph 61(S), and with it the set S, can be determined by the 
following algorithm: 
k := l  
A[1] :-- A0(1) 
repeat 
k :=k+l  
A[k] := Red(A[k -- 1] ® A[1]) 
until A[k] = A[k - i] 
~1(S) := A[k] \ {0} 
This algorithm always terminates after finitely many steps. 
Algorithm 8.9 will allow us to construct he set S for each quadratic CNS. This will be done 
in the next section. 
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9. THE CONSTRUCTION OF THE 
SET OF NE IGHBOURS OF A TILE 
In this section, we will construct he graph gl(S) defined above. The number of states 
of gl(S)- -and therefore also the shape of the set S--mainly depends on the quantity J defined 
in (1.3). We define 
Pn := n - (n - 1)A - (n - 1)~, Qn := -n  + nA ÷ n~, R := -A  - ~ (n >_ 1). 
The main result of this section reads as follows. 
THEOREM 9.1. Let a be the base of a nontrivial CNS with minimal polynomial x2 ÷ Ax + B 
and let T be the associated central tile. I f  J is defined as in (1.3), then the set of "neighbours" 
of T is given by 
s = {+P1, . . . ,  +P J ,  =EQ1, . . . ,  ±q  j ,  ±R}.  
In particular, the central tile T has 
#s = 2 + 4J 
"neighbours". 
This theorem will be proved by determining explicitly the graph ~1(S) corresponding to a 
quadratic CNS, whose set of states is S. To this matter, we need a family of graphs. Indeed, for 
N E N let the graph ?/(N) be defined in the following way. The states of 7/(N) are 
+ P1 . . . .  , ±PN , ±Q1,  . . . , ±Q N , =kR. 
The edges of ~(N)  are defined by Table 1. The Greek letters in the column "name" are used 
later as abbreviation for the according set of labels. 
Edge 
0-*0  
P ly0  
P1--~ R 
R -+ Q1 
R --~ -P1 
Pn+l "-+ Qn 
( l _<n<N)  
Pn+l ---*--Pn 
( l _<n<N)  
Qn -* Pn 
( l<n<N)  
Qn "+ --Qn 
( l<n<N)  
Table 1. 
Labels 
0 
2A-C-1  
0 
2A-C-2  
2A-C-  1 0 
0 
A -1  
A 
2A-C-1  
0 
A -3 - (n -1 ) (A -C+ I) 
A-  2 -  (n -  1 ) (A -  C+ 1) 
2A-C-  1 
0 
n (A -C  + l ) -  i 
n (A  - C q- 1) 
2A-C-  1 
0 
2A -C -1  
1 
2A-C-1  
A -C  
2A-C-1  
0 
A -C-1  
I+n(A-C+I )  
2A-C-1  
0 
n (A  - C + 1) 
A -  1 - (n -  1 ) (A -  C + 1) 
2A-C-1  
0 
A-  2 -  (n -  1 ) (A -  C + 1) 
Name 
f~ 
/] n 
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a[a'  
Furthermore, if there exists an edge sl ~ s2 in 7~(N), then there also exists an edge 
at[a 
- s l  -~ -s2. Thus, for the labels of the edge -Pn+l  -~ -Q~,  we use the abbreviation -a~,  the 
abbreviations -f~, -% -5,  -¢,  -An, -]~n, and -vn  are defined in an analogous way, 
REMARK 9.2. Clearly, a [ a' 6 ~n means that the label a I a' occurs in yR. If we write a 6 v,~, 
we mean that there exists an a' EAf ,  such that a ] a' 6 L'n. 
We need some results on this family of graphs. 
LEMMA 9.3. There exists an edge between two states sl and s2 o[7-l(N) labelled by a [ a', i.e., 
Sl s2 if and only if 
O~S 2 - -  S 1 ---- a - -  a I. 
Moreover, 7-/(N) has Property (C) defined in the previous section. 
PROOF. This follows from Table 1 by direct calculation. | 
LEMMA 9.4. Let J be defined as in (1.3). Then 
Red(7-/(N)) = 7-/(N), 
Red(7-/(N)) = 7-/(J), 
forN<_ J, 
for N > J. 
PROOF. Let first N _< J. It is easily seen from Table 1 that for n < N the sets of labels ~vn 
are nonempty. Thus, there exist cycles of the form Qn --~ -Qn --~ Qn (1 < n < N). Since +R 
has Q1 as a predecessor and ~:P~ (1 < n < N) has ~:Qn as a predecessor, we conclude that each 
state of 7-/(N) is the endpoint of an infinite walk. Thus, the first assertion is proved. 
Let now N > J.  For n _< J all the arguments of the preceding paragraph remain valid, and 
thus each of the states ±R,  ±Pn, ±Qn (1 < n < J) is the endpoint of an infinite walk. 
For J < n < N the set of labels ±an is empty, because in this case n(A - C + 1) > 2A - C - 1. 
Thus, there do not exist edges connecting Qn and -Q~.  Looking at Table 1 this implies that ±Q~ 
has no predecessor in this case. It is now easily seen from Table 1 that the states ±Pn ( J  < 
n < N) have only finitely many predecessors. Namely, the longest walk with Pn as endpoint is 
QN -~ PN -+ PN-1 -+ "'" -+ P~. Thus, Red('H(N)) contains exactly the states of T/(J) and the 
edges connecting them. This proves the second assertion. | 
REMARK 9.5. For A > 0 Theorem 9.1 follows immediately from the following characterization 
of the graph ~1(S). For A = -1  it was shown in [1] that the corresponding tile is essentially 
the same as the tile for A = 1. In fact, these tiles are related to each other by reflection on the 
origin. This implies that all results of the present paper which are valid for A = 1 also hold for 
A = -1.  In particular, this treats the exceptional case A -- -1  in Theorem 9.1. 
THEOREM 9.6. Let ~ be the base of a nontrivial CNS whose minimal polynomial x 2 + Ax  + B 
has A > 0 and let T be the associated central tile. I f  J is defined as in (1.3), then 
GI(S) = 7-/(J) \ {0} 
where 7-/(J) is defined as above. In particular, the states of ~I(S) are 
±P1, . . . ,  ±P j ,  ±Q~, . . . ,  =hQj, =kR 
and its edges are defined via Table 1. 
REMARK 9.7. By the definition of J and C, we always have 
( J -2 )d+J+l  ( J -1 )A+J+2 
< c < (9.1) 
J -1  - J 
This inequality will be needed frequently in the following calculations. 
Topological Structure of Fractal Tilings 1473 
~s 
Figure 3. The graph G1 (S) for j = 3. 
REMARK 9.8. Suppose that A > 0. Note that Figure 2 shows 61(S) for J = 1. We depicted GI(S) 
for J = 3 in Figure 3. From these figures one can easily imagine how the picture of ~1(S) looks 
for other values of J. 
PROOF. In order to prove Theorem 9.6, we have to use Algorithm 8.9. If we could show that 
A[N] = Red(7-/(N)) (N > 1) (9.2) 
then this algorithm would yield the result by Lemma 9.4. Thus, it remains to establish (9.2). We 
will do this by induction on N. The induction start is easy. In fact, note that A[1] = Ao(1) for 
A > 0. Comparing Figure 2 with the definition of 7-/(1) yields together with Lemma 9.4 that 
A[1] = ~/(1) = Red(7-/(1)). 
Now we proceed to the induction argument. Suppose that for a certain N >_ 2 we have 
A[N - 1] = Red(7-/(N - 1)). 
First, we assume that N < J + 1. Then Lemma 9.4 yields 
A[N - 1] = 7{(N - 1). 
In order to prove (9.2), we have to compare A(N)  -- Red(A[N - 1] ® A[1]) with H(N) .  Since the 
graph 7-/(N) is explicitly known the problem consists in determining the graph Red(A[N - 1] ® 
A[1]). 
THE STATES OF THE GRAPH Red(A[N - 1] ® A[1]). In order to determine the states of this 
graph, we start with considering A[N - 1] ® A[1]. In particular, we will determine the states of 
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this graph. By the definition of ® they are given by the following list (in this list we set P0 = -R  
and Qo = 0). 
(V01) All states of A[N - 1] (because 0 is a state of All]). 
(V02) =t=(P~ + Pi) = n + 1 - (n - 1)A - (n - 1)a with 1 < n < N - 1. 
(V03) ±(Pn - Pi)  = :~Qn- i  with 1 < n < N - 1. 
(V04) ±(Qn + P1) = - (n  - 1) + nA + na  with 1 < n < g - 1. 
(V05) ±(Q,  - Pi) = TP ,+I  with 1 < n < g - 1. 
(V06) ±(R  + Pi) = ~:Qi. 
(V07) ±(R  - Pi) - -1  - A - a. 
(V08) ±(Pn + Qi)  = ±P~- i  with 1 < n < N - 1. 
(V09) ±(P~ - Qi)  -- +Pn+i  with 1 < n < N - 1. 
(V10) ±(Q~ + Qi)  = ±Q~+i  with 1 < n < N - 1. 
(V l l )  ±(Q~ - Qi) = ±Q~- i  with 1 < n < Y - 1. 
(V12) ±(R  + Qi) = TP i  = -1  + 2A + 2a. 
(V13) ±(R-  Qi).  
(V14) ±(P~ + R) = :FQn with 1 < n < N - 1. 
(V15) ±(Pn - R) = n - (n - 2)A - (n - 2)a with 1 < n < N - 1. 
(V16) ±(Q,  + R) = ~=Pn with 1 < n < N - 1. 
(V17) +(Q~-R)=-n+(n+l )A+(n+l )awi th l<n<N-1 .  
(VlS) ±(R  + R) = -2A  - 2a. 
Now we have to determine the edges connecting these states. First, we deal with the states 
in (V01), (V03), (V05), (V06), (V08)-(V12), (V14), and (V16). Note that these are exactly the 
states of ~/(N). We claim that the edges between these states are exactly the same as the edges 
of %/(N). In fact, since by the induction hypothesis 7-/(N - 1) = A[N - 1] and :H(1) = A[1] 
the graphs A[N - 1] and A[1] have Property (C) by Lemma 9.3. Thus, Lemma 8.8 implies that 
there is an edge between two states si and s2 of A[N - 1] ® All] labelled by a ] a' if and only if 
as2  - s i  = a - a' .  Since by Lemma 9.3 the edges of 7-/(N) are defined in the same way the claim 
is proved. In particular, we have shown the following result. 
The restriction of A[N - 1] ® A[1] to the states of T/(N) is equal to 7-t(N) .  (9.3) 
This result guarantees that each of the states of ~(N)  is the endpoint of an infinite walk in 
A[N - 1] ® A[1] and is thus contained in Red(A[N - 1] ® A[1]). 
Thus, in order to show (9.2) it remains to prove that all the other states of A[N - 1] ® A[1] 
cannot serve as an end point of a walk of infinite length. This has to be done for the states 
in (V02), (V04), (V07), (V13), (V15), (V17), and (V18). To this matter, we will determine the 
direct predecessors of the states in these classes. Note that for instance Pn + Pi = P ,+ i  - R 
(1 < n < N - 1), i.e., Classes (V02) and (V14) contain (apart from two states) the same states. 
Despite this fact, two different representations of a state of A[N - 1] ® All] as the sum of a state 
of A[N - 1] and a state of A[1] have to be treated separately. This is due to the fact that by the 
definition of ® each of these representations contributes different predecessors. 
THE DIRECT PREDECESSORS OF THE STATES IN (V02). Let 1 <_ n ___ N-  1. We confine 
(1[ n 
ourselves to the states P ,  + P1, since it is easily seen that by symmetry the existence of si --+ s2 
a'l a implies the existence of - s i  -~ -s2 .  By the definition of ® the candidates for the direct 
predecessors of P~TP1 contributed by this representation are -Pn+i -R ,  -Pn+i -P2 ,  -Pn+l÷Qi ,  
Q~-R ,Q~-P2 ,  andQ~+Qi for l<n<N-1  and-R-R .  
We will now examine if there exist edges leading from one of these states to Pn + Pi. 
(i) -P~+i  - R: looking at Table 1 by the definition of the graphs All] and A[N - 1], we 
have the edges -P~+i  - -~ P~ in A[N - 1] and -R  :-~ Pi in A[1]. In order to get an edge 
connecting (-P,~+l - R) with (P~ + Pi), we need either ai I at E --z and a t I a2 E -An 
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or al [ a~ E -An and a~ ] a2 E -e .  We consider the first of these two possibilities (the 
second one leads to the same result). From Table 1, we see that al I a~ E -e  implies 
A _ a t _ 2A - C - 1 and a~ [ a2 e --An implies 0 < a~ <_ n(A - C ÷ 1). We need 
an integer a t that fulfills both of these conditions. But such an a~ can exist only if 
A <_ n(A - C + 1), which is equivalent o C < ((n - 1)A + n)/n.  If n < N - 1 < J this 
contradicts (9.1). Thus, there do not exist edges of the shape ( -Pn  - R) --* (Pn + P1) 
contributed by this representation for 1 < n < N - 1. But if n -- N - 1 = J,  then there 
exists an edge 
QJ+I = ( -P J+ I  - R) -~ (P j  + P1). (9.4) 
Note that we axe not interested in the labelling of this edge. Thus, we leave it away. 
(ii) -Pn+l  - P2: we have --Pn+l -~-~'~ Pn in A[N - 1] and -P2  ~ '  P1 in A[1]. As before, we 
need at, such that al I a~ E -An and a~ ] a2 E -A1 or vice versa. Again it suffices to deed 
with the first alternative. This leads to the conditions A - 2 - (n - 1)(A - C + 1) < a~ _ 
2A - C - 1 and 0 < a~ < A - C + 1. If there exists an integer a~ which fulfills both of 
these conditions, this implies C < ((n - 1)A + n + 2)/n. Thus, by (9.1) there exists an 
edge ( -P J+ I  - P2) ~ (PJ + P1) only for n = J.  But -P J+ I  - P2 is not an element of the 
set of states of A[N - 1] ® All]. Hence, this edge does not belong to this graph and the 
present case does not contribute any edge. 
(iii) -Pn+l  + QI: we have -Pn+l  - -~ Pn and Q1 ~ P1. As before, we need a~, such that 
al [ at E -An and a~ [ a2 E/Zl. This leads to the condition C _ ((n - 1)A + n + 1)/n 
and thus there can exist an edge only for n = J.  Since -P J+ I  + Q1 is not a state of 
A[N - 1] ® A[1] this case does not contribute any edge. 
(iv) Qn -R :  we have Qn ~-~ Pn and -R  -~ P1. This yields the condition C < ( (n -  1)A + n -  
1)/n and thus there exists an edge 
(Qj - R) (Pj + P1) (9.5) 
fo r  n - f t .  
(v) Qn - P2: we have Qn ~ Pn and -P2  -_~1/)1. This yields C _< ((n - 1 )A+n+ 1)/n. Thus, 
there can exist an edge only for n = J.  But since Q j  - P2 is not a state of A[N - 1] ®All] 
this case does not contribute any edge. 
(vi) Qn +QI :  we have Qn ff-~ Pn and Q1 ~ P1, hence, C ~ ((n - 1 )A+n) /n .  Thus, for n = J 
there exists the edge 
(QJ + QI) -~ (PJ + P1). (9.6) 
(vii) -R  - R: we have -R  -~ P1 and -R  :~ -Pl. In this case the condition on a~ is not 
fulfillable. Thus, this case does not contribute an edge. 
THE DIRECT PREDECESSORS OF THE STATES IN (704). The candidates for direct predecessors 
of Qn + P1 (1 < n < N - 1) are -Qn  - R, -Qn  - 1°2, -Qn  + QI, Pn+l -- R, Pn+l - P2, and 
Pn+I+Q1 for l<n<N-1  and+R-R.  
(i) -Qn  - R: we have -Qn --~" Qn and -R  :2 P1. This yields to the condition A < C, 
which is never fulfilled. 
(ii) -Qn  -P2 :  we have -Qn ---~ Q,~ and -P2  :_~1 P1. This yields the condition n(A-C+I )  <_ 
(A -  C ÷ 1) which by (9.1) implies n = 1. For n = 1, we have Q1 + Px = R, which belongs 
to ~(N) .  Thus, its predecessors have been determined before, and so this case does not 
contribute new edges. 
(iii) -Qn  + QI: we have -Qn  --~'~ Qn and Q1 ~ P1. The required conditions cannot be 
fulfilled in this case. Thus, it contributes no edge. 
(iv) Pn+l - R: we have Pn+l ~ Qn and -R  :-~ P1. The required conditions cannot be fulfilled 
in this case. Thus, it contributes no edge. 
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(v) Pn+l - P2: we have Pn+l ~ Q~ and -P2 -_~1 P1. The required conditions cannot be 
fulfilled in this case. Thus, it contributes no edge. 
(vi) P,~+I +QI: we have Pn+l ~ Q,~ and Q1 ~ P1. The required conditions cannot be fulfilled 
in this case. Thus, it contributes no edge. 
(vii) +R - R: we have R ~ Q1 and -R  -~ P1. The required conditions cannot be fulfilled in 
this case. Thus, it contributes no edge. 
THE DIRECT PREDECESSORS OF THE STATES IN (V07), (V13), (V15), AND (V17). It remains 
to deal with the predecessors of R - P1, R - Q1, Pn - R, and Qn - R. In these cases one argues 
in the same way as before. It turns out that in any case the appropriate conditions cannot be 
fulfilled. This means that no additional edge is contributed. 
CONCLUSION. Let first N < J. In this case there are no edges leading away from states of 
Classes (V02), (V04) (V07), (V13), (V15), and (V17). Thus, none of these states can belong to 
Red(A[N-1] ®A[1]). This implies that the only states that can belong to Red(A[N-1] ®A[1]) are 
the states of Classes (V01), (V03), (V05), (V06), (V08)-(V12), (V14), and (V16). As mentioned 
above these states are exactly the states of ~(N) .  Thus, (9.3) implies together with Lemma 9.4 
A[N] = Red(A[Y - 1] ® A[1]) : Red(7-/(g)) = ?-/(g). (9.7) 
Now let N = J+ l .  In this case Classes (V02), (V04) (V07), (V13), (V15), and (V17) contribute 
(apart from symmetry) the edges (9.4)-(9.6). The state QJ+I in (9.4) has no predecessor. In 
fact, as one can see from Table 1 by an easy calculation, -v  j+l and ~J+l are empty. The state 
Qj  - R in (9.5) and the state Qj  + Q1 in (9.6) have no predecessor, as can be seen from the 
above calculations. Thus, as before, the only states that can belong to Red(A[N - 1] @ A[1]) 
are the states of Classes (V01), (V03), (V05), (V06), (V08)-(V12), (V14), and (V16). Now (9.3) 
implies together with Lemma 9.4 
A[J + 1] = Red(d[J] ® A[1]) = Red(~( J  + 1)) = 7-/(J). (9.8) 
Up to now, we proved the result for N <_ J + 1. The remaining cases can be shown easily 
in the following way. From (9.7) and (9.8), we get A[J + 1] = A[J], which implies A[J + 2] -- 
Red(A[J + 1] ® dil l) = Red(A[J] ® A[1]) = A[J + 1], and hence, for all d e N, we have 
d[ J  + d] = A[J] = 7-l( J) = Red(7-/(J + d)). (9.9) 
From (9.7)-(9.9), we obtain (9.2) for each N > 1 and the theorem is proved. | 
10. THE STRUCTURE OF  THE 
SET  OF  L -VERT ICES OF  A T ILE  
In the previous ection, we constructed the graph ~1 (S) for each base of a nontrivial canonical 
number system in a quadratic number field. This makes it possible to determine the graphs GL 
for L > 2 via Definition 8.3 in a rather easy way. Proposition 8.5 then yields a characterization f 
the elements of VL by means of ~L. This easy algorithm allows one to characterize the set VL for 
a given positive integer L and a given canonical number system. The purpose of this section is 
to give an easy criterion which decides whether the set VL is empty, finite, countable infinite, or 
uncountable infinite. As in the previous ection the value of C defined in (8.1) plays an important 
role. In particular, we shall prove the following theorem. 
THEOREM 10.1. Let a be the base of a nontrivial CNS with minimal polynomial x2 + Am + B 
and let T be the associated central tile. Let C be defined by (8.1) and let J be as in (1.3). 
• I f J= l ,  then 
111 is uncountable infinite, 
V2 contains ix elements, 
Vn : • (L >_ 3). 
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• I f J=2andC=3,  then 
V 1 is uncountable infinite, 
V 2 is countable infinite, 
VL = 0 (L > 3). 
• I f J>2andC¢( ( J -2 )A+J+l ) / (Y -1 ) , then  
VL is uncountable infinite (1 < L < J), 
VL=~ (L>_J+I). 
• If J>  2 andC= ( ( J -2 )A+J+I ) / ( J - I ) ,  then 
VL is uncountable infinite (I < L < J - I), 
Vj finite, 
VL=~ (L>_J+~). 
In the remaining part of this section, we always assume that A > 0. In particular, we will prove 
Theorem 10.1 for all CNS with A > 0. By Remark 9.5 it is then valid also in the exceptional 
case A --  -1 .  
To prove Theorem 10.1, we need a series of preliminary results. We want to avoid the con- 
struction of the product graphs ~L(S) because their complexity increases very fast with L. Thus, 
we try to extract he desired results from ~1(S). By Proposition 8.5 a point x = ~'~j>l aJ{~(a-J) 
belongs to VL if and only if there exist L pairwise different states Sol, . . . ,  sol 6 S, such that in 
each so~ (1 < £ < L) there ends an infinite walk W~ E P(~I(S)) with labelling (... a3a2al). Here, 
P(G) denotes the set of walks in the graph G. Thus, in order to estimate the cardinality of VL, 
we have to estimate the number of sets {W1,... ,  WL} consisting of L infinite walks, which have 
all the same labelling and end up in pairwise different states. 
To this end, we need the following partition on the set of states S of the graph 61(S) in J 
levels. 
First level: The states =kP1, ±Q1, and ±R. 
•th level: The states ±P,~, ±Q,~ (2 < n < J). 
If a state s lies in the n th level, we write L(s) = n for short. With these definitions, we can 
state the following auxiliary results. 
LEMMA 10.2. Let W 6 P(~I(S)) be an infinite wa/k ending in a state so. If we trace backwards 
through the walk W the function L(s) o£ its states increases monotonically. Le., if we arrive at 
a state s' with L(s') = n, then the levels of aft its predecessors are greater than or equal to n. 
PROOF. This is an immediate consequence of the definition of ~1(S) and can be checked by 
Table 1. | 
PROPOSITION 10.3. Let W £ P(Gl(S)) be an infinite walk ending in a state So. Then one of the 
following possibilities occurs. 
(i) All states of W belong to level 1. 
(ii) / f  we trace backwards through W, we end up in one of the cycles ±Q,~ ~-- 7:Q,~ +- :kQ, 
(l <n<J ) .  
PROOF. If the first possibility occurs, we are ready. Thus, suppose that there exist states in W 
which have level greater than 1. Since L(.) can take only finitely many values,, there exists a 
state Sr, ax with maximal evel no >_ 2. Thus, by Lemma 10.2 all predecessors of sm~x must have 
level no. Since (apart from the labelling) the only possibility for an infinite walk at level no is 
the cycle +Q,~o ~-- q=Q~o ~- ±Qno, we are ready. | 
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Figure 4. The graph A(2). 
DEFINITION 10.4. Let W C P(~I(S)) be a walk of infinite length. We say that W has Prop- 
erty (P1) if it fulflls the first possibility of Proposition 10.3 and that it has Property (P2) if it 
fulfills the second possibility of Proposition 10.3. 
In the next step, we shall look more closely to the walks in W that have Property (PI), i.e., 
the walks, which remain totally in the subgraph of level 1. Let A(1) be the graph that emerges 
from A0(1) if we leave away the state 0 and all the edges leading to it. Then the above-mentioned 
subgraph of level 1 is isomorphic to A(1). This is easy to see by comparing the definition of QI(S) 
with Figure 2. Thus, A(1) contains all walks which have Property (P1). 
Let A(2) := A(1) 2. A(2) is depicted in Figure 4. This graph will be used in the following 
l emma.  
LEMMA 10.5. The following two assertions are equivalent. 
• There exist two walks W1 and W2 with Property (P1) which start in different states and 
have both the same labelling (... a2al). 
• There exists a walk in A(2) with the labelling (... a2al). 
PROOF. The proof is the same as the proof for the equivalence of Assertions (ii) and (iii) of 
Proposition 8.5. | 
In the proof of Theorem 7.1, we need the following result which follows immediately from the 
shape of A(2) together with Proposition 8.5. 
LEMMA 10.6. Let 2A >_ B + 3. Since in this case there exist infinitely many walks in A(2) 
starting in (-P1, Qx) the intersection T N (T - P1) n (T + Q1) has infinitely many elements. 
LEMMA 10.7. Let W be a walk in A(2). If one traces backwards through W one ends either in the 
cycle (Q~, -Q1) or in the cycle (-Q1, R) ~- (M, -R)  ~- (-P~, Q1) or in the cycle (QI, -R)  ~-  
(-P1, R) ~ (P1, -Q1). The corresponding labellings are 
([a] °~) and ( [ (B-  1)0(A- 1)] °°) and ([0(B- 1)(A-C)]°°) ,  
where a C {A - C + 1,... ,A - 2}. Note that the first circle only ex/sts for J > 2. 
PROOF. This can immediately be seen from Figure 4. | 
If we compute A(3) -- A(1) a, we see that it is the empty graph. Thus, there do not exist three 
walks with Property (P1) having the same labelling which end in pairwise different states. 
Now we dwell upon the class of walks which fulfill Condition (ii) of Proposition 10.3, i.e., the 
walks having Property (P2). If we trace backwards through a walk W of this class, we end up in 
one of the cycles 4-Q~ ,-- ~=Q~ -- ±Q~. 
Let L E N and let X = (... a2al) be a labelling. Since we want to determine the cardinality 
of VL by the equivalence of Assertions (i) and (iii) of Proposition 8.5, we search for sets of L 
walks {W1,..., WL} which fulfill 
W~ has Property (P2) (1 < ~ < L), 
W1,...,  WL end up in pairwise different states, (10.1) 
W1,. . . ,  WL have all the same labelling X. 
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Suppose we found a set of L walks {W1,. . . ,  WL} which fulfills (10.1). If we cut off the last r 
edges of these walks, we arrive at L walks W(~), . . . ,  WL (~). These walks again fulfill (10.1) with 
the labelling (.. .  a~+2ar+l). If we choose r large enough, then by Proposition 10.3 each walk W (r) 
is of the shape 
w~) : ±Qn, o~1 TQn, °~ +Q,~, o;:3 ... 
for a certain ni E {1, . . . ,  J}. Thus, if we search for the maximal number L, such that there exists 
a set of L walks that fulfills (10.1) it suffices to search among the cycles :t:Qn ¢- ~:Qn ~-- ±Qn. 
LEMMA 10.8. For a given labelling X there exist at most J - 1 different cycles of the shape 
+Qn ~- ~:Qn +- +Q~ ~-" .  (2 < n < J) (10.2) 
which have labelling X.  The possible labellings, which occur in J -  1 different cycles of this shape 
are the following ones: the labelling (... b2a2blal) with ai E {0, . . . ,  A - 2 - ( J  - 1)(A - K ÷ 1)} 
and bi E {J(A - K + 1) , . . . ,  2A - K - 1} occurs in the J - 1 cycles 
Q~ ~- -Qn  ~- Qn ~-""  (2 < n < J). (10.3) 
The labelling (... b2a2blal) with a~ E ( J (A  - C + 1) , . . . ,  2A - C - 1} and b~ E {0, . . . ,  A - 2 - 
( J  - 1)(A - C + 1)} occurs in the J - 1 cycles 
-Qn  ~- Q,~ ~- -Q~ ~-""  (2 < n < J). (10.4) 
The possible labellings which occur in J - 2 different cycles are characterized as follows: let 1 <_ 
r <_ J -1 .  Then the labelling (... b2bla2al) with a~ C {r (A -C+I ) , . . . ,  A -2 - ( J - r -1 ) (A -C+I )}  
and bi E {( J  - r)(A - C - 1), . . . ,  A - 2 - (r - Z)(A - C + 1)} occurs in the J - 2 cycles 
Q ,~-Q,~-Q~. . .  (2<n<r) ,  
-Q,~ ~-- Q~ ~- -Qn  ~-- .. .  (2 < n < J - r). (10.5) 
Ali the other labellings are contained in less than J - 2 cycles of the shape (10.2). 
PROOF. Note that for a given labelling we have to check only the 2 J  - 2 different walks 
±Qn ~- ~:Qn 2£ ~Q,~ ~% ~:Qn ~""  (2 < n < J). (10.6) 
Let r be the largest number such that there exists a cycle 
W,. :Q~ ~- -Q, .  ~-Q,. ~- -Qr  ~. . .  
(if there does not exist any such cycle set r -- 0). Then by the definition of the labels ±us 
(1 < n < J)  in Table 1 this implies the existence of the walks 
wp: Q~ :~ -Q~ :~ Qp :z _Q~ ~. . .  (2 _< p _< ~). 
We claim that the existence of W~ implies that the walks 
-w~ : -Q~ ~ Q~ ~ -Q~ ~ Q~ ~ ... 
do not exist if a > J - r. In fact the existence of W~ implies by the definition of -y~ in Table 1 
that Cl E {0,. . .  ,A - 2 - (r -: 1)(A - K + 1)}. If -W~ exists, this implies by the definition of ~a 
that Cl E {a(A - C + 1) , . . . ,  2A - C - 1}. Thus, -W~ can exist only if 
a(A-C  ÷ I) < A-  2 - ( r -1 ) (A -C  ÷ I), 
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which is equivalent to 
(cr +r -  2 )A÷a +r  + l 
<_C. 
aq - r - -1  
By (9.1) the last inequality can be true only for cr _~ J -  r which proves the claim. Thus, for 
r -- J there can exist at most J - 1 different cycles of shape (10.6) for a given labelling X. 
Namely, these cycles are the J - 1 cycles in (10.3). By the definition of the set of labels :kyn 
these J - 1 cycles do exist for the labels characterized in the statement of the present lemma. 
By the same reasoning one obtains that for r --- 0 there exist the J - 1 cycles in (10.4) for the 
labels indicated above. Finally, if 1 < r < J - 1 there exist the J - 2 cycles from (10.5) for the 
labellings indicated above. | 
Now we will put together the cycles of level 1 and the cycles of higher level. This yields the 
following result. 
PROPOSITION 10.9. Let C and J ~ 2 be defined as in Theorem 10.1. Then for a given labelling X 
there exist at most J cycles with different starting states in ~1 (S) having labelling X.  The 
labellings which occur in J cycles with different starting states can be characterized as Eollows: 
let 0 < r < J be fixed. Then the labelling (... b2a2blal) 
ase ( r (A -C+ l ) , . . . ,A -2 - ( J - r -1 ) (A -C- t - i ) )  and 
bi e ( ( J - r ) (A -  C+ 1) , . . . ,A -2 -  ( r -  1 ) (A -  C+ 1)} (10.7) 
occurs in the J cycles 
Qn~- -Q~-Qn~- . . .  
-Q~ ~-  Qn ~-  -Q~ ~-  . . . 
(1 <n<r) ,  
(1 < n < J - r ) .  
If J = 2, then also the labellings 
([a] °¢) and ( [ (B -  1 )0(A-  1)] °¢) and ( [0 (B -  1 ) (A -  C)] ~)  (10.8) 
with a E {A-  C ÷ 1,.. .  ,A -  2} occur in two cycles. There exists no labelling which occurs in 
J q- 1 different cycles. 
PROOF. First of all, consider the labellings (10.7) corresponding to the choices r,-- 0 and r = J. 
By Lemma 10.8 these labellings occur in J - 1 cycles of the shape (10.2). On the other hand, 
this labelling yields no path in A(2), and thus by Lemma 10.5 it occurs for at most one cycle W 
with Property (P1). In fact, it occurs for the cycle Q1 ~-- -Q1 ~ Q1 if r -- 0 and for the cycle 
-Q1 ~- Q1 *-- -Q1 if r -- J. Summing up, we conclude that in these cases there exist J cycles 
starting at different states with labelling (10.7). 
For the cases 1 < r < J - 1, we see that J - 2 cycles of the shape (10.2) are contributed 
by Lemma 10.8. These labellings yield the walk (Q1,-Q1) *-- (Q1,-Q1) *-- "'" in A(2) by 
Lemma 10.7. Thus, by Lemma 10.5 there exist two cycles in level 1 with this labelling. Namely, 
these are the two cycles ±Q1 ~-- ::FQ1 +'- ±Q1.  Summing up, we conclude that also in these cases 
there exist J cycles starting at different states with labeUing (10.7). 
The fact that the labellings in (10.8) occur in two cycles follows immediately from Lemma 10.7. 
Thus, the cycles which yield J - 1 and J - 2 walks of the shape (10.2) yield exactly J walks 
in gl(S). Since A(3) = 0 the remaining labellings can yield at most J -  1 walks ending in pairwise 
different states. | 
LEMMA 10.10. Suppose that J > 2 and Iet W1, . . . ,Wj  be walks in ~1(S) which have all the 
same labelling (... cac3c2cl) and which end in pairwise different states. Then they all start in a 
cycle of the shape 
±Qn ~- ~:Qn ~- +Q~'"  • (10.9) 
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PROOF. If each of the walks W1,. . . ,  Wj would have Property (P1) there would exist at least 
three walks with the same labelling which end in different states and have Property (P1). This is 
impossible because it would imply the existence of a walk in A(3) which is the empty graph. Thus, 
we may assume that there exists a walk among W1,. . . ,  Wj  which has Property (P2). W.l.o.g., 
we assume that this walk is W1. W1 starts in a cycle of the shape :l:Qn +- :F-Qn +- ±Qn. . .  
for a certain n E {1, . . . ,  J}. Thus, its labelling has to end up with a string (.-- b2a2blal) with 
ai E :t:vn and bi E q:v~. But the only walks in A(1) which allow this labelling are the cycles 
±Q1 ~- q:Q1 +- +QI"" .  This is easy to see because ach walk which leaves these cycles passes 
one of the edges ±R ~- q:P1 which is impossible with this labelling. So each of the walks 
WI,... Wj ends up in a cycle of the shape (10.9) and we are done. 1 
After this list of auxiliary results, we are in a position to give a proof of Theorem 10.1. 
PROOF OF THE THEOREM.  By the remarks after the statement of Theorem 10.1, we may confine 
ourselves to A > 0. We split the proof in several parts. 
THE CASE J = 1. In this case GI(S) is equal to A(1). Since this graph has uncountably 
many walks having all different labeUings, Proposition 8.5 yields that 171 has uncountably many 
elements. The automata ~2(S) and ~3(S) can easily be constructed with help of Definition 8.3. 
~2(S) is a graph consisting of six states. It has exactly six different walks which yields #V2 = 6 
by Proposition 8.5. Since G3(S) is the empty graph, we conclude that 173 = 0. Moreover VL C 113 
for L _> 3, which yields 175 = 0 for L >_ 3. 
THE CASE 3" --~ 2 AND C = 3. Also this case can be treated by explicitly computing ~L for 
L _> 1. This is done in the next section. 
THE EMPTINESS ARGUMENT FOR THE CASE J _> 2. By Proposition 10.9 there do not exist 
3. + 1 walks in GI(S) which end in pairwise different states and have all the same labelling. By 
Proposition 8.5 this implies 175 = ~ for L _> J + 1. 
THE UNCOUNTABILITY ARGUMENT FOR THE CASE J _> 2. Suppose first that C ¢ ((3. - 2)A + 
J + 1)/(3. - 1). If we construct a labelling of a walk which occurs in the J different cycles 
Qn -Q.  Q. (1 < < J) (10.10) 
it is possible by Proposition 10.9 to select at least between two different labels for each edge. 
Thus, the number of different labellings which occur these cycles is at least as large as the number 
of all {0, 1}-sequences of infinite length. Thus, there exist uncountably many labellings which 
are allowed for the J different walks (10.10). So in this case, Proposition 8.5 yields that VL has 
uncountably many elements for L _< J. 
For C -- ( ( J  - 2)A ÷ J ÷ 1)/ ( J  - 1) the same arguments as above yield that each labelling 
(... b2a2blal) with 
a~ C {( J -  1 ) (A -  C+ 1) , . . . ,2A-  C -  1} and 
bi e {0 , . . . ,A -  2 -  ( J -  2 ) (A -Cq-  1)} (10.11) 
occurs in the J - 1 cycles 
Qn +- -Qn  ~- Qn ~ ... ( l<n< J - l ) .  
Since these are uneountably many different labels, we conclude that VL has uneountably many 
elements for L _< J - 1 in this ease. 
THE FINITENESS ARGUMENT FOR J > 2 AND C ~-  ( ( J -2 )A+J+I ) / ( J -1 ) .  Let r E {0,. . . ,  J} 
be fixed and assume that r > J - r (the contrary case r < J - r can be treated in the same way). 
In this case, we get from (10.7) 
a := r (A -  C÷ 1) -- A -  2 -  ( J - r -  1 ) (A -  C÷ 1) and 
b := ( J - r ) (A -  C+ 1) -- A -  2 -  ( r -  1 ) (A -  C÷ 1). 
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Thus, the only labelling which occurs in each of the J cycles 
(1 < n < r), 
(10.12) 
(l <n<J - r )  
is the labelling ([ba]°°). Hence, for each constellation of J cycles there exist only two elements 
of VL. The first of these elements i contributed by the J cycles in (10.12) with labelling ([ba]°°). 
The second element comes from the set of J cycles which emerges from (10.12) by adding the 
edge -Q  b to the first r cycles in (10.12) and the edge Q b to the remaining cycles in (10.12). 
Let {W1... ,  Wj} be a setof  J walks in 61(S) which have the following properties: 
W1,..., Wj have all the same labelling, 
W1,..., Wj end up in pairwise different states. 
(lO.13) 
By Lemma 10.10 for J > 2 each of these walks ends up in a cycle of the shape (10.9). Thus, 
we can construct each set of J walks which fulfills (10.13) by adding edges at the beginning 
of J cycles which fulfill (10.13) in a way such that the resulting walks again fulfill (10.13). By 
Proposition 10.9 the cycles which fulfill (10.13) are characterized by (10.12). We will show 
that to each constellation i (10.12) there correspond only finitely many sets of J walks which 
fulfill (10.13). This will imply that there are only finitely many sets of J walks fulfilling (10.13) 
and we are ready. 
Let (10.12) be a given constellation of cycles. In order to get all walks which end up in this 
constellation, we distinguish four cases. 
CASE 1. We add edges in a way such that all Wj remain in the J cycles given in (10.12). Thus, 
by the above considerations this case contributes only two sets of J different walks. 
In the following cases, we have to keep track of the following fact. If we choose a labelling such 
that the walk Wp leaves the cycle Qno ~-- -Qn0 ,-- Qno, then all walks which end up in cycles 
of the shape Qn ~ -Qn ~-- Qn for n > no also leave these cycles. This is due to the fact that 
=kun C ±Uno for n > no (cf. Table 1). 
CASE 2. Let no >3. We add the edges in a way that each Wp which ends up in Q~ ~-- -Qn ~-- Qn 
leaves its cycle if n _> no and remains in it if n < no. 
Suppose w.l.o.g, that for 0 < i < 2 the walk Wi+l ends up in the cycle Qno-i ~-- -Qn0- i  
Q~o-i- Then W2 and W3 remain in their cycles and W1 leaves its cycle. Thus, if we add the 
labelling (... c2d2cldl), we must fulfill cs E -uno-1 and ds E Uno-1. With these constraints, we 
get the following possibilities for WI: either 
W1 : @no-1 ~- P~o ~- @no ~- -@no ~- @no ~-""  
or  
W1 : -Qno-2  ~- Pno-1 ~- Pno ~- Ono ~- -Qno  ~- Qno ~-""  • 
In the first case, it ends up in the same state as 
W2 : Qno-1 ~- -Qno-1  ~- Qno-1 ~- -Q .0 -1  ~- Qno-1 ~-""  , 
and in the second case, it ends up in the same state as 
W3 : -Q-o -2  ' -  Qno--2 '--  - -Qno-~ '--  Q -o -2  ' - -  --Q,~o--2 ~-  Qno--2 ' - - " "  • 
Anyway, we cannot add more than two edges if we want to construct walks which meet condi- 
tion (10.13). 
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CASE 3. Let no = 2. We add the edges in a way that each Wp which ends up in Qn *-- -Qn  ~-- Q,~ 
leaves its cycle for n >_ 2. and remains in it for n -- 1. 
Again there are two subcases to distinguish. The first subcase corresponds to the first subcase 
of Case 2, and in the second subcase one gets three walks which end up in level 1. It is easily seen 
from the structure of A(1) that at least two of them will end up in the same state after finitely 
many steps. 
CASE 4. Let no -- 1, i.e., we add the edges in a way that each Wp which ends up in Q~ 
-Q~ ~- Qn leaves its cycle. 
In this case, three walks end up in level 1. Thus, again at least two of them end up in the same 
state after finitely many steps. 
Summing up, we see that from each of these four cases there are contributed only finitely 
many walks. Thus, each constellation (10.12) contributes only finitely many sets of J walks 
which fulfill (10.13). Since there are J + 1 constellations, we conclude that for J > 2 and 
C = (( J  - 2)A + J + 1) / ( J  - 1) there exist only finitely many sets of J walks fulfilling (10.13). 
By Proposition 8.5 this implies that Vj is finite. 
11 .  SOME REMARKS ON THE CASE 2A = B + 3 
Let c~ be the base of a canonical number system in a quadratic number field, whose minimal 
polynomial x2 + Ax + B fulfills C = 3 where C = 2A - B. In this section, we explicitly determine 
the sets VL (L >_ 2) related to those tiles T, which correspond to this class of bases. We will 
prove the following result (note that C = 3 implies A > 0; thus we have no exceptional cases). 
THEOREM 11.1. Let a be the base of a CNS with minimal polynomial x2 + Ax + B. Assume 
that 2A = B + 3 and let T be the tile corresponding to this number system. Then 
v2= [.J v2(sl,s ) 
Sl ~82 
contains countably many elements. More precisely, the sets V2(sl, s2) contain the following 
elements. 
V2(P1,Q1) := {4 (0 .d[A-  2]o0) [ 0 < d < A-3} ,  
V2(P1,-Q1) := {4 (0.[(A - 3)0(B - 1)]r(A - 2)d[(B - 1)0]o0) I 1 < d < A - 2} 
U {4 (0.[(A - 3)0(B - 1)]r(A - 3)0d[A - 2] °°) [ A - 1 < d < B - 1} 
U ~ ({0.[(A - 3)0(B - 1)]r(A - 3)0(B - 1)d[0(B - 1)] °°) [ 0 < d < A - 3}, 
V2(P1,-R) :=  {4 (0.[0(A - 1)(B - 1)]~0d[(B - 1)0] °°) [ A - 1 < d < B - 1} 
U {~ (0.[0(A - 1)(B - 1)]~0(A - 2)d[0(B - 1)] °°) [ A - 2 < d < B - 2} 
U {~ (0.[0(A - 1)(B - 1)]r0(A - 1)(B - 1)d[A - 2] ~)  ] 0 < d < A - 3}, 
V2(P1, P2) := {~ (0.d[0(B - 1)] °°) ] 0 < d < A - 3}, 
V2(Q1,-Q1) := {@ (0.[A - 2]°°)}, 
V2(Q1,-R) := {~ (0.[0(B - 1)(A - 3)]~0d[A - 2]o0) ] A - 1 < d < B - 1} 
U {~ (0.[0(B - 1)(A - 3)]~0(B - 1)d[0(B - 1)] °°) I 0 < d < A - 3} 
U 4 ({0.[0(B - 1)(A - 3)]~0(B - 1)(A - 2)d[(B - 1)0] °°) [ 1 < d < A - 2}, 
V2(Q1,-P2) := {4 (0.d[(B - 1)0] °°) ] 1 < d < A - 2}, 
V2(Q1, Q2) := {~ (0.[0(B - 1)]°°)}. 
The sets Y2(-Pl, -Q1) ,  V2(-P,, Q1), V2(-PI, R), V2(-P1, -P2) ,  V2(-Q1, R), V2(-Q1, P2), and 
V2( -Q1, -Q2)  are defined via the identity 
V2(sl, s2) = {4 (0 . [B  - 1] °~) - x I x e V( -s l , - s2 )} .  
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Figure 5 The graph G2(S). In order to avoid writing indices in the states we set 
P = P1, Q=Q1,  S = P2, and T = Q2. 
Furthermore it is dear that V2(sl, s2) = V2(s2, Sl). For the remaining pairs Sl, s2 E S, 81 ~ 82, 
the corresponding set V2(s1,82) = 0. 
PROOF. The proof of this theorem is done in the following way. First, we need the graph GI(S), 
which has been constructed in the previous ection. It is easy to construct the product graph ~2(S) 
using Definition 8.3. A lengthy, but easy calculation yields the graph depicted in Figure 5. 
By Proposition 8.5, the labelling of each infinite walk in G2(S) starting at a node (81, 82) yields 
an element of V2(sl, s2). Thus, the characterization f the sets V2(sl, s2) claimed in the theorem 
can easily be extracted from Figure 5. | 
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