




The Dissertation Committee for Jonathan Lee Bougie
certifies that this is the approved version of the following dissertation:
Continuum Simulations of Fluidized Granular Materials
Committee:





Continuum Simulations of Fluidized Granular Materials
by
Jonathan Lee Bougie, B.A.
DISSERTATION
Presented to the Faculty of the Graduate School of
The University of Texas at Austin
in Partial Fulfillment
of the Requirements
for the Degree of
DOCTOR OF PHILOSOPHY
THE UNIVERSITY OF TEXAS AT AUSTIN
August 2004
This dissertation is dedicated to my wife Julie.
Acknowledgments
This work would not have been possible if it weren’t for the help, guid-
ance, and friendship of many people. My advisor, Jack Swift, has been an
invaluable source of guidance, patience, and support. He has been a great per-
son to work with and learn from during my years in Austin. I would also like
to thank Harry Swinney for all that he has contributed to this research and
to my education and development as a scientist. In addition, Bill McCormick
has provided great insight and discussion which cannot be overlooked.
Many thanks to all those at the Center for Nonlinear Dynamics, past
and present, who have been instrumental through their work, their insights,
and their questions. These people have made the CNLD a stimulating and re-
warding place to work. People whose discussion has been vital to my graduate
career include Sung Joon Moon, Erin Rericha, Dan Goldman, Jennifer Kreft,
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A successful hydrodynamic theory of granular media could allow sci-
entists and engineers to exploit the powerful techniques of fluid dynamics to
describe granular phenomena. We use computer simulations to test a set of
continuum hydrodynamic equations for granular media which were proposed
by Jenkins and Richman nearly twenty years ago [59]. We use these contin-
uum simulations as well as molecular dynamics (MD) simulations to investigate
phenomena in vertically shaken layers of grains.
When a layer of grains is shaken vertically by a plate with maximum
acceleration greater than the acceleration of gravity, the layer will be thrown
off the plate with each cycle of the plate. Continuum and MD simulations show
that normal shocks form in the layer upon contact with the plate later in the
cycle. We show that increasing the coefficient of restitution of the particles in-
creases the speed of the shock in the layer, and that the limit of perfectly elastic
particles is not singular. In addition, deeper layers of particles exhibit denser
vii
packing fractions near the plate and higher shock speeds than shallow layers.
Pressure gradients produced by these shocks play an important role in the
dynamics of standing wave patterns formed in oscillated granular layers. Both
continuum and molecular dynamics simulations produce standing waves with
wavelengths which agree with previous experiments. Continuum simulations
reproduce stripe patterns found in MD simulations of frictionless particles, but
do not reproduce square or hexagonal patterns found in experiments and MD
simulations of frictional particles. Finally, we show that fluctuations present
in molecular dynamics simulations are not captured by our current continuum
model. By fit to Swift-Hohenberg theory, we find these fluctuations in MD
simulations to be several orders of magnitude larger than fluctuations found
in ordinary fluids. Differences between patterns in continuum and MD simu-
lations near onset are found to be consistent with the presence of fluctuations
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Systems composed of many interacting macroscopic particles are collec-
tively known as “granular materials” or “granular media.” Sand in a dune, rice
at the supermarket, pills at a pharmaceutical factory, and rocks in an avalanche
are all examples of granular materials. Granular systems can demonstrate huge
ranges in size and behavior: from an hourglass to planetary rings; from a static
pile of pebbles to an avalanche down a mountainside.
Despite the ubiquity of grains in nature and industry, there are many
basic questions about the collective behavior of granular materials which are
still unanswered. The interactions between individual grains may be well char-
acterized based on the properties of the particles (friction, coefficient of restitu-
tion), the type of interaction (static contact or dynamic collision), and whether
the particles are in a vacuum (dry) or interact with an interstitial fluid (wet).
However, general governing equations for the collective behavior of thousands
of grains are not known, and at least until recently the applicability of contin-
uum equations for granular fluids was under debate [25,36,60].
An important characteristic of granular materials is that collisions be-
tween grains are inelastic. Thus a system of grains which is initially in motion
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will gradually dissipate energy through collisions until the particles eventually
come to rest. Grains may be driven away from a static equilibrium by an
input of energy, frequently through forcing from a boundary. If sufficiently
driven, granular materials may be excited into a regime in which there are no
long-lasting contacts between particles, but in which particles interact with
each other mainly through inelastic collisions of short duration compared to
the time scales of the macroscopic flow. This regime is known as the regime
of rapid granular flow [17].
These regimes may be considered in analogy to states of matter, in
which granular particles behave as a solid, liquid, or gas. Thus a static pile
in which there are long-lasting interactions between particles with a static
configuration displays solid-like properties, while we call granular materials in
the rapid flow regime “granular fluids.” Granular materials have been studied
extensively in static systems as well as in the rapid flow regime (see reviews
and books in [4, 17, 26, 50, 52, 85, 109]). In addition, studies have investigated
the transition as a granular fluid cools through inelastic collisions [38], and
as static piles are fluidized through driving [81]. In this study, we focus on
grains in the fluidized regime. In analogy to molecular fluids, we characterize
granular fluid flows by the number density n of particles, the net velocity u
due to collective motion of particles, and the “granular temperature” T , where
3
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T is the average kinetic energy due to random particle motion.
Finally, granular materials may be affected by interactions between the
particles and an interstitial fluid. Granular flows have been studied in the
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presence of air between particles [15, 84, 122], in beds of grains fluidized by
liquid or gas flow [28,35], and in evacuated containers [77,113]. The effect of
interstitial gas or liquid is significant in many cases; however, for particles of
diameter larger than 1 mm, air friction is often negligible if the velocity is not
too large [93].
We focus in this work on modeling dry granular materials (grains in a
vacuum) in the rapid flow regime. We use a hydrodynamic-type model to test
whether such an approach can accurately model dry grains in the rapid flow
regime.
1.1 Modeling of Granular Flows
1.1.1 Molecular Dynamics Simulation
Molecular dynamics (MD) simulations are commonly used to simulate
granular materials [26, 47]. Molecular dynamics simulations are a type of nu-
merical simulation which models a collection of particles (or molecules) by
tracking the trajectories of each particle between collisions, and then calcu-
lating the outcome of collisions between particles. MD simulations have been
carried out for granular materials as well as for simulations of fluids and solids
(see reviews in Refs. [2, 19,90].)
MD simulations directly model the grains at the particle level, inte-
grating Newton’s equations for particles between collisions, and simulating
particle-particle and particle-boundary collisions. Thus these simulations may
be carried out for systems in which the governing equations for collective be-
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havior are unknown, without additional approximations aside from modeling
the behavior of individual particles. These simulations become computation-
ally more time consuming as the number of particles increases, however, as
each particle in the system must be tracked.
Grains may be modeled as either hard spheres or soft spheres, depend-
ing on the type of simulation. For a review of these types of simulations,
please see Refs. [26, 47]. Soft sphere models allow particles to penetrate each
other, with an interaction force which depends on penetration depth. Such a
simulation is particularly good for solid-like regimes, because the soft-sphere
model allows finite interaction time between particle. It also lends itself well
to the addition of interactions between particles and an interstitial fluid or
other long-range forces.
Hard sphere models approximate particles as hard spheres with finite
diameter σ, and collisions between particles are modeled as binary, instanta-
neous collisions when the particle centers are separated by exactly σ (or the
average of the diameters of the two colliding particles in polydisperse systems).
For event driven hard sphere simulations, the position and velocity of each par-
ticle is specified at an initial time t0. From its initial position and velocity, the
trajectory of each particle is known to be simply a parabola as it falls under
gravity until it collides with another particle or a wall. At the time of the
first collision, the program calculates the new positions and velocities of the
colliding particles, and uses their post-collisional velocities as their new initial
conditions. In this way, event driven simulations only need need to make new
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calculations at times when collisions occur. This method tends to be much
faster than the soft sphere method, in which interactions are present at all
times. However, the hard sphere model allows no penetration or deformation
of particles, and cannot simulate solid regimes in which the finite duration of
collisions is important.
In either hard- or soft-sphere models, interactions between particles
and between particles and walls may include inelasticity, frictional effects, or
other (e.g. electrostatic) effects. In this work, we use event-driven hard-
sphere MD simulations for monodisperse, inelastic, frictionless particles in
which electrostatic and other effects are negligible. This model is described in
more detail in Chapter 3.
1.1.2 Continuum Equations
In molecular fluids, the number of particles involved in a system fre-
quently makes direct molecular dynamics simulation impractical. The most
common approach to ordinary fluids is to view the fluid as a continuum, and
to use continuum models to describe the time evolution of continuum fields
such as density ρ, mean velocity u, and temperature T . These variables are
generally described for ordinary fluids by the well-known Navier-Stokes (NS)
equations.
In addition to allowing for the investigation of systems of many parti-
cles, the approach of using continuum models has allowed for the development
of sophisticated theoretical tools for understanding properties of fluid flow.
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Both analytical and numerical techniques such as linear stability theory, am-
plitude equations, and large numbers of computational fluid dynamics (CFD)
techniques are predicated upon a continuum model for fluid dynamics.
Unlike ordinary fluids, in which the NS equations are well-established
for most fluid flows, a similar set of equations is not established for granular
materials. In fact, the situation for granular materials is in many ways opposite
to that of molecular fluids: in ordinary fluids, the Navier-Stokes equations were
originally proposed as conservation laws based on fluid as a continuum [65];
it was only later that Boltzmann proposed kinetic theory for a rarefied gas
composed of individual modecules [16]. In granular theory the “microscopic”
approach of individual particles is well understood, while a set of established
continuum equations is missing.
There are several barriers to establishing a continuum theory of granu-
lar materials [110,125]. The first is a challenge to the basic continuum hypothe-
sis. Continuum theory requires small variations in space over long distances so
that averages over small fluid elements can replace the behavior of collections
of individual particles. This generally requires that microscopic length scales
(mean free path of a particle) be much smaller than the smallest macroscopic
length scale of the flow field. However, in this dissertation alone, patterns
are studied with wavelengths in the tens of particle diameters (Chapter 5 and
Chapter 6), in layers 5 to 10 particle diameters deep (Chapters 4, 5, and 6).
In these cases, the mean free path of a particle is on the order of a particle
diameter or less (Chapter 4). For granular materials, significant separation
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of scales may only be present for very low density and nearly elastic parti-
cles [37,110,125].
In addition, the inelasticity of particles means that any granular system
in a rapid flow regime is far from equilibrium. Assumptions based on ther-
modynamics and equilibrium statistical mechanics which hold for molecular
fluids near equilibrium may break down for granular systems [17]. Deriva-
tions of continuum equations from kinetic theory generally assume a velocity
distribution function which is nearly Gaussian in form. However, granular ex-
periments and MD simulations have displayed velocity distributions that are
dependent on experimental geometry and details of forcing [64,83,99,116,117].
Finally, for many granular systems, it is not known what effects are
negligible and which ones need to be included in the continuum model. For
example, the continuum equations used in this paper [59] neglect frictional
effects. However, since this study began, some experiments [39] and simula-
tions [80] have shown that friction plays a significant role in pattern formation.
Despite these difficulties, many continuum models have been proposed
for granular materials. A common approach is to use a kinetic theory approach
similar to that used to derive continuum equations for elastic gases in order
to derive continuum balance equations for mass, momentum, and energy from
a microscopic model of particle interactions. The variety of approximations
used in such derivations is remarkable. Such equations have been derived to
Euler, Navier-Stokes, and Burnet orders for fluids of inelastic particles with
and without friction; in the limit of dilute or nearly elastic gases; and with
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variations such as modifications to Fourier’s heat law [1,12,42,45,56,57,59,71,
73,89,103]. Additional study has been dedicated to developing an appropriate
set of boundary conditions for solving these continuum equations for granular
flows [13,53,58,105,106].
With so many possibilities, there is a small amount of data comparing
various models directly to experiment or to MD simulations for experimentally
realizable systems [45, 54, 93]. In addition, attempts to use such continuum
equations to predict properties of granular media have mainly been restricted
to idealized systems that are difficult to produce in experiment [43, 45, 54, 61]
and to steady state or asymptotic time limits [43, 45, 54, 93]. The viability
of these continuum equations for experimentally realizable, three-dimensional
(3D), time-dependent granular systems has scarcely been examined. In this
work, we compare three-dimensional simulations of continuum equations de-
rived to Navier-Stokes order for monodisperse, frictionless, nearly elastic parti-
cles to MD simulations which have been previously validated by comparison to
experimentally observed standing wave patterns for varying control parameters
with frictional particles [7,79]. We test the ability of such a continuum model
to reproduce behavior seen in experiment and MD simulations, and identify
potential improvements to such a model by comparison to MD simulation.
1.2 Vertically Oscillated Granular Layers
Dry, rapid granular flows are usually driven by forcing from the bound-
aries, frequently by vibration, either vertically or horizontally [14, 24, 32, 63,
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94, 111]. Vertically oscillated granular layers represent an important testbed
for granular materials, and have been the subject of extensive investigation in
recent years [7, 18,29,33,101,112,114].
The system consists of a layer of grains on an impenetrable plate that
oscillates sinusoidally in the direction of gravity with amplitude A and fre-
quency f . The dimensionless peak acceleration is Γ = 4π2f 2A/g, where g
is the acceleration due to gravity. A sample experimental setup for studying
shaken layers is shown in Fig. 1.1. This simple oscillating system has been
found to yield standing wave pattern formation [75], convection [62], cluster-
ing [31], steady-state flow fields far from the plate [11], and shocks [44].
The shaken layer thus provides a useful system for testing continuum
models of granular layers. We model vertically shaken layers in our simulations
to investigate shocks and pattern formation, and compare results from MD and
continuum simulations.
1.3 Patterns in Vertically Oscillated Granular Layers
A layer of grains on a plate oscillating sinusoidally in the direction of
gravity with frequency f and amplitude A will leave the plate at some time
in the cycle if the maximum acceleration of the plate is greater than that of
gravity (Γ > 1). The layer dilates above the plate, then collides with the
plate later in the cycle, compressing the layer on the plate. Above a critical
value of acceleration, standing wave patterns spontaneously form in the layer.
These standing waves produce horizontal variation in the layer with peaks
9
(b)
Figure 1.1: Electromagnetic shaker system (a) for visualizing patterns in os-
cillated granular layers. The container is illuminated by light incident at low
angles from the side (arrows in (b)). The light reflects off the particles and is
visualized by a CCD camera, yielding bright spots for peaks and dark spots
for valleys of the pattern. From [113].
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(b)(a) (c)
Figure 1.2: Stripe patterns (a), square patterns (b), and hexagonal patterns
(c) formed in vertically oscillated granular layers. All patterns oscillate at f/2,
where f is the frequency of oscillation of the plate; in the hexagon pattern,
the right and left sides of the cell are out of phase with respect to each other
(peaks in the center of the hexagon on the right, peaks at the border on the
right). The shaking parameters Γ, f , and H are given by (a) 3.3, 67 Hz, 7σ,
(b)2.9, 25 Hz, 4σ, and (c) 4.0, 67 Hz, 7σ, respectively. In (a) and (c), the
diameter of the container is 770σ and in (b), the container is square with sides
1100σ, where the particles used are bronze spheres of diameter σ = 0.165 mm.
(a) and (c) are from [76], (b) is from [39], and the entire figure was composed
in [109].
corresponding to deep areas of the layer and valleys corresponding to shallow
areas of the layer (Fig. 1.2). These standing wave patterns are subharmonic
with respect to the plate, with a frequency of f/2, where f is the frequency of
the oscillation of the plate [75].
Various subharmonic standing wave patterns, including stripe, square,
and hexagonal patterns, have been found experimentally, depending on the
nondimensional frequency f ∗ = f
√
H/g and the nondimensional accelera-
tional amplitude Γ [75]. As Γ is increased just above the onset of patterns,
the layer forms stripe or square patterns, depending on the value of nondi-
11
mensional frequency f ∗. For f ∗ below a critical value, squares are formed,
while for f ∗ above this value, stripes form in the container (Fig. 1.3). The
value of the stripe-square transition varies with different Γ, but occurs near
f ∗ ≈ 1/3 [113].
The behavior near onset is repeatable for a wide range of layer depths
and of particle sizes, including for polydisperse systems with particle size
ranges of up to approximately 30% and irregular particles such as rice grains
[114]. As Γ is increased further, additional bifurcations to different pattern
regimes are found, including hexagonal patterns, f/2 flat layers and f/4 pat-
terns in which the layer collides with the plate only every other cycle, and
disordered “labyrinthian” patterns (Fig. 1.3).
1.4 The Role of Friction in Shaker Patterns
Frictional properties of grains play an important role in pattern forma-
tion in vibrated granular layers. Examination of the center of mass of a peak
in a square pattern shows harmonic motion about an equilibrium position of
the peak, with a natural frequency known as the lattice frequency fL. Exper-
iments in which the plate frequency f was modulated by the lattice frequency
fL, show that for sufficient modulation amplitude, defects form which destroy
the long range order of square patterns [39]. Adding graphite to the system
acts as a lubricant which reduces the friction between particles; the addition
of graphite increases the disorder introduced by the modulation frequency,
reducing the system to a state of disordered peaks (Fig. 1.4).
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Figure 1.3: Phase diagram for a vertically oscillated granular layer of bronze
spheres of diameter σ = 0.165 mm, where the layer depth H = 5σ, and
the container diameter is 770σ. The diagram indicates the granular patterns
observed as a function of the dimensionless accelerational amplitude Γ and
dimensionless frequency of the plate oscillation f ∗. The transition from a flat
layer to squares is hysteretic; solid lines indicate the transition for increasing
Γ, dotted lines indicate the transition for decreasing Γ. Similar patterns are
observed for a variety of particle types and layer depths. From [79].
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Figure 1.4: Defect creation and “melting” of a square pattern in a shaken
granular layer for (a) experiment and (b) MD simulation for σ = 0.17 bronze
spheres oscillated at Γ = 2.9 and f = 32 Hz. In the experiment, graphite has
been added to reduce friction, and at t = 0, a frequency modulation is added
to experiment at fL = 2 Hz. In MD simulation, no frequency modulation
is added, but at time t = 0, friction was turned off in the simulations. The
numbers represent the number of oscillations since the chagne at t = 0. The
insets in each picture show the power spectrum (white is low power, black is
high power) corresponding to each image.
A similar effect may be observed in MD simulations where the friction
between particles is reduced. If the friction is reduced to zero, the square pat-
terns “melt” and become disordered peaks even without frequency modulation
(Fig. 1.4). A square lattice is identifiable by four equally spaced peaks in the
power spectrum; a disordered pattern of a given wavelength is represented by
a ring in fourier space.
In Chapters 5 and 6, we investigate f/2 patterns near the onset of
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standing wave patterns, using MD and continuum simulations. We focus on
the region near onset where f/2 stripe and square patterns are observed in
shaken layers of frictional particles, although our continuum simulations model
frictionless particles. Most of our investigation of patterns is in the regime in
which stripe patterns are observed in both frictional and frictionless systems,
although we also examine the onset of disordered peaks for frequencies in which
squares form for frictional particles.
1.5 Shocks in Granular Materials
The effective speed of sound (the speed of propagation of small am-
plitude pressure fluctuations) is typically on the order of several cm/s for
granular particles [109]. This is four orders of magnitude smaller than the 330
m/s speed of sound in air. Thus a distinguishing feature of granular materi-
als is that granular flows reach supersonic speeds under common laboratory
conditions [41, 45, 93]. Hence shock formation, which is achieved only under
extreme conditions in ordinary gases, is commonplace in granular materials.
Shock propagation has been extensively studied in rarefied gases [21,
124], but the similarities and differences between shocks in ordinary fluids
and in granular media is the subject of ongoing research in theory [5, 43],
simulation [10, 86, 93] and experiment [44, 93, 95, 96]. A recent laboratory and
molecular dynamics study [93] examined time-independent behavior of oblique
shocks in granular flow between two closely spaced plates, and the results were
compared with 2D simulations of Navier-Stokes order continuum equations
15
Figure 1.5: Horizontal component of the velocity field (vx) of a flow of stainless
steel spheres with diameter σ = 1.2mm falling under gravity onto a wedge as
determined by (a) experiment, (b) MD simulations, and (c) continuum equa-
tions to Navier-Stokes order. Each picture shows a region of size 130σ× 104σ.
A shock separates an undisturbed region in which the horizontal component
of flow is nearly zero, from a compressed region in which streamlines (solid
lines with arrows) are diverted around the obstacle. From [93].
(Fig. 1.5).
Experiments [44] and MD simulations [3, 86] suggest that shock waves
form in shaken granular layers confined to two-dimensions as the layer con-
tacts the plate. In Chapter 4, we study shock formation and propagation in
simulations of three-dimensional shaken granular layers.
1.6 Outline
This dissertation aims to investigate the potential for hydrodynamic-
type continuum equations to accurately model rapid granular flows. We discuss
previous progress towards solving continuum models of granular materials in
Chapter 2.
To explore the potential of granular hydrodynamics, we seek to estab-
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lish a correspondence between a continuum model of granular materials and
a MD simulation which has been previously compared to experiments. We
compare the results from these simulations in modeling a common experiment
in which frictional MD simulations have previously been verified: that of the
vertically oscillated granular layer. The simulation models and the numerical
methods used to integrate these models are described in Chapter 3.
In addition to exploring the strengths and weaknesses of continuum
theory, this work aims to use these simulations to investigate granular phe-
nomena in vertically shaken layers. The two main phenomena we investigate
are shocks and pattern formation in shaken layers.
In Chapter 4, we use our simulations to study shock propagation in
vertically shaken granular materials. The results from our simulations are
used to investigate the role of inelasticity in shock formation and propagation,
and to study the dynamics present upon collision of a granular layer with a
solid plate.
We investigate the formation of patterns in continuum simulations, and
compare these patterns to those found in MD simulations in Chapter 5. In ad-
dition, we use the results from continuum simulations to explore the dynamics
of these patterns and the link between shock propagation and standing wave
patterns in shaken layers.
Aspects of standing wave patterns are also investigated in Chapter 6,
where we use MD simulations to probe the effect of finite particle number on
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pattern formation. Results from MD simulations are compared to the Swift-
Hohenberg model equation with the presence of noise. Continuum simulations
are used here as a control to compare noisy patterns to those found in a model
which views the system as a true continuum.
Chapter 7 returns to the question of the validity of the continuum
theory, and proposes procedures to modify the continuum equations based on
results from the previous sections. This chapter discusses the importance of
frictional effects and effects of fluctuations which are not present in the current
continuum model. Finally, Chapter 8 summarizes the major results from this
dissertation, as well as indicating possible directions for future work.
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Chapter 2
Previous Solutions to Granular Continuum
Models
Despite the variety of proposed continuum equations (cf Section 1.1.2),
to this date there are few instances in which granular hydrodynamic equations
have been solved for experimentally realizable systems. This dissertation rep-
resents an attempt to expand this body of work and to test the applicability
of hydrodynamic equations for modeling rapid granular flows.
Simplified continuum equations, such as amplitude equation models,
have been shown to reproduce important aspects of specific granular systems,
including pattern formation in oscillated granular layers. For example, a phe-
nomenological model characterizing the layer thickness based on local con-
servation of mass produces waves similar to the square patterns and solitary
wave oscillons observed experimentally [18]. A similar amplitude equation
model with a different forcing mechanism yields stripes, squares, and oscil-
lons [112]. Recent experiments [40] have shown that noisy fluctuations in the
Swift-Hohenberg equation resemble fluctuations near the onset of patterns in
granular materials; in Chapter 6 we use this same model equation to investi-
gate noise in MD simulations. Finally, a continuum shallow water-type theory
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has produced patterns with a dispersion relation matching those from experi-
ment [27]; a recent experiment demonstrated that dragging a cylinder through
a vibrofluidized granular bed produces a Mach cone which matches the Mach
relation angle predicted from shallow water theory [46].
These simplified models, as well as other model equations [98,100,104,
118], provide important evidence that continuum models can capture some
significant granular phenomena. However, these models all have the disadvan-
tage of drastically simplifying the system by considering only certain specific
aspects of the flow (e.g. layer thickness or horizontal motion) and neglecting
other important phenomena, (e.g. the dynamics of collision of the layer with
the plate). Thus, these models cannot provide a general set of governing equa-
tions for rapid granular flow, but are only able to act as models for specific
granular experiments.
General hydrodynamic equations, such as those used in this disserta-
tion, have been solved for a few simplified cases. Attempts to find analytical
solutions to granular continuum equations have generally involved simplifi-
cations difficult to reproduce experimentally. For instance, cases of shear
flow [54] have been analyzed assuming constant granular temperature (dif-
ficult to produce in an inelastic gas forced through the boundaries). An early
attempt to describe granular flow using hydrodynamic equations [45] found
analytic solutions for several cases, including a “steady-state system with no
flow,” “steady-state Couette flow with no gravity,” and “steady-state Couette
flow in a gravitational field.” While this paper represented a step forward in
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understanding the role of inelasticity in hydrodynamic equations, the limita-
tions of this work were best expressed by the author: “This paper has been
restricted principally to a consideration of analytic solutions to certain static
and steady-state problems. This has usually meant, especially in the case of
non-zero flow fields, that it was possible to solve only for elastic grains in a
gravitational field, or for inelastic grains without gravity. Since all laboratory
experiments must involve inelastic grains and since most experiments must
also be performed in a gravitational field, it is not generally possible to com-
pare the present calculations with the result of flow experiments, even if the
uncertainties over the proper boundary conditions are resolved.”
Shocks created by a piston moving into a semi-infinite uniform medium
have been studied by Euler-like hydrodynamic equations in one-dimension
[41]. These equations are shown to yield an analytic result for the shock
solution in the asymptotic time limit. In addition, numerical integration of
the time evolution of these equations exhibit solutions which evolve to match
this asymptotic solution. Despite the fact that this analysis requires reducing
the system to a one-dimensional problem with a semi-infinite uniform medium,
recent MD simulations of a shock forming between two wedges seem to agree
with predictions of the shock speed from the asymptotic solution [92]. This
problem holds much interest and merits further investigation.
Recent studies of granular flow past a wedge have begun to establish
a connection between experiments and continuum simulations [93]. In these
experiments, molecular dynamics simulations were able to quantitatively re-
21
produce shock properties observed experimentally. Continuum simulations
were carried out in two-dimensions to find the steady- state behavior of the
shock. These simulations exhibited shocks which were qualitatively similar
to the shocks found in experiment (cf Fig. 1.5). The continuum simulations
quantitatively reproduced results from MD simulations using frictionless par-
ticles, but differed quantitatively from experiment and MD simulations with
friction
To my knowledge, the work in this dissertation represents the first
simulations of fully three-dimensional, time-dependent flow using a complete
set of granular hydrodynamics equations. These simulations are used to model
rapid granular flow in a granular shaker, a system which has been extensively
studied experimentally. For the majority of the paper, these simulations are
compared to MD simulations using frictionless particles; the addition of friction
is the only change necessary to reproduce experimental results using these
MD simulations [7] (see Chapter 3 for a more thorough discussion of the MD
simulations). In addition, wavelengths observed in continuum simulations of
patterns in shaken granular materials yield good agreement when compared




To evaluate the potential for a continuum hydrodynamics-type ap-
proach to model granular media, we have developed a C language based code to
simulate shaken granular layers based on hydrodynamic equations to Navier-
Stokes order. We use these simulations to investigate properties of shocks and
pattern formation in shaken granular layers. We compare these simulations
to results from a molecular dynamics code which has previously reproduced
patterns found experimentally. MD simulations for this work were executed
by Sung Joon Moon and Jennifer Kreft. The continuum code and the molec-
ular dynamics code are the main tools we use in this work to study granular
media. In Chapter 6, we interpret results from MD and continuum using sim-
ulations of the Swift-Hohenberg model equation to investigate the role of noise
on the onset of patterns in this system (we will discuss the Swift-Hohenberg
simulations in Chapter 6.)
3.1 A Continuum Model of Granular Materials
We numerically solve the continuum equations to Navier-Stokes order
proposed by Jenkins and Richman [59]. These equations were derived for a
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dense gas composed of frictionless (smooth), inelastic hard spheres of uniform
diameter σ by applying Grad’s 13-moment method to the inelastic Enskog-
Boltzmann equation. These equations are derived to full Navier-Stokes order,
and include formulas for calculating the transport coefficients. These equations
do not include friction between particles, however. The effect of inter-particle
friction will be discussed in Chapter 7.
The Jenkins-Richman (JR) model yields hydrodynamic equations for
number density n (or equivalently, volume fraction ν = π
6
nσ3), velocity u,
and granular temperature T. Here 3
2
T is the average kinetic energy per unit
mass due to random particle motion: T = 1
3
〈|v − 〈v〉|2〉, where v is the
velocity of a particle, and the brackets represent an average over all of the
particles in a small fluid element at an instant of time. Throughout this
dissertation, we use units such that the mass of a particle m = 1. Previous
MD simulations have shown that the mean square deviation may vary for
different components of velocity, and that the value of the vertical component
of temperature: Tz =
〈|vz − 〈vz〉|2〉 is more than double the value of the
horizontal components of temperature: Tx =
1
2
〈|vx − 〈vx〉|2 + |vy − 〈vy〉|2〉 at
some locations in a vertically oscillated granular layer. In this work, however,
we are able to acheive good comparisons to MD simulations (see Chapter 4)
using only a scalar model of granular temperature: T = 1
3
(2Tx + Tz).
Ordinary hydrodynamic equations express conservation laws for mass,
momentum, and energy. For granular media, mass and momentum are con-
served, but energy is dissipated through inelastic collisions, as characterized
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by the normal coefficient of restitution e. The Jenkins-Richman (JR) model
express conservation of mass and momentum, and the energy equation is mod-
ified by the addition of a temperature loss term γ:
∂n
∂t





+ u · ∇u
)







+ u · ∇T
)
= −∇ · q + P : E − γ, (3.3)












δij + 2µEij, (3.4)
and the heat flux is calculated from Fourier’s law:
q = −κ∇T. (3.5)
In the granular shaker system under consideration, the volume fraction
of particles reaches the same order of magnitude as the random close-packed
volume fraction in some regions of the cell (cf Chapter 4), leading to corre-
lations between particle positions. Therefore, we use a model that does not
approximate the particles as uncorrelated point particles, but rather models
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the system as a dense gas, where finite particle size and resulting correlations
between particle positions are accounted for by the radial distribution function
at contact.
To calculate the pressure, we use the equation of state and radial distri-
bution function at contact proposed by Goldshtein et al. [43] to include both
dense gas and inelastic effects:
p = nT [1 + 2(1 + e)G(ν)] , (3.6)
where
G(ν) = νg0(ν), (3.7)












where νmax = 0.65 is the 3D random close-packed volume fraction.
The form of equations (3.1-3.3) are identical to those for a compressible








Finally, the JR equations are completed by formulas for the values of
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For an oscillating granular layer, incompressible or isothermal approxi-
mations are unrealistic. In shaken layers studied here, n and T vary by orders
of magnitude in both space and time during each cycle of oscillation (cf Chap-
ter 4.) Thus the viscosities and thermal conductivity are very far from constant
and must be calculated at each timestep at each location in the cell.
3.2 A Continuum Simulation of Granular Shakers
To simulate shocks and pattern formation in shaken granular layers,
we have developed a C language code to solve the JR continuum equations.
This code has been specifically developed to solve the JR equations in a three-
dimensional rectangular box. It could be modified to simulate general geome-
tries and other granular systems by changing boundary conditions and the
grid on which it is solved.
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3.2.1 Continuum Fields
The code is designed to integrate the continuum equations (3.1-3.3)
forward in time, starting from specified initial conditions. This integration
yields number density n, velocity u, and granular temperature T as functions
of space and time.
To integrate these equations, we use finite differencing on a fixed grid
in 3D. The fields n, u, and T are treated as 3D arrays of size Nx × Ny ×
Nz in the two horizontal directions x and y, and the vertical direction z,
respectively. In addition, the pressure, radial distribution function at contact,
and the transport coefficients depend on the value of local fields n and T ; so P ,
µ, κ, G, λ, and µ are also treated as fields in three-dimensions, and specified
by three dimensional arrays:
double ***n,***T,***u,***v,***w;
double ***P,***mu,***K,***G,***lam,***gam;
The equations are solved on a fixed grid in 3D, so the number of grid-
points in each direction Nx, Ny, and Nz are defined by the user, but remain
fixed after that point.
3.2.2 User input
The user provides the main parameters for the system to be modeled.
For each simulation, the shaking parameters Γ, f ∗, the coefficient of restitution
e, and the layer depth H are provided by the user, making it possible to sim-
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ulate a variety of particle types, depths, and shaking parameters. In addition,
the user may vary the number of gridpoints in each direction Nx, Ny, and Nz,
and the corresponding physical linear dimensions of the box Lx, Ly, and Lz
respectively. The size of the gridpoints in each direction ∆x = Lx/(Nx − 1),
∆y = Ly/(Ny − 1), and ∆z = Lz/(Nz − 1) are chosen for stability and for
the resolution required to visualize shocks and other phenomena, as described
later in this chapter.
3.2.3 Initial conditions
The five main fields n, u = uxx̂+uyŷ+uz ẑ, and T are initialized for the
first timestep in the simulation. The user may choose to start from an artificial
flat layer or to read in the initial conditions from a file. For the artificial flat
layer, densities are assigned to create a flat layer above the plate with random
fluctuations of user selectable strength added to the density at each gridpoint
to create horizontal variation (we use approximately 10 % variation for initial
flat states throughout this work.) The horizontal components of velocity are
set identically to zero, and the layer is given a uniform temperature and a
small, uniform downward velocity (toward the plate).
In addition to an artificial flat state, the initial conditions may also be
read from a file. For example, if the user wishes to restart a simulation from
the end of a previous run, he or she may read in a file saved from the end of
that previous simulation. Once the fields are initialized, the user may specify
any of the simulation parameters, including the shaker parameters and the
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coefficient of restitution. This procedure can be used to set up a steady state
and then change the acceleration or frequency of the plate, or to investigate
the effect of inelasticity on a system starting from identical initial conditions,
as in the shock study in Chapter 4.
Once the main fields have been initialized, the initial values of pressure,
radial distribution function at contact, and transport coefficients are calculated
from equations (3.6-3.12).
3.2.4 Algorithm
The equations are integrated using forward-time, centered-space (FTCS)
differencing on the regular grid defined above, using variable timesteps. At the
beginning of each timestep, the values of n, u, and T for that timestep have
been calculated from the previous timestep. The basic algorithm followed by
the program is enumerated below and detailed in following subsections:
1. Enforce the boundary conditions (cf Sec. 3.2.5).
2. Calculate P , µ, κ, G, λ, and γ using eqs. (3.6-3.12).
3. Calculate spatial derivatives from the fields (cf Sec. 3.2.6).
4. Calculate time derivatives using eqs. (3.1-3.3).
5. Calculate the length of the adaptive timestep, and update the main fields
for the next timestep (cf Sec. 3.2.8).
6. Add artificial viscosity to the low density regions (cf Sec. 3.2.9).
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7. Repeat the process starting with enforcing the boundary conditions.
The most significant aspects of this algorithm are detailed below.
3.2.5 Boundary Conditions
The continuum equations are solved in the reference frame of the con-
tainer, with the container oscillations accounted for by a sinusoidal external
forcing term in the momentum equation, Eq. (3.2). We use impenetrable
boundary conditions at the plates: uz = 0 in the frame of the plate. Boundary
conditions for horizontal velocities and temperature are set to match those
found in the MD simulation. For most of the oscillation, their vertical deriva-
tives at the plates were found to be negligible in the MD simulation, so for
simplicity the boundary conditions used for the continuum simulation were:
∂ux/∂z = ∂uy/∂z = 0, and ∂T/∂z = 0, although these derivatives are not
identically zero in the MD simulation for the entire oscillation cycle of the
plate. For all fields, we use periodic boundary conditions in the horizontal (x
and y) directions to eliminate sidewall effects.
3.2.6 Spatial Derivatives
We use centered-space derivatives which are accurate to second order




































This method of taking spatial derivatives is accurate to second-order in grid
size ∆x, ∆y, and ∆z.
Since we use periodic boundary conditions at the side walls, we are able
to implement centered-space derivatives at the side walls as well as in the bulk.
At the top and bottom boundaries of the container, however, we do not have

























at the top plate. These one-sided differences retain second-order accuracy in
∆z at the boundaries.
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3.2.7 Size of Spatial Grid
The grid size is selected according to the spatial resolution required by
convergence of the quantities of interest, as well as by the resolution in which
we wish to visualize the flow (e.g. shock tracking in Chapter 4.)
To test the convergence of the solution as a function of changing grid
size in the horizontal direction, we test how the solution changes as the size
of the grid varies. For our testbed, we use a cell with layer depth at rest of
H = 5.4σ and size Lx = Ly = 42σ in the horizontal directions. Experiments
have shown the depth of the layer at rest H = 0.9Npσ
LxLy
, where Np is the total
number of particles in the cell [6]. In continuum simulations we set the total
integrated number density in the cell: Np ≡
∫
n (x, t) d3x = LxLyH/0.9σ.
We oscillate the cell at Γ = 2.2 and f ∗ = 0.4174. This is the same as cell
size, depth, and frequency used throughout the majority of Chapter 5 and
Chapter 6 to test patterns in oscillated granular layers.
For our test, we use an overhead view of the cell, and calculate the
height of the center of mass zcm (x, y, t) at each horizontal location (x, y) in the
cell at various times t (see Chapter 5 for more discussion of this measurement).
We change the horizontal grid size and test how zcm (x, y, t) changes.
Since no analytic solution is available, we use a uniform grid with grid
spacing ∆x = ∆y = 1σ in the horizontal directions, and ∆z = 0.2σ in the
vertical direction as a reference grid. The simulation was run for 80 cycles
until an oscillatory state pattern amplitude was reached (see Chapter 5 for
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more details of pattern behavior in this system). We then set up square grids
of varying size in the horizontal directions: ∆x = ∆y = 1.5σ, 2σ, 3σ, 3.8σ, and
7σ, while keeping the vertical grid size constant. These choices correspond to
a number of gridpoints in the two horizontal directions Nx = Ny = 28, 21, 14,
11, and 6, respectively.
Each new grid was initialized at time t = 0 from the oscillatory state
of the reference grid by linear interpolation between gridpoints. Figure 3.1
shows the initial conditions set up for the simulations on each grid. As the
grid size is increased, the pictures look visibly coarser, although the basic
shape of the waves is maintained except in Fig. 3.1(g), where the pattern is
grossly undersampled with only 6 gridpoints across 2 wavelengths in the x−
direction.
From the initial state, each simulation was run on its own grid for 11
cycles of the plate using the new grid spacing in each case. Pictures from
these simulations are shown in Fig. 3.2 exactly 10 cycles of the plate (t =
10/f) after the initial conditions shown in Fig. 3.1. As can be seen from the
picture, for Nx = Ny  11, the simulations remain quite similar. However, by
Nx = Ny = 11 (Fig. 3.2(f)), the peaks and valleys look quite washed out, and
by Nx = Ny = 6 (Fig. 3.2(g)), the layer looks very flat. It is worth noting that
even in the case of Nx = Ny = 6, the layer is thrown off the plate and collides
with the plate later in the cycle with a center of mass trajectory similar to the
other grid sizes when averaged over the entire cell. However, this grid spacing


















Figure 3.1: Center of mass height zcm (x, y, t = 0) as a function of horizontal
location x, y for a grid with a number of horizontal gridpoints (a) Nx =
Ny = 42, (b) Nx = Ny = 28, (c) Nx = Ny = 21, (d) Nx = Ny = 14, (e)
Nx = Ny = 11, and (f) Nx = Ny = 6. These images show the initial conditions
for the convergence test, based on linear interpolation between gridpoints from


















Figure 3.2: Center of mass height zcm (x, y, t = 10/f) as a function of hor-
izontal location x, y for a grid with a number of horizontal gridpoints (a)
Nx = Ny = 42, (b) Nx = Ny = 28, (c) Nx = Ny = 21, (d) Nx = Ny = 14, (e)
Nx = Ny = 11, and (f) Nx = Ny = 6. These images are snapshots of the layer
taken 10 cycles of the plate after the images in Fig. 3.1.
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dependence of zcm.
After 10 cycles have passed, the simulations are then compared at
8 equally spaced times over the next cycle of the plate. At each time t0,
zcm (x, y, t0) from each different simulations are compared to zcm(ref) (x, y, t0)
from the simulations conducted on the reference grid. The simulations are
interpolated back onto the same grid; then the root mean square difference
between the solution from the new grid and the solution from the old grid is
defined as: R (t0) =
√〈(
zcm (x, y, t0) − zcm(ref) (x, y, t0)
)2〉
where the brack-
ets indicate an average over all horizontal locations in the cell at time t0. This
error is then expressed as a percentage of the mean height in the cell at that
time: R̄ (t0) = 100R (t0) / 〈zcm (x, y, t0)〉. Finally, R̄ is averaged over eight
equally spaced times in the cycle to give an average percentage deviation from
the reference grid, χ.
Figure 3.3 shows χ as a function of N = Nx × Ny for each grid used
in the test. Increasing the number of gridpoints on the new grid in each
case decreases the percentage error from the reference grid. The grid with
N = 21 × 21 , corresponding to grid spacings of ∆x = ∆y = 2σ shows less
than a 2.5% root mean square difference from the reference grid. This error
was judged to be sufficient for the accuracy needed for this study, so we use
horizontal grid spacing 0 < ∆x = ∆y ≤ 2σ throughout this dissertation.
Subject to this constraint, the grid spacing was selected in each case based on
considerations of simulation time and resolution required for imaging.
A similar test showed that vertical grid spacing ∆z ≤ σ yielded suffi-
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Figure 3.3: Percent difference χ from the reference simulation of Nref = 1764
as a function of changing number of gridpoints N = Nx × Ny, shown on a
linear scale (a) and a log-log scale (b).
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cient accuracy for pattern simulations. However, much of the work in Chap-
ter 4 and Chapter 5 is based on tracking shock trajectories which propagate
quickly in the vertical direction. Thus, we use a finer mesh in the vertical
direction, ∆z = 0.2σ, throughout this dissertation, in order to track shock the
vertical location of the shock with high precision.
3.2.8 Forward timestepping
We use a fully explicit forward-time stepping scheme which is accurate
to first order in the timestep, using adaptive timestep ∆t:







































are calculated using (3.1-3.3) and the spa-
tial derivatives calculated using our centered-space scheme. This method is
accurate to first order in timestep ∆t.
Forward-time, centered-space (FTCS) differencing is known to be un-
stable for advective terms [87]. However, for a simple advective equation, it
can stabilized by the presence of a diffusion term D (real or numerical). For
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FTCS differencing is stable for D = |∆x|
2
2∆t
if the timestep satisfies the Courant
condition: ∆t ≤ ∆x/ |v| [87].
Since we are simulating our grains as a viscous fluid, the FTCS scheme
may be stable provided we have sufficient viscosity and sufficiently small
timesteps. Due to the nonlinearity of the coupled equations, stability criteria
may not be obtained analytically as in a simple advection-diffusion equation.
To ensure stability, we use adaptive timesteps which obey conditions similar
in form to the Courant condition:
dt ≤ C |∆xmin||ux| , dt ≤ C
|∆xmin|
|uy | , dt ≤ C
|∆xmin|
|uz | .
The Courant-type condition assures that if velocity becomes too large,
the timestep will become small to compensate. The JR equations contain
terms besides simple advection terms. As part of our stability criteria, we
regulate the system so that the layer does not undergo extremely large changes
in a single timestep. Using dimensional analysis, we introduce the following
condition to ensure that if diffusion and pressure terms become large, the
timestep will become small to prevent extreme changes:
dt ≤ ns |∆xmin|2
8κ
, dt ≤ ns |∆xmin|2
8λ








at all locations in the cell where |∆xmin|2 is the smallest gridspacing between
∆x, ∆y, and ∆z; the coefficients C = 1.5, s = 0.16, and τ = 0.3 are shown
empirically to stabilize the code (the code runs for hundreds of cycles with-
out diverging or becoming numerically unstable), and increasing or decreasing
any of these criteria by a factor of two results in negligible changes in the
results. Thus, this code is considered to be stable and converged with respect
to timestep size when these criteria are used. It is possible that with further
testing, even larger timesteps could be used to decrease computation time.
Roughly ten cycles of the plate can be simulated in a 48 hour period using a
single 2.4 GHz Athlon desktop computer with 1 gigabyte of RAM, using the
mesh size, timesteps, and parameters discussed in this chapter.
3.2.9 Artificial Dissipation in Low Density Regions
The transport coefficients calculated from the Jenkins-Richman equa-
tions are sufficient to produce stable, repeatable results. However, in low
density regions, terms of order 1/G(ν) in Eqs. (3.11) and (3.12) become large.
These regions have very low densities, and have negligible impact on the solu-
tion in the bulk of the layer, which is where we focus our study.
For densities near close-packed, on the other hand, terms of order
1/G(ν) are negligible in Eqs. (3.11) and (3.12). Since these terms are only sig-
nificant in low density regions which do not significantly affect the bulk of the
layer, these terms were neglected and artificial dissipation [97] was introduced
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in the low-density region above and below the layer.
Artificial dissipation (AD) is added to the velocity and temperature
























= DAD · ∇2T. (3.25)





f (ν) , (3.26)
where
f (ν) = e−200(
6
π )ν . (3.27)
In the bulk of the layer, where the shock forms and propagates (cf Chapter 4)
and where the standing wave patterns are observed (cf Chapter 5), the vol-
ume fraction is high, and the artificial dissipation has negligible effect on the
solution (Fig. 3.4).
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Figure 3.4: Functional form of the strength of artificial dissipation f (ν) as
a function of volume fraction ν, a) for the range 0 ≤ ν ≤ νmax, and b) for
the range 0 ≤ ν ≤ 0.1νmax, where νmax = 0.65 is the random close-packed
volume fraction in 3D. The artificial viscosity is only nonnegligible for volume
fractions which are very small compared to the random close-packed volume
fraction. Thus, this artificial viscosity has a negligible effect on the shocks
and patterns found in the system, while playing an important role in ensuring
numerical stability in extremely low density regions.
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3.3 A Molecular Dynamics Simulation of Granular Shak-
ers
We compare the results from our continuum simulations to those from
an inelastic hard sphere molecular dynamics simulation that was validated
in previous studies [7, 79] by comparison to experimentally observed standing
wave patterns for varying control parameters. This MD simulation models
particles as inelastic hard spheres, and follows the trajectories of each particle
in the container. Collisions between particles are modeled as instantaneous bi-
nary collisions which conserve linear momentum, but dissipate energy through
inelasticity.
As in the continuum model (Sec. 3.1), the dissipation is assumed to be
characterized by the normal coefficient of restitution e:
e = −v∗n/vn, (3.28)
where vn = (v1−v2)·(r1−r2)/|r1−r2|, and v’s and r’s are velocity and position
vectors for a pair of colliding particles before the collision (no superscript) and
after the collision (with a superscript ∗). Particles are monodisperse, and
|r1 − r2| and |r∗1 − r∗2| are identically σ.
In previous studies, the normal coefficient of restitution depended on
the normal component of the relative colliding velocity of the particles vn [7],
such that the collisions become elastic as vn approaches zero:
e (vn) =
{









e = e0 for vn ≥ √gσ, (3.29)
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We use this same model for coefficient of restitution, except in the study
of shock formation, where we investigate the effects of velocity-independent
restitution coefficient (e = e0) and compare to the results from this velocity-
dependent model (cf Chapter 4).
The particles are constrained between the bottom plate which oscillates
sinusoidally between height z = 0 and z = 2A, and a ceiling which is fixed at
z = 200σ. These plates use the same collision rules and coefficient of restitution
as that used between particles, with the plate treated as a plate of infinite mass.
Periodic boundary conditions are used in the horizontal directions x and y.
In each case in which MD results are compared to results from continuum
simulations, the total mass of the layer matches with that used in continuum
simulation.
To be consistent with the continuum model, surface friction is neglected
between particles as well as between the particles and the plate. The effect of
surface friction will be discussed in Chapter 7. Previous simulations using this
code but including surface friction have quantitatively reproduced standing
wave patterns found experimentally in oscillated layers of lead spheres (see
Fig. 3.5.) For more details on the algorithm used for this program, please see
Ref. [6].
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Figure 3.5: Standing wave patterns from experiments using lead spheres and
from molecular dynamics simulations for different nondimensional frequencies
f ∗ and accelerational amplitude relative to gravity Γ; showing (a) square pat-
terns (b) stripes, (c) and (d) alternating phases of hexagons, (e) a flat layer,
(f) squares, (g) stripes, and (h) hexagons. Patterns (a)-(e) oscillate at f/2,
while patterns at higher Γ (f)-(h) oscillate at f/4. From Ref. [7].
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Chapter 4
Shocks in Shaken Granular Layers
We use the continuum simulations to study the behavior of shock-like
behavior in shaken granular layers, and compare these results to those found
in MD simulations of the same system. When the accelerational amplitude
of the plate is greater than the acceleration of gravity, the layer leaves the
plate during each cycle and collides with the plate later in the cycle. These
collisions produce shock-like waves which we investigate using a hydrodynam-
ics approach. The majority of this study has appeared in ref. [10] The MD
simulations in this study were performed by Sung Joon Moon.
4.1 Background on Shock Waves
The speed of sound is the speed at which an infinitesimal pressure
wave propagates through a material with respect to the local velocity of the
material itself. The relative Mach number Ma between a fluid and an obstacle
is the ratio of the the relative speed of the obstacle (with respect to the local
mean fluid velocity) to the local speed of sound in that fluid. When fluids
encounter an obstacle with Ma greater than unity at the point of collision, a
compression wave front is formed near the object and steepens to form a shock.
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In an ideal fluid with no viscosity or heat conduction, the wavefront steepens
until the fields develop a mathematical discontinuity between the compressed
region and the undisturbed region. In a viscous, conducting fluid, the fields
vary continuously, but the front steepens until the shock thickness (the width
of the region in which the fields change from the undisturbed values to the
compressed values) is on the order of a mean free path.
When a supersonic fluid impinges perpendicularly onto a flat, impene-
trable plate, a shock front parallel to the plate forms and propagates normal
to the plate. With respect to the plate, the normal component of the mean
velocity of the fluid is zero at the plate. Far from the plate, however, the
undisturbed fluid is still supersonic, flowing towards the plate. The Mach
number decreases abruptly from greater than unity to near zero as the plate
is approached and the density, temperature, and pressure also change rapidly
in the region of the shock front. Two major regimes of the flow are divided
by this relatively thin (on the order of a mean free path) shock region: the
undisturbed region far from the plate, and the compressed region near the
plate. This normal shock propagates back upstream in a direction opposite
that of the upstream flow velocity.
In a shaken layer, when the maximum acceleration of the plate is greater
than g, the layer leaves the plate during each cycle. When the layer is off the
plate, it is cooled by inelastic collisions between particles, while the particles
are simultaneously accelerated towards the plate by gravity; this leads to a
large mean velocity compared to the sound speed (See Sec. 4.5). We show in
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Sec. 4.5 that when the layer contacts the plate later in the cycle, the Mach
number is much greater than unity with respect to the plate, i.e., the flow
is supersonic. Here we examine the normal shocks that are formed as the
supersonic layer collides with the bottom plate during each oscillation cycle.
4.2 Properties of the Shaken Layer
Shocks similar to those presented here were found for a wide range of
Γ and f . Here we report results obtained from a particular set of parameter
values: Γ = 3 and f = 0.095
√
g/σ, where σ is the diameter of a particle. This
would correspond to a frequency of approximately 30 Hz for particles with a
diameter of 0.1 mm. The particles have a coefficient of restitution e = 0.9,
except in Sec. 4.6, where e is varied to investigate the effect of inelasticity on
shock propagation.
We examine shock formation and propagation in layers that are ap-
proximately 9 particles deep as poured except in Sec. 4.7, where layer depth is
varied. Throughout this paper, the phrase “the layer” refers to the dense re-
gion in which the volume fraction of particles is greater than 4% of the random
close-packed volume fraction, νmax = 0.65.
The number of particles in the container per unit area of the bottom
plate is 10/σ2, except in Sec. 4.7, where the number of particles is varied to
investigate shocks in layers of different depths. That is, the layer would be
10σ deep if the particles were arranged in a simple cubic lattice. In actual
packings seen experimentally, 10 particles/σ2 corresponds to an average depth
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of approximately H = 9σ as poured [7]. For consistency with previous inves-
tigations, we use H (the depth of the layer as poured) to express the depth of
the layer throughout this paper.
The values of Γ and f in this study were examined previously in ex-
periments and MD studies of spatial pattern formation in shallow granular
layers [7]. We study simulations exhibiting pattern formation in Chapter 5,
and find that shocks may coexist with patterns for these parameters. For the
present study, however, we wish to isolate the effects of shock formation and
propagation from the effects of standing wave patterns formation. Therefore,
in the present simulations, pattern formation was intentionally suppressed by
considering a container smaller than one full wavelength in either horizontal
direction (with periodic boundary conditions at the side walls); the absence of
patterns permits better visualization of the dependence of the fields on height
z.
4.3 Simulation Parameters
4.3.1 Molecular Dynamics Simulations
The particles are constrained between a bottom plate which oscillates
sinusoidally between height z = 0 and z = 2A, and an upper plate which is
fixed at z = 200σ. In the two horizontal directions, the width is 20σ, and the
boundary condition is periodic. Except in Sec. 4.7, 3937 particles were used;
the number of particles was chosen to correspond to H = 9σ and the total
mass of the layer matches with that in the continuum simulations. In Sec. 4.7,
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1969 particles were used to correspond to H = 4.5σ, and 5906 particles were
used to correspond to H = 13.5σ.
To compare directly to continuum simulations, we characterize the dis-
sipation by a single parameter: the normal coefficient of restitution e = 0.9,
except in Sec. 4.6, where we test the effects of the velocity-dependent resti-
tution model described in Eq. (3.29). The container has the same e as the
particles, and the mass of the container is assumed to be infinitely large com-
pared to that of the granular layer.
Fields are calculated by dividing the container height into small bins of
size σ. The number density is the number of particles found in a bin divided
by the volume of the bin. The number density n from MD simulations is
averaged over the same phase angle of the oscillatory state for ten cycles of the
plate. The velocity v of each particle is used to calculate the mean velocity
in each bin, u = 〈v〉, where the brackets represent the average over all the
particles found in a bin at the same phase angle of the oscillatory state for ten
cycles of the plate. Granular temperature is then defined as T = 1
3
〈|v − u|2〉.
Throughout this paper, we use units such that the particles have mass unity.
4.3.2 Continuum Simulations
The granular fluid is contained between an impenetrable bottom plate
which oscillates sinusoidally between height z = 0 and z = 2A, and an up-
per plate which oscillates with the bottom plate. We initially conducted the
simulation in a cell with a ceiling that oscillates with the bottom plate at a
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height 200σ above the bottom plate. For H = 9σ, where most of these sim-
ulations were conducted, an average of less than one particle per oscillation
reached a height of z ≥ 80σ in the MD simulation. Changing the height of
the cell from 200σ to 80σ in the continuum simulation resulted in a significant
speedup in computation time, but did not change the shock profile. The frac-
tional root mean square difference over one cycle between the shock location
produced in the tall cell (200σ high) and the shorter cell (80σ high) was less
than 1%. Therefore, for computational efficiency, the continuum simulations
were conducted with a ceiling located at a height 80σ above the bottom plate,
oscillating with the bottom plate. In MD simulations of shallow layers, H  5,
some particles reach heights of z > 80σ, so we used a cell height of 200σ in
continuum simulations for H ≤ 5 (see Sec. 4.7).
We use periodic boundary conditions in the horizontal directions. Ini-
tial simulations were conducted with a container 20σ wide in the horizontal
directions. For reasons of computational efficiency, we reduced the horizon-
tal width of the cell to 11σ, which produced no significant changes in the
shock behavior. The width in the horizontal directions is 11σ for continuum
simulations throughout this chapter.
4.4 Shock Formation and Propagation
4.4.1 Tracking the Layer, the Shock, and the Shock Width
Both simulations start with a slightly randomized flat layer near the
plate which is then oscillated (cf Chapter 3). A periodic state is reached after
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a transient state of several cycles of the plate. Although most of the particles
move together as a high-density layer, some particles are always found above
and below the high-density region. These particles are found both in the MD
simulation, where with sufficient time, a small number of particles are found
even in very low density regions; and in the continuum simulation, which finds
non-zero densities throughout the entire container. We define “the layer” as
the region in which the volume fraction is greater than 4% of the random
close-packed volume fraction νmax. Below this volume fraction, there are too
few particles for accurate averaging in the MD simulation.
With each cycle of the plate, a normal shock wave is formed and prop-
agates through the layer. This shock wave separates a compressed region near
the plate from the undisturbed region which is still falling towards the plate.
Both the undisturbed region and the compressed region vary in space and time.
In Sec. 4.4.2 we find that when the shock is in the layer, granular temperature
increases with height in the compressed region, drops quickly in the shock,
and then increases again in the undisturbed region (Fig. 4.1). The shock is
identified in simulations as the region in which the temperature falls from its
maximum at the top of the compressed region to the local minimum at the
bottom of the undisturbed region. The shock width d is defined as the distance
between the locations of this maximum and this minimum. For purposes of
finding the propagation speed of the shock, the “shock location” is defined as
the steepest region of temperature decrease, which is located near the center
of the shock region (shaded regions in Fig. 4.1).
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4.4.2 Shock Profile During Formation and Propagation
During each oscillation, the shock forms and propagates at the same
phase angle with respect to the plate’s oscillation, so the dynamics of the
system are fully characterized by the time interval between time ft = 0 and
one cycle later, ft = 1. We now investigate the formation and propagation of
the shock by examining the behaviors found in MD and continuum simulations
for various times ft during the cycle (Fig. 4.1).
4.4.2.1 ft = 0: The layer falls towards the plate
At ft = 0 the container is at its minimum height. The particles, thrown
off the plate in the previous cycle, are now falling towards the plate. The
temperature is nearly zero for most of the material, increasing with height only
in the low density region above the layer (Fig. 4.1). The effects of the artificial
dissipation which is used in the continuum simulation are most pronounced
at this time in the cycle, while the layer is dilated and above the plate. The
shock formed in the previous cycle has propagated out through the top of the
layer and is not present in this picture. The difference between the MD and
continuum simulation at large heights has little effect on the shock behavior
at later times in the cycle.
4.4.2.2 ft = 0.15: Shock forms as the layer strikes plate
The layer now begins to strike the rising plate. The layer compresses














































Figure 4.1: Dimensionless temperature T/(gσ) and volume fraction ν as func-
tions of dimensionless height z/σ at four times ft in the cycle. For each time,
a picture from MD simulation is shown in the left column, with particles color-
coded according to temperature: high T in red, low T in blue, and the bottom
plate of the container shaded solid gray. The right column shows horizontally
averaged ν (blue, labeled on the bottom graph) and T/(gσ) (red, labeled on
the top graph) as functions of z/σ (ordinate) for the same four times. The
plate is shown as a horizontal black solid line, results from MD simulation are
dots, and continuum results are solid lines. At times when a shock is present
in the graph, the shock region (see Sec. 4.4.1) is shaded in gray.
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tically near the plate. This results in the formation of a shock region where ν
and T change rapidly from the compressed, high temperature region near the
plate to the dilute, low temperature undisturbed region which is still falling
towards the plate. At ft = 0.15 the shock is just beginning to form and is
broad and not fully developed (see Sec. 4.5). During this time and throughout
the formation and propagation of the shock, the shock profile from the con-
tinuum model shows remarkable agreement with the profile found in the MD
simulation.
4.4.2.3 ft = 0.22: Shock propagates through the layer
The layer continues to compress on the plate, resulting in the propa-
gation of the shock up through the layer. Here the shock is fully developed
and has propagated through much of the layer, but there is still a significant
number of particles falling towards the plate. The shock has steepened since
ft = 0.15, with ν and T changing from the upstream to the downstream val-
ues within a distance of about 2σ. As will be discussed in Sec. 4.5, the width
of the shock continues to change throughout the cycle as the shock propa-
gates through parts of the layer with different densities. A discontinuity in the
derivatives of ν and T appears at the leading edge of the shock, showing the
boundary of the undisturbed region. Collisions cause the layer to gradually
cool behind the shock, creating a lower temperature near the plate.
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4.4.2.4 ft = 0.40: The layer begins to leave the plate
The shock has propagated through the bulk of the layer and now enters
the very dilute region above the layer. In this region the temperature becomes
uncertain in the MD simulation because there are too few particles to use in
averaging. Simultaneously, the plate is approaching its maximum height, and
the layer begins to leave the plate as the downward acceleration of the plate
becomes larger than g. The layer continues to cool, setting the stage for the
next oscillation.
4.4.3 Shock Dynamics
The formation and propagation of the shock is shown in Fig. 4.2 for
three values of the restitution coefficient e. The effect of varying inelasticity
will be discussed in Sec. 4.6. In each case, when the bottom of the falling
layer hits the plate, the center of mass of the layer is still falling towards the
plate, and the layer is compressed. At this time, a shock is formed near the
plate. The material below the shock is visibly compressed as compared to the
region above the shock, as can be seen from the shading in Fig. 4.2. The shock
propagates up through the center of mass and out into the low density region
above the layer. Then the layer leaves the plate, dilates and cools during its
free flight, and once again falls towards the plate. As the shock propagates
through the layer, it goes through regions of differing ν and T , and the shock
velocity shows some slight variation with height, as seen in the curvature of
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Figure 4.2: Location of the shock (solid lines for continuum, triangles for MD)
and the center of mass of the layer (dashed lines for continuum, circles for
MD) as a function of time ft during one cycle of the plate (thick solid line)
for particles with (a) e = 0.99, (b) e = 0.90, and (c) e = 0.85, starting from
the same initial conditions at ft = −0.33. The plot is shaded according to the
volume fraction from the continuum simulation, so that high volume fraction
is dark and low volume fraction is light. The “top” and the “bottom” of the
layer from MD (when the volume fraction drops to less than 4% of random
close-packed) are shown as +’s and ×’s, respectively.
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4.5 Mach Number and Shock Width
A prerequisite for shock formation is that the local Mach number of the
flow be greater than unity with respect to the object causing the disturbance.
We calculate the speed of sound from MD and continuum simulations using a















where χ = 1 + 2(1 + e)G(ν).
As the layer falls towards the plate, it is accelerated by gravity and
becomes supersonic in the reference frame of the plate. When the layer hits
the plate, it is stopped by the impenetrable boundary, and the Mach number
falls to nearly zero with respect to the plate (Fig. 4.4). The undisturbed
region is still falling towards the plate at supersonic speeds, and the shock
is formed at the boundary between the compressed (low Ma) region and the
undisturbed (high Ma) region. The Mach number in the undisturbed region
is largest near the shock where the layer has been falling the furthest under
gravity, and gradually decreases with increasing height. The Mach number is
directly calculated from the values of ν, u, and T, so the apparent increased
discrepancy between the two simulations as compared to the discrepancy in
previous figures is due to propagation of errors in these quantities in calculating
Ma.
While the shock is in the layer, the Mach number always reaches its
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Figure 4.3: Mach number (Ma) (dashed line for continuum and triangles for
MD) and rescaled volume fraction (10ν) (solid line for continuum and circles
for MD) as functions of z/σ when ft = 0.22. At this time the shock is fully
developed and is propagating through the layer (see Fig. 4.1).
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Figure 4.4: Mach number (Ma) (dashed line for continuum and triangles for
MD) and estimated mean free path (ξ/σ) (solid line for continuum and circles
for MD) as functions of z/σ when ft = 0.22. At this time the shock is fully
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Figure 4.5: The maximum Mach number (Ma) (dashed line for continuum and
triangles for MD) and the ratio of shock width d to mean free path ξ (solid line
for continuum and circles for MD) as functions of time ft. The shock begins
forming at ft = 0.12 and leaves the layer at ft = 0.35.
maximum at the lower boundary of the undisturbed region. Thus the max-
imum value of Ma at a given time represents the value at the leading edge
of the shock. The flows in this system are hypersonic, with Ma > 10 just
above the plate immediately before the shock is produced (Fig. 4.5). As the
shock moves through the layer, the maximum Ma decreases since the fastest
flow has been stopped by the shock, but the flow just above the shock remains
supersonic until after the shock leaves the layer at time ft = 0.35, and Ma
always changes from supersonic to subsonic as the shock is crossed moving
towards the plate.
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Since the density of the layer varies in space and time, the mean free
path of the particles in the layer changes as a function of height and time. The






When the shock is fully developed, the mean free path is less than a single
particle diameter (ξ < σ) in the compressed region behind the shock (Fig. 4.5).
The mean free path increases in the shock region, and continues to increase as
height increases away from the shock.
From ft = 0.12 to ft = 0.17 the shock is forming but is not fully
developed. The dilute bottom of the layer hits the plate first at ft = 0.12, so
that while the initial shock is forming, a higher density region is still falling
toward the plate. As higher and higher density material hits the plate, the
shock width d broadens (Fig. 4.5) as it forms from ft = 0.12 to ft = 0.17.
After ft = 0.17, the shock steepens until the fully formed shock is about one
mean free path in width, where it remains until the shock leaves the layer at
ft = 0.35. After the shock leaves the layer, d remains approximately one mean
free path, but the mean free path itself increases in the low density region
above the layer, leading to a broadening of the shock front as the shock leaves
the layer (compare ft = 0.40 to ft = 0.22 in Fig. 4.1).
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4.6 Effect of Inelasticity
Previous studies have investigated shocks in elastic and inelastic mate-
rials in the asymptotic limit of infinite time [43] and in inelastic materials at
finite times [61] for a piston moving into a uniform granular gas at a constant
speed in the absence of gravity. We wish to investigate the effect of inelasticity
on shock dynamics at finite times in the granular shaker system. However, the
oscillatory state of the layer is not appropriate for comparing a gas of elastic
hard spheres to one of inelastic hard spheres. An elastic gas, which has no
mechanism for removing energy, will never reach an oscillatory state since the
container injects energy into the layer at each cycle of the plate. In order to
investigate the effect of inelasticity on shocks in granular materials, we slightly
modify the system to look at the propagation of a single shock from identical
initial conditions rather than looking at oscillatory behavior.
We run simulations with different coefficients of restitution e, starting
from identical initial conditions of a dilated layer falling towards the plate.
These initial conditions are taken from the oscillatory state of the system for
e = 0.9 using the same parameters as those used in previous sections. At time
ft = −0.33, when the layer is near the peak of its flight above the plate, the
coefficient of restitution of the particles is suddenly increased or decreased.
Changing e significantly changes properties of the shock and the layer
following the next collision with the plate (Fig. 4.2). Since the initial condi-
tions are the same for each case and the layer is in free fall, very few differences
result from the change in e until the layer collides with the plate. When the
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layer hits the plate it is compacted and many collisions occur between par-
ticles. The lower the coefficient of restitution, the more energy the particles
lose through these collisions, and the more compact the layer becomes. In
the case of high e, the layer rebounds and dilates quickly after the collision,
while in the case of lower e, the layer remains very compact and leaves the
plate almost as a solid body. The center of mass of the high e layer flies very
high before beginning to fall back towards the plate, while the lower e value
leads to a more shallow flight, with the center of mass beginning to fall earlier
in the cycle. The shock trajectory exhibits curvature similar to that of the
center of mass, remaining mostly straight for high e, but bending downward
significantly for low e.
After the collision with the plate, we track the propagation of the shock
through the layer with a range of new values of e. Starting from the same
initial conditions, the shock starts at the same time and height regardless of e.
However, the velocity of the shock depends on e, as Fig. 4.6 shows. Although
the shock speed changes somewhat as it propagates through the layer (see
Fig. 4.2) , the average shock speed vshock increases monotonically with e (see
Fig. 4.6). The special case of elastic particles appears to match with the limit
e → 1; thus there is no qualitative difference between elastic and inelastic
gases.
Thus far in this chapter, both MD and continuum simulations were
based on a collision model in which e was independent of impact velocity.
As discussed in Chapter 3, a more realistic hard-sphere collision model could
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Figure 4.6: Average dimensionless shock speed vshock/
√
gσ in the reference
frame of the plate as a function of coefficient of restitution e. vshock is calculated
as the average speed of the shock from when the shock is formed until it leaves
the layer.
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include a coefficient of restitution e = e (vn) that depends on the normal
component of the relative colliding velocity of the particles, vn, such that the
collisions become elastic as vn approaches zero. To test the effect of such a
velocity-dependent restituition coefficient, we ran MD simulations including
e (vn) of the same form (Eq. 3.29) as that used in studies of pattern formation
in vertically oscillated layers [7], with e0 = 0.9.
The velocity-dependence of the coefficient of restitution produces negli-
gible changes in the shock profiles and trajectories, and less than a 1% change
in the average velocity of the shock (Fig. 4.7). For the range of restitution
values used in this paper (0.8 ≤ e ≤ 1.0), very few particles collide with low
enough relative velocity for the velocity-dependence to significantly affect the
outcome. However, for velocity independent e  0.8, the MD simulation was
unsuccessful due to inelastic collapse, while velocity dependent e (vn) (Eq. 3.29)
may be used to avoid inelastic collapse with more inelastic particles.
4.7 Shocks in Layers of Different Depths
Thus far, we have restricted our investigation of shocks in oscillated
layers to layer depths of H = 9σ. We now investigate how changing H affects
shock formation and propagation for particles with e = 0.9.
For fluidized layers, increasing the layer depth increases the pressure
compressing the layer on the plate during collision with the plate, resulting in
tighter packing of the particles near the plate. For 4σ  H  15σ, increasing
the layer depth increases the volume fraction of the layer near the plate, so
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center of mass 
plate 
Figure 4.7: Location of the shock ( for constant e = 0.9, × for velocity-
dependent e = e (vn)) and the center of mass of the layer (◦ for constant
e = 0.9, + for velocity-dependent restitution e = e (vn)) as a function of time
ft during one cycle of the plate (thick solid line) in the MD simulation.
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that the trajectory of the center of mass of a layer of depth H = 13.5σ is
nearly identical to that for H = 9σ, even though the former has 1.5 times as
many particles in the layer (Fig. 4.8(a)). Both trajectories are actually lower
than the center of mass trajectory for H = 4.5σ.
For H = 4.5σ, the layer is almost entirely gaseous, so much so that
many particles reach heights greater than z = 80σ in each oscillation of the
plate in MD simulations with a ceiling at z = 200σ. Therefore, we use a cell
of height 200σ for continuum simulations of H = 4.5σ (see Sec. 4.2).
Changing layer depth also affects the formation and propagation of
shocks in the layer. For more dilute layers, the shock forms earlier in the
cycle, when the lower edge of the dilute layer collides with the plate. Thus,
increasing layer depth causes the shock to form later in the cycle, at which
point the shock then propagates faster through the higher densities found in
deeper layers (Fig. 4.8(b)).
For H = 13.5σ, the pressure on the layer during collision with the plate
is so high that in some small regions near the plate, particles begin to form
ordered lattices and the volume fraction increases beyond the random close-
packed volume fraction. For deep layers H  15σ, a significant portion of
the layer is compressed into a solid lattice. The equation of state Eq. (3.6)
does not allow volume fractions ν > νmax, so continuum simulations cannot
reproduce densities greater than random close-packed found in H  15σ. For
H  4σ, the particles do not move as a coherent layer, but rather act as a gas
filling the container for the entire cycle of the plate.
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Figure 4.8: (a) The height of the center of mass of the layer, and (b) the
location of the shock as a function of time ft for various layer depths H.
The trajectory of the center of mass (a) is shown for a complete cycle in the
oscillatory state from the MD simulation with H = 4.5σ (), H = 9σ (•),
and H = 13.5σ (). The center of mass location from continuum simulations
agrees with MD to within a root mean square difference of 3% over one cycle
in each of the three cases. The shock location (b) is shown for the fraction
of the cycle in which the shock is in the layer, from the oscillatory state of
H = 4.5σ ( for MD, − ·− for continuum simulation), H = 9σ (• for MD, —
for continuum), and H = 13.5σ ( for MD, −−− for continuum ).
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4.8 Discussion
Shocks form in the vertically oscillated granular system with each col-
lision of the layer with the plate. Properties of these shocks captured in both
MD and continuum simulations show good agreement even though the sys-
tem exhibits a strong time dependence and large spatial gradients. Results
from the continuum simulation agree with the MD results even for ranges
where the validity of the continuum equations is in question, including when
e is significantly less than one (e = 0.8) and when the volume fraction ap-
proaches close-packed. These results demonstrate that continuum equations
can describe even a complicated three-dimensional, time-dependent granular
system.
These simulations provide important information about how the prop-
erties of shocks in granular layers are affected by the properties of the particles
and of the layer itself. Using a velocity-independent coefficient of restitution
did not significantly change the behavior of the system when compared to
results from the simple velocity-dependent model in Eq. 3.29. In addition,
we found that increasing the coefficient of restitution increases the speed of
shocks in the layer but causes no singular behavior in the shock velocity as e
approaches unity. Finally, we found that deeper layers exhibit denser packing
near the plate and higher shock speeds than shallow layers.
Finally, understanding these shocks lays the basis for understanding
other behavior in shaken layers. In shaken granular layers, the mechanism for
fluidization of the granular media is through contact with the shaking plate. In
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these small cells, the behavior of the layer is dominated by the formation and
propagation of shocks. These shocks seem to play a vital role in the process by
which oscillations of the plate provide the energy to drive granular flows. In the
next chapter, we investigate larger shaken cells in which shock-like behavior
coexists with standing wave patterns.
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Chapter 5
Patterns in Shaken Granular Layers
We use continuum simulations to study the behavior of standing wave
patterns in shaken granular layers, and compare these patterns to those found
in MD simulations of the same system. In both simulations, standing waves
form stripe patterns above a critical acceleration of the cell. We compare the
wavelengths found in these simulations to a dispersion relation fit to previous
experiments and investigate the dynamics of these waves using continuum sim-
ulations. The MD simulations in this chapter and in Chapter 6 were conducted
by Jennifer Kreft.
5.1 Patterns Near Onset in Shaken Granular Layers
Above a critical acceleration of the plate, standing wave patterns form
spontaneously in shaken layers. Just above onset, these patterns are sub-
harmonic with respect to the plate, repeating every 2/f , where f is the fre-
quency of oscillation of the plate [75]. Various subharmonic standing wave
patterns, including stripe, square, and hexagonal patterns, have been found
experimentally, depending on the nondimensional frequency f ∗ = f
√
H/g and
the nondimensional accelerational amplitude Γ = A (2πf)2 /g, where H is the
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depth of the layer as poured, and g is the acceleration due to gravity [75].
Experiments and MD simulations indicate that inter-particle friction
plays an important role in the standing wave patterns. MD simulations with
friction between particles have quantitatively reproduced the stripe, square,
and hexagonal subharmonic standing wave patterns seen experimentally for
a wide range of parameters [7]. However, MD simulations using frictionless
particles do not yield stable square or hexagonal patterns, but only yield stripe
patterns, and exhibit the onset of patterns at Γ lower than the critical value
for frictional particles [80]. This result is consistent with experiments which
show that adding graphite to reduce the friction between particles and between
particles and the plate can prohibit the formation of square patterns with long
range order [39].
Despite the significance of this system, hydrodynamic equations have
not yet reproduced the standing wave patterns found in such layers. Here
we investigate the onset of ordered standing wave patterns using continuum
equations and compare to results from MD simulations. We consider layers
of frictionless particles and investigate the onset of stripe patterns in these
layers. However, to investigate other patterns such as squares or hexagons,
simulations would need to include friction between particles. We will discuss
the effects of friction more fully in Chapter 7.
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5.2 Properties of the shaken layer
Patterns are found in experiments, continuum, and MD simulations for
a wide range of Γ and f . Here we investigate patterns formed at Γ = 2.2 for a
range of frequencies 0.15 ≤ f ∗  0.42. In Chapter 6 we vary Γ to investigate
the onset of patterns. In experiments without graphite and in MD simulations
with frictional particles, Γ = 2.2 is below the critical acceleration needed to
produce patterns. However, reducing friction decreases the critical value of
Γ [80] and patterns form in simulations of frictionless particles for Γ < 2.2 (cf
Chapter 6).
We simulate standing wave patterns in layers that are approximately
5.4σ deep as poured. The number of particles in the container per unit area of
the bottom plate is 6/σ2. That is, the layer would be 6σ deep if the particles
were arranged in a simple cubic lattice. In actual packings seen experimentally,
6 particles/σ2 corresponds to an average depth of approximately H = 5.4σ
as poured [7]. We simulate particles with restitution coefficient e = 0.70
throughout this chapter.
5.3 Simulation Parameters
5.3.1 Molecular Dynamics Simulations
As in Chapter 4, the particles are constrained between a bottom plate
which oscillates sinusoidally between height z = 0 and z = 2A, and an upper
plate which is fixed at z = 200σ. We examine patterns in cells of varying
horizontal lengths, so that Lx and Ly are varied throughout this chapter. In
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each case, 6×Lx×Ly/σ2 particles are used, corresponding to an average depth
of approximately H = 5.4σ as poured, regardless of cell size.
We use a velocity-dependent coefficient of restitution (Eq. 3.29), with
e0 = 0.7. There is no friction between particles, and the top and bottom plates
are modeled as frictionless plates of infinite mass. Boundary conditions in the
horizontal directions are periodic to avoid sidewall effects.
5.3.2 Continuum Simulations
As in the previous chapter, the granular fluid is contained between an
impenetrable bottom plate which oscillates sinusoidally between height z = 0
and z = 2A, and an upper plate which oscillates with the bottom plate at
a height 80σ above the bottom plate. We vary the horizontal dimensions
of the cell Lx and Ly, and use periodic boundary conditions in the horizontal
directions. In each case, we compare continuum simulations to MD simulations
in cells with the same horizontal dimensions, and the total mass of the layer
is the same as that used in MD. Throughout this chapter, grid spacing in
the horizontal direction ∆x = ∆y = 2σ is used, except in sections Sec. 5.6.2
and Sec. 5.7, where we use ∆x = ∆y = σ for higher resolution pictures.
Throughout, the vertical grid size is ∆ = .2σ. The dissipation is characterized
by the coefficient of restitution e = 0.7.
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5.3.3 Visualizing Patterns
To visualize peaks and valleys formed by standing wave patterns, we
calculate the height of the center of mass of the layer as a function of horizontal
location in the cell at various times in the cycle zcm (x, y, t). At a given time
t0 and horizontal location (x0, y0), zcm (x0, y0, t0) is the center of mass of all
particles whose horizontal coordinates lies within a bin of size ∆xbin × ∆ybin
centered at (x0, y0). For continuum simulations, we use the simulation grid size
to define the bins: ∆xbin = ∆x and ∆ybin = ∆y. For MD simulations, we use
bins of size σ × σ throughout this chapter to compare to the higher resolution
pictures from continuum. Peaks in the pattern correspond to maxima of zcm,
and valleys correspond to minima.
5.4 Standing Wave Stripe Patterns in Simulations of
Granular Layers
Continuum simulations produce standing wave patterns for Γ = 2.2
and f ∗ = 0.4174. Alternating peaks and valleys form a stripe pattern which
oscillates at f/2 with respect to the plate oscillation; a location in the cell
which represents a peak during one cycle will become a valley the next cycle,
and then return to a peak on the following cycle.
Snapshots of an overhead view of the cell, showing zcm from continuum
and MD simulations are shown in Fig. 5.1 for cell of size Lx = Ly = 126σ in
the horizontal directions. These snapshots are shown at a time in the cycle
ft = 0.25, when the plate is at its equilibrium position, moving upward. At
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this time in the cycle, the layer is off the plate, and the peaks and valleys in
the height of the layer can be seen plainly.
Both MD (Fig. 5.1(a)) and continuum (Fig. 5.1(b)) simulations produce
stripe patterns starting from an artificial flat state (see Sec. 3.2.3). In each
case, stripe patterns eventually align parallel to the cell orientation, although
whether the stripes align parallel to the x− or y−direction depends on the
initial conditions. In each case, a wavelength is selected which fits six times into
the linear dimensions of the box, yielding a dominant wavelength of 21σ± 4σ.
Note that due to the finite size of the box, the wavelength selected must fit
into the box an integer number of times in the orientation selected. For some
cell sizes, stripes are found oriented diagonal to the box orientation depending
on the wavelength of the pattern selected.
The snapshot from MD simulations looks significantly less smooth to
the eye than the continuum simulation, and the stripes appear less straight.
These fluctuations may be understood as a result of the finite number of par-
ticles in the MD simulation, as opposed to the hydrodynamic equations which
treat the material as a continuum. These fluctuations are investigated in more
detail in Chapter 6.
5.5 Dispersion Relations in Continuum, MD, and Ex-
periment
Previous studies have shown that the wavelength of standing wave pat-

















Figure 5.1: An overhead view of a layer of grains, showing the center of mass
height zcm as a function of horizontal position (x, y) in a cell with horizontal
dimensions Lx × Ly = 126σ × 126σ, from (a) MD simulations, and (b) con-
tinuum simulations. Peaks of the layer corresponding to large center of mass
height zcm are shown in white; valleys corresponding to low zcm are shown in
black.
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cillation [20, 74, 113]. For a range of layer depths and oscillation frequencies,
experimental data for frictional particles near the onset of patterns were found
to be fit by the function λ∗ = 1.0 + 1.1f ∗−1.32±0.03, where λ∗ = λ/H [113].
We investigate the frequency dependence of standing waves in contin-
uum simulations and in MD simulations of frictionless particles. Dimensionless
accelerational amplitude Γ = 2.2 was held constant while dimensionless fre-
quency f ∗ was varied. Simulations were conducted in a box of horizontal extent
Lx = 168σ and Ly = 10σ. This orientation causes stripe patterns to consis-
tently form parallel to the y− axis. The dominant wavelength in each case was
calculated from zcm (x, y, t) by finding the wavenumber kx in the x− direction
which exhibited the maximum power during one cycle of the oscillatory state
of the pattern. Due to the periodic boundary conditions and finite box size,
wavelengths must fit in the box an integer number of times. This finite size
effect of quantized wavelength yields inherent uncertainty in the wavelength
that would be selected in an infinite box.
Wavelengths found in continuum and MD simulations are compared
to the dispersion relation fit to experimental data: λ∗ = 1.0 + 1.1f ∗−1.32±0.03
in Fig. 5.2. Investigation is limited to f ∗ > 0.15 by the box size, as only
two wavelengths fit in the box in continuum simulations at this frequency.
Neither simulation produced patterns for this box size for f ∗  0.45. Both
simulations agree quite well with the experimental fit throughout the range
0.15  ft  0.45.
The dispersion relations indicate very good agreement between contin-
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uum simulations and MD simulations. Comparison to the experimental fit
shows that both MD and continuum simulations produce wavelengths consis-
tent with experimental results for frictional particles. Finally, these data in-
dicate that friction seems to be unimportant in wavelength selection through
this parameter range.
5.6 Dynamics of Standing Wave Patterns
We examine the dynamics of the oscillatory state of standing wave
patterns. It is difficult to visualize the internal dynamics of 3D patterns in
experiment, but MD simulations give us access to position and velocity data
for the particles in the system. Density and velocity may be calculated from
appropriate averaging over several cycles of the cell [6]. However, with stripe
patterns present, many more cycles are needed to obtain sufficient statistics
when compared with the shock study in Chapter 4, where there was no hori-
zontal variation and we were able to average over all particles at a given height.
Temperature is even more difficult as it is calculated from the distribution of
velocities. A previous study was forced to assume no variation along stripes to
calculate the temperature from MD simulations [6]. The continuum simula-
tions, however, calculate flow fields such as density, velocity and temperature
at all points in the flow directly as a part of the simulations.
For a cell of size 126σ × 126σ and a cell of size 168σ × 10σ in the
horizontal directions, the dominant wavelength was λ = 21σ for f ∗ = 0.4174
(see Fig. 5.1 and Fig. 5.2). Here we examine the dynamics of waves in a cell
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Figure 5.2: Dispersion relations for stripes which form perpendicular to the
long dimension of cells with horizontal dimensions 168σ×10σ. Data for contin-
uum simulations are shown as triangles, MD simulations as circles, and points
where continuum and MD simulations yield the same wavelength are shown
as squares. In both continuum and MD simulations, the dominant wavelength
of the final oscillatory state λ fits very well to the dispersion relation found
in experiments λ∗ = 1.0 + 1.1f ∗−1.32±0.03 (solid line) [113]. Error bars in both
cases are calculated exclusively from discretization due to periodic boundary
conditions in a finite size box.
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2λ × 2λ = 42σ × 42σ in the horizontal directions, with periodic boundary
conditions in the horizontal directions. This size was selected to minimize
computational time by using a small box, while also minimizing the effect
of boxsize by using an integer multiple of λ selected in larger cells. We use
f ∗ = 0.4174 and Γ = 2.2 for the remainder of this chapter.
5.6.1 Wave Patterns in MD Simulations
The time-dependence of the standing wave patterns is evident in snap-
shots of the container at various points in the cycle, viewing the container
from the side. In this MD simulation, the stripes orient parallel to the y−axis,
with little variation in the y− direction. We view the cell from the side, with
the x−z plane visible and particles with various values of y projected into the
x − z plane (Fig. 5.3). Particles are shown as open circles, so that particles
with different locations in the y-direction (in front or in back of each other in
the figure) appear to overlap. We examine the wave patterns at various times
in the cycle ft for two cycles of the plate (Fig. 5.3):
5.6.1.1 ft = 0: The layer collides with the plate
At ft = 0 the container is at its minimum height. Since the driving
frequency and amplitude are different from those studied in Chapter 4, the
layer contacts the plate at a different time in the cycle. In this case, the lowest
particles in the layer are just beginning to contact the plate at ft = 0. The
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Figure 5.3: Views of MD simulations from the side of the cell, looking down
the length of stripes oriented parallel to the y−axis at various times ft during
two cycles of the plate. All particle locations within the range (0 ≤ y ≤ 10)
are projected into the x−z plane, regardless of their y-coordinate, and particle
positions are represented by open blue circles. Particles that appear to overlap
are at different y-coordinates (in front of or behind each other). The plate
height is represented as a thick solid red line. The full cell is 42σ × 42σ in
horizontal extent, so that the entire span of the cell is shown in the x-direction.
The cell extends to a height of z = 200σ, but the figures show only z ≤ 20σ
since no particles fly higher than z = 20σ during these two cycles.
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the “top” of the layer is not unambiguous, as evidenced by the individual
particles which can be seen separate from the bulk of the layer, especially near
the peaks. As in Chapter 4, the phrase “the layer” refers to the dense region
in which the volume fraction of particles is greater than 4% of the random
close-packed volume fraction, νmax = 0.65. Averaged over many cycles, the
density approaches zero smoothly (cf Chapter 4) both above the layer (as in
this picture) and below the layer when the layer is off the plate.
5.6.1.2 ft = 0.25: The layer is compressed on the plate
At ft = 0.25, the plate is moving upwards and the layer is being com-
pressed on the plate. The peaks and valleys can still be seen in this picture,
although the amplitude has decreased due to compaction on the plate. The
part of the layer near the plate is very compact, as evidenced by the large
amount of overlap between particles in the projected image. The tip of the
peaks are still falling toward the bulk of the layer at this time in the cycle.
5.6.1.3 ft = 0.5: The layer begins to leave the plate
At ft = 0.5, the plate is at the peak of its flight and the layer just
begins to leave the plate, although the gap between the lowest particles in
the cell and the bottom plate is less than one particle diameter. Through its
contact with the plate, the layer has become very flat and compact, and peaks
and valleys are obscured.
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5.6.1.4 ft = 0.75: The layer begins to leave the plate
At ft = 0.75, the plate is falling away from the layer, leaving a gap
between the layer and the plate. New peaks and valleys are forming, and
the layer has begun to expand. The peaks and valleys have now reversed
locations; a peak now appears where a valley was before the plate collision,
and vice versa.
5.6.1.5 1.0 ≤ ft < 2.0: The cycle repeats
At ft = 1.0, the plate has undergone one full oscillation, and has
returned to its lowest point in the cycle. The features of this point in the cycle
mimic those found at ft = 0, except that the peaks and valleys have reversed
location. Aside from the reversing of peaks and valleys, this next cycle of the
plate exhibits the same features as the previous cycle at all times during the
cycle. At ft = 1.75, the peaks and valleys once more reverse, setting the stage
for another cycle identical to the first, with the peaks and valleys returned to
their original location. This demonstrates the subharmonic behavior of the
patterns with respect to the plate.
5.6.2 Wave Patterns in Continuum Simulations
The continuum simulations display a very similar time-dependence to
that found in MD simulations. In this simulation, stripes have again formed
parallel to the y−axis. In this case, we examine snapshots of the standing wave
patterns at various times in the cycle from a side view of a slice through the
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middle of the cell y = Ly/2, displaying variation parallel to the x − z plane.
The dynamics of the standing waves are visualized in the volume fraction
(Fig. 5.4), the horizontal component of velocity ux (Fig. 5.5), and the vertical
component of velocity uz (Fig. 5.6). All velocities in these figures are shown
in the “laboratory” reference frame in which the particle is moving. For these
plots, a higher resolution grid ∆x = ∆y = σ was used in the horizontal
direction for better visualization of the peaks and valleys. At all times in
the cycle, the maximum magnitude of the horizontal component of velocity
in the y− direction (uy) is less than 10% of the maximum magnitude of the
velocity in the x− direction, indicating little motion parallel to the stripes.
We examine the wave patterns at various times in the cycle ft for two cycles
of the plate (Fig. 5.4, Fig. 5.5, and Fig. 5.6):
5.6.2.1 ft = 0: The layer collides with the plate
At ft = 0 the container is at its minimum height. As in MD simula-
tions, the layer is just beginning to contact the plate at ft = 0. The layer is
dilute and two clear peaks and two valleys are evident (Fig. 5.4). The bulk of
the layer is falling towards the plate, although in a very thin layer near the
plate, the material has been slowed to nearly zero velocity (Fig. 5.6). Near
the peaks, the net velocity in the horizontal direction is towards the peaks
(Fig. 5.5), reinforcing the strength of the peaks at this time. Compared to
other times in the cycle, however, the horizontal velocity is relatively low in
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Figure 5.4: Volume fraction ν from continuum simulations at a slice y = 21σ
parallel to the x − z plane at various times ft during two cycles of the plate.
Empty space (ν = 0) is white, random close-packed volume fraction (ν = 0.65)
is black, and the color increases from white to black through shades of blue
as volume fraction increases. The plate height is represented as a thick solid
red line. The full cell is 42σ × 42σ in horizontal extent; the entire span of the
cell is shown in the x-direction. The cell extends to a height of 80σ above the
lower plate, but the figures show only z ≤ 21σ, since the density is quite low
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Figure 5.5: Dimensionless horizontal velocity in the x− direction (ux/√gσ)
from continuum simulations, through a slice y = 21σ parallel to the x − z
plane for various times ft during two cycles of the plate. Flow to the right
ux > 0 is represented by red colors, flow to the left (ux < 0) is represented by
blues, and the darkness of the color increases from white (ux = 0) to black as
the magnitude of ux increases. The plate height is represented as a thick solid
black line. The full cell is 42σ × 42σ in horizontal extent; the entire span of
the cell is shown in the x-direction. The cell extends to a height of 80σ above
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lations, through a slice y = 21σ parallel to the x − z plane for various times
ft during two cycles of the plate. Upwards flow uz > 0 is represented by red
colors, downwards flow (uz < 0) is represented by blues, and the darkness
of the color increases from white (uz = 0) to black as the magnitude of uz
increases. Velocity is shown in a stationary reference frame in which the plate
is oscillating sinusoidally between z = 0 and z = 2A. The plate height is
represented as a thick solid black line. The full cell is 42σ × 42σ in horizontal
extent; the entire span of the cell is shown in the x-direction. The cell extends
to a height of 80σ above the lower plate, but the figures show only z ≤ 21σ.
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ever, there are too few particles in this area to affect the behavior of the layer
itself. Also in the low density region above the layer, some particles are still
moving upwards even though the bulk of the layer is falling.
5.6.2.2 ft = 0.25: The layer collides with the plate
At ft = 0.25, the plate is moving upwards and the layer is compacting
on the plate (Fig. 5.4). The peaks and valleys can still be seen in this picture,
although the amplitude has decreased due to compaction on the plate. The
layer is very compact near the plate, nearly reaching random close-packed
volume fraction (see colorbar). The bulk of the layer is moving upwards with
the plate, although the very tip of the peaks have nearly zero velocity, and the
low density region above the layer is still moving downwards. (Fig. 5.6). In
the last quarter cycle, as the layer has compacted on the plate, the horizontal
velocity has switched directions in the layer (Fig. 5.5). At this time, the net
flow is away from the peaks and towards the valleys. This could be expected
to flatten the layer further, as mass is carried by the flow out of the peaks and
into the valleys.
5.6.2.3 ft = 0.5: The layer begins to leave the plate
At ft = 0.5, the plate is at the peak of its flight. The layer is very
flat and compact, although the volume fraction next to the plate is less than
it was one quarter cycle previously (Fig. 5.4). The bulk of the layer is still
moving upwards, although it is no longer doing so homogeneously (Fig. 5.6).
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The maximum vertical velocity is found in the locations which represented
valleys at ft = 0. Near the plate, the vertical velocity is still slightly positive,
even though the plate is not moving, indicating that the layer is beginning to
detach. Some of the low density region above the layer is still falling towards
the plate. Finally, the horizontal velocities have grown in magnitude, and
they are still moving away from the old peaks and towards the old valleys,
even though the layer is mostly flat at this time (Fig. 5.4). This motion acts
to produce new peaks in the location of the old valleys.
5.6.2.4 ft = 0.75: The layer is leaving the plate
At ft = 0.75, the plate is falling away from the layer, leaving a gap
between the layer and the plate (Fig. 5.4). New peaks and valleys are forming,
and the layer has begun to expand. The peaks and valleys have now reversed
locations – that is, a peak now appears where a valley was before the plate
collision, and vice versa. The layer is already beginning to fall, although the
plate is also moving downwards at its fastest rate at this time in the cycle
(Fig. 5.6). Some of the low density region above the layer is still moving
upwards at this time. The magnitude of the horizontal velocity has decreased
somewhat, but the flow is still towards the new peaks and away from the new
valleys, acting to increase the amplitude of the patterns (Fig. 5.5).
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5.6.2.5 1.0 ≤ ft < 2.0: The cycle repeats
At ft = 1.0, the plate has undergone one full oscillation, and has
returned to its lowest point in the cycle. The features of this point in the cycle
mimic those found at ft = 0, except that the peaks and valleys have reversed
location, and the direction of the horizontal velocities have reversed at each
point in the cell. Aside from the reversing of peaks and valleys, this next cycle
of the plate exibits the same features as the previous cycle at all times during
the cycle. In addition, the “sloshing” motion evidenced in the horizontal
velocities once again reverses, producing peaks and valleys that by ft = 1.75
are back in their original locations ft = 0. This repetitive sloshing back and
forth of peaks and valleys demonstrates f/2 behavior of these patterns for
Γ = 2.2.
5.7 Shocks and Patterns
The previous section demonstrated the existence of patterns in both
MD and continuum simulations, as well as the similarity between the dynamics
of these patterns. Continuum simulations also demonstrated a sloshing motion
in the horizontal velocity which produced the f/2 behavior of the standing
wave patterns. This sloshing motion is consistent with that observed in studies
of the velocity fields from MD simulations [6].
In addition to these properties of the pattern, however, these simu-
lations demonstrate a dramatic compression of the layer upon contact with
the plate, coupled with a sharp boundary between upwards and downwards
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flow near the boundary between compressed and dilute areas of the cell. This
behavior is very similar to that found in shocks in a smaller cell (cf Chapter 4).
The dynamics of the temperature field (Fig. 5.7) confirm the presence
of shock behavior coexisting with the standing wave patterns. At ft = 0,
as the layer is just contacting the plate (Fig. 5.4), a thin region of very high
temperature is formed near the plate (Fig. 5.7). As in the shock investigation
(Chapter 4), the shock moves very quickly through the layer, so that by ft =
0.25, the high temperature region is already located at the boundary between
the compressed layer and the low density region above the layer. At later times
in the cycle (ft = 0.5 and ft = 0.75), the high temperature region propagates
through the low density region, losing its sharp shock characteristic as it does
so (cf Chapter 4). This shock behavior repeats itself through the next cycle of
the plate. Thus shock behavior coexists with pattern forming behavior in this
system.
5.7.1 Shock Formation and Propagation
To investigate the properties of these shocks in more detail, we focus
on the time in the cycle in which the shocks form and propagate through
the layer. We visualize volume fraction ν (Fig. 5.8), granular temperature
T (Fig. 5.8), and vertical velocity uz (Fig. 5.9), as indicators of shocks in the
layer. In addition, we visualize horizontal velocity ux (Fig. 5.10) as an indicator
of the sloshing motion which produces standing wave patterns. Finally, we
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Figure 5.7: Dimensionless granular temperature T/ (gσ) from continuum sim-
ulations, through a slice y = 21σ parallel to the x − z plane for various times
ft during two cycles of the plate. Large T is white, T = 0 is black, and the
color increases from black to white through shades of red as horizontal velocity
increases. The plate height is represented as a thick solid green line. The full
cell is 42σ × 42σ in horizontal extent; the entire span of the cell is shown in
the x-direction. The cell extends to a height of 80σ above the lower plate, but
the figures show only z ≤ 21σ, since the density is quite low above this height.
No particles fly higher than z = 20σ during this time in the MD simulations.
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∇xP = ∂P∂x (Fig. 5.10) to investigate how the pressure field produced by the
shock influences pattern formation. We use these fields to investigate the
behavior of the layer during the time 0.875 ≤ ft ≤ 1.125 in which a single
shock is formed and propagates through the layer:
5.7.1.1 ft = 0.875: The layer is off the plate
At time ft = 0.875, the plate is near the lowest point of its cycle. At this
time, the layer is off the plate and dilute , with a very low granular temperature
(Fig. 5.8). The layer is falling towards the plate, although some of the low
density region above the plate is still rising, and the pressure throughout the
container is low (Fig. 5.9). The horizontal velocities are flowing towards peaks
and away from valleys, and there is very little horizontal variation in pressure
(Fig. 5.10).
5.7.1.2 ft = 1: The layer collides with the plate
At time ft = 1, the plate is at the bottom of its trajectory and the
bottom of the layer is colliding with the plate, increasing the density of the
layer slightly near the plate. This produces a shock near the plate at the
boundary between very hot region right next to the plate and the rest of the
layer which is still cold (Fig. 5.8). The flow below the shock has been stopped
by the plate and has nearly zero vertical velocity, while the rest of the layer
is still falling rapidly towards the plate (Fig. 5.9). A region of high pressure
is developing behind the shock, and a small horizontal pressure gradient is
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developing behind the shock; the pressure gradient points towards the peaks
and away from the valleys, in a direction which will oppose the horizontal
velocity at this time (Fig. 5.10). The magnitude of the horizontal velocities
has decreases slightly compared to ft = 0.975, but there is little change in ux.
5.7.1.3 ft = 1.125: The shock propagates through the layer
At time ft = 1.125, the plate is moving upwards and the shock has
propagated through most of the layer. Most of the layer is compacted on the
plate, although the tips of the peaks are still dilute and above the shock, as can
be seen from the volume fraction and temperature fields (Fig. 5.8). Nearly the
entire layer is moving upwards with the plate, although the tips of the peaks
are still falling towards the plate. The entire part of the layer behind the shock
is at a high pressure; peaks and valleys have developed in the pressure profile,
reflecting the peaks and valleys in the density (Fig. 5.9). This produces strong
horizontal gradients in the pressure, again pointing away from the peaks and
toward the valleys. This pressure gradient has begun to reverse the direction
of ux in the regions behind the shock, although the horizontal velocities are
very small at this time (Fig. 5.10). The horizontal velocity above the shock
has not changed significantly; the shock front creates the pressure gradient
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Figure 5.8: Volume fraction ν (left column) and granular temperature T (right
column) from continuum simulations at a slice y = 21σ parallel to the x − z
plane at times 0.875 ≤ ft ≤ 1.25 when the shock is forming and propagating
through the layer. The colorbar below each column represents the scale for all
pictures in that column. The plate is a thick red line in the left column and a
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Figure 5.9: Vertical velocity uz (left column) and granular pressure P (right
column) from continuum simulations at a slice y = 21σ parallel to the x − z
plane at times 0.875 ≤ ft ≤ 1.25 when the shock is forming and propagating
through the layer. The colorbar below each column represents the scale for all
pictures in that column. The plate is a thick black line in the left column and
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Figure 5.10: Horizontal velocity ux (left column) and the horizontal derivative
of granular pressure ∇xP = ∂P∂x (right column) from continuum simulations at
a slice y = 21σ parallel to the x − z plane at times 0.875 ≤ ft ≤ 1.25 when
the shock is forming and propagating through the layer. The colorbar below
each column represents the scale for all pictures in that column. The plate is
a thick black line in both columns.
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5.7.1.4 ft = 1.25: The shock leaves the layer
At time ft = 1.25, the shock has propagated through the layer and
is now leaving the layer. The entire layer is compact on the plate, and the
amplitude of the peaks and valleys are starting to decrease (Fig. 5.8). The
layer itself has cooled rapidly due to inelastic collisions; a portion of the low
density region above the layer is quite hot, and the shock front is still visible
as the boundary between the hot region and the cold region above it. The
entire layer is moving upwards with the plate, and the shock front acts as
a boundary between low density regions still falling and low density regions
now moving upwards (Fig. 5.9). The pressure is high in the layer, with a very
nonuniform horizontal profile. The horizontal velocity has now changed so
that there is a strong net flow pointing from high pressure to low pressure –
away from peaks and towards valleys (Fig. 5.10). This velocity profile sets up
the sloshing motion which will flatten the layer and then produce peaks and
valleys in their new locations (see Fig. 5.5).
5.8 Discussion
Standing wave patterns form in oscillated granular systems above a
critical value of Γ. These patterns oscillate subharmonically with the driving
frequency of the plate. Continuum simulations and MD simulations without
friction both yield stripe patterns for a range of driving frequencies. Both sim-
ulations yield patterns with good agreement between the dominant wavelength
of patterns for the same frequencies of oscillation. These wavelengths are con-
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sistent with dispersion relations found experimentally for frictional particles.
These simulations provide important information about the dynamics
of standing wave patterns in shaken layers. The peaks and valleys are produced
by a sloshing motion indicated by alternating directions of flow in the hori-
zontal direction perpendicular to the stripes [6]. However, the energy needed
to fluidize the system and drive these waves is input into the layer from a
vertically oscillating plate with no horizontal component of oscillation. The
transmission of energy into the system and the creation of horizontal sloshing
motion is apparently linked to shock creation and propagation.
Each collision with the plate produces a shock which creates a sharp
boundary between regions which differ in density, temperature, pressure, and
both vertical and horizontal velocities. The sharp pressure gradients produced
by the travel of the shock through the layer drive horizontal flow from high
pressure to low pressure regions. This behavior creates the sloshing motion
which drives the f/2 patterns in the system. Thus standing wave patterns
seem to be intrinsically linked to shocks propagation in shaken layers.
In the next chapter, we investigate how increasing Γ through a critical
value affects the properties of pattern formation in the shaken layer. In addi-




Onset of Standing Wave Patterns and the
Role of Fluctuations
We investigate the onset of patterns with increasing Γ in continuum
simulations, and explore the effect of changing Γ on patterns formed above
this onset. We compare these results to the effect of changing Γ on onset and
patterns in MD simulations. Finally, we describe the effect of fluctuations
due to finite particle number in the MD simulation and use Swift-Hohenberg
theory to investigate how these fluctuations produce differences between MD
and continuum simulations.
6.1 Onset of Patterns in Shaken Granular Layers
Experiments and simulations have shown that the dimensionless accel-
erational amplitude Γ plays an important role in pattern formation in shaken
granular layers [7, 75, 76]. For Γ < 1, the maximum acceleration of the plate
is less than that of gravity, and the layer rides up and down on the plate as a
static pile. As Γ increases past unity, the layer is thrown off the plate at some
point in the cycle, and collides with the plate later in the cycle. Initially, the
layer remains relatively flat throughout its flight, but as Γ is increased through
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a critical point Γc, standing wave patterns form.
We investigate the onset of patterns for increasing Γ in MD and contin-
uum simulations. We also investigate how changing Γ affects layer properties
both above and below the critical value of onset in these simulations.
6.2 Simulation Parameters
We investigate patterns formed as Γ is increased through the range
1.7 ≤ Γ ≤ 2.3. Frequency is held constant at f ∗ = 0.4174, except in Sec. 6.6,
where frequency is changed to f ∗ = 0.25 to explore the relationship between
noise and the wavelength of the pattern. As in Chapter 5, we simulate standing
wave patterns in layers in which the number of particles in the container
per unit area of the bottom plate is 6/σ2, corresponding to layers that are
approximately 5.4σ deep as poured.
6.2.1 Molecular Dynamics Simulations
As in Chapter 5, the particles are constrained between a bottom plate
which oscillates sinusoidally between height z = 0 and z = 2A, and an upper
plate which is fixed at z = 200σ. For f ∗ = 0.4174, the wavelength found
in larger cells was λ = 21σ (see Fig. 5.2). We use cells of size 42 × 42σ in
horizontal extent, such that two wavelengths fit in the box, except in Sec. 6.6,
where we explore the relationship between noise and the wavelength of the
pattern. The number of particles in the cell is 42,000 except in Sec. 6.6, where
it varies with container size.
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We use a velocity-dependent coefficient of restitution (Eq. 3.29), with
e0 = 0.7. There is no friction between particles, and the top and bottom plates
are modeled as frictionless plates of infinite mass. Boundary conditions in the
horizontal directions are periodic to avoid sidewall effects.
6.2.2 Continuum Simulations
As in the previous chapter, the granular fluid is contained between an
impenetrable bottom plate which oscillates sinusoidally between height z = 0
and z = 2A, and an upper plate which oscillates with the bottom plate at a
height 80σ above the bottom plate. For direct comparison to MD simulations,
we use cells of the same horizontal extent as those used in MD simulations,
and the total mass of the layer is the same as well. Throughout this chapter,
grid spacing in the horizontal direction is ∆x = ∆y = 2σ, and the vertical
grid size is ∆z = 0.2σ. The dissipation is characterized by the coefficient of
restitution e = 0.7, and boundary conditions in the horizontal directions are
periodic to avoid sidewall effects.
6.3 Onset of Patterns for Increasing Γ
6.3.1 Layers Above and Below Onset of Patterns
Both continuum and MD simulations exhibit pattern formation above
a critical acceleration of the plate (cf Chapter 5). Below the critical value of
Γ, standing wave patterns are not observed (Fig. 6.1). For Γ = 2.2, both MD
(Fig. 6.1(b)) and continuum (Fig. 6.1(d)) simulations show well defined peaks
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and valleys which form stripe patterns with two wavelengths fitting in the box.
The only difference between this system and that investigated in Sec. 5.4 is
the horizontal size of the cell; these patterns look very similar to a section of
the patterns formed in the larger cell (Fig. 5.1). Reducing the accelerational
amplitude to Γ = 1.9 while keeping all other parameters constant, yields no
ordered waves in either MD (Fig. 6.1(a)) or continuum (Fig. 6.1(c)). Thus both
continuum and MD simulations appear to have a critical value of Γ somewhere
in the range 1.9 ≤ Γc ≤ 2.2, such that no patterns are formed for Γ < Γc, and
patterns are formed for Γ > Γc.
6.3.2 Growth and Ordering of Patterns With Increasing Γ
Despite the similarities, differences between MD and continuum sim-
ulations are observable. For Γ = 1.9, the continuum simulation yields a
very smooth, flat layer (Fig. 6.1(c)), while MD exhibits visible fluctuations
(Fig. 6.1(a)). For Γ = 2.2, the continuum simulations produce stripes
(Fig. 6.1(d)) which are much smoother than those found in MD simulation
(Fig. 6.1(b)). These results duplicate those found in larger cells (see Fig. 5.1).
To explore the differences between the two simulations, we investigate

























Figure 6.1: An overhead view of the layer of grains, showing the center of
mass height zcm(x, y) of the layer as a function of location in the box, for (a)
MD simulations with a plate acceleration with respect to gravity Γ = 1.9, (b)
MD simulations with Γ = 2.2, (c) continuum simulations with Γ = 1.9, and
(d) continuum simulations with Γ = 2.2. Peaks corresponding to large zcm are
shown in white, while valleys corresponding to small zcm are shown in black.
The grayscale for all four images use the same units as shown by the colorbars
on the right of the figure.
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6.3.3 Characterizing patterns
To measure the size of patterns and fluctuations, we examine the nondi-
mensional deviation of the height of the center of mass of the layer as a function
of horizontal location in the cell from the center of mass height averaged over
the cell at that phase in the cycle: ψ(x, y, t) = (zcm(x, y, t) − 〈zcm(x, y, t)〉) /σ,
where x and y are the horizontal coordinates, t is the time in the cycle, and
the brackets represent an average over all horizontal locations in the cell at
time t.
Throughout this chapter, we characterize the patterns at a phase one
quarter of the way through a sinusoidal oscillation cycle, such that the height
of the plate zp = A, and the plate is moving upwards. Using this definition,
〈ψ2(t)〉 represents the mean square deviation of the height of the layer from
the mean height of the layer at that phase of the plate. 〈ψ2〉 is large for layers
with high amplitude patterns or fluctuations, and goes to zero as the layer
becomes perfectly flat.
In addition to 〈ψ2〉, we distinguish between ordered patterns (stripes)
and disordered fluctuations by characterizing the long range order of the pat-
tern. To characterize the long range order of the patterns, we first calcu-
late the power spectrum of the pattern: S (kx, ky, t) =
∣∣∣ψ̃ (kx, ky, t)∣∣∣2, where





ψ (x, y, t) e−ikxxe−ikyydxdy. We then transform to polar




y, kθ = tan
−1 (ky/kx) to find S(kr, kθ, t)
in the range 0 ≤ kθ < π. We integrate radially and time-average to find
the angular orientation of the power spectrum: S(kθ) =
∫ K
0
S (kr, kθ) krdkr,
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where K = 2π∆xbin
Lx
. We bin kθ into 21 bins between kθ = 0 and kθ = π, and
characterize the long range order of the patterns by the fraction of the total






where Smax is the integrated power within an angle π/21 of the maximum
value of S (kθ). Thus Pmax is the fraction of the total power that lies within
approximately π/21 of the angular location of the maximum power. For a
perfectly disordered state with equal power in all directions, Pmax would ap-
proach 1
21
≈ 0.05, while Pmax = 1 for a state with all power in a single bin.
Thus Pmax provides a measure of order when stripes form.
6.3.3.1 Onset of patterns in continuum simulations
We investigate the onset of patterns in continuum simulations by com-
paring 〈ψ2〉 of standing waves for different values of Γ. Each simulation begins
with a flat layer above the plate with small amplitude random fluctuations.
The simulation is run until it reaches a periodic state, at which point 〈ψ2〉 is
calculated as an average over ten cycles of the same phase of the plate.
For Γ  1.95, the initial fluctuations decay rapidly until the layer is
quite flat, as represented by negligible values of 〈ψ2〉 (Fig. 6.2). As Γ increases,
there is a sudden onset to large amplitude waves, as seen by the sudden jump
in 〈ψ2〉 in Fig. 6.2. This onset occurs at the critical value Γc = 1.955 ± 0.005.
For Γ < Γc, initial fluctuations decay until it the layer is very flat, while for all
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layers above onset (Γ > Γc) , these waves produce ordered patterns of stripes
similar to those in Fig. 6.1(d).
6.3.3.2 Onset of patterns in molecular dynamics simulations
We examine the onset of patterns in MD simulations using the same
methods as for continuum equations. Fig. 6.2 shows the mean square height
deviation 〈ψ2〉 as a function of Γ for MD simulations as well as for continuum
simulations. For each value of Γ, the simulation was run for 400 cycles of
the plate until the layer has reached a periodic state, then ψ and S (kθ) are
calculated from an average of the next 100 cycles.
As in continuum simulations, 〈ψ2〉 increases as Γ is increased. Unlike
the continuum results, 〈ψ2〉 is non-negligible in MD simulations even for Γ <
1.95. There is still a definite increase in the slope of the curve, but it is delayed
until Γ > 2.1, and there is no sharp transition from completely flat layer to
standing wave patterns as there is in continuum simulations.
Although 〈ψ2〉 changes relatively smoothly, making it difficult to pin-
point an onset of patterns from the amplitude alone, there is a distinct onset
of long range order in the system (Fig. 6.3). For low Γ, the fluctuations are
disordered (cf Fig. 6.1(a)), while for higher Γ, standing wave stripe patterns
are observed (cf Fig. 6.1(b)). A clear transition from disordered fluctuations
to an ordered stripe pattern is demonstrated by the sharp increase in Pmax as
Γ crosses the critical value for long range order determined from Fig. 6.3(b)
as ΓLRc = 2.15 ± 0.01.
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Figure 6.2: The mean square deviation 〈ψ2〉 of the local center of mass height
from the average center of mass height of the entire layer as a function of
changing accelerational amplitude Γ for MD (triangles) and continuum (cir-
cles) simulations. The vertical dotted line represents the onset of stripe pat-
terns in the continuum simulations (Γc = 1.955). For this figure, 〈ψ2〉 was
































Figure 6.3: Comparison of MD simulations (triangles) to the Swift Hohenberg
model (solid lines) for (a) 〈ψ2〉, and (b) Pmax as a function of control parameter
ε (bottom axis) for SH, and Γ (top axis) for MD. This plot is obtained by using
the parameters for SH simulations which give the best fit between MD and SH
simulations. This fit yields a noise strength F = (1.2±0.2)×10−2 and a delayed
onset of long range orderεMFc = 0.094 corresponding to Γ
LR
c = 2.15 ± 0.01 in
MD (the vertical dotted line in the figure). The global ordering jumps sharply
at εMFc = 0.10 (corresponding to Γ
LR
c = 2.15 in MD), representing a transition
to stripe patterns, while 〈ψ2〉 increases smoothly through that transition. This
fit predicts a mean field onset value of ΓMFc = 1.965± 0.007, corresponding to
εMFc = 0 (the vertical dashed line in the figure.)
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6.4 Fluctuating Hydrodynamics
The MD simulations differ from continuum simulations in a few signifi-
cant ways. First, noisy fluctuations are visible below onset in MD simulations
(Fig. 6.1(a)), while continuum simulations are flat to within less than a particle
diameter below onset (Fig. 6.1(c)). In addition, even above onset of stripes,
patterns appear noisy in MD (Fig. 6.1(b)), while continuum simulations yield
much smoother stripes (Fig. 6.1(d)). These behaviors are reflected in a differ-
ence in 〈ψ2〉 between continuum and MD simulations (Fig. 6.2), and a delayed
onset of long range order in MD simulations when compared to continuum
simulations (Fig. 6.3(b)), where the onset of long range order coincides with
the onset of non-negligible 〈ψ2〉.
The delayed onset of long range order, coupled with disordered coher-
ent fluctuations below that onset, are features characteristic of noise-driven
damped hydrodynamic modes close to a bifurcation. Near the onset of con-
vection patterns in Rayleigh-Bénard convection of fluids, fluctuations caused
by thermal noise create deviations from dynamics predicted from the Navier-
Stokes equations without a noise source. These fluctuations are described by
the addition of noise terms to the Navier-Stokes equations [66, 123]. Fluctu-
ating hydrodynamics theory accurately describes the dynamics of fluids near
the onset of convection [91,108,121].
Due to the relatively small number of particles per wavelength in gran-
ular systems, fluctuations caused by noise may be quite significant in the
granular shaker. Since the hydrodynamic model used in the continuum sim-
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ulations does not include a stochastic noise term characteristic of fluctuating
hydrodynamics, the differences between the continuum and MD simulations
may be consistent with the presence of strong noise in the MD simulations due
to the small number of particles per wavelength. We test whether discrepen-
cies between continuum and MD simulations are consistent with fluctuating
hydrodynamics by comparing results from MD simulations to those from the
Swift-Hohenberg model.
6.4.1 Swift-Hohenberg Simulations
The Swift-Hohenberg (SH) model was developed to describe noise-
driven phenomena near the onset of long range order in Rayleigh-Bénard con-






ε − (1 + ∇2)2)ψ − ψ3 + η (x, t) , (6.2)
where ε is the bifurcation parameter, and η is a stochastic noise term of
strength F , such that 〈η (x, t) η (x′, t′)〉 = 2Fδ (x − x′) δ (t − t′) and 〈η (x, t)〉 =
0. In the absence of stochastic noise (F = 0), called the mean field (MF) ap-
proximation, there is a sharp onset of stripe patterns with long range order at
ε = εMFc = 0 [102, 108]. For F = 0, the nonlinearity acting on the noise will
delay the onset of long range (LR) order to a new critical value: εLRc > 0. The
delay in onset is characterized by ∆εc = ε
LR
c − εMFc . In addition, the presence
of noise creates disordered fluctuations below the onset of long range order
(ε < εLRc ).
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We numerically solve the SH equation Eq. 6.2, using the scheme de-
scribed in [22], on a 42 × 42 grid with periodic boundary conditions, using
integration timesteps of 0.5. The box is chosen to be size Lx = Ly = 4π, so
that two wavelengths of the resulting pattern fit in the box, to match MD and
continuum simulations. The simulation was allowed to run for 8000 timesteps
to reach a final pattern, then 〈ψ2〉 and S (kθ) were calculated from an average
of the next 2000 timesteps.
6.4.2 Comparing Swift-Hohenberg and molecular dynamics simu-
lations
To find the strength of the noise and the mean field onset corresponding
to our MD simulations, we fit the SH model to the data from MD simulations
(Fig. 6.3) by varying three parameters corresponding to F , ∆εc, and an overall
scale factor, as in [82].
Of the three parameters, only the noise strength F changes the overall
shape of the curve. For a given F , the SH simulation is run for a range of
−0.2 ≤ ε ≤ 0.2, and ψSH and Pmax are calculated from the steady state
solution for each value of ε.
Note that 〈ψ2SH〉 in SH simulations is found as a function of control
parameter −0.2 ≤ εSH ≤ 0.2, where in MD simulations, 〈ψ2MD〉 is found as
a function of control parameter 1.7 ≤ Γ ≤ 2.3. To compare the onset of the





where ΓMFC is the mean field onset of patterns, comparable to εSH = 0. How-
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ever, we do not know a priori the value of ΓMFC .
The onset of long range order is used to establish a correspondence
between Γ and ε. For MD simulations, we measure the onset of long range
order as the point of sharpest increase in Pmax (Fig. 6.3(b)). In SH simulations,
∆εc represents the onset of long range order. We match the single point of
steepest increase of Pmax between the two curves. The measured value ∆εc in
SH then predicts the mean field onset ΓMFC corresponding to εMD = 0.
Once the relationship between Γ and ε is determined, the overall scale
factor for a given F is found by a least squares fit between 〈ψ2SH〉 and 〈ψ2MD〉
for the range 1.7 ≤ Γ ≤ ΓLRc (see Fig. 6.3(b)). This minimization procedure
gives the best possible fit for a given value of F .
This entire procedure is repeated for varying F , minimizing the squared
residual R2 =
∑
(〈ψ2MD〉 − 〈ψ2SH〉)2 /N , where N is the number of bins. The
best fit yields an onset of long range order at ∆εc=0.94, corresponding to
ΓLRc = 2.15. Figure 6.3(a) shows < ψ
2 > as a function of ε for SH simulations,
and as a function of Γ for MD simulations. The fit shows good agreement in
〈ψ2〉 below ε = 0 (Fig. 6.3). Although the parameters are fit only in the range
1.7 ≤ Γ ≤ ΓLRc , agreement is reasonable even for Γ > ΓLRc .
The three parameter fit not only allows for agreement in 〈ψ2〉, but also
matches the measure of order Pmax in the SH model to that found in MD
simulation (Fig. 6.3(b)). In both MD and SH simulation, below the critical
value of long range order, the fluctuations are disordered, leading to a small
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Figure 6.4: The squared residual R2 between 〈ψ2MD〉 and 〈ψ2SH〉 as a function
of the noise strength F used in SH simulations. The best least squares fit is
given by F = (1.2 ± 0.2) × 10−2.
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value in Pmax. Crossing the critical value, Pmax jumps up significantly, and
the observed patterns are ordered stripes. Below the onset of stripes, when
the fluctuations are constantly shifting and changing, there is significant un-
certainty in finding the value of Pmax, as seen by the noisy curve on the plot.
Above this onset, however, the standing waves produce stable stripes, and Pmax
plateaus and remains quite constant, with good agreement between MD and
SH simulations. Finally, the mean field onset ΓMFc = 1.965 ± 0.007 predicted
by this fit agrees remarkably well with the critical value Γc = 1.955 ± 0.005
found in our simulations of Navier-Stokes order continuum equations.
6.5 The Effect of Noise on Onset
In the MD simulations shown thus far in this chapter, there are only
42, 000 particles in a system which is two wavelengths square in horizontal
extent, and roughly one quarter of a wavelength deep. The hydrodynamic
equations, however, treat the system as if it were a real continuum. In fluids,
thermal noise due to finite particle number is accounted for by fluctuating
hydrodynamic models with extra terms added to the Navier-Stokes equations
[66,123]. For this study, we used no stochastic forcing term in the continuum
equations, so the only noise in the system is due to numerical methods, and
should be negligible. Continuum simulations should be compared to results
from MD in the absence of noise.
The continuum simulation shows a sharp bifurcation from a flat layer
to a layer with ordered stripes, as fits the prediction of the SH model with-
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out noise. In addition, SH simulations with noise are able to fit both the
dependence of 〈ψ2〉 on control parameter ε, and the delay in long range order
Pmax found in MD simulations . Finally, the value Γc = 1.955 ± 0.005 found
in continuum simulations agrees remarkably well with the mean field onset
ΓMFc = 1.965 ± 0.007 from MD simulations.
This agreement supports the hypothesis that the differences between
the global behavior at onset for the continuum and MD simulations are due
to the presence of noise in the MD simulation. The strength of the noise is
such that it plays a strong role in the overall behavior of the system for a large
range both above and below the mean field onset.
6.6 The Effect of Changing Frequency on Noise Strength
Throughout this chapter up to this point, investigation was limited to
a single frequency, f ∗ = 0.4174. We now examine the effect of fluctuations on
layers shaken at a different frequency, f ∗ = 0.25.
6.6.1 Growth of Patterns and Fluctuations for Varying Frequency
We investigate the effect of changing frequency on the onset of patterns
in MD simulations. For cells of horizontal extent 168σ × 10σ, layers shaken
with a frequency f ∗ = 0.25 form peaks with a dominant wavelength λ = 42σ,
which is twice the wavelength found for patterns investigated throughout this
chapter at f ∗ = 0.4174 (see Fig. 5.2).
We examine layers shaken at f ∗ = 0.25 in cells of size Lx = Ly = 2λ =
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84σ, while holding layer depth H = 5.4 and restitution coefficient e = 0.70
constant. We vary Γ through the same range 1.7 ≤ Γ ≤ 2.3 investigated
for f ∗ = 0.4174 in cells of size Lx = Ly = 2λ = 42σ earlier in this chapter,
and compare the two frequencies. For frictional particles, square patterns are
formed for f ∗ = 0.25, although in the absence of friction, peaks and valleys
remain disordered, and no regular square lattice forms in experiments or MD
simulations [39,80].
We examine the onset of patterns in MD simulations using the same
methods as in Sec. 6.3.3.2. Fig. 6.5 shows the growth of 〈ψ2〉 normalized
by the mean center of mass height of the layer squared σ2 〈ψ2〉 / 〈zcm〉2 =〈
(zcm − 〈zcm〉)2
〉
/ 〈zcm〉2 for MD simulations with frequencies f ∗ = 0.25 and
f ∗ = 0.4174. In each case, the simulation is run for 400 cycles of the plate at
each value of Γ until the layer has reached a periodic state, then ψ is calculated
from an average of the next 100 cycles.
The lower frequency (f ∗ = 0.25) exhibits a much sharper jump in
〈ψ2〉 than that seen at f ∗ = 0.4174. Below this onset, the curve is much
flatter for f ∗ = 0.25, while at f ∗ = 0.4174, the curve increases much more
gradually through onset. This sharper onset is consistent with lower noise
strength for f ∗ = 0.25 than that found for f ∗ = 0.4174. In addition, the rapid
growth of peaks and valleys occurs at a much smaller value of Γ for f ∗ = 0.25,
corresponding to an onset even below the mean field onset ΓMFc for the larger
cell.
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Figure 6.5: Comparison of growth of 〈ψ2〉 normalized by the mean center of




/ 〈zcm〉2 for MD
simulations with f ∗ = 0.25 (squares) and f ∗ = 0.4174 (triangles). Both fre-
quencies use a layer depth H = 5.4σ, with a cell of size 2λ × 2λ in the hori-
zontal direction, where the dominant wavelength λ = 21σ for f ∗ = 0.4174 and
λ = 42σ for f ∗ = 0.25.
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6.6.2 Noise Strength Variation with Frequency
We follow the same procedure as in Sec. 6.4.2 to fit the data from MD
simulation to the Swift-Hohenberg model. Unlike the stripe patterns formed
for f ∗ = 0.4174, only disordered peaks are found for f ∗ = 0.25. Thus the onset
of long range order is ill defined in this case. However, this lower frequency
exhibits a much sharper onset in the growth of 〈ψ2〉, which is used to find ∆εc.
The best fit yields a noise term F = (4 ± 3)× 10−4, and a mean field onset of
ΓMFc = 1.85 ± 0.01.
Note that the noise strength at f ∗ = 0.4174 is approximately 30 times
larger than the noise strength at f ∗ = 0.25. This leads to qualitatively different
behavior of 〈ψ2〉 near onset, yielding a smoother curve for the higher frequency
and a sharper onset for lower frequency. Finally, the onset is barely delayed for
the lower frequency, with ∆εc = 0.01 for f
∗ = 0.25, as opposed to ∆εc = 0.10
for f ∗ = 0.4174.
How can this wide variation in F be explained? The noise strength
found in Rayleigh-Bénard (RB) systems provides an analogy for this problem.
















where kB is the Boltzmann constant, q0 is the dominant nondimensional wavenum-
ber at onset, Pr = µ
ρκd
is the Prandtl number, κd = κ/ρcp is the thermal dif-
fusivity, cp is the specific heat at constant pressure, ρ is density, d is the depth
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of the layer, and ξ0, τ0, and Rc are dimensionless numbers characterizing the
Rayleigh-Bénard system and associated boundary conditions [48,115].
A functional form for the noise strength in shaken granular layers has
not yet been found as it has for the Rayleigh-Bénard system. Finding such a
formula could allow calculation of the noise strength for a variety of parameters
for the granular shaker. However, in the granular shaker, ρ, T , µ, and κ vary
significantly both spatially and temporally throughout the cell during one
oscillation of the cell. Thus it is non-trivial to find such a relation.
For an estimate of F for the granular system, we naively apply the anal-
ogous noise strength from Rayleigh-Bénard convection (henceforth referred to
as the “RB noise”) to various points in the cycle. We use the functional form
FRB = q0C0FRB, where C0 =
2kB
ξ0τ0Rc
is a nondimensional constant (note that
granular temperature is defined such that kB = 1 for granular systems and




a nondimensional term which contains the entire functional dependence on
hydrodynamic fields n,u, and T . We take the depth d = 5.4σ to be the layer
depth at rest, and q0 represents the dimensionless wavenumber of patterns
near onset. We calculate the specific heat cp using a relation derived from the






χ + ν dχ
dν
, (6.4)
where χ = 1 + 2(1 + e)G(ν). We then calculate FRB at various times and
locations in the cell, from n, T , u calculated from one cycle of the continuum
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ft FRB(0.25, ft) FRB(0.4174, ft) λ(0.25)/σ λ(0.4174)/σ
0 0.0005 0.0351 42 21
0.125 0.0002 0.0019 42 21
0.25 0.0002 0.0002 42 21
0.375 0.0011 0.0007 42 21
0.5 0.0089 0.0060 42 21
0.625 0.0190 0.0202 42 21
0.75 0.0177 0.0414 42 21
0.875 0.0214 0.0622 42 21
Table 6.1: Coefficient of RB noise strengths FRB at the densest region of the
cell for f ∗ = 0.25 (FRB(0.25, ft)), and for f ∗ = 0.4174 (FRB(0.4174, ft) are
tabulated for various times ft in the cycle (MD simulation). Also shown is
the wavelength in units of particle diameter (λ(f ∗)/σ) for each frequency.
simulation at Γ = 2.2.
The value of FRB calculated at the most dense location in the cell at
a time ft during an oscillation of frequency f ∗ is defined as FRB(f ∗, ft). We
examine the simulations in cells of horizontal extent 126σ × 10σ previously
investigated in Sec. 5.5 to determine FRB(f
∗, ft). After starting from an ar-
tificial flate state, the simulations are run for 30 cycles of the plate, then
FRB(f
∗, ft) is calculated for the next cycle of the plate. We display FRB at
various times ft in the oscillation cycle for both f ∗ = 0.25 and f ∗ = 0.4174
(Table 6.1).
The value of q0 (0.4174) FRB (0.4174, ft) ranges from 2 × 10−4 to 6 ×
10−2; the noise found by fit to MD simulations for the same frequency was
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0.0000 2 69.1015 138.2031
0.125 2 9.1250 18.2499
0.25 2 0.9085 1.8170
0.375 2 0.6399 1.2799
0.5 2 0.6715 1.3430
0.625 2 1.0639 2.1277
0.75 2 2.3329 4.6658
0.875 2 2.9091 5.8181
Table 6.2: The ratio of the RB noise strength for f ∗2 = 0.4174
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in Table 6.2. The RB ratio varies from approximately 1.3 to 140, depending
on the time in the cycle ft. The equivalent ratio of measured noise strengths
obtained by fit of the SH equation to MD simulations is 1.2×10−2/4×10−4 =
30.
The contributions to this ratio are shown separately for the ratio of di-
mensionless wavenumbers and for the functional dependence on the flow fields
n, T , µ, cp, and κ. The ratio of the wavenumbers above onset is always 2, since
the wavelength selected for f ∗ = 0.25 is twice that selected for f ∗ = 0.4174.
This term alone predicts a larger noise strength in the higher frequency, which
corresponds to the observed noise strengths, although it does not account for




1 , ft) varies greatly through-
out the cycle, from 0.6 to 69. This is due to the quickly changing flow fields
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in the problem. This behavior is contrasted to Rayleigh-Bénard systems, in
which these terms are usually relatively constant in both space and time.
At all times in the cycle, combining these terms into the Rayleigh-
Bénard formula for noise strength correctly predicts that the noise strength
should be larger for f ∗ = 0.4174 than for F ∗ = 0.25. However, the RB ratio
of noise strengths varies over two orders of magnitude, with the largest ratio
measured from the point in the cycle when the layer just begins to collide with
the plate, and the lowest ratio measured from the time in the cycle when the
layer is off the plate completely.
The measured ratio of 30 falls within the range set by the RB noise
term. It may be hypothesized that the large value is due to the fact that the
velocity fields which create the peaks and valleys are created when the layer
contacts the plate, when the largest ratio is found from the RB noise. However,
we are not able to make any quantitative predictions about the noise strength.
Much more data from MD simulations is needed in order to propose and test
a theory for granular shakers of the type used in Rayleigh-Bénard systems.
6.7 Discussion
For the parameters under consideration, both MD and continuum sim-
ulations of granular materials form stripe patterns of comparable wavelength
above a critical value Γ > Γc, and display no stripes for Γ < Γc. The onset
of stripe patterns in MD simulations is considerably delayed when compared
with continuum simulations, and the amplitude of fluctuations below onset is
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significant in MD, and absent in continuum simulations. These differences can
be accounted for by the presence of noise in the system, and Swift Hohenberg
simulations allow us to predict the mean field onset from MD simulations,
which agrees well with the actual onset in continuum simulations.
We find the strength of the noise to be F = (1.2 ± 0.2) × 10−2 for
stripes at f ∗ = 0.4174, and F = (4 ± 3) × 10−4 for disordered squares at
f ∗ = 0.25. The noise strength in fluid systems is dependent on fields such as
temperature, density, and viscosity, as well as the wavelength of the pattern
formed. In shaker patterns, all of these fields tend to change when oscillation
frequency is altered. Finding and testing a functional form of these fields or
of the shaker parameters may be possible with extensive further investigation
using MD simulations or experiments. As in ordinary fluids, such a functional
form for granular systems may well depend on the wavelength of the pattern
as well as other variables such as temperature, density, and viscosity.
The value discovered experimentally for a slightly shallower granular
shaker system in a previous study F = 3.5× 10−3 [40] lies within the range of
noise values demonstrated in this investigation (F = 4 × 10−4 to 1.2 × 10−2.
The smallest noise strength found for granular shakers is comparable to the
largest noise strength found thus far in experiments in ordinary fluids, which
is F = 7.1× 10−4, while typical values are closer to 10−9 [82,121]. In our case,
the noise is strong enough to delay onset of long range patterns by 10% in
MD simulation, and influences strongly the behavior of the system well below
(more than 20% below) this onset. Noise should therefore play an important
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role in the behavior of real systems involving granular materials.
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Chapter 7
Future Work: Modifying the Continuum
Model
Continuum simulations of the Jenkins-Richman equations are able to
capture important aspects of shocks (cf Chapter 4) and pattern formation
(cf Chapter 5 and Chapter 6) in oscillated granular materials. However, this
study has also shown some important ways in which this model falls short of
capturing the entire range of behavior shown experimentally; these problems
will need to be addressed in order to use the continuum simulations to di-
rectly model experimental systems. Including noisy fluctuations and friction
between particles stand out as two important ways in which continuum simu-
lations could be modified to more accurately reflect the behavior of grains in
experiments. In this chapter, we briefly outline some possible methods which
can be used to incorporate such corrections into continuum equations similar
to the Jenkins-Richman equations.
7.1 Granular Fluctuating Hydrodynamics
Experiments have shown [40] the existence of fluctuations below the
onset of patterns, which may be accounted for by fluctuating hydrodynamic
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theory. We have presented evidence in Chapter 6 that MD simulations of
shaken grains yield results which are consistent with the presence of noise that
is absent in continuum simulations, and that the noise strength in granular
shakers is large compared to noise found in ordinary fluid convection. Thus
while the continuum equations were able to reproduce wavelengths seen ex-
perimentally, the onset of patterns is strongly influenced by the presence of
noise in MD simulations. This behavior cannot be reproduced in continuum
equations without modification; finding a way to include fluctuating hydrody-
namics in continuum simulations would be a step towards directly reproducing
experimental results.
7.1.1 Further study of noise in the granular shaker
For Rayleigh-Bénard convection in ordinary fluids, the functional de-
pendence of the thermal (kBT ) noise on hydrodynamic variables (Eq. 6.3) is
known [48, 115], allowing noise to be included in model equations such as the
SH equations with stochastic forcing of the appropriate strength. However,
the equivalent dependence is not known for shaken granular layers. We were
able to find the required noise strength for a single frequency and layer depth
of shaken grains only by extensive MD simulations and comparison to the
SH model equations (Chapter 6). To make matters worse, the noise strength
appears to have a strong dependence on shaking parameters (noise strength
changes by a factor of 30 when frequency changes by a factor of 2). Creating
a granular model able to simulate wide parameter ranges would require better
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understanding of the noise strength for more than just two sets of parameters.
Here we propose a method for investigating the strength of noise for granular
systems.
One procedure for investigating the noise strength in shaken layers
would be to empirically find the amount of noise present for various shaker
parameters, and attempt to extract a functional dependence from the data.
This could be accomplished with either MD simulations or experiments; MD
simulations would perhaps be a more productive starting point since the par-
ticle properties can be more precisely controlled. We propose the following
procedure (a study similar to this procedure is currently being conducted by
Jennifer Kreft):
1. Conduct several MD simulations of layers shaken at different frequencies.
2. For each frequency, repeat the basic procedure in Chapter 6: measure
pattern and fluctuation properties as Γ is varied near onset, then fit SH
simulations to the MD data. Extract the noise strength needed for each
frequency.
This procedure will yield an empirical curve of noise strength vs. frequency
which would be a useful starting point for our investigations.
However, the results from this survey would still be quite limited. For
instance, if there is a dependence of noise strength on layer depth, this pro-
cedure would have to be repeated for different layer depths. This limitation
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indicates the basic shortcoming of the procedure: the SH model equation
would require the fitting procedure to be repeated to find the noise strength
for each new parameter. It would be much more useful if we could find a
functional dependence of noise strength on the shaker parameters, as has been
done for Rayleigh-Bénard convection, where the parameters (such as critical
Rayleigh number, temperature and density in the cell) are combined into a
single dimensionless number (see Eq. 6.3) for the noise strength, proportional
to kBT .
We could attempt to extract this information from our basic procedure
by the addition of further steps:
3. For each frequency, calculate the hydrodynamic variables n, u, T , and
the wavelength of the pattern near onset.
4. Once data has been taken for a wide range of frequencies and layer
depths, attempt to find a nondimensional combination of variables which
can fit the noise strength for a variety of parameters (similar to the noise
strength dependence in Eq. 6.3).
If such a functional form could be found, the SH equation (or a simi-
lar continuum model equation) could be used to model bifurcations in shaken
granular layers without first having to re-fit the noise strength to each new
set of parameters. However, there is a fundamental difficulty with applying
this method to the granular shaker system. Unlike Rayleigh-Bénard systems,
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oscillated granular layers exhibit strong spatial and temporal variation of hy-
drodynamic variables, both above and below the onset of patterns (see the
shocks in Chapter 4 for an example of strong variation even in the absence of
patterns). Thus it may be difficult to find a single nondimensional number to
characterize the noise strength. Where and at what time do you measure the
variables? Does the noise depend on average over the cycle, or is there a time
or place in the cycle which sets the noise strength for the rest of the cycle?
These are questions which are difficult to answer in the granular shaker, where
time and spatial dependence are inseparable and it is difficult to isolate the
effects of one from the other.
7.1.2 Investigating noise in other systems
In addition to applications in model equations such as the SH equa-
tion, fluctuations can be incorporated directly into the governing equations
of fluid dynamics such as the Navier-Stokes equations [67, 68]. The average
noise strengths and correlations may be found as functions of µ, κ, and T .
I will not attempt to derive equivalent relations for granular systems at this
time. However, if such relations could be found, fluctuations could be directly
incorporated at the level of the JR equations. The new equations would need
to be tested by comparison to MD simulations or experiment.
Because of the difficulties involved in shaken granular layers (specifi-
cally the time and spatial dependence previously mentioned), other granular
systems may be useful testbeds for investigating the effects of noise. Specifi-
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cally, systems which limit or eliminate either temporal or spatial dependence
(or both) would be good candidates for such an investigation.
One such possible system would be a granular analogue to a Rayleigh-
Bénard (RB) system, where a granular material is heated from below. Un-
fortunately, it is experimentally difficult to enforce a set temperature at a
boundary for granular systems. It has been proposed that a layer vibrated
with a period small compared to the mean collisions time between particles
may be considered analogous to a thermal bath for granular materials [88].
MD simulations, however, have no such difficulty – a temperature may be
set by randomizing particle velocities upon collision with a boundary [107].
Convection rolls similar to those found in RB systems have been observed ex-
perimentally in experiments of high frequency vibrofluidized layers and in MD
simulations heated from below [88,107].
Molecular dynamics simulations of granular layers heated from below
may be a good test bed for investigating noise in granular systems, as they
are closely analogous to RB convection in ordinary fluids. They have the
additional advantage of developing steady-state convection rolls which would
eliminate temporal dependence, although spatial gradients will still exist. This
system could be a good candidate for testing the effect of fluctuations at both
the model equation level (since the appropriate noise for SH simulations is
known for RB fluid systems), as well as for fluctuations at the level of the JR
governing equations.
Finally, both temporal and spatial dependence could be eliminated in
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MD simulations of a homogeneously heated granular system in the absence of
gravity. Such a system has proven useful in investigations of granular mate-
rials due to the fact that it is possible to create steady-state solutions at a
uniform temperature [8, 120]. In a homogeneously heated simulation it would
be possible to set density and temperature and measure noise strength depen-
dence directly as the hydrodynamic variables are systematically varied. One
drawback is the possible gap between the behavior in such an artificial system
as compared to experimentally realizable systems.
7.2 Adding Friction to the Continuum Model
Adding friction to continuum simulations distinguishes itself as a top
priority for modeling realistic grains. In this work, our investigation of patterns
was limited by the absence of friction in our continuum model. We were limited
to studying stripe patterns, because we are unable to get square or hexagon
patterns without the presence of friction. In addition, MD simulations show
that frictionless particles display some important differences (e.g. onset of
patterns at lower Γ) than particles which include friction [80].
Due to these complications, we have been forced to use MD simula-
tions as an intermediary between continuum simulations and experiment; MD
simulations with friction reproduce experimental results well, so we compare
continuum results to frictionless MD results to evaluate the effectiveness of the
continuum model. Accounting for the effects of friction could allow continuum
simulations to be directly compared to experiments and may go a long way
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towards creating more realistic continuum models.
7.2.1 Continuum Models with Friction
The Walton collision model [119] used in our frictional MD simulations
models collisions between particles using both their relative normal velocities
(which are then modified by the normal coefficient of restitution), and the
relative velocities of the particle surfaces at contact (which are then modified
by frictional parameters). The normal velocities may be calculated by knowing
only the translational velocities of the centers of mass of the particles. The
surface velocities, however, include a contribution due to the tangential part of
the translational velocities plus a contribution due to the rotational velocities
(spin) of the particles.
As previously discussed, the Walton model is sufficient to allow accurate
modeling of experiments using MD simulations. However, a similar model has
not yet been successfully tested for continuum equations. Researchers have
attempted to account for friction in continuum theory in various ways. Below
we outline the basic approaches which have been used, and discuss advantages
and drawbacks of each, and how these issues inform the project of developing
continuum models with friction.
7.2.1.1 Including Rotations in Continuum Model
The Jenkins-Richman equations were derived from the Boltzmann-
Enskog equation by using a particle collision model in which the relative post-
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collisional normal velocities of colliding particles are modified by the normal
coefficient of restitution e. However, the tangential velocities are unmodified
from the collision rules for elastic particles, and particle rotations are neglected.
The starting point for most attempts to model friction in granular continuum
theories is to include both particle rotations and modified tangential velocities
in the collision model [42,57,72].
At the macroscopic level, including particle spin yields additional hy-
drodynamic variables: the average angular velocity due to particle rotations
ω, and the rotational temperature Tr, accounting for the average energy due to
particle rotations. In three dimensions, this approach yields four new partial
differential equations (PDE’s) based on balance laws for rotational tempera-
ture and for the three components of angular momentum. These equations
are coupled to the equations for translational motion due to the possibility of
energy and momentum being transferred between translational and rotational
degrees of freedom through collisions.
The downside of this model is that it increases the difficulty of the
numerical problem immensely. Integrating Navier-Stokes type equations for
compressible, viscous fluids is already a difficult numerical problem for three-
dimensional flows; the addition of four new coupled partial differential equa-
tions makes direct solution to these equations impractical with current com-
putational capabilities. To this date, I know of no attempts to try to calculate




Due to the difficulty involved, nearly all of the previous attempts to
add frictional dependence to continuum equations have made additional ap-
proximations to simplify the equations.
One approach to simplify these equations is to assume that the mean
particle spin is equal to half of the vorticity of the mean velocity [42,57] – that
is, that there is no local collisional supply of angular momentum. Another
approach is to consider specific cases in which the ratio between rotational
and translational energy is constant [57, 72]. These approximations attempt
to reduce the full equations, once derived, back into systems in which the
translational motion may be solved uncoupled from rotations. Using these
approximations, Jenkins and Zhang have reduced the equations to a model
in which the only effect including rotations is a modification to the normal
coefficient of restitution. This approach yields an “effective coefficient of resti-
tution” which includes a dependence on the coefficient of friction [57]. This
model has the advantage of simplicity – it effectively tries to account for ro-
tations based only on viewing friction as an additional mechanism for energy
loss. However, MD simulations of patterns have shown that simply chang-
ing the coefficient of restitution cannot reproduce stable square and hexagon
patterns [80].
Jenkins and Richman tried a different approach which modeled disks
in two dimensions [55] by defining a “generalized velocity” which includes
particle spin as a component of velocity, so that only one additional equation
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is needed to account for particle rotation. However, this approach yielded
two distinct theories: one for nearly frictionless particles, and a separate one
for very frictional particles which nearly reverse rotations during collision.
In a realistic system, either behavior may be possible depending on relative
colliding velocities of the particles.
Thus the incorporation of friction into continuum equations presents
difficulties – models have been derived which account for friction at the par-
ticle level but which are very difficult to solve; meanwhile, assumptions which
attempt to reduce the difficulty of the equations may or may not be relevant
to physical flows of grains.
7.2.1.3 A possible method for modeling friction
These attempts highlight an important question: “Are there approxi-
mations which may be used to simplify frictional continuum equations, while
maintaining the important physics of granular materials?” One possibility is
to include the effects of friction resulting from relative translational motion
between colliding particles, but to neglect the effects of particle spin.
The JR equations neglect friction entirely, only including the coefficient
of restitution, but no frictional parameters. The various models discussed in
this section try to incorporate friction by including the rotation of particles in
the particle collision. However, MD simulations of pattern formation in oscil-
lated granular layers show that the amount of energy in particle rotations is on
the average two orders of magnitude smaller than the amount of translational
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energy [78,80]. Thus the effect of rotations may be negligible on average when
compared to the effect of translational motion. On the other hand, the rela-
tive tangential translational motion (which contributes to the frictional terms
in the Walton model) and the relative normal translational motion (where
the coefficient of restitution is used) may both be calculated from the relative
translational motion between two colliding particles.
A collision model could incorporate friction between particles by only
including translational components when calculating the relative surface ve-
locities of colliding particle, but still neglecting the rotational motion of the
particles when calculating the relative surface velocities. In this case, contin-
uum equations which account for energy loss due to friction as the particles
slide past each other may be able to reproduce experiments without requiring
the extra equations necessary to model rotations [78].
7.2.2 Proposed procedure for incorporating friction
A possible procedure for testing the above hypothesis is as follows:
1. Simulate oscillated granular layers with MD simulations including sur-
face friction between particles, but neglecting particle rotations entirely
(that is, calculate frictional effects only based on the relative tangential
translational motion of the two colliding particles). Test whether these
simulations can accurately reproduce square and hexagon patterns seen
in experiment (the normal coefficient of restitution and the coefficients
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of friction are already treated as fit parameters for comparison to experi-
ment – these may need to be re-fit to account for additional dissipation).
2. If step one is successful in reproducing experimental results, derive new
continuum equations from the Enskog-Boltzmann equation, including
the effect of friction in calculating tangential velocity changes during
collisions, but neglecting particle rotations. This should result in five
equations similar to the JR equations, but with additional terms reflect-
ing the effect of friction on the tangential velocities.
3. Numerically solve the new continuum equations (or add the new terms
to the existing computer program) to simulate pattern formation in ver-
tically oscillated granular materials. Test whether the new equations are
able to capture stable square and hexagonal patterns.
This procedure is not guaranteed to work. However, if it is possible to
account for the dominant effects of friction without including particle rotations,
the new continuum equations could be much more powerful tools for modeling




Conclusions and Future Work
Continuum simulations of granular systems were conducted to investi-
gate various phenomena in vertically oscillated granular materials. These sim-
ulations were compared with hard-sphere molecular dynamics simulations to
shed light on the potential of such continuum models to accurately reproduce
phenomena in granular materials. These simulations indicate great potential
for such models; they were able to accurately reproduce many aspects of flows
seen in MD simulations, and were able to reproduce experimentally observed
pattern wavelengths, despite the lack of an accurate model of friction between
particles.
The existence of a tested, accurate theory of granular hydrodynamics
would open up great new opportunities for investigation. Such a theory could
be used to develop powerful new techniques for analyzing and modeling gran-
ular flows. In addition, it could provide a new testing ground for a study
of hydrodynamics in novel situations or in situations which are experimen-
tally difficult for elastic fluids, such as investigations of high Mach number
flows, inelastic and frictional effects, and systems far from equilibrium. This
research represents a first attempt to test the validity of hydrodynamics-type
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equations in time-dependent, three-dimensional inhomogeneous rapid flows of
granular materials. The results of these simulations highlight the potential
for such models, while also illustrating shortcomings of the current model and
suggesting important questions and future research.
8.1 Discussion of major results
These findings represent progress in ascertaining the applicability of
continuum theory to granular materials. In particular they show that impor-
tant aspects of rapid granular flows may be captured by a hydrodynamics
approach, even in inhomogeneous, time-dependent flows in three-dimensions.
Quantitative comparison to experiment is possible for some aspects of these
systems (e.g. pattern wavelengths) despite known shortcomings (no friction
or stochastic forcing) of our particular model. Our simulations of the Jenkins-
Richman equations have demonstrated the ability to reproduce important as-
pects of experimental investigations of vertically oscillated granular materials,
including:
• The Jenkins-Richman simulations qualitatively reproduce the behavior
of shaken granular layers as a function of time. The layers leave the plate
during an oscillation cycle and collide with the plate later in the cycle,
resulting in compression near the plate. This basic dynamic which is seen
experimentally in layers oscillated at Γ > 1 is captured in continuum
simulations.
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• The continuum simulations produce standing wave patterns above a criti-
cal onset of the plate acceleration. These waves oscillate subharmonically
with respect to the plate oscillations, reproducing common experimental
findings near the onset of patterns.
• The patterns which develop in continuum simulations exhibit wave-
lengths which are consistent with a dispersion relation previously mea-
sured in experiment. This is true despite the lack of friction in the
continuum model.
Continuum simulations also quantitatively reproduced results from fric-
tionless MD simulations in cases where direct comparison to experiment was
not carried out. In these cases, MD simulations act as a kind of bridge be-
tween frictionless continuum simulations and experiments (in which particles
have frictional properties). Frictional MD simulations reproduce experimen-
tal results well for oscillating granular layers, so when continuum simulations
can reproduce results from frictionless MD simulations, it indicates that ad-
dition of friction to continuum simulations may allow comparisons directly to
experiment. Comparisons to MD simulations include:
• Continuum simulations and MD simulations produce shock profiles which
compare well in density, temperature, and velocity fields throughout the
cell.
• Shocks in continuum simulations quantitatively reproduce time depen-
dence found in MD simulations; the center of mass of the layer and shocks
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found in the layer follow trajectories which reproduce those found in MD
simulations.
• Continuum simulations reproduce stripe patterns for the same frequen-
cies as MD simulations. Their wavelengths compare well (as well as
being consistent with experiment, as noted above).
• The presence of noise in MD simulations means that the onset of patterns
and the amplitude of fluctuations below onset differs between continuum
and MD simulations. However, the onset of patterns in continuum simu-
lations are consistent with the mean field onset of patterns for the noise
strengths found in MD simulations.
A hydrodynamics approach also has promise for extending our under-
standing of granular materials. Throughout this paper, continuum simulations
were used to investigate the physics of granular materials, and in addition, con-
tinuum variables n, u, and T were used to analyze shocks, even in results from
MD simulations. This approach yielded important insight into the physics of
oscillating granular layers:
• Shocks form in vertically oscillated granular layers with each collision of
the layer with the plate. Properties of the particles affect the shock dy-
namics: increasing the coefficient of restitution increases the velocity of
the shock. Similarities between shocks in granular layers and in ordinary
gases are highlighted by the fact that the limit of elastic particles (e = 1)
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is not singular. Finally, deeper layers exhibit denser packing near the
plate and higher shock speeds than shallow layers.
• Continuum and MD simulations exhibit standing wave patterns above a
critical acceleration of the plate. These patterns demonstrate the same
wavelength as those found in experiments with frictional particles, sug-
gesting that friction does not play significant a role in wavelength selec-
tion. The presence of shocks in the system creates pressure gradients
which drive the sloshing motion of patterns in the system.
• Differences between the onset of patterns in continuum and MD sim-
ulations are consistent with the presence of noisy fluctuations in MD
simulations which are absent in hydrodynamic simulations. We use the
Swift-Hohenberg model equation to find the strength of the fluctuations
to be orders of magnitude larger than those often found in convection in
ordinary fluids.
Finally, despite these successes, this study has also highlighted some
shortcomings of the Jenkins-Richman model:
• The absence of friction between particles limits the investigation of pat-
terns in the continuum simulations. It may be assumed that friction
plays an important role in other aspects of rapid granular flows as well.
• The lack of a granular fluctuating hydrodynamic model means that noisy
fluctuations are not accounted for in present continuum theory. This
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limits the ability of granular hydrodynamics to model certain aspects of
granular patterns near onset.
These two shortcomings immediately suggest directions for future work
incorporating modifications to the continuum equations designed to address
these problems. I have outlined a proposal for such investigations in Chapter 7.
The potential shown by these equations also suggests that they could be very
useful in understanding other aspects of granular flows, including:
• Vibrofluidized granular materials could be studied in more detail using
continuum equations. Investigations of the stability of the initial shock
front in vibrated granular layers could shed light on the mechanism for
initial wavelength selection in the standing wave patterns. With appro-
priate friction models, other patterns such as squares, hexagons, and f/4
patterns could be investigated. Granular gases at high plate accelera-
tions exhibit steady-state regions which would be interesting to explore
using continuum theory.
• Continuum equations could be used to investigate other systems, includ-
ing convection in layers vibrated at high frequency (the Rayleigh-Bénard
analogue), sheared flows (such as granular Couette flows), or horizon-
tally shaken layers. Some progress has already been made in the Center
for Nonlinear Dynamics using hydrodynamic approaches to investigate
shocks formed when grains fall onto a solid wedge, and to investigate
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wake flows created by a cylinder dragged through a fluidized granular
layer [46,93].
• Appropriate simplifications to the full continuum equations could yield
powerful tools for understanding granular systems. For instance, gran-
ular Rayleigh-Bénard convection could be studied using linear stability
analysis derived from equations similar to the Jenkins-Richman equation.
The Swift-Hohenberg equation has already demonstrated the potential
for model equations to illuminate granular flows. Amplitude equations
or other models could be derived specifically for granular materials from
knowledge of the full governing equations.
• There are many possible extensions of continuum theory to granular ma-
terials. Many granular systems, such as deep vibrated layers or granular
Couette flow, exhibit transitions between solid-like and fluid-like behav-
ior. Continuum equations could be used to investigate transition between
these granular phases [70]. Two-fluid models are already used to model
grains interacting with an interstitial fluid [34]. And continuum equa-
tions could be extended to polydisperse media as well as to collections
of identical particles.
Some of these projects are ongoing, some of them are mere possibilities
to be counted among many more possible projects which will bear fruit in the
future. There is much we still do not know about the behaviors of granular
materials in general, and specifically about granular hydrodynamics. However,
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one thing is clear – there is much exciting work yet to be done and much we
can learn from this dynamic field.
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