Abstract. We determine the maximum punctual order of contact between two plane algebraic curves, of which one is reduced. We prove that, generically on the reduced curve, this quantity is always strictly bounded by the product of the degrees of the curves.
Introduction
Two projective algebraic curves of P 2 (C) that do not have any common component meet in a finite number of points. Bezout's theorem states that the total intersection multiplicity is given by the product of the degrees of the curves.
We focus on punctual intersection multiplicity of plane algebraic curves: let γ be an affine algebraic curve in C 2 , irreducible, defined by a reduced polynomial of degree p. Given an integer q, we study the order of contact, at a fixed point P of γ, between γ and the ideal generated by any polynomial Q of degree inferior or equal to q, whose zero locus does not contain γ. This quantity will be denoted by [Q, γ] P . It is the order at t = 0 of Q composed with a Puiseux parametrization ψ(t) of the curve γ at P . By Bezout's theorem, the set {[Q, γ] P : deg Q ≤ q} is finite. Its maximum M (γ, q, P ) is also known as the Bautin index of the curve γ at the point P , with respect to degree q. It has been studied and bounded in the more general setting of an analytic curve γ, solution of a polynomial vector field (see, for example, Gabrielov [1] , Yomdin [4] ). In the case when γ is plane algebraic, we obtain the following estimates for the Bautin index that only depend on the involved degrees.
Theorem 1. For a generic point P on γ:
In particular, this proves that, if we fix a generic point of γ, the global intersection multiplicity pq cannot be concentrated at this point, for any choice of polynomial Q.
To establish this result, we consider the space E of polynomials of degree less than q, restricted to the curve γ. The maximum order of contact is interpreted as the index of stabilization of a decreasing sequence, starting at E, of vector subspaces of E. We prove that, generically on γ, this sequence is strictly decreasing, and stabilizes after dim C E − 1 steps. Theorem 1 follows. As a corollary of the proof, we derive the upper semi-continuity on the regular part of γ of the function P → M (γ, q, P ).
Proof of Theorem 1: The wronskian argument
We denote by x and y the canonical coordinates on C 2 , by C[x, y] q the set of polynomials of degree less than q, and by (
From now on, we will set l for dim C E. We fix a point P on γ and define, for each integer n, the following vector subspace of E:
Remark 1. Because of Bezout's theorem, the decreasing sequence (E n (P )) n∈N stabilizes on {0}. If n 0 is the first integer n such that E n (P ) = {0}, then M (γ, q, P ) = n 0 − 1. Following Miranda's terminology in [3] , we introduce the notion of q-Gap.
Definition. We will say that n ∈ N is a q-Gap at P if the space E n (P ) is strictly contained in E n−1 (P ).
Proof. We write a basis of E in a neighbourhood of the point P , using germs of holomorphic functions on γ. Let z be a uniformizing parameter for γ at P and let {g 1 (z), . . . , g l (z)} be a basis of E. A polynomial Q ∈ E decomposes in a neighbourhood of P as a combination since c 1 g 1 + . . . + c l g l , c i ∈ C, i = 1, . . . , l. Hence, Q belongs to E n (P ) if and only if c 1 g 1 + . . . + c l g l has order greater than n at z = 0, that is, (c 1 , . . . , c l ) satisfies the following linear system: Remark 2. It follows from Remark 1 and Proposition 1 that the number of q-Gaps at a regular point of γ is exactly l, that is to say, the system (1) has rank l. Now, let P ∈ γ * and let (1, e 2 , . . . , e l ) be the vector of q-Gaps at P . Of course, e i is greater than or equal to i, for all i = 2, . . . , l. Moreover, the definition of a qGap implies that E e l (P ) = {0} and dim C E e l−1 (P ) = dim C E e l−1 +1 (P ) = . . . = dim C E e l −1 (P ) = 1, so that M (γ, q, P ) = e l − 1.
Remark 3. In the case q < p, l is exactly the number of monomials of degree less than q. The basis {g i } is simply obtained by restricting the l monomials to the germ of γ at P . Then Remark 2 means that there is a unique polynomial Q (up to multiplication by a nonzero constant) that achieves the maximum order of contact e l − 1 with γ at P . It is given by c 1 + c 2 x + c 3 y + . . . + c l y q , (c 1 , . . . , c l ) being a solution of the system (1), where the g i 's are derived up to order e l−1 . (1, 2, . .
Theorem 2. For P in a Zariski open set of γ, the vector of q-Gaps at P is

. , l).
Proof. The claim holds if we show that E l (P ) = {0} for P in the complement of a proper analytic subset of γ * . Now, the space E l (P ) is reduced to {0} if and only if the following linear conditions are independent:
The determinant of this system is a wronskian determinant that we will denote by W 0 (g). It then suffices to notice that the holomorphic function z → W z (g) cannot vanish identically in an open set of γ * , as g 1 , . . . , g l are independent (see [2] ). This proves Theorem 2.
According to Remark 2, we have M (γ, q, P ) = e l − 1, where e l is the last q-Gap at P . Generically on γ, e l is equal to l. Now, l is q + 2 2 when q < p, and
This completes the proof of Theorem 1.
Remark 4. Suppose γ is not a line; take q = 1. The vanishing locus of the corresponding wronskian describes the locus of γ * where the tangent line has contact at least 3 with γ, that is, the set of inflection points of γ.
Remark 5. Suppose the equation of γ is nonreduced, that is, F = f s , with s·deg f = p. Then M (F = 0, q, P ) = s·M (f = 0, q, P ), and for sufficiently large q and generic
is an increasing function of s ∈ [1, . . . , p] . Then Bezout's bound pq is reached for s = p, that is, when γ is a multiple line.
Proposition 2. The function
Proof. We need to see that for all σ ∈ N, the set
is an analytic subset of γ * .
It is obvious that for all P ∈ γ * : M (γ, q, P ) ≥ l − 1. Thus, if σ < l − 1, the set A σ is the whole of γ * . If σ = l − 1, A σ is the vanishing locus of the wronskian (2). In the case σ > l − 1, let us denote by L r (z), r ≥ 1, the row vector (g
l (z)), and by A 0i2. If α = 0, the determinant of (3) is nonzero. Hence the vector of 2-Gaps at P is (1, 2, 3, 4, 5, 6) and the only polynomial Q, deg Q ≤ 2, realizing contact 5 at P (the osculating conic) is −5α 6 + 24α 5 x + 40α 3 y − 45α 4 x 2 − 15α 2 xy + y 2 . If α = 0, the vector of 2-Gaps at the origin is (1, 2, 3, 4, 5, 7). The spaces E 5 (0) and E 6 (0) coincide; they are generated over C by Q = y 2 . The maximal contact at the origin is 6.
