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PERAMALAN PENDAPATAN ASLI DAERAH AKIBAT PENGARUH
PAJAK HIBURAN, PAJAK HOTEL DAN PAJAK RESTORAN DI BADAN
PENDAPATAN DAERAH KOTA SURABAYA MENGGUNAKAN VAR
(VECTOR AUTOREGRESSIVE)/VECM (VECTOR ERROR CORRECTION
MODEL)
Pajak terdiri dari dua macam yaitu pajak pusat dan pajak daerah. Pajak
pusat adalah pajak yang dipungut oleh pemerintah pusat dan digunakan untuk
membiayai keperluan negara. Sedangkan Pajak Daerah merupakan pajak yang
dipungut oleh pemerintah daerah dan digunakan untuk membiayai keperluan
daerah. Pajak daerah di Kota Surabaya salah satunya bersumber dari pajak
hiburan, pajak hotel, pajak reklame, pajak restoran, dll. Pendapatan Asli Daerah
(PAD) yang terdiri dari pajak daerah, retribusi daerah, dan hasil pengelolaan
kekayaan daerah diupayakan menjadi sumber pendapatan daerah yang utama,
karena selama empat tahun terakhir kontribusi PAD terhadap total pendapatan
daerah di Provinsi Jawa Timur rata-rata 70% lebih dari . Penelitian ini bertujuan
untuk mengetahui model prediksi dan hasil prediksi Pajak Asli Daerah (PAD)
akibat pengaruh Pajak Hotel, Pajak Restoran, dan Pajak Hiburan di Dinas
Pendapatan Daerah (Dispenda) Kota Surabaya menggunakan VAR (Vector
Autoregressive) dan VECM (Vector Error Correctin Model). Metode VAR
mempunyai beberapa keunggulan antara lain tidak perlu adanya penentuan
variabel eksogen maupun variabel endogen karena setiap variabel-variabel yang
ada pada VAR merupakan variabel endogen. Hasil analisis VECM yang telah
dilakukan, diperoleh nilai MAPE untuk variable PAD sebesar 20,7%, pada variabel
Pajak Hiburan diperoleh hasil nilai sebesar 10,5%, pada variabel Pajak Hotel
diperoleh hasil nilai sebesar 25,3% dan pada variabel Pajak Restoran diperoleh
hasil nilai sebesar 5,8%. Sehingga dapat disimpulkan bahwa model yang telah
didapatkan memiliki kinerja yang lumayan bagus karena hasil yang diperoleh
masih berada diantara kisaran 10% sampai dengan 20%.




































FORECASTING OF ORIGINAL LOCAL GOVERNMENT REVENUE
DUE TO THE IMPACT OF ENTERTAINMENT TAX, HOTEL TAX, AND
RESTAURANT TEX IN REGIONAL REVENUE AGENCY OF SURABAYA
CITY USING VAR (VECTOR AUTOREGRESSIVE) DAN VECM
(VECTOR ERROR CORRECTION MODEL) METHODS
Taxes consist of two kinds, namely central tax and local tax. Central tax is
a tax collected by the central government and used to finance state needs. Whereas
Regional Tax is a tax collected by the regional government and used to finance
regional needs. Likewise with the regions, along with the implementation of
regional autonomy, the regions also have their own responsibilities to manage their
taxation. One of the local taxes in Surabaya is sourced from entertainment tax,
hotel tax, advertisement tax, restaurant tax, etc. Local Original Revenues
consisting of local taxes, regional levies, and results of the management of regional
wealth strived to be the main source of regional income, because over the past four
years the contribution of PAD to total regional income in East Java Province is
more than 70 %. This study aims to determine the prediction model and prediction
results of Local Original Tax (PAD) due to the influence of Hotel Tax, Restaurant
Tax, and Entertainment Tax in the Regional Revenue Service (Dispenda) in
Surabaya using VAR (Vector Autoregressive) and VECM (Vector Error Correctin
Model) . The VAR method has several advantages including the need to determine
exogenous and endogenous variables because each of the variables in VAR is an
endogenous variable. VECM analysis results that have been done, obtained the
MAPE value for the PAD variable of 20.7 %, the Entertainment Tax variable
obtained a value of 10.5 %, the Hotel Tax variable obtained a value of 25.3 % and
the variable Restaurant Tax results obtained value of 5.8 %. So it can be concluded
that the model that has been obtained has a pretty good performance because the
results obtained are still in the range of 10 % to 20 %.
Keywords: Tax, Prediction, Vector Autoregressive, Vector Error Correction Model
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1.1. Latar Belakang Masalah
Pajak merupakan salah satu sumber penerimaan utama atau pokok bagi
suatu Negara yang dibayarkan oleh masyarakat pada Negara tersebut serta sebagai
perwujudan wajib pajak atau peran serta masyarakat untuk secara langsung dan
bersama melaksanakan kewajiban perpajakan yang diperlukan untuk
pembangunan nasional serta pembiayaan Negara. Pajak juga dapat dipaksakan
oleh pemerintah berdasarkan ketentuan peraturan perundang-undangan perpajakan.
Pembangunan nasional bertujuan untuk mewujudkan tatanan masyarakat yang adil
dan makmur melalui peningkatan taraf hidup dengan cara melakukan
pembangunan nasional yang sekarang sudah mulai merata, hal ini dibuktikan
dengan banyaknya daerah terpencil yang sudah mulai diperhatikan. (Arsy , 2016).
Terdapat dua macam pajak, yaitu pajak pusat dan pajak daerah. Pajak pusat
merupakan pajak yang dipungut oleh pemerintah pusat dan digunakan untuk
membiayai keperluan Negara, sedangkan pajak daerah merupakan pajak yang
dipungut oleh pemerintah daerah dan digunakan untuk membiayai keperluan
daerah sebagai kontribusi wajib kepada daerah yang terutang atas orang pribadi
atau badan yang bersifat memaksa berdasarkan Undang – Undang, dengan tidak
mendapatkan imbalan secara langsung. Pajak daerah digunakan untuk keperluan
daerah supaya kemakmuran rakyat terjamin (Christine , 2015). Menurut (Yunanto ,
2010) pajak daerah merupakan pungutan wajib atas orang pribadi atau badan yang
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dilakukan oleh pemerintah daerah tanpa imbalan langsung yang seimbang, yang
dapat dipaksakan berdasarkan peraturan perundang undangan yang berlaku, yang
digunakan untuk membiayai penyelenggaraan pemerintah daerah dan
pembangunan daerah.
Pajak daerah memiliki kontribusi yang sangat penting dalam membiayai
pemerintahan dan pembangunan daerah karena pajak daerah bermanfaat dalam
meningkatkan kemampuan penerimaan Pendapatan Asli Daerah (PAD) dan juga
mendorong laju pertumbuhan ekonomi daerah. Pajak merupakan sumber utama
penerimaan Negara, tanpa pajak, sebagian besar kegiatan Negara sulit untuk dapat
dilaksanakan. Begitu juga dengan daerah, seiring dengan diberlakukannya
otonomi daerah, maka daerah juga memiliki tanggung jawab sendiri untuk
mengelola perpajakannya (Devi , 2016).Pajak Restoran, pajak hiburan, dan pajak
hotel merupakan salah satu jenis pajak yang berdasarkan lembaga pemungutnya
dikategorikan sebagai pajak daerah (Fikri , 2011).
Penggunaan uang pajak ini meliputi mulai dari belanja pegawai sampai
dengan pembiayaan berbagai proyek pembangunan. Pembangunan yang dimaksud
yaitu pembangunan sarana umum seperti jalan raya, jembatan, sekolah, rumah
sakit/puskesmas, kantor polisi dan lain-lain. Uang pajak juga digunakan untuk
pembiayaan dalam rangka memberikan rasa aman bagi seluruh lapisan masyarakat
(Ardiansyah , 2017).
Pendapatan Asli Daerah (PAD) yang terdiri dari pajak daerah, retribusi
daerah, dan hasil pengelolaan kekayaan daerah diupayakan menjadi sumber
pendapatan daerah yang utama, karena selama empat tahun terakhir kontribusi
PAD terhadap total pendapatan daerah di Provinsi Jawa Timur rata-rata lebih dari
70%. Kota Surabaya merupakan salah satu Kota di Provinsi Jawa Timur. Kota
 
































Surabaya memiliki bandara, pelabuhan, stasiun dan terminal bus. Hal ini
menunjukan bahwa Kota Surabaya merupakan daerah yang strategis untuk
menanamkan modal dan membuka usaha, khususnya pada sektor perdagangan dan
pariwisata. Sektor perdagangan ini diharapkan dapat memiliki kontribusi yang
dapat memacu pembangunan ekonomi di Kota Surabaya yang pada akhirnya akan
meningkatkan kesejahteraan masyarakat(Diana , 2013).
Pajak daerah di Kota Surabaya salah satunya bersumber dari pajak hotel,
pajak hiburan, pajak restoran dan lain-lain. Sejalan dengan semakin berkembang
atau meningkatnya bisnis rekreasi atau pariwisata maka penerimaan dari pajak
restoran, hiburan dan hotel juga semakin meningkat. Sektor ini memiliki prospek
yang bagus bagi penerimaan daerah karena dengan meningkatknya sektor
pariwisata, penerimaan ketiga pajak ini juga akan meningkat sehingga dapat
menyumbangkan kontribusi yang cukup besar (Dumang , 2011). Salah satu pajak
daerah yang menjadi andalan adalah pajak hotel dan restoran, karena seiring
berjalannya waktu di Kota Surabaya semakin padat penduduk yang mengakibatkan
banyaknya orang yang memulai usaha, baik usaha dalam bentuk penginapan
ataupun makanan. Kota Surabaya juga merupakan salah satu tempat wisata yang
banyak didatangai oleh oarang-orang dari luar maupun dalam kota Surabaya
karena banyak destinasi wisata mulai dari mall, pantai, taman ataupun tatanan kota
yang sekarang semakin bagus untuk dijadikan sebagai tempat berfoto. (Intan ,
2017).
Adanya pemberlakuan peraturan penetapan dan pemungutaan pajak dan
retribusi daerah, secara langsung akan berdampak bagi kehidupan masyarakat
melalui pembangunan-pembangunan yang dilakukan oleh pemerintah, karena itu
pemungutan ini harus dapat dipahami oleh masyarakat sebagai sumber penerimaan
 
































daerah yang akan digunakan untuk membangun daerah serta meningkatkan
kesejahteraan masyarakat. untuk lebih meningkatkan kesejahterahn masyarakat
ada baiknya untuk mengetahui prediksi pajak dalam beberapa tahun ke depan
sehingga pemerintah dapat lebih optimal dalam mengelola uang pajak. (Hermanto
, 2014).
Metode yang dapat digunakan untuk memprediksi Pendapatan Asli Daerah
(PAD) salah satunya yaitu menggunakan metode Vector Autoregressive atau biasa
disebut dengan VAR. Metode VAR mempunyai beberapa keunggulan antara lain
tidak perlu adanya penentuan variabel eksogen maupun variabel endogen karena
setiap variabel-variabel yang ada pada VAR merupakan variabel endogen. Selain
itu metode VAR memiliki estimasi yang sederhana dengan menggunakan OLS
(Ordinary Least Square) yang mampu untuk membuat model yang pisah guna
pada setiap variabel endogen. Hasil prediksi untuk banyak kasus yang didapatkan
menggunakan model ini lebih baik jika dibandingkan dengan menggunakan
model-model persamaan yang terdiri dari dua persamaan atau lebih yang
diestimasi baik variabel yang bersifat endogen, eksogen maupun gabungan dari
keduanya yakni model simultan yang komplek tetapi apabila dalam pengerjaannya
terdapat kointegrasi pada variabel maka harus menggunakan metode VECM
(Rahyu , 2010).
Vector Error Correction Model atau VECM merupakan bentuk VAR yang
terestriksi. Restriksi tambahan ini harus diberikan karena keberadaan bentuk data
yang tidak stasioner pada level, tetapi terkointegrasi. Kointegrasi adalah
terdapatnya kombinasi linear antara variabel yang non stasioner yang
terkointegrasi pada ordo yang sama. Dianjurkan untuk memasukkan persamaan
kointegrasi ke dalam model yang digunakan setelah dilakukan pengujian
 
































kointegrasi pada model yang digunakan. Data time series kebanyakan memiliki
tingkat stasioneritas pada perbedaan pertama (first difference).
Beberapa penelitian yang telah dilakukan terkait prediksi atau peramalan
tentang VAR yang telah ada sebelumnya yaitu penelitian yang telah dilakukan oleh
Hadiyatullah (2011) dalam penelitiannyanya yang berjudul Model Vector
Autoregressive (VAR) dan Penerapannya Untuk Analisis Pengaruh Harga Migas
Terhadap Indeks Harga Konsumen (IHK), hasil dari penelitian ini yaitu variabel
premium, minyak tanah, dan solar adalah leading indicator bagi IHK. Berdasarkan
Ummi (2019) dalam penelitiannya yang berjudul Forecasting Ketersediaan Air Di
PDAM Lamongan Sebagai Akibat Perubahan Iklim Dengan Menggunakan Metode
VAR (Vector Autoregressive) Dan VECM (Vector Error Correction Model)
mendapat hasil nilai MAPE untuk variabel kehilangan, penggunaan, dan produksi
masing masing sebesar 9,3%, 12,3%, dan 10,8%. Sehingga model yang terbentuk
dapat dikatakan cukup bagus karena masih berada di kisaran 10% sampai 20%.
Imam (2014) dalam penelitiannya yang berjudul Analisis Vector Auto Regression
(VAR) Untuk Melihat Hubungan Kausalitas Antara Variabel - Variabel Ekonomi di
Sulawesi, hasil yang didapatkan yaitu nilai tiap variabel lebih didominasi oleh
shock pada awal periode daripada shock pada variabel lainnya. Namun dalam
jangka panjang menunjukkan shock yang bervariasi. Adrian dan Etty (2013) dalam
penelitian nerjudul Penerapan Metode Dalam INteraksi Kebijakan Fiskal dan
Moneter di Indonesia yang mendapatkan hasilpenerapan kebijakan moneter dan
fiskal akan menaikkan pertumbuhan ekonomi secara efektif.
Berdasarkan latar belakang diatas dan karena terdapat kointegrasi pada
hasil uji variabel, maka peneliti akan melakukan Peramalan Pendapatan Asli
Daerah Akibat Pengaruh Pajak Hiburan, Pajak Hotal dan Pajak Restoran Di Badan
 
































Pendapatan Daaerah Kota Surabaya Menggunakan VAR (Vector
Autoregressive)/VECM (Vector Error Correction Model).
1.2. Rumusan Masalah
Berdasarkan latar belakang yang telah diuraikan, pokok masalah yang dapat
dikaji pada penelitian ini yaitu sebagai berikut:
1. Mengetahui model prediksi Pendapatan Asli Daerah (PAD) akibat pengaruh
pajak hiburan, pajak hotel, dan pajak restoran di Dinas Pendapatan Daerah
(Dispenda) Kota Surabaya menggunakan VAR (Vector Autoregressive) dan
VECM (Vector Error Correctin Model).
2. Bagaimana model prediksi Pendapatan Asli Daerah (PAD) akibat pengaruh
pajak hiburan, pajak hotel, dan pajak restoran di Dinas Pendapatan Daerah
(Dispenda) Kota Surabaya menggunakan VAR (Vector Autoregressive) dan
VECM (Vector Error Correctin Model)?
3. Bagaimana analisis kecocokan model hasil prediksi Pendapatan Asli Daerah
(PAD) akibat pengaruh pajak hiburan, pajak hotel, dan pajak restoran di Dinas
Pendapatan Daerah (Dispenda) Kota Surabaya menggunakan VAR (Vector
Autoregressive) dan VECM (Vector Error Correctin Model)?
4. Bagaimana hasil prediksi Pendapatan Asli Daerah (PAD) akibat pengaruh pajak
hiburan, pajak hotel, dan pajak restoran di Dinas Pendapatan Daerah (Dispenda)
Kota Surabaya menggunakan VAR (Vector Autoregressive) dan VECM (Vector
Error Correctin Model)?
 

































Berdasarkan pada rumusan masalah yang ada, maka tujuan penulisan dari
penelitian ini adalah sebagai berikut:
1. Mengetahui apakah terdapat kointegrasi pada data penelitian.
2. Mengetahui model prediksi Pendapatan Asli Daerah (PAD) akibat pengaruh
pajak hiburan, pajak hotel, dan pajak restoran di Dinas Pendapatan Daerah
(Dispenda) Kota Surabaya menggunakan VAR (Vector Autoregressive) dan
VECM (Vector Error Correctin Model).
3. Mengetahui analisis kecocokan model hasil prediksi Pendapatan Asli Daerah
(PAD) akibat pengaruh pajak hiburan, pajak hotel, dan pajak restoran di Dinas
Pendapatan Daerah (Dispenda) Kota Surabaya menggunakan VAR (Vector
Autoregressive) dan VECM (Vector Error Correctin Model).
4. Mengetahui hasil prediksi Pendapatan Asli Daerah (PAD) akibat pengaruh pajak
hiburan, pajak hotel, dan pajak restoran di Dinas Pendapatan Daerah (Dispenda)
Kota Surabaya menggunakan VAR (Vector Autoregressive) dan VECM (Vector
Error Correctin Model).
1.4. Manfaat Penelitian
Manfaat yang dapat diperoleh dari penelitian ini, yaitu:
1. Mengetahui hasil prediksi perhitungan variabel PAD dengan menggunakan
metode VAR/VECM.
2. Bagi Dispenda Kota Surabaya, dapat dijadikan suatu referensi dan menjadi
sumbangan pikiran maupun bahan untuk pertimbangan hasil prediksi PAD
 
































3. Bagi pihak lain, hasil penelitian diharapkan dapat memberikan informasi,
menambah pengetahuan maupun wawasan bagi para pembaca dan sebagai
bahan masukan jika mengadakan suatu penelitian dengan permasalahan yang
sama.
1.5. Batasan Masalah
Untuk memperjelas ruang lingkup masalah yang akan dibahas dan agar
penelitian dilaksanakan secara fokus, maka terdapat batasan masalah dalam
penelitian ini. Rentang waktu dalam penelitian ini adalah tahun 2015-2018.
1.6. Sistematika Penulisan
Adapun sistematika penulisan yang digunakan dalam menyusun proposal
skripsi ini sebagai berikut:
BAB I: PENDAHULUAN
Bab ini terdiri dari latar belakang dibuatnya penelitian, rumusan masalah,
tujuan penelitian, manfaat penelitian, batasan masalah dan sistematika penulisan.
BAB II: KAJIAN PUSTAKA
Bab ini berisi tentang penjelasan teori yang digunakan dalam mendukung
penyelesaian penelitian yaitu metode VAR (Vector Autoregressive) dan VECM
(Vector Error Correctin Model) dalam memprediksi nilai Pendapatan Asli Daerah .
BAB III: METODE PENELITIAN
Bab ini membahas tentang data yang digunakan dan gambaran umum yang
dirancang untuk menyelesaikan penelitian tentang proses metode VAR (Vector
Autoregressive) dan VECM (Vector Error Correctin Model) dalam memprediksi
nilai Pendapatan Asli Daerah .
BAB IV: HASIL DAN PEMBAHASAN
 
































Bab ini membahas tentang hasil dari penelitian tentang metode VAR
(Vector Autoregressive) dan VECM (Vector Error Correctin Model) dalam
memprediksi nilai Pendapatan Asli Daerah .
BAB V: PENUTUP
Bab ini berisi tentang simpulan yaitu rangkuman dari keseluruhan isi yang
sudah dibahas dan saran yaitu saran perluasan, pengembangan, pendalaman, dan
pengkajian ulang.
 

































Topik yang akan dibahas dalam skripsi ini adalah Pajak. Pajak adalah salah
satu pondasi negara yang dibayarkan oelh masyarakat untuk kepentingan
masyarakat dan negara khususnya untuk fasilitas publik , Orang yang membayar
pajak tidak akan mendapatkan kompensasi berupa uang tetapi berupa perbaikan
fasilitas secara bertahap dan konstan.
2.1. Pendapatan Asli Daerah
2.1.1. Pengertian Pendapatan Asli Daerah
Berdasarkan Undang-Undang Nomor 33 Tahun 2004 pasal 1(UU NO.33:1 ,
2004) “pendapatan asli daerah yang disebut PAD adalah pendapatan yang
diperoleh daerah yang dipungut berdasarkan peraturan daerah sesuai dengan
peraturan perundang-undangan”. Menurut (Yuwono , 2005) menyatakan bahwa
“pendapatan daerah adalah semua penerimaan kas yang menjadi hak daerah dan
diakui sebagai penambahan nilai kekayaan bersih dalam satu tahun anggaran dan
tidak perlu dibayar kembali oleh pemerintah”. Dengan demikian, pendapatan asli
daerah merupakan pendapatan yang diperoleh dari sumber – sumber pendapatan
daerah dan dikelola sendiri oleh pemerintah daerah. Menurut Abdul Halim,
Pendapatan Asli Daerah (PAD) adalah penerimaan yang diperoleh daerah dari
sumber-sumber dalam wilayahnya sendiri yang dipungut berdasarkan peraturan
daerah sesuai dengan peraturan perundang-undangan yang berlaku. Sektor
pendapatan daerah memegang peranan yang sangat penting, karena melalui sektor
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ini dapat dilihat sejauh mana suatu daerah dapat membiayai kegiatan pemerintah
dan pembangunan daerah (Abdul Halim , 2014). Menurut Budi S. Purnomo,
Pendapatan Asli Daerah merupakan pendapatan daerah yang bersumber dari hasil
Pajak Daerah, hasil Retribusi Daerah, hasil pengelolaan Kekayaan Daerah yang
dipisahkan dan Lain-lain Pendapatan Asli Daerah yang sah, yang bertujuan untuk
memberikan kewenangan kepada Pemerintah Daerah untuk mendanai pelaksanaan
otonomi daerah sesuai dengan potensi Daerah sebagai perwujudan Desentralisasi
(Budi S. Purnomo , 2009).
2.1.2. Klasifikasi Pendapatan Asli Daerah
Menurut Budi S. Purnomo, indikator Pendapatan Asli Daerah adalah (Budi
S. Purnomo , 2009):
1. Pajak daerah, Menurut Undang-Undang Nomor 28 Tahun 2009 pasal 1 (UUD
No. 28 , 2009) : Pajak adalah salah satu pondasi negara yang dibayarkan oelh
masyarakat untuk kepentingan masyarakat dan negara khususnya untuk fasilitas
publik , Orang yang membayar pajak tidak akan mendapatkan kompensasi
berupa uang tetapi berupa perbaikan fasilitas secara bertahap dan konstan.
2. Retribusi Daerah, Menurut (Siahaan , 2005) “retribusi daerah adalah pembayaran
wajib dari penduduk kepada negara karena adanya jasa tertentu yang diberikan
oleh negara bagi penduduknya secara perseorangan”. Objek retribusi daerah
terdiri dari:
1. Jasa Umum
Jasa umum adalah jasa yang bertujuan untuk kepentingan umum yang dapat
dimanfaatkan oleh semua orang atau suatu badan.
 

































Jasa usaha adalah jasa yang berprinsip komersial, dapat disediakan oleh
semua pihak termasuk swasta.
3. Perizinan Tertentu
Perizinan tertentu adalah kegiatan pemerintah daerah untuk memberikan izin
kepada pribadi atau badan melakukan pembinaan, pengawasan, dll guna
melindungi kepentingan umum dan menjaga kelestarian lingkungan.
3. Hasil pengelolaan kekayaan daerah yang dipisahkan, Hasil pengelolaan
kekayaan milik daerah yang dipisahkan merupakan penerimaan daerah yang
berasal dari pengelolaan kekayaan daerah yang dipisahkan.
4. Lain – lain pendapatan asli daerah yang sah, Jenis lain-lain pendapatan asli
daerah yang sah, ada untuk menggagarkan pendapatan tetapi tidak termasuk
pajak daerah, retribusi daerah dan hasil pengelolaan kekayaan daerah yang
dipisahkan, menurut Undang-undang No. 33 tahun 2004 pasal 6 mencakup
(UU No. 33:6 , 2004) :
1. Penjualan aset daerah yang tidak dipisahkan
2. Jasa giro
3. Pendapatan bunga
4. Penerimaan atas tuntutan ganti kerugian daerah
(Sandris , 2017)
2.1.3. Kendala Peningkatan Pendapatan Asli Daerah
Dalam permasalahan peningkatan Pendapatan Asli Daerah (PAD) masih
ditemukan permasalahan yang sama. Ini mengindikasikan bahwa sebagian besar
 
































daerah belum memperlihatkan kemandiriannya dan masih sangat tergantung pada
bantuan dari pusat untuk membiayai segala kewajiban terkait dengan
pembangunan dan pemerintahan daerahnya masing-masing. Penyebab pertama,
pemerintah daerah belum mampu mengidentifikasi potensi sumber pendapatannya.
Kedua, sebagian besar daerah masih belum dapat mengoptimalkan penerimaan
pajak daerah, retribusi daerah atau bahkan penerimaan dari hasil kekayaan daerah
yang dipisahkan sesuai UU No. 33 Tahun 2004 Tentang Perimbangan Keuangan
Pusat dan Daerah. Ketiga, daerah masih menganggap bahwa rendahnya
pendapatan PAD sebagai akibat dari ruang gerak daerah yang terbatas untuk
mengoptimalkan penerimaan pajak daerah dan retribusi daerah sebagaimana diatur
dalam UU No 28 Tahun 2009. Daerah melihat banyak jenis dan objek pajak serta
retribusi yang masih dapat diterapkan, tetapi tidak diperbolehkan oleh
undang-undang (Mardiasmo , 2002).
Keempat, daerah masih melihat bahwa potensi pendapatan pajak yang
besar masih diatur oleh pusat yaitu Pajak Penghasilan, Pajak Pertambahan Nilai
dan Pajak rokok. Kelima, adalah kesiapan Sumber Daya Manusia (SDM) baik
dalam kuantitas maupun kualitas. Disadari bahwa dengan sistem yang masih
belum sepenuhnya terintegrasi, jumlah SDM untuk dapat melakukan pemungutan
pajak dan retribusi masih sangat kurang. Pemahaman SDM terkait dengan pajak
dan retribusi daerah menjadi penting karena SDM di lapangan harus dapat
memberi penjelasan yang mudah dimengerti masyarakat. Pemahaman SDM
menjadi tombak untuk membangun kesadaran pentingnya membayar pajak dan
retribusi dari masyarakat. Keenam, lemahnya pengawasan atas pelaksanaan
pemungutan pajak daerah dan retribusi daerah. Belum efektifnya pengawasan juga
terjadi pada pengawasan kinerja pengelolaan kekayaan daerah yang dipisahkan
yang dilaksanakan oleh Badan Usaha Milik Daerah (BUMD) (Mardiasmo , 2002).
 

































Pajak Hiburan adalah pajak atas penyelenggaraan hiburan. Hiburan adalah
segala sesuatu yang dipertunjukkan, dipertontonkan, dimainkan dengan dipungut
biaya (Arsy , 2016), seperti tontonan film, pagelaran kesenian, musik, tarian
modern, kesenian rakyat/tradisional, pagelaran busana, kontes kecantikan,
pameran, karaoke, sirkus, sulap, pusat kebugaran, mandi uap/spa dan pertandingan
olahraga yang ditonton atau dinikmati oleh setiap orang dengan dipungut bayaran.
Beberapa hal yang tidak termasuk dalam pajak hiburan, yaitu penyelenggaraan
hiburan yang tidak dipungut bayaran, contohnya hiburan dalam pernikahan,
upacara adat, dan kegiatan keagamaan. Penikmat hiburan baik itu pribadi atau
badan yang melangsungkan hiburan dengan dipungut biaya wajib membayar pajak
hiburan (Christine , 2015).
2.3. Pajak Hotel
Pajak hotel adalah pajak yang dipungut atas pelayanan di hotel. Hotel
adalah tempat orang untuk dapat menginap dan mendapatkan pelayanan dan
fasilitas lain dengan dipungut biaya. (Christina , 2010). Objek pajak hotel adalah
fasilitas penginapan baik jangka panjang atau pendek, fasilitas pelayanan
penunjang sebagai kelengkapan fasilitas penginapan, jasa penyewaan ruangan
untuk kegiatan atau acara di hotel dan penjualan makanan serta minuman disertai
dengan fasilitas penyantapannya baik dimakan ditempat ataupun dibawa pulang
(Mardiasmo , 2013). Seseorang yang memiliki usaha perhotelan wajib
mendaftarkan usahanya kepada Dinas Pendapatan Daerah dalam jangka waktu
paling lambat 30 hari sebelum kegiatan usaha dimulai untuk mendapatkan
NPWPD
 

































Pajak restoran adalah pajak yang wajib dibayarkan oleh pribadi atau badan
yang mempunyai usaha makanan dan/atau minuman yang dipungut biaya
(Marpaung , 2009). Objek pajak restoran adalah segala sesuatu pelayanan yang
disediakan oleh tempat makan, baik dikonsumsi di tempat pelayanan maupun
dibawa pulang. Beberapa yang tidak termasuk dalam pajak restoran, yaitu boga
atau catering, tempat makan yang pengedarannya tidak melebihi batas yang
ditetapkan oleh peraturan daerah, yaitu tidak melebihi Rp 30.000.000,00 per tahun
(Putranty , 2008). Seseorang yang memiliki usaha perhotelan wajib mendaftarkan
usahanya kepada Dinas Pendapatan Daerah dalam jangka waktu paling lambat 30
hari sebelum kegiatan usaha dimulai untuk mendapatkan NPWPD. Subjek pajak
restoran yaitu pembeli makanan dan/atau minuman dari restoran. Yang wajib
membayar pajak adalah pribadi atau badan yang mendirikan tempat makan.
2.5. Vector Autoregressive (VAR)
Model Vector Autoregressive dikemukakan oleh Christoper A. Sims (1980).
Model VAR tidak perlu membedakan mana variabel endogen maupun variabel
eksogen. Model VAR adalah pendekatan model alternatif persamaan ganda agar
meminimalkan pendekatan teori dengan tujuan mengetahui fenomena ekonomi
lebih baik. Menurut Imam (2014) ada beberapa keuntungan dalam memakai
metode VAR dibanding metode lainnya (Imam , 2014):
a. Lebih sederhana karena tidak perlu memisah variabel endogen maupun eksogen.
b. metode yang dipakai menghasilkan estimasi yang lebih sederhana karena
menggunakan OLS (Ordinary Least Square.
 
































c. Mendapatkan hasil yang lebih baik daripada metode yang lebih rumit.
d. merupakan metode yang sangat tepat dalam mengalisis dan memahami adanya
suatu hubungan timbal balik variabel ekonomi dan pembentukan model
ekonomi.
(Basuki , 2016)
Berdasarkan Brooks (2008), VAR adalah suatu model dimana suatu variabel
y dalam nilai saat ini, bergantung hanya terhadap nilai-nilai variabel tersebut yang
diambil pada periode-periode sebelumnya ditambah dengan galat. Suatu model
Autoregressive dengan orde p, dilambangkan dengan AR(p).
Vector Autoregressive (VAR) adalah gabungan dari beberapa model
Autoregressive (AR). MOdel VAr tidak terlalu bergantung pada teori tetapi kita
hanya perlu variabel apa saja yang saling berinteraksi dan perlu dimasukkan dalam
perhitungan serta menentukan banyaknya jeda dan perlu diikut sertakan dalam
model sehingga kita dapat mengetahui keterkaitan variabel antar model dimana
kita tidak harus mengetahui mana variabel endogennya, karena semua dapat
menjadi variabel endogen tergantung hasil pada salah satu uji. Analisis VAR
biasanya disamakan dengan model simultan karena semua variabel endogen
(terikat) dipertimbangkan dalam suatu model secara sama. Masing-masing
variabel dijelaskan dalam masa lampau, tetapi juga nilai masa lalu variabel
endogen lainnya di model yang diamati. Semakin banyak variabel endogen yang
digunakan maka semakin banyak pula yang diestimasi. Model VAR yang akan
digunakan dalam penelitian ini adalah model tiga peubah (multivariate). Model
bivariate VAR dalam aplikasinya lebih sederhana. Penggunaan banyak variabel
endogen beresiko karena semakin banyak yang diestimasi, derajat bebasnya juga
akan semakin banyak yang hilang. Skalar runtun waktu yt dapat ditulis dalam
 
































bentuk Autoregressive seperti berikut:
yt = α + β1y(t−1) + β2y(t−2) + · · ·+ βpy(t−p) + εt (2.1)
Dari persamaan 2.1 bisa dibentuk menjadi vektor sebagaimana berikut:
Vektor (y1t y2t y3t · · · ynt) ditulis sebagai yt
(y1t−1 y2t−1 y3t−1 · · · ynt−1) ditulis sebagai ynt−1
(y1t−2 y2t−2 y3t−2 · · · ynt−2) ditulis sebagai ynt−2
...
(y1t−p y2t−p y3t−p · · · ynt−p) ditulis sebagai ynt−p
Lalu untuk vektor (α1 α2 α3 · · ·αn) ditulis sebagai α
Pada (β1 β2 β3 · · · βn) dapat dibentuk matriks sebagai berikut:

β11−1 β12−1 · · · β1n−1
β21−1 β22−1 · · · β2n−1
...
... . . .
...




β11−2 β12−2 · · · β1n−2
β21−2 β22−2 · · · β2n−2
...
... . . .
...






































β11−p β12−p · · · β1n−p
β21−p β22−p · · · β2n−p
...
... . . .
...
βn1−p βn2−p · · · βnn−p

sebagai βp (2.2)
Vektor (ε1 ε2 ε3 · · · εnt) ditulis sebagai εt
Dengan definisi diatas dapat disimpulkan bahwa model VAR lag p pada peubah
dapat ditulis sebagai berikut:
yt = α + β1y(t−1) + β2y(t−2) + · · ·+ βpy(t−p) + εt (2.3)
dimana:
yt = Vektor berukuran n × 1 yang berisi n peubah yang masuk pada model VAR
saat waktu dan t− 1, i = 1, 2, . . . , p
α = Vektor yang berukuran n× 1 dengan entri-entri intersep
βi = matriks koefisien yang berukuran n× n untuk setiap i = 1, 2, . . . , p
ε = vektor yang berukuran n×1 dengan entri-entri galat yang diperoleh dari model
VAR
p = lag pada VAR (Ekananda , 2016)
2.6. Uji Stasioneritas
Data yang bersifat stasioner merupakan salah satu asumsi yang harus
dipenuhi untuk melakukan pemodelan VAR. Hal menjadi dasar dari data deret
waktu. Stasioneritas berarti bahwa tidak terdapat perubahan yang signifikan pada
data. Fluktuasi data berada disekitar suatu nilai rata-rata yang konstan, tidak
 
































tergantung pada waktu dan varians dari fluktuasi tersebut . Data runtun waktu
dikatakan stasioner dalam rata-rata jika rataratanya cederung konstan dari waktu
ke waktu atau data bersifat stabil (Yuniar dan Luluk, 2018) . Jika pada data yang
diteliti telah stasioner di tingkat level maka model VAR bisa digunakan. Namun
apabila data yang diteliti tidak stasioner pada tingkat level maka akan dilakukan uji
stasioner dengan proses diferensiasi data maka perlu dilakukan dengan uji
kointegrasi menggunakan metode pengujian Johansen.
Uji stasioner yang sangat populer yang sering digunakan adalah uji akar unit (unit
root test). Ketika sebuah variabel terdapat unit root maka dapat dinyatakan bahwa
peubah tersebut non stasioner. Uji Augmentsed Dickey Fuller (ADF) adalah
peubah yang biasanya digunakan dalam unit root test .
Analisis grafis, Autocorrelation Function (ACF) adalah uji stasioneritas yang
biasanya banyak digunakan. Uji formal juga dapat dilakukan dengan
menggunakan correlogram. Jika data atau grafis yang didapat belum bersifat
stasioner maka harus dilakukan transformasi agar data yang diteliti menjadi
bersifat stasioner, seperti pada data yang telah dilakukan First Difference (Ekanda ,
2014).
Data atau grafis dikatan stasioner apabila memenuhi syarat berikut:
a. Mean: E(Yt) = µ yaitu mean dari Y adalah konstan.
b. Variance: var(Yt) = E(Yt− µ)2 = σ2, variance dari Y adalah konstan. Variance
mempunyai arti hubungan data pada waktu yang sama.
c. Covariance: yk = E[(Yt−µ)−Y(t+k)−µ]) didefinisikan sebagai hubungan data antar
waktu.
Uji Augmented Dickey Fuller (ADF) dilakukan ntuk mengetahui root test. Berikut
 
































perumusan pada uji ADF:
yt = y(t−1) + εt (2.4)
εt adalah stochasticss error term yang bernilai 0 jika dirata-rata, σ2
konstan, yang berakibat tidak ada autokorelasi. Akan ada unit root Jika y(t − 1)
bernilai 1 sehingga memeiliki estimasi regresi:
yt = ρy(t−1) + εt (2.5)
Dengan ρ merupakan koefisien autoregresive. variabel yt tidak stasioner dan unit
root jika ρ sama dengan satu yang disebut random walk dalam ekonometrika.
random walk merupakan data runtun waktu nonstasioner. Sehingga persamaan 2.6
dikurangi dengan yt−1 dikanan kirinya, sehingga persamaannya menjadi:
yt− y(t−1) = ρy(t−1) − y(t−1) + εt
∆yt = (ρ− 1)y(t−1) + εt
∆yt = δy(t− 1) + εt (2.6)
∆ dan δ merupakan first difference, dimana ∆yt = yt − yt−1. yt tidak
stasioner dan punya unit root bila δ = 0 yang menyebabkan ρ = 1. Maka
dibentuklah hipotesis agar mengetahui ada atau tidaknya akar unit sebagai berikut:
Hipotesis
H0 : δ = 0 (ada akar unit, tidak stasioner)
H1 : δ < 0 (tidak mengandung akar unit, stasioner).
Nilai absolut statistik ADF dibandingkan dengan nilai kritis MacKinnon
untuk melakukan pengujian. Kriteria pengujian sebagai berikut:
 
































H0 diterima jika nilai absolut statistik ADF < nilai kritis MacKinnon
Nilai probabilitas > 0,05
H1 diterima jika nilai absolut statistik ADF > nilai kritis MacKinnon
Nilai probabilitas < 0,05 (Akbar, dkk , 2016)
2.7. Uji Kointegrasi
Uji kointegrasi adalah uji untuk menentukan seimbang atau tidaknya suatu
variabel baik stasioner maupun tidak stasioner pada jangka panjang. model VAR
dapat digunakan bila tidak terdapat kointegrasi antara variabel satu dengan yang
lainnya. Dengan kata lain, walaupun secara individu variabel ujinya tidak stasioner
tetapi kombinasi dari variabel tersebut dapat menjadi stasioner. Sehubungan
dengan langkah ini maka uji kointegrasi ini menjadi hal yang wajib di estimasi
model VAR yang berfungsi untuk mengetahui keberadaan antar variabel. Uji ini
digunakan untuk mengetahui apakah variabel yang akan digunakan stabil dan
terdapat kesamaan gerakan atau tidak pada jangka panjang (Windasari , 2018).
Uji kointegrasi yang digunakan adalah Johansen Cointegeration Test. Ada
tidaknya kointegrasi dilihat pada uji Likelihood Ratio (LR). Jika nilai hitung LR
lebih besar daripada nilai hitung LR kritis berarti kita menerima kointegrasi di
sejumlah besar variabel, sebaliknya jika nilai hitung LR lebih kecil daripada nilai
LR kritis maka tidak ada kointegrasi. Disini kita akan mengetahui apakah harus
menggunakan VAR atau VECM. Menggunakan VAR apabila tidak ada kointegrasi
dan VECM bila terdapat kointegrasi.
Ada beberapa hal penting yang perlu untuk diperhatikan pada definisi
kointegrasi antara lain:
a. Kointegrasi berkenaan dengan suatu kombinasi linier dari variabel-variabel yang
 

































b. Seluruh variabel harus terkointegrasi terhadap ordo yang sama. Apabila ada dua
variabel yang terintegrasi pada ordo yang berbeda, maka kedua variabel tidak
mungkin terkointegrasi.
c. Meskipun demikian, terdapat kemungkinan adanya suatu campuran dari ordo
series yang berbeda jika ada tiga atau lebih series yang diperhatikan.
d. Jika x1 mempunyai suatu komponen n, maka kemungkinan terdapat sebanyak
n− 1 vektor kointegrasi yang eksogen linier.
Informasi akan jangka panjang dapat diperoleh dengan cara terlebih dahulu untuk
menemukan rank kointegrasi agar dapat mengetahui berapa sistem persamaan yang
didapat untuk menerangkan dari semua sistem yang ada. Apabila nilai trace statistic
lebih besar dari nilai kritis 5%, maka akan menyatakan jumlah rank kointegrasi.
Hipotesis yang digunakan uji kointegrasi sebagai berikut:
H0 = tidak terdapat kointegrasi
Ha = terdapat kointegrasi
Kriteria dalam pengujian adalah sebagai berikut:
H0 ditolak dan hipotesis Ha diterima jika trace stastistic > nilai kritis trace sebesar
5%
H0 diterima dan hipotesis Ha ditolak jika trace statistic < nilai kritis trace sebesar
5%
(Basuki , 2016)
Untuk bisa mengetahui jumlah vektor yang terkointegrasi, ada tiga hal yang
harus diperhatikan, antar lain:
a. Jika rank pada matrik Π = 0 , maka untuk informasi jangka panjang tidak
 
































didapatkan dan VAR stasioner pada orde nol cocok untuk direpresentasikan.
b. Jika rank pada matrik Π = n , maka Π ialah matriks full rank, maka xt stasioner
dalam tingkat level dan VAR pada first difference cocok untuk direpresentasikan.
c. Jika rank pada matrik Π ialah 0 < r < n, maka β ′xt telah stasioner meskipun xt
tidak stasioner dan bentuk error correction cukup untuk direpresentasikan.
Langkah-langkah dalam pengujian kointegrasi Johansen ialah sebagai berikut:
1. Melakukan uji orde integrasi terhadap variabel time series dengan menggunakan
uji ADF.
2. Melakukan plot data guna melihat ada atau tidaknya tren linier dan intercept
pada masing-masing variabel time series.
3. Pemilihan panjang lag yang optimal
4. Melakukan uji pada jumlah hubungan kointegrasi dengan menggunakan trace
test yakni pengujian guna mengukur jumlah vektor kointegrasi pada data time
series dengan cara menggunakan pengujian rank matriks kointegrasi yang
dinyatakan pada persamaan sebagai berikut:
λtrace(r) = −TΣni=r+1ln(1− λi) (2.7)
Dimana T merupakan jumlah observasi λi merupakan estimasi eigen value
yang dihasilkan berdasarkan estimasi matriks Π, dan r merupakan rank yang
mengindikasikan suatu jumlah vektor kointegrasi. Dengan mengetahui berapa
jumlah r maka akan dapat diketahui pula jumlah suatu hubungan kointegrasi
yang ada pada data time series.
 
































Uji Hipotesis: H0: banyaknya vektor yang kointegrasi (Γ) = 0
H1: banyaknya vektor yang kointegrasi (Γ) > 0
Jika nilai kritis lebih kecil dari nilai trace statistic pada tingkat α(5%) atau
nilai probabilitas lebih kecil dari nilai α(5%) maka terjadi kointegrasi dan hipotesis
nol ditolak.
2.8. Vector Error Correction Model (VECM)
Vector Error Correction Model atau VECM merupakan bentuk VAR yang
terestriksi. Restriksi tambahan ini harus diberikan karena keberadaan bentuk data
yang tidak stasioner pada level, tetapi terkointegrasi. VECM kemudian
memanfaatkan informasi restriksi kointegrasi tersebut ke dalam spesifikasinya.
VECM karena itu sering disebut sebagai desain VAR bagi series non-stasioner
yang memiliki hubungan kointegrasi .
Kointegrasi adalah terdapatnya kombinasi linear antara variabel yang non
stasioner yang terkointegrasi pada ordo yang sama (?). Dianjurkan untuk
memasukkan persamaan kointegrasi ke dalam model yang digunakan setelah
dilakukan pengujian kointegrasi pada model yang digunakan. Data time series
kebanyakan memiliki tingkat stasioneritas pada perbedaan pertama (first
difference) atau I(1). Digunakan VECM apabila ternyata data yang digunakan
memiliki derajat stasioneritas untuk mengantisipasi hilangnya informasi jangka
panjang. Caranya adalah dengan mentransformasi persamaan awal pada level
menjadi persamaan baru sebagai berikut :
∆yt = b10 + b11∆yt−1 + b12∆zt−1− λ(yt−1− a10− a11yt−2 + a12zt−1 + εyt (2.8)
∆zt = b20 + b21∆yt−1 + b22∆zt−1− λ(zt−1− a20− a21yt−1 + a12zt−2 + εyt (2.9)
 
































dimana a merupakan koefisien regresi jangka panjang, b merupakan
koefisien regresi jangka pendek, λ merupakan parameter koreksi error, dan
persamaan dalam tanda kurung menunjukkan kointegrasi di antara variabel y dan
z. Model VECM (k-1) secara umum adalah sebagai berikut.
∆yt = ΣΓ∆yt−1 + µ0 + µ1t+ αβyt−1 + εt (2.10)
dimana: ∆yt = yt−1 k − 1 = ordo VECM dari VAR Γi = matriks koefisien
regresi µ0 = vector intercept µ1 = vector koefiien regresi t = time trend α = matriks
loading(penyesuaian) β = vektor kointegrasi y = variabel yang digunakan dalam
analisis
2.9. Menentukan Panjang Lag Optimal
Estimasi pada model VAR terlebih dahulu harus menentukan berapa
panjang lag optimal yang nantinya akan digunakan dalam analisis selanjutnya. Hal
ini disebabkan karena estimasi hubungan kausalitas dan model VAR sangat peka
terhadap panjang lag, sehingga perlu menentukan ketepatan panjang lag. Proses
penetapan panjang lag optimal sangat berguna dalam menghilangkan autokorelasi
pada sistem VAR yang akan digunakan sebagai analisis stabilitas pada VAR. Maka
dengan adanya lag yang optimal diharapkan agar tidak lagi muncul masalah
autokorelasi (Widarjono , 2007) Panjang lag yang optimal akan ditentukan
berdasarkan beberapa informas yang tersedia. Lag yang nantinya dipilih adalah lag
yang terpendek berdasarkan kriterisa LR (Likehood Ratio), AIC (Akaike
Information Critrion), FPE (Final Prediction Error), HQ (Hannan-Quin Criterion)
dan SC (Schwarz Information Criterion).
Dalam penelitian ini menentukan panjang lag (p) model menggunakan AIC
 
































(Akaike Information Critrion), FPE (Final Prediction Error), HQ (Hannan-Quin
Criterion) dan SC (Schwarz Information Criterion) dengan nilai didapatkan melalui
pemilihan yang minimum. Pendugaan parameter VAR dilakukan untuk setiap nilai





































M = banyaknya variabel di dalam sistem
P = banyaknya lag yang digunakan, tidak nberupa matriks
T = banyaknya observasi∑
p = matriks variance-covariance dari residual untu model lag p
2.10. Uji Kasualitas Granger
Uji kausalitas digunakan untuk mengetahui apakah ada hubuungan anatara
variabel X dan Y, yaitu sebab akibat seperti X menyebabkan Y atau Y menyebabkan
X. Uji kausalitas Granger merupakan uji korelasi yang lebih bermakna dari biasanya
karena lebih akurat. Uji kausalitas Granger dipakai untuk mengetahui beberapa hal,
sebagai berikut (Ekanda , 2014)
a. Apakah variabel X dan Y mempunyai hubungan timbal balik, atau saling
mendahuluhi masing masing .
 
































b. Variabel X menyebabkan munculnya variabel Y lain apabila nilai Y lebih baik
saat menggunakan nilai lalu dari X.
c. Dalam uji ini diasumsikan bahwa X dan Y bernilai kovarians linier yang
stasioner.











i=1γixt−i + ε2t (2.16)
Dimana:
xt, yt = nilai variabel pada waktu ke-t
m = banyak lag
αi, γi = koefisien dari lag ke-i variabel x pada model unrestriced
βi, λi = koefisien dari lag ke-i variabel y pada model unrestriced
xt−i = nilai variabel x pada lag ke-i, dimana t lebih besar dari i
yt−i = nilai variabel y pada lag ke-i, dimana t lebih besar dari i
εt = error pada waktu ke-t
(Ekanda , 2014)
Pengujian Kausalitas Granger dapat dilakukan dengan cara menggunakan









Dengan adanya RSSR (restricted residual sum of squares) yang diperoleh
 
































dari suatu regresi yang telah dilakukan terhadap y tanpa harus melibatkan lag
variabel x , sedangkan RSSR (unrestricted residual sum of squares) yang
diperoleh dari suatu regresi yang telah dilakukan terhadap y dengan melibatkan lag
variabel x . Nilai m merupakan jumlah suatu persamaan restriksi, n
merupakan jumlah observasi dan k merupakan jumlah suatu parameter persamaan
yang tidak restriksi. Rumus ini digunakan untuk menguji apa retriksi yang akan
kita terapkan sama dengan output uji kausalitas granger Jika F (m,n − k) > Fstat
maka x merupakan Granger Cause y. Nilai (n-k) disebut juga sebagai derajat
kebebasan (degree of freedom). Jika nilai F-statistik lebih besar dibandingkan
dengan F kritis (F tabel) pada tingkat signifikansi yang dipilih, maka x juga
merupakan Granger Cause y karena dalam hal ini lag variabel x juga dilibatkan
dalam proses regresi. Sehingga untuk uji hipotesis adalah sebagai berikut:
H0 = Tidak memiliki hubungan kasualitas
H1 = Memiliki hubungan kasualitas
Dengan uji kriteria:
H0 diterima jiuka nilai probabilitas > α (0,05)
H1 diterima jiuka nilai probabilitas < α (0,05)
Disini kita akan menguji apakah restriksi/kausalitas yang kita terpakan pada
persamaan sistem (dengan struktur OLS) akan sama dengan uji granger causality.
(Ekananda , 2018)
2.11. Estimasi Model VAR/VECM
Tahap selanjutnya yaitu melakukan estimasi model VECM, estimasi ini
bertujuan untuk menghasilkan dua output estimasi yaitu dalam jangka panjang dan
dalam jangka pendek. Pengaruh variabel jangka panjang ataupun jangka pendek
 
































dapat diketahui dengan membandingkan nilai t tabel dengan nilai t statistik (hasil
hitung) yang didapat (angka dalam [ ] pada hasil tabel estimasi yang di dapat).
Nilai t tabel (α ,n-1), dimana n adalah jumlah observasi dan α = 5%.
Tabel 2.1 Tabel T
Hipotesis yang digunakan yaitu:
H0 = Variabel dependen tidak secara signifikan dipengaruhi oleh variabel
independent
H1 = variabel dependen secara signifikan dipengaruhi oleh variabel independent
Wilayah tolak H0: nilai t | stat | > nilai t tabel
2.12. Evaluasi Akurasi Model VAR/VECM
Setelah model persamaan yang diharapkan telah didapatkan, maka
berdasarkan suatu analisis prediksi sebagaimana umumnya, sangat perlu adanya
penentuan tingkat keakuratan hasil model yang telah diperoleh dan dibentuk dari
sebuah model dengan menggunakan MAPE (Mean Absolute Percentage Error).
Persamaan yang dapat digunakan dalam peroses evaluasi model menggunakan
MAPE adalah sebagai berikut:
 







































Dimana m merupakan banyaknya suatu prediksi yang dilakukan Zt, ialah
data yang sebenarnya dan Z∗t adalah suatu data yang telah dihasilkan dari prediksi.
Suatu model mampu dikatakan memiliki kinerja yang bagus jika mempunyai nilai
MAPE antara 10% sampai dengan 20% (Akbar, dkk , 2016).
Menurut Zhang (2015) kriteria pada peramalan MAPE dapat dilihat pada tabel 2.2
sebagai berikut.
Tabel 2.2 Kriteria Nilsi pada MAPE
MAPE Keakuratan Peramalan
< 10% Peramalan sangat akurat
< 10%− < 20% Peramalan baik
< 20%− < 50% Peramalan masuk akal (wajar)
> 50% Peramalan tidak akurat
(Ranangga, dkk , 2018)
2.13. Impluse Respons Function(IRF)
Impuls Respons Function ialah metode pengujian pada bagian dinamis dari
suatu sistem variabel didalam model yang digunakan dan dihasilkan oleh variabel
inovasi. IRF menunjukkan suatu respon atau tanggapan dari setiap variabel
eksogen dalam waktu tertentu terhadap guncangan (shock) dari variabel itu sendiri
dan variabel eksogen lainnya. IRF juga menjelaskan secara rinci suatu guncangan
pada suatu variabel eksogen sehingga dapat ditentukan terdapat suatu perubahan
yang tidak diharapkan mempengaruhi variabel lainnya sepanjang waktu. IRF
 
































digunakan untuk melihat pengaruh di waktu yang sama dari sebuah variabel
endogen jika mendapat guncangan dari variabel eksogen sebesar satu standar
deviasi .
IRF digunakan untuk mengetahui seberapa lama atau jauh pengaruh
guncangan yang diperoleh dari satu variabel terhadap variabel lain. Variabel
ekonomi hanya bisa dipengaruhi oleh guncangan tertentu sehingga IRF digunakan
untuk memisahkan suatu guncangan agar mampu lebih spesifik menjelaskan.
Apabila hal tersebut tidak dilakukan maka guncangan spesifik tidak bisa diketahui
secara umum (Walpole , 1995).
Impulse Respons Function adalah salah satu analisis yang penting pada
suatu model VAR. Analisis tersebut dapat melacak suatu respon dari variabel
endogen yang ada pada sistem VAR karena adanya suatu guncangan (shocks) atau
perubahan di dalam variabel gangguan. Impulse Respons Function adalah salah
satu analisis yang penting pada suatu model VAR. Analisis tersebut dapat melacak
suatu respon dari variabel eksogen yang ada pada sistem VAR karena ada suatu
guncangan atau perubahan dalam variabel gangguan. Respon pada Impulse
Respon Function yang dihasilkan bisa bernilai positif, negatif ataupun tidak
merespon. Dikatakan respon positif ketika berada diatas garis horizon dan searah.
Respon negatif diperoleh ketika berada di bawah garis horizon dan berlawanan
arah. Sedangkan dapat dikatakan tidak merespon ditunjukkan dengan grafik yang
mana responnya cenderung mendatar dan dekat pada garis horizon.
Impulse Respons Function dihasilkan dari proses iterasi konstruksi model
VAR yang sama dengan proses stabilitas yang memungkinkan untuk mengetahui
respon yang terjadi pada y dan z, jika dilakukan suatu perubahan pada e atau
mungkin salah satu dari variabel yang ada pada model VAR. Oleh karena itu, IRF
dapat dimodifikasi sesuai dengan konstruksi VAR sebagai VAR standar atau VAR
 
































sebagai reduced form persamaan simultan dinamis. Persamaan yang digunakan
dalam proses analisis Impulse Respons Function adalah sebagai berikut:
yt = Aiiεt−i (2.19)
Nilai y yang digambarkan merupakan perubahan nilai y akibat adanya shock.
Bidang grafik IRF yang berada diatas nol menunjukkan adanya peningkatan atau
penambahan. Grafik IRF menunjukkan nilai Aii dari waktu ke waktu (dari i = 0
sampai tak terhingga). Sehingga peningkatan ε(t− i) menyebabkan peningkatan yt
sebesar Aii yaitu:
yt−i − yt−i−1 = Aii (2.20)
Dengan demikian:
1. Jika nilai dari Aii bernilai positif (+) maka yt akan meningkat sebesar Aii
2. Jika nilai dari Aii bernilai negatif (-) maka yt akan menurun sebesar Aii
(Ekananda , 2018)
2.14. Variance Decomposition
Variance Decomposition merupakan suatu metode guna untuk menyusun
varians total yang didasarkan pada varians yang ada pada variabel lainnya
sehingga bisa didapatkan porsi varians variabel tertentu pada varians total. Uji ini
menunjukkan presentase pengaruh masing – masing variabel atas suatu variabel
yang lain pada berbagai periode. Variance Decomposition merupakan suatu
metode guna untuk menyusun pada varians total yang didasarkan pada varians dari
variabel yang lainnya sehingga bisa didapatkan suatu porsi varians variabel
 
































tertentu kepada varians total (Ekananda , 2016). Persamaan yang ada di Variance






Dimana, σy(n)2 merupakan forecast varians total yang berada pada variabel
y. Jika y merupakan variabel yang ada pada persamaan sebelumnya, maka σy(n)2
merupakan forecast varians total yang berada pada persamaan sebelumnya. Ruas
kanan merupakan komponen pembentuk yang tergantung pada
σy[ϕ11(0)
2 + ϕ11(1)
2 + ... + ϕ11(n − 1)2]. Perhatikan bahwa komponen ϕ11(0)2
merupakan elemen-elemen yang berada pada matrik A yang telah dihasilkan oleh
persamaan VECM. Komponen tersebut juga digunakan oleh IRF. Sehingga dapat
dikatakan bahwa Variance Decomposition memiliki hubungan yang erat kaitannya
dengan IRF.
Variance Decomposition y merupakan komponen varians yang diperoleh
dari variabel lain pada persamaan VECM yang membentuk forecast varians y
karena adanya shock dari variabel y. Variance Decomposition merupakan suatu
alat untuk menganalisis persamaan baik VAR maupun VECM guna melihat
komponen (Decomposition) yang membentuk forecast varians yang terjadi.
(Ekananda , 2018).
 

































Pada bab ini peneliti menjelaskan terkait metode penelitian yang akan
dilakukan oleh peneliti dalam menyelesaikan proses menyelesaikan masalah yang
ada pada penelitian. Dalam bab ini akan dijelaskan secara umum terkait urutan
tahapan penyelesaian kasus penelitian. Metode yang digunakan dalam penelitian
ini adalah Vector Autoregressive (VAR).
3.1. Jenis dan Pendekatan Peneltian
Penelitian yang dilakukan merupakan penelitian deskriptif kuantitatif
karena data penelitian yang digunakan berupa data yang berbentuk angka atau
numerik yang kemudian dideskripsikan untuk menghasilkan informasi utuh yang
dapat dipahami oleh pembaca.
3.2. Jenis dan Sumber Data
Untuk dapat melaksanakan penelitian ini pertama diperlukan data mengenai
penerimaan Pendapatan Asli Daerah, pajak hiburan, pajak hotel, dan pajak restoran
Provinsi Jawa Timur khususnya Surabaya. Data yang digunakan dalam penelitian
ini adalah data sekunder pada tahun 2015 sampai 2018 yang diperoleh dari Dinas




































3.3. Tempat dan Waktu Penelitian
Penelitian ini dilakukan di Dinas Pendapatan Daerah Provinsi Jawa Timur
yang beralamatkan di Jl. Manyar Kertoarjo no. 1, Surabaya, Jawa Timur, Indonesia.
3.4. Jenis dan Pendekatan Peneltian
Setelah data Restribusi Pendapatan Asli Daerah didapatkan maka akan
dilakukan beberapa tahapan-tahapan untuk menyelesaikan permasalahan dalam
penelitian dengan menggunakan VAR. Tahapan-tahapan penelitian tersebut antara
lain yatu:
3.4.1. Input Data
Data yang diinputkan dalam penelitian ini yaitu Pendapatan Asli Daerah,
pajak hiburan, pajak hotel, dan pajak restoran oleh masyarakat tiap bulan di Kota
Surabaya tahun 2014 sampai 2018.
3.4.2. Deskriptif Data
Pada langkah ini peneliti menganalisis data yang akan digunakan yaitu
menganalisis jumlah sampel data, jumlah data Pendapatan Asli Daerah, pajak
hiburan, pajak hotel, dan pajak restoran oleh masyarakat tiap bulannya.
3.4.3. Uji Stasioneritas
Uji stasioneritas dilakukan dengan menggunakan uji ADF. Apabila dengan
menggunakan uji ADF didapatkan data yang tidak stasioner pada tingkat level
maka harus dilakukan diferensiasi data pertama (first difference). Apabila setelah
dilakukan first difference masih belum memperolah data yang stasioner maka
 
































harus dilakukan second difference. Dengan kriteria pengujian sebagai berikut:
diterima jika nilai absolut statistik ADF < nilai kritis MacKinnon Nilai
probabilitas > 5%
diterima jika nilai absolut statistik ADF > nilai kritis MacKinnon Nilai
probabilitas < 5%
Uji ini dilakukan apakah data yang diteliti sudah stasioner di tingkat level
yang berarti bisa menggunakan metode VAR atau stasioner pada tingkat difference
yang berarti harus menggunakan metode Vector Error Correction MOdel (VECM).
3.4.4. Uji Kointegrasi
Didalam penelitian ini, uji kointegrasi dilakukan dengan menggunakan
metode Johansen’s Cointegration Tes. Uji kointegrasi menggunakan hipotesis
sebagai berikut:
Hipotesis yang digunakan uji kointegrasi sebagai berikut:
H0 = tidak terdapat kointegrasi
Ha = terdapat kointegrasi
Kriteria dalam pengujian adalah sebagai berikut:
H0 ditolak dan hipotesis Ha diterima jika trace stastistic > nilai kritis trace
sebesar 5%
H0 diterima dan hipotesis Ha ditolak jika trace statistic < nilai kritis trace sebesar
5%
Uji ini dilakukan untuk mengetahui apakah data yang akan diuji terdapat
kointegrasi sehingga harus menggunakan metode Vector Error Correction MOdel
(VECM) atau tetap menggunakan VAR jika tidak terdapat kointegrasi.
 
































3.4.5. Penentuan Panjang Lag
Penentuan panjang lag yang optimal ditentukan dengan menggunakan
beberapa kriteria informasi yaitu panjang lag terpendek menurut LR (Likehood
Ratio), AIC (Akaike Information Critrion), FPE (Final Prediction Error), HQ
(Hannan-Quin Criterion)dan SC (Schwarz Information Criterion) sebagaimana
yang telah dijelaskan pada Persamaan 2.9 sampai 2.12.
3.4.6. Uji Kasualitas Granger
Uji analisis kausalitas granger menggunakan metode Granger Kausality.
Metode ini digunakan untuk mengetahui hubungan kausalitas diantara 2 variabel.
3.4.7. Analisis IRF (Impulse Response Function)
Impulse Respons Function adalah salah satu analisis yang penting pada
suatu model VAR. Analisis tersebut dapat melacak suatu respon dari variabel
eksogen yang ada pada sistem VAR karena ada suatu guncangan atau perubahan
dalam variabel gangguan. Respon pada Impulse Respon Function yang dihasilkan
bisa bernilai positif, negatif ataupun tidak merespon. Dikatakan respon positif
ketika berada diatas garis horizon dan searah. Respon negatif diperoleh ketika
berada di bawah garis horizon dan berlawanan arah. Sedangkan dapat dikatakan
tidak merespon ditunjukkan dengan grafik yang mana responnya cenderung
mendatar dan dekat pada garis horizon.
3.4.8. Analisis VDC (Variance Decomposition)
Variance Decomposition memberikan informasi dari pergerakan pengaruh
guncangan dari sebuah variabel terhadap guncangan variabel lainnya pada saat ini
 
































dan saat yang akan datang.
3.5. Diagram Alir Penelitian
Dalam mencapai tujuan penelitian, perlu adanya langkah-langkah secara
urut dan sistematis, adapun Gambar 3.1 merupakan representasi dari diagram alir
untuk memprediksi ketersediaan air menggunakan metode VAR sebagai berikut:
 
































Gambar 3.1 Diagram Alir Penelitian
 

































4.1. Statistik Deskriptif Data
Pada penelitian ini ada 4 variabel yang akan diteliti yaitu variabel PAD,
pajak hiburan, pajak hotel dan pajak restoran. Data yang akan digunakan disini
merupakan data runtut waktu mulai tahun 2015 sampai dengan 2018. Dengan
banyaknya jumlah data adalah 192. Data berikut diperoleh dari Badan Pendapatan
Daerah Kota Surabaya, berikut adalah hasil scatter plot dari masing masing
variabel.
Gambar 4.1 Hasil Scatter Plot variabel PAD
Berdasar pada Gambar 4.1 dapat dilihat bahwa jumlah PAD yang didapat
selalu naik turun tetapi lebih banyak naik, dengan jumlah PAD terendah adalah pada
bulan Januari tahun 2015 sebesar 171.535.920.530,37 dan yang tertinggi sebesar
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810.651.944.960,05 pada bulan Desember tahun 2017.
Gambar 4.2 Hasil Scatter Plot variabel Pajak Hiburan
Berdasar pada Gambar 4.2 dapat dilihat bahwa jumlah Pajak Hiburan yang
didapat selalu mengalami penaikan (trend naik), dengan jumlah Pajak Hiburan
terendah adalah pada bulan Maret tahun 2015 sebesar 3.504.560.927,00 dan yang
tertinggi sebesar 7.379.951.415,00 pada Agustus tahun 2018.
Gambar 4.3 Hasil Scatter Plot variabel Pajak Hotel
 
































Berdasar pada Gambar 4.3 dapat dilihat bahwa jumlah Pajak Hotel yang
didapat selalu mengalami penaikan (trend naik), dengan jumlah Pajak Hotel
terendah adalah pada bulan Agustus tahun 2015 sebesar 11.790.909.936,00 dan
yang tertinggi sebesar 28.603.613.131,00 pada Desember tahun 2018.
Gambar 4.4 Hasil Scatter Plot variabel Pajak Restoran
Berdasar pada Gambar 4.4 dapat dilihat bahwa jumlah Pajak Restoran yang
didapat selalu mengalami penaikan (trend naik), dengan jumlah Pajak Restoran
terendah adalah pada bulan Maret tahun 2015 sebesar 21.828.493.256,00 dan yang
tertinggi sebesar 45.308.114.601,00 pada Desember tahun 2018.
Statistik deskriptif data adalah deskripsi atau suatu gambaran mengenai
suatu data yang meliputi nilai rata-rata(mean), nilai minimum, nilai maksimum,
serta standar deviasi dari masing-masing variabel yang dipakai. Variabel yang
digunakan yaitu Pendapatan Asli Daerah (PAD), Pajak Hiburan, Pajak Hotel dan
Pajak Restoran pada tahun 2015 sampai 2018 yang masing-masingnya berjumlah
48 variabel. Berikut adalah hasil dari uji deskriptif masing-masing variabel:
 
































Tabel 4.1 Hasil Statistik Deskriptif Data
4.2. Uji Stasioneritas Data
Tahap pertama yang dilakukan adalah melihat uji stasioneritas, untuk
mengetahui pada derajat keberapa data akan stasioner. Ada dua cara untuk
melakukan uji stasionaritas yaitu uji akar unit (unit root test) dan correlogram.
Disini kita akan menggunakan uji akar unit Augmented Dickey Fuller (ADF) untuk
uji stasioneritas pada setiap variabel data.
4.2.1. Variabel PAD
Dalam tahap ini, PAD terlebih dahulu diuji stasioneritas datanya dengan
menggunakan uji Augmented Dickey Fuller pada tingkat level dengan hasil sebagai
berikut:
Tabel 4.2 Diagram Hasil Uji Stasioner Tingkat Level
 
































Berdasarkan dari hasil Tabel 4.2 uji stasioneritas pada tingkat level yang
dilakukan dengan menggunakan uji Augmented Dickey Fuller untuk variabel PAD
dengan memperhatikan nilai absolute statistik Augmented Dickey Fuller | -5.388459
| yang lebih besar daripada nilai kritis McKinnon pada setiap α 1% | -3.502238 |, |
-2.892879 |, | -2.583553 | dan nilai probabilitas yang didapat lebih kecil dari 0,05
(0,000 < 0,05). Maka dapat disimpulkan bahwa variabel PAD telah stasioner pada
tingkat level.
4.2.2. Variabel Pajak Hiburan
Kedua, uji stasioneritas variabel hiburan dengan menggunakan uji
Augmented Dickey Fuller pada tingkat first differrence dengan hasil sebagai
berikut:
Tabel 4.3 Diagram Hasil Uji Stasioner Tingkat First Differrence
Berdasarkan dari hasil Tabel 4.3 uji stasioneritas pada tingkat first
difference yang dilakukan dengan menggunakan uji Augmented Dickey Fuller
untuk variabel Pajak Hiburan dengan memperhatikan nilai absolute statistik
Augmented Dickey Fuller | -7.252051 | yang lebih besar daripada nilai kritis
McKinnon pada setiap α 1% | -3.588509 |, | -2.929734 |, | -2.603064 | dan nilai
probabilitas yang didapat lebih kecil dari 0,05 (0,000 < 0,05). Maka dapat
disimpulkan bahwa variabel Pajak Hiburan telah stasioner pada tingkat first
 

































4.2.3. Variabel Pajak Hotel
Ketiga, uji stasioneritas variabel hotel dengan menggunakan uji Augmented
Dickey Fuller pada tingkat first differrence dengan hasil sebagai berikut:
Tabel 4.4 Diagram Hasil Uji Stasioner Tingkat First Differrence
Berdasarkan dari hasil Tabel 4.4 uji stasioneritas pada tingkat first difference
yang dilakukan dengan menggunakan uji Augmented Dickey Fuller untuk variabel
Pajak Hotel dengan memperhatikan nilai absolute statistik Augmented Dickey Fuller
| -6.008039 | yang lebih besar daripada nilai kritis McKinnon pada setiap α 1% |
-3.621023 |, | -2.943427 |, | -2.610263 | dan nilai probabilitas yang didapat lebih
kecil dari 0,05 (0,000 < 0,05). Maka dapat disimpulkan bahwa variabel pajak hotel
telah stasioner pada tingkat first difference.
4.2.4. Variabel Pajak Restoran
Terakhir, uji stasioneritas variabel restoran dengan menggunakan uji
Augmented Dickey Fuller pada tingkat first differrence dengan hasil sebagai
berikut:
 
































Tabel 4.5 Diagram Hasil Uji Stasioner Tingkat First Differrence
Berdasarkan dari hasil Tabel 4.5 uji stasioneritas pada tingkat first difference
yang dilakukan dengan menggunakan uji Augmented Dickey Fuller untuk variabel
Pajak Restoran dengan memperhatikan nilai absolute statistik Augmented Dickey
Fuller | -6.048935 | yang lebih besar daripada nilai kritis McKinnon pada setiap
α 1% | -3.600987 |, | -2.935001 |, | -2.605836 | dan nilai probabilitas yang didapat
lebih kecil dari 0,05 (0,000< 0,05). Maka dapat disimpulakan bahwa variabel pajak
restoran telah stasioner pada tingkat first difference.
4.3. Uji Kointegrasi Johansen
Tujuan dari uji kointegrasi pada penelitian ini yaitu menentukan apakah
grup dari variabel yang stasioner pada difference yang sama yaitu difference 1
tersebut memenuhi persyaratan proses integrasi atau tidak. Uji kointegrasi ini
dilakukan untuk mengetahui keberadaan hubungan antar variabel, yaitu untuk
mengetahui apakah ada tidaknya pengaruh jangka panjang pada variabel yang akan
kita teliti. Jika terbukti ada kointegrasi, maka tahapan beralih ke tahapan VECM.
Namun jika tidak terbukti, maka tetap akan menggunakan VAR. Metode yang
digunakan untuk uji kointegrasi pada penelitian ini yaitu uji kointegrasi Johansen.
Kriteria pengujian kointegrasi pada penelitian ini didasarkan pada trace statistic.
Jika nilai trace statistic lebih besar daripada critical value 5% maka hipotesis
 
































alternatif yang menyatakan terdapat kointegrasi, sehingga akan dilanjutkan ke
metode VECM.
Tabel 4.6 Hasil Uji Kointegrasi
Berdasarkan hasil output diatas, dapat dilihat bahwa pada kolom pertama
dan kedua (Trace statistic) lebih besar dari pada nilai kritisnya yaitu pada baris
pertama nilai trace statistic 59.18964 lebih besar daripada nilai kritis 47.85613,
dan pada baris keduua nilai trace statistic 33.29781 lebih besar daripada nilai kritis
29.79707 yang menunjukkan bahwa pada data nilai time series terdapat 2
kointegrasi pada taraf kepercayaan 95% atau taraf signifikansi 0.05. Sehingga
dapat ditarik kesimpulan hipotesis nol yang menyatakan bahwa tidak ada
kointegrasi ditolak dan hipotesis alternatif yang menyatakan bahwa ada kointegrasi
diterima. Dengan demikian, dari hasil uji kointegrasi mengindikasikan bahwa di
antara pergerakan PAD, Pajak Hiburan, Pajak Hotel, dan Pajak Restoran memiliki
hubungan stabilitas/keseimbangan dan kesamaan pergerakan dalam jangka
panjang. Atau dapat diartikan bahwa dalam setiap periode jangka pendek, seluruh
variabel cenderung saling menyesuaikan, untuk mencapai keseimbangan jangka
panjangnya.
 
































Karena diidentifikasi pada sub bab sebelumnya bahwa semua data stasioner
di tingkat first difference dan ada kointegrasi, maka analisis selanjutnya dapat
dilakukan dengan menggunakan model VECM.
4.4. Uji Panjang Lag Optimal
Tahapan selanjutnya yaitu menguji lag, hal ini dilakukan untuk mengetahui
nilai lag optimal dari data. Pada pendekatan VAR maupun VECM sangat sensitif
tehadap panjangnya lag yang digunakan. Penentuan panjangnya lag dimaksudkan
untuk mengetahui panjangnya periode keterpengaruhan suatu variabel terhadap
variabel masa lalunya maupun variabel endogen lainnya. Jika lag optimal yang
dimasukkan terlalu pendek maka dikhawatirkan tidak dapat menjelaskan
kedinamisan model secara menyeluruh. Namun, jika lag optimal yang dimasukkan
terlalu panjang akan menghasilkan estimasi yang tidak efisien kerena
berkurangnya degree of freedom terutama bagi model yang menggunakan sampel
kecil. Oleh karena itu sangat perlu untuk mengetahui lag optimal sebelum
melakukan estimasi VAR.
Tabel 4.7 Hasil Uji Penentuan Panjang Lag Optimal
 
































Penentuan panjang selang optimal atau panjang lag optimal dengan
beberapa kriteria yang ada seperti Final Prediction Error (FPE), Akaike
Information Criterion (AIC) dan Hannan-Quinn Criterion (HQ). Untuk
mengetahui kandidat yang disarankan dapat dilihat dari jumlah tanda
asentrik/bintang (*) yang paling banyak. Dari hasil tabel diatas dapat ditentukan
panjang lag optimal melalui lag yang ditandai dengan banyaknya bintang pada
periode tersebut. Pada lag 2 banyaknya bintang hanya 1 dan pada lag 5 banyaknya
bntang ada 4. Sehingga dapat disimpulkan bahwa panjang lag yang optimal adalah
5.
4.5. Uji Stabilitas VAR/VECM
Sebelum masuk pada tahapan analisis yang lebih jauh, hasil estimasi sistem
persamaan VECM yang telah terbentuk perlu diuji stabilitasnya. Melalui VECM
stability condition check yang berupa roots of characteristic polynomial terhadap
seluruh variabel yang digunakan dikalikan jumlah lag dari masing-masing VECM.
stabilitas VECM perlu di uji karena jika hasil estimasi stabilitas VECM tidak stabil
maka analisis IRF dan FEVD menjadi tidak valid. Berdasarkan hasil pengujian
tersebut, suatu sistem VECM dikatakan stabil jika seluruh akar atau roots nya
memiliki modulus lebih kecil dari satu.
 
































Tabel 4.8 Hasil Uji Stabilitas VAR
Berdasarkan uji stabilitas VAR yang ditunjukkan pada Tabel 4.8 bahwa
stabilitas model dapat dilihat dari nilai modulus pada tabel AR roots nya. Jika
seluruh nilai AR roots nya dibawah satu maka model tersebut stabil. Pada tabel
diatas berdasarkan uji stabilitas VAR yang ditunjukkan pada tabel Roots of
Characteristic Polynomial dapat dilihat bahwa estimasi stabilitas VAR akan
digunakan untuk analisis IRF dan FEVD telah stabil karena seluruh nilai modulus
yang kurang dari 1. Sehingga dapat disimpulkan bahwa estimasi stabilitas VAR
yang akan digunakan untuk analisis IRF dan FEVD telah stabil karena kisaran
modulus kurang dari 1.
 
































4.6. Uji Kausalitas Granger
Pada tahap ini dilakukan Uji kausalitas Granger (Granger Causality Test)
untuk melihat apakah masing-masing variabel memiliki hubungan timbal balik
atau tidak. Dengan kata lain, apakah satu variabel memiliki hubungan sebab akibat
dengan variabel lainnya secara signifikan, karena setiap variabel dalam penelitian
mempunyai kesempatan untuk menjadi variabel endogen maupun eksogen. Uji
kausalitas pada penelitian ini menggunakan VAR Pairwise Granger Causality Test
dan menggunakan taraf nyata 5% dengan hipotesis penelitian.
H0 = Tidak memiliki hubungan kausalitas
H1 = memiliki hubungan kausalitas
Uji Kriteria:
H0 diterima, jika nilai probabilitas > α (0,05)
H1 diterima, jika nilai probabilitas < α (0,05)
Tabel 4.9 Hasil Uji Kausalitas Granger
Berdasarkan hasil Tabel 4.9 diatas uji Kausalitas Granger menunjukkan
hasil setiap kriteria dapat dijelaskan sebagai berikut:
 
































a. Variabel Pajak Hiburan secara statistik tidak signifikan mempengaruhi PAD
(0.0967 > α = 0.05) maka H0 diterima, sedangkan variabel PAD secara statistik
signifikan mempengaruhi Pajak Hiburan (0,0259 < α =0.05), maka h0 ditolak.
Dengan demikian, dapat disimpulkan terjadi kausalitas searah antara variabel
PAD dan Pajak Hiburan yaitu hanya variabel PAD yang signifikan
mempengaruhi Pajak Hiburan dan tidak berlaku sebaliknya.
b. Variabel Pajak Hotel secara statistik signifikan mempengaruhi PAD (0.0001 <
α=0.05) maka H0 ditolak, sedangkan variabel PAD secara statistic tidak
signifikan mempengaruhi Pajak Hotel (0,2319 > α=0.05),maka H0 diterima.
Dengan demikian, dapat disimpulkan terjadi kausalitas searah antara variabel
PAD dan Pajak Hotel yaitu hanya variabel Pajak Hotel yang signifikan
mempengaruhi PAD dan tidak berlaku sebaliknya.
c. Variabel Pajak Restoran secara statistik tidak signifikan mempengaruhi variabel
PAD dan begitupun sebaliknya variabel PAD secara statistik tidak signifikan
mempengaruhi variable Pajak Restoran yang dibuktikan dengan hasil nilai
probabilitas masing-masing lebih besar dari 0,05 yaitu 0,3216 dan 0,3831.
Sehingga hipotesis H0 diterima. Dengan demikian, dapat disimpulkan bahwa
tidak terjadi hubungan kausalitas antara variabel Pajak Restoran dan PAD.
d. Variabel Pajak Hotel secara statistik tidak signifikan mempengaruhi variabel
Pajak Hiburan dan begitupun sebaliknya variabel Pajak Hiburan secara statistik
tidak signifikan mempengaruhi variable Pajak Hotel yang dibuktikan dengan
hasil nilai probabilitas masing-masing lebih besar dari 0,05 yaitu 0,2990 dan
0,3682. Sehingga hipotesis H0 diterima. Dengan demikian, dapat disimpulkan
bahwa tidak terjadi hubungan kausalitas antara variabel Pajak Hotel dan Pajak
Hiburan.
 
































e. Variabel Pajak Restoran secara statistik signifikan mempengaruhi variabel
Pajak Hiburan dan begitupun sebaliknya variabel Pajak Hiburan secara statistik
signifikan mempengaruhi variable Pajak Restoran yang dibuktikan dengan hasil
nilai probabilitas masing-masing lebih kecil dari 0,05 yaitu 0,0438 dan 0,0194.
Sehingga hipotesis H0 ditolak. Dengan demikian, dapat disimpulkan bahwa
terjadi hubungan kausalitas antara Pajak Restoran dan Pajak Hiburan begitupun
sebaliknya (kausalitas 2 arah).
f. Variabel Pajak Restoran secara statistik signifikan mempengaruhi variabel
Pajak Hotel dan begitupun sebaliknya variabel Pajak Hotel secara statistik
signifikan mempengaruhi variable Pajak Restoran yang dibuktikan dengan hasil
nilai probabilitas masing-masing lebih kecil dari 0,05 yaitu 0,0325 dan 0,0244.
Sehingga hipotesis H0 ditolak. Dengan demikian, dapat disimpulkan bahwa
terjadi hubungan kausalitas antara Pajak Restoran dan Pajak Hotel begitupun
sebaliknya (kausalitas 2 arah).
4.7. Estimasi Model VAR/VECM
Tahap selanjutnya yaitu melakukan estimasi model VECM, estimasi ini
bertujuan untuk menghasilkan dua output estimasi yaitu dalam jangka panjang dan
dalam jangka pendek. Pengaruh variabel jangka panjang ataupun jangka pendek
dapat diketahui dengan membandingkan nilai t tabel dengan nilai t statistik yang
didapat (angka dalam [ ] pada hasil tabel estimasi yang di dapat). Nilai t tabel (α
,n-1), dimana n adalah jumlah observasi dan α = 5%. Maka pada kasus ini nilai t
(0,05, 47) = 1,67793.
Hipotesis yang digunakan yaitu:
H0 = Variabel dependen tidak secara signifikan dipengaruhi oleh variabel
 

































H1 = variabel dependen secara signifikan dipengaruhi oleh variabel independent
Wilayah tolak H0: nilai t | stat | > 1,67793
4.7.1. Faktor-faktor yang mempengaruhi perubahan PAD
Hasil dari estimasi model VECM dimana variabel PAD dipakai sebagai
variabel dependen sedangkan variabel penelitian yang lain dipakai sebagai variabel
independen yaitu:
Tabel 4.10 Hasil Estimasi Model VECM Variabel PAD Jangka Panjang
Berdasarkan hasil Tabel 4.10, pada estimasi hubungan jangka panjang
didapatkan bahwa hanya variabel pajak hiburan yang signifikan mempengaruhi
variabel PAD pada taraf nyata 5% sesuai dengan perbandingan t-hitung dengan
t-tabel. variabel pajak hiburan yang signifikan tersebut menunjukkan bahwa:
Variabel PAJAK HIBURAN berpengaruh negatif sebesar -166,3365, yang artinya
jika terjadi kenaikan 1 satuan rupiah pada PAJAK HIBURAN, maka akan
menurunkan nilai PAD sebesar -166,3365 poin.
Tabel 4.11 Hasil Estimasi Model VECM Variabel PAD Jangka Pendek
 
































Sedangkan untuk estimasi hubungan jangka pendek, dapat dilihat pada Tabel
4.11 bahwa terdapat 6 variabel yang signifikan mempengaruhi PAD pada taraf nyata
5% yaitu, variabel PAD pada lag 5 , variabel PAJAK HOTEL pada lag 1,4, dan 5,
dan variabel PAJAK RESTORAN pada lag 3 dan 4. Dari 6 variabel yang signifikan
tersebut menunjukkan bahwa:
a. Variabel PAD pada lag 5 berpengaruh positif sebesar 0.431607, yang artinya jika
terjadi kenaikan 1 satuan rupiah pada 5 tahun sebelumnya, maka akan menaikkan
nilai PAD 0.431607 poin pada tahun sekarang.
b. Variabel PAJAK HOTEL pada lag 1,4, dan 5 berpengaruh negatif sebesar
-24.79205, -19.15494, -22.04334, yang artinya jika terjadi kenaikan 1 satuan
rupiah pada 1, 4 dan 5 tahun sebelumnya, maka akan menurunkan nilai PAD
-24.79205 poin, -19.15494, -22.04334 poin poin pada tahun sekarang.
c. Variabel PAJAK RESTORAN pada lag 3 dan 4 berpengaruh negatif sebesar -
36.41380, -29.45970 yang artinya jika terjadi kenaikan 1 satuan rupiah pada 3
dan 4 tahun sebelumnya, maka akan menurunkan nilai PAD -36.41380 poin dan
-29.45970 poin pada tahun sekarang.
Dari analisis diatas, maka dapat dibentuk model persamaan seperti dibawah ini:
D(PAD) = 117069.554 - 166,3365*PAD(-1) + 0.431607*PAD(-5) -
24.79205*PAJAK HOTEL(-1) - 19.15494*PAJAK HOTEL(-4) -
22.04334*PAJAK HOTEL(-5) - 36.41380*PAJAK RESTORAN(-3)
-29.45970*PAJAK RESTORAN(-4))
Untuk model diatas mampu menjelaskan keragaman variabel pendapatan
domestik bruto sebanyak 94,51% (R-squared).
 
































4.7.2. Faktor-faktor yang mempengaruhi perubahan PAJAK HIBURAN
Hasil dari estimasi model VECM dimana variabel PAJAK HIBURAN
dipakai sebagai variabel dependen sedangkan variabel penelitian yang lain dipakai
sebagai variabel independen yaitu:
Tabel 4.12 Hasil Estimasi Model VECM Variabel Pajak Hiburan Jangka Panjang
Berdasarkan hasil Tabel 4.12, pada estimasi hubungan jangka panjang
didapatkan bahwa hanya variabel pajak hiburan yang signifikan mempengaruhi
variabel PAJAK HIBURAN pada taraf nyata 5% sesuai dengan perbandingan
t-hitung dengan t-tabel. variabel pajak hiburan yang signifikan tersebut
menunjukkan bahwa: Variabel PAD berpengaruh negatif sebesar -0.006012, yang
artinya jika terjadi kenaikan 1 satuan rupiah pada PAD, maka akan menurunkan
nilai PAJAK HIBURAN sebesar -0.006012 poin.
Tabel 4.13 Hasil Estimasi Model VECM Variabel Pajak Hiburan Jangka Pendek
Sedangkan untuk estimasi hubungan jangka pendek, tidak terdapat satupun
variabel yang dapat mempengaruhi.
D(PAJAK HIBURAN) = -212849 - 0.006012*PAD(-1))
Untuk model diatas mampu menjelaskan keragaman variabel pendapatan
domestik bruto sebanyak 88,21% (R-squared)
 
































4.7.3. Faktor-faktor yang mempengaruhi perubahan PAJAK HOTEL
Hasil dari estimasi model VECM dimana variabel PAJAK HOTEL dipakai
sebagai variabel dependen sedangkan variabel penelitian yang lain dipakai sebagai
variabel independen yaitu:
Tabel 4.14 Hasil Estimasi Model VECM Variabel Pajak Hotel Jangka Panjang
Berdasarkan hasil Tabel 4.14, pada estimasi hubungan jangka panjang
didapatkan bahwa hanya variabel pajak hiburan yang signifikan mempengaruhi
variabel PAJAK HOTEL pada taraf nyata 5% sesuai dengan perbandingan t-hitung
dengan t-tabel. variabel pajak hiburan yang signifikan tersebut menunjukkan
bahwa:
a. Variabel PAD berpengaruh negatif sebesar -0,256448, yang artinya jika terjadi
kenaikan 1 satuan rupiah pada PAJAK HIBURAN, maka akan menurunkan nilai
PAD sebesar -0,256448 poin.
b. Variabel PAJAK HIBURAN berpengaruh positif sebesar 42.45660, yang artinya
jika terjadi kenaikan 1 satuan rupiah pada PAJAK HIBURAN, maka akan
menurunkan nilai PAD sebesar 42.45660 poin.
 
































Tabel 4.15 Hasil Estimasi Model VECM Variabel Pajak Hotel Jangka Pendek
Sedangkan untuk estimasi hubungan jangka pendek, dapat dilihat pada Tabel 4.15
bahwa terdapat 17 variabel yang signifikan mempengaruhi PAJAK HOTEL pada
taraf nyata 5% yaitu, variabel PAJAK HOTEL pada lag 1 sampai 5 , variabel PAD
pada lag 1 sampai 5, variabel PAJAK HIBURAN pada lag 1 sampai 5 dan variabel
PAAJAK RESTORAN pada lag 1 dan 5. Dari 17 variabel yang signifikan tersebut
menunjukkan bahwa:
a. Variabel PAJAK HOTEL pada lag 1 sampai 5 berpengaruh negatif sebesar
-0.887690, -0.763871, -0.985638, -0.520672, -0.347758 yang artinya jika
 
































terjadi kenaikan 1 satuan rupiah pada 1 sampai 5 tahun sebelumnya, maka akan
menurunkan nilai PAJAK HOTEL -0.887690 poin, -0.763871 poin, -0.985638
poin, -0.520672 poin, -0.347758 poin pada tahun sekarang.
b. Variabel PAD pada lag 1 sampai 5 berpengaruh negatif sebesar -0.037243,
-0.037009, -0.024448, -0.011224, -0.007649, yang artinya jika terjadi kenaikan
1 satuan rupiah pada 1 sampai 5 tahun sebelumnya, maka akan menurunkan
nilai PAJAK HOTEL -0.037243 poin, -0.037009 poin, -0.024448 poin,
-0.011224 poin, -0.007649 poin pada tahun sekarang.
c. Variabel PAJAK HIBURAN pada lag 1 sampai 5 berpengaruh positif sebesar
7.118835, 6.201715, 3.427726, 2.662778, 1.299723, yang artinya jika terjadi
kenaikan 1 satuan rupiah pada 1 sampai 5 tahun sebelumnya, maka akan
menaikkan nilai PAJAK HOTEL 7.118835 poin, 6.201715 poin, 3.427726 poin,
2.662778 poin, 1.299723 poin pada tahun sekarang.
d. Variabel PAJAK RESTORAN pada lag 1 dan 5 berpengaruh positif sebesar
0.488755 dan 0.280151, yang artinya jika terjadi kenaikan 1 satuan rupiah pada
1 dan 5 tahun sebelumnya, maka akan menaikkan nilai PAJAK HOTEL
0.488755 poin dan 0.280151 poin pada tahun sekarang.
Dari analisis diatas, maka dapat dibentuk model persamaan seperti dibawah ini:
D(PAJAK HOTEL) = -121008.568 - 0,256448*PAD(-1) +
42.45660*PAJAK HIBURAN(-1) - 0.887690*PAJAK HOTEL(-1) -
0.763871*PAJAK HOTEL(-2) - 0.985638*PAJAK HOTEL(-3) -0.520672*PAJAK
HOTEL(-4) -0.347758*PAJAK HOTEL(-5) - 0.037243*PAD(-1) -
0.037009*PAD(-2) - 0.024448*PAD(-3) - 0.011224*PAD(-4) - 0.007649*PAD(-5)
+ 7.118835*PAJAK HIBURAN(-1) + 6.201715*PAJAK HIBURAN(-2) +
 
































3.427726*PAJAK HIBURAN(-3) + 2.662778*PAJAK HIBURAN(-4) +
1.299723*PAJAK HIBURAN(-5) + 0.488755*PAJAK RESTORAN(-1) +
0.280151*PAJAK HIBURAN(-5))
Untuk model diatas mampu menjelaskan keragaman variabel pendapatan
domestik bruto sebanyak 96.01% (R-squared).
4.7.4. Faktor-faktor yang mempengaruhi perubahan PAJAK RESTORAN
Hasil dari estimasi model VECM dimana variabel PAJAK HOTEL dipakai
sebagai variabel dependen sedangkan variabel penelitian yang lain dipakai sebagai
variabel independen yaitu:
Tabel 4.16 Hasil Estimasi Model VECM Variabel Pajak Restoran Jangka Panjang
Berdasarkan hasil Tabel 4.16, pada estimasi hubungan jangka panjang
didapatkan bahwa hanya variabel pajak hiburan yang signifikan mempengaruhi
variabel PAJAK RESTORAN pada taraf nyata 5% sesuai dengan perbandingan
t-hitung dengan t-tabel. variabel pajak hiburan yang signifikan tersebut
menunjukkan bahwa:
a. Variabel PAD berpengaruh negatif sebesar -0.105779, yang artinya jika terjadi
kenaikan 1 satuan rupiah pada PAJAK HIBURAN, maka akan menurunkan nilai
PAD sebesar -0.105779 poin.
b. Variabel PAJAK HIBURAN berpengaruh positif sebesar 17.59484, yang artinya
jika terjadi kenaikan 1 satuan rupiah pada PAJAK HIBURAN, maka akan
menaikkan nilai PAD sebesar 17.59484 poin.
 
































Tabel 4.17 Hasil Estimasi Model VECM Variabel Pajak Restoran Jangka Pendek
Sedangkan untuk estimasi hubungan jangka pendek, dapat dilihat pada Tabel 4.17
bahwa terdapat 8 variabel yang signifikan mempengaruhi PAJAK HOTEL pada
taraf nyata 5% yaitu, variabel PAJAK RESTORAN pada lag 1 sampai 5 , variabel
PAD pada lag 5, dan variabel PAJAK HOTEL pada lag 4 dan 5. Dari 8 variabel
yang signifikan tersebut menunjukkan bahwa:
a. Variabel PAJAK RESTORAN pada lag 1 sampai 5 berpengaruh negatif sebesar
-1,352378, -1,584273, -1.293632, -0.939506, -0.451342, yang artinya jika
terjadi kenaikan 1 satuan rupiah pada 1 sampai 5 tahun sebelumnya, maka akan
menurunkan nilai PAD -1,352378 poin, -1,584273 poin, -1.293632 poin,
-0.939506 poin, -0.451342 poin, pada tahun sekarang.
b. Variabel PAD pada lag 5 berpengaruh positif sebesar 0.007264, yang artinya jika
terjadi kenaikan 1 satuan rupiah pada 5 tahun sebelumnya, maka akan menaikkan
nilai PAD 0.007264 poin pada tahun sekarang.
c. Variabel PAJAK HOTEL pada lag 4 dan 5 berpengaruh positif sebesar 0.519336,
 
































0.540080, yang artinya jika terjadi kenaikan 1 satuan rupiah pada 4 dan 5 tahun
sebelumnya, maka akan menaikkan nilai PAD 0.519336 poin, 0.540080 poin
pada tahun sekarang.
Dari analisis diatas, maka dapat dibentuk model persamaan seperti dibawah ini:
D(PAJAK RESTORAN) = (PAJAK RESTORAN(-1) - 0.105779*PAD(-1)
+ 17.59484*PAJAK HIBURAN(-1) - 1,352378*PAJAK RESTORAN(-1) -
1,584273*PAJAK RESTORAN(-2) - 1.293632*PAJAK RESTORAN(-3) -
0.939506*PAJAK RESTORAN(-4) -0.451342*PAJAK RESTORAN(-5) +
0.007264*PAD(-5) + 0.519336*PAJAK HOTEL(-4) + 0.540080*PAJAK
HOTEL(-5))
Untuk model diatas mampu menjelaskan keragaman variabel pendapatan
domestik bruto sebanyak 94,7% (R-squared).
Jadi kesimpulannya yang sesuai sebagai variabel dependen selain dilihat dari
nilai (R-squared) adalah variabel PAD dan jika di nilai dari segi orang awam juga
variabel PAD karena adalah kumpulan dari semua pajak yang ada.
4.8. Evaluasi Akurasi Model VECM
Tabel 4.18 Masil Evaluasi Akurasi Model
 
































Berdasarkan hasil analisis VECM, diperoleh hasil analisis kecocokan
model melalui evaluasi keakurasian model diperoleh hasil nilai MAPE untuk
variabel PAD sebesar 20.78580 atau 20,7%, pada variabel Pajak Hiburan diperoleh
hasil nilai sebesar 10.58690 atau 10,5%, pada variabel Pajak Hotel diperoleh hasil
nilai sebesar 25. 30435 atau 25,3% dan pada variabel Pajak Restoran diperoleh
hasil nilai sebesar 5.846007 atau 5.8%. Sehingga dapat disimpulkan bahwa model
yang telah didapatkan memiliki kinerja yang lumayan bagus karena hasil yang
diperoleh masih berada diantara kisaran 10% sampai dengan 20%.
4.9. Analisis IRF (Impuls Response Function)
Analisis Impuls Response Function ini digunakan untuk menggambarkan
shock variabel satu terhadap variabel lain pada rentang periode tertentu, sehingga
dapat dilihat lamanya waktu yang dibutuhkan variabel dependen dalam merespon
shock variabel independennya. Artinya bahwa uji Impuls Response Function
difungsikan untuk mengetahui banyaknya jumlah yang dibutuhkan PAD dalam
merespon shock atau perubahan yang terjadi pada variabel Pajak Hiburan, Pajak
Restoran, dan Pajak Hotel. Adapun hasil IRF (Impuls Response Function) yang
disajikan dengan grafik dapat dilihat sebagai berikut:
Gambar 4.5 Grafik Analisis IRF
 
































Selain analisis dengan menggunakan grafik seperti pada gambar diatas,
analisis impuls response function juga dapat dilihat melalui nilai impuls response
function setiap periode maupun secara komulatif. Hasil nilai IRF untuk setiap
periode selama 10 periode dapat dilihat pada Tabel 4.19 sebagai berikut:
Tabel 4.19 Hasil Analisis IRF Variabel PAD
Dari Tabel 4.19 dapat dilihat bahwa:
a. Respon yang ditunjukkan oleh variabel PAD pada variabel Pajak Hiburan awal
periode tidak memberikan shock atau guncangan karena nilai standarisasinya
adalah nol. Selanjutnya respon variabel PAD pada variabel Pajak Hiburan
menunjukkan respon yang fluktuatif (merespon secara positif dan negatif) yang
cenderung naik. Sehingga kenaikan variabel PAD memberikan dampak
kenaikan pula terhadap variabel Pajak Hiburan.
b. Respon yang ditunjukkan oleh variabel PAD pada variabel Pajak Hotel awal
periode tidak memberikan shock atau guncangan karena nilai standarisasinya
adalah nol. Selanjutnya respon variabel PAD pada variabel Pajak Hotel
menunjukkan respon yang fluktuatif (merespon secara positif dan negatif) yang
cenderung turun. Sehingga penurunan variabel PAD memberikan dampak
menurun pula terhadap variabel Pajak Hiburan.
 
































c. Respon yang ditunjukkan oleh variabel PAD pada variabel Pajak Restoran awal
periode tidak memberikan shock atau guncangan karena nilai standarisasinya
adalah nol. Selanjutnya respon variabel PAD pada variabel Pajak Restoran
menunjukkan respon yang fluktuatif (merespon secara positif dan negatif) yang
cenderung turun. Sehingga penurunan variabel PAD memberikan dampak
menurun pula terhadap variabel Pajak Restoran.
Tabel 4.20 Hasil Analisis IRF Variabel Pajak Hiburan
Dari Tabel 4.20 dapat dilihat bahwa:
a. Respon yang ditunjukkan oleh variabel Pajak Hiburan pada variabel PAD
terdapat shock yang menyebabkan adanya respon negatif dan mendapat respon
negatif yang cenderung turun. Selanjutnya respon variabel PAD pada variabel
Pajak Hotel menunjukkan respon yang fluktuatif (merespon secara positif dan
negatif) yang cenderung turun. Sehingga penurunan variabel Pajak Hiburan
memberikan dampak menurun pula terhadap variabel PAD.
b. Respon yang ditunjukkan oleh variabel Pajak Hiburan pada variabel Pajak
Hotel awal periode tidak memberikan shock atau guncangan karena nilai
standarisasinya adalah nol. Selanjutnya respon variabel PAD pada variabel
 
































Pajak Hotel menunjukkan respon yang fluktuatif (merespon secara positif dan
negatif) yang cenderung turun. Sehingga penurunan variabel Pajak Hiburan
memberikan dampak menurun pula terhadap variabel Pajak Hotel.
c. Respon yang ditunjukkan oleh variabel Pajak Hiburan pada variabel Pajak
Restoran awal periode tidak memberikan shock atau guncangan karena nilai
standarisasinya adalah nol. Selanjutnya respon variabel Pajak Hiburan pada
variabel Pajak Restoran menunjukkan respon yang fluktuatif (merespon secara
positif dan negatif) yang cenderung turun. Sehingga penurunan variabel Pajak
Hiburan memberikan dampak menurun pula terhadap variabel Pajak Restoran.
Tabel 4.21 Hasil Analisis IRF Variabel Pajak Hotel
Dari Tabel 4.21 dapat dilihat bahwa:
a. Respon variabel pajak hotel akibat adanya shock pada variabel PAD sempat
menunjukkan respon negatif pada periode pertama dan ke delapan tetapi pada
periode selanjutnya menjukkan respon positif yang cenderung naik.
Selanjutnya respon variabel Pajak Hotel pada variabel PAD menunjukkan
respon yang positif (terdapat satu negatif pada periode 8) yang cenderung naik.
Sehingga kenaikan variabel Pajak Hotel memberikan dampak menurun pula
terhadap variabel PAD.
 
































b. Respon yang ditunjukkan oleh variabel Pajak Hotel pada variabel Pajak hiburan
terdapat shock yang menyebabkan adanya respon negatif dan mendapat respon
negatif yang cenderung turun. Selanjutnya respon variabel Pajak Hotel pada
variabel Pajak Hiburan menunjukkan respon yang negatif yang cenderung turun.
Sehingga penurunan variabel Pajak Hotel memberikan dampak menurun pula
terhadap variabel Pajak Hiburan.
c. Respon yang ditunjukkan oleh variabel Pajak Hotel pada variabel Pajak
Restoran awal periode tidak memberikan shock atau guncangan karena nilai
standarisasinya adalah nol. Selanjutnya respon variabel Pajak Hiburan pada
variabel Pajak Restoran menunjukkan respon yang fluktuatif (merespon secara
positif dan negatif) yang cenderung naik. Sehingga kenaikan variabel Pajak
Hotel memberikan dampak kenaikan pula terhadap variabel Pajak Restoran.
Tabel 4.22 Hasil Analisis IRF Variabel Pajak Restoran
Dari Tabel 4.22 dapat dilihat bahwa:
a. Respon yang ditunjukkan oleh variabel Pajak restoran pada variabel PAD
terdapat shock yang menyebabkan adanya respon negatif dan mendapat respon
negatif yang cenderung turun. Selanjutnya respon variabel Pajak Restoran pada
 
































variabel PAD menunjukkan respon yang positif (terdapat satu negatif pada
periode 8) yang cenderung naik. Sehingga kenaikan variabel Pajak Restoran
memberikan dampak naik pula terhadap variabel PAD.
b. Respon yang ditunjukkan oleh variabel Pajak restoran pada variabel pajak
hiburan terdapat shock yang menyebabkan adanya respon negatif dan mendapat
respon negatif yang cenderung turun. Selanjutnya respon variabel Pajak
Restoran pada variabel Pajak Hiburan menunjukkan respon yang negatif yang
cenderung turun. Sehingga penurunan variabel Pajak restoran memberikan
dampak menurun pula terhadap variabel Pajak Hiburan.
c. Respon yang ditunjukkan oleh variabel Pajak restoran pada variabel pajak hotel
terdapat shock yang menyebabkan adanya respon negatif dan mendapat respon
negatif yang cenderung turun. Selanjutnya respon variabel Pajak Restoran pada
variabel Pajak Hotelmenunjukkan respon yang fluktuatif (merespon secara
positif dan negatif) yang cenderung turun. Sehingga penurunan variabel Pajak
Restoran memberikan dampak Menurun pula terhadap variabel Pajak Hotel.
4.10. Analisis VDC (Variance Decomposition)
Variance Decomposition bertujuan untuk memperoleh gambaran tentang
seberapa kuat komposisi dari peranan variabel tertentu terhadap variabel lainnya.
Adapun hasil Analisis VDC yang disajikan dengan grafik dapat dilihat sebagai
berikut:
 
































Gambar 4.6 Grafik Analisis VDC
Selain analisis dengan menggunakan grafik seperti pada Gambar diatas,
analisis VDC juga dapat dilihat melalui nilai VDC setiap periode maupun secara
komulatif.
Tabel 4.23 Hasil Analisis VDC Variabel PAD
Tabel 4.24 Hasil Analisis VDC Variabel Pajak Hiburan
 
































Tabel 4.25 Hasil Analisis VDC Variabel Pajak Hotel
Tabel 4.26 Hasil Analisis VDC Variabel Pajak Restoran
Dengan melihat komponen yang paling dominan dari tiap variabel
(diagonal). Dalam jangka waktu panjang (periode 10), varian PAD memiliki varian
paling besar (60.19%) dibandingkan dengan pajak hiburan (), pajak restoran () dan
pajak hotel. Shock yang terjadi pada PAD mengakibatkan perubahan (variasi) pada
PAD sangat dominan, sedangkan shock yang terjadi pada pajak hotel menyebabkan
perubahan (variasi) pada pajak hotel yang tidak terlalu dominan karena cepat
terbagi merata varian vriabel lainnya. Shock PAD paling sulit terserap oleh
variabel lainnya, sedangkan shock pajak hotel paling mudah/cepat terserap oleh
variabel lainnya sehingga peran variabel pajak hotel mudah cepat menghilang.
 

































Berikut ini adalah hasil prediksi yang meliputi variabel PAD, Pajak Hiburan,
Pajak Hotel, dan Pajak Restoran untuk tahun 2019 dengan menggunakan model
VECM dan menggunakan software e-views.
Tabel 4.27 Hasil Prediksi
Berdasarkan hasil Tabel 4.27 dapat dilihat bahwa untuk hasil prediksi pajak
daerah yang meliputi PAD, Pajak Hiburan, Pajak Hotel dan Pajak Restoran untuk
12 bulan kedepan selalu mengalami peningkatan (trend naik).
 

































Pada bab ini akan diberikan simpulan dan saran-saran yang dapat diambil
berdasarkan materi-materi yang telah dibahas pada bab-bab sebelumnya.
5.1. Simpulan
Simpulan yang dapat diambil penulis setelah menyelesaikan pembuatan
skripsi ini adalah :
1. Berdasarkan spesifikasi model VECM yang telah dijelaskan pada bab
sebelumnya, maka diperoleh model VECM untuk 4 variabel sebagai berikut:
D(PAD) = (PAD(-1) - 166,3365*PAD(-1) + 0.431607*PAD(-5) -
24.79205*PAJAK HOTEL(-1) - 19.15494*PAJAK HOTEL(-4) -
22.04334*PAJAK HOTEL(-5) - 36.41380*PAJAK RESTORAN(-3)
-29.45970*PAJAK RESTORAN(-4))
D(PAJAK HIBURAN) = (PAJAK HIBURAN(-1) - 0.006012*PAD(-1))
D(PAJAK HOTEL) = (PAJAK HOTEL(-1) - 0,256448*PAD(-1) +
42.45660*PAJAK HIBURAN(-1) - 0.887690*PAJAK HOTEL(-1) -
0.763871*PAJAK HOTEL(-2) - 0.985638*PAJAK HOTEL(-3)
-0.520672*PAJAK HOTEL(-4) -0.347758*PAJAK HOTEL(-5) -
0.037243*PAD(-1) - 0.037009*PAD(-2) - 0.024448*PAD(-3) -
72
 
































0.011224*PAD(-4) - 0.007649*PAD(-5) + 7.118835*PAJAK HIBURAN(-1)
+ 6.201715*PAJAK HIBURAN(-2) + 3.427726*PAJAK HIBURAN(-3) +
2.662778*PAJAK HIBURAN(-4) + 1.299723*PAJAK HIBURAN(-5) +
0.488755*PAJAK RESTORAN(-1) + 0.280151*PAJAK HIBURAN(-5))
D(PAJAK RESTORAN) = (PAJAK RESTORAN(-1) - 0.105779*PAD(-1) +
17.59484*PAJAK HIBURAN(-1) - 1,352378*PAJAK RESTORAN(-1) -
1,584273*PAJAK RESTORAN(-2) - 1.293632*PAJAK RESTORAN(-3) -
0.939506*PAJAK RESTORAN(-4) -0.451342*PAJAK RESTORAN(-5) +
0.007264*PAD(-5) + 0.519336*PAJAK HOTEL(-4) + 0.540080*PAJAK
HOTEL(-5))
2. Berdasarkan hasil analisis VECM, diperoleh hasil analisis kecocokan model
melalui evaluasi keakurasian model diperoleh hasil nilai MAPE untuk
variabel PAD sebesar 20.78580 atau 20,7%, pada variabel Pajak Hiburan
diperoleh hasil nilai sebesar 10.58690 atau 10,5%, pada variabel Pajak Hotel
diperoleh hasil nilai sebesar 25. 30435 atau 25,3% dan pada variabel Pajak
Restoran diperoleh hasil nilai sebesar 5.846007 atau 5.8%. Sehingga dapat
disimpulkan bahwa model yang telah didapatkan memiliki kinerja yang
lumayan bagus karena hasil yang diperoleh masih berada diantara kisaran
10% sampai dengan 20%
3. Hasil prediksi yang diperoleh dengan menggunakan model VECM
menghasilkan nilai prediksi untuk 12 bulan kedepan sebagai berikut.
 

































Setelah membahas dan mengimplementasikan tentang metode VAR dan
VECM untuk prediksi PAD akibat pengaruh pajak hiburan, pajak hotel, dan pajak
restoran, penulis ingin menyampaikan saran agar penelitian berikutnya lebih baik
lagi:
Menambah variabel dan rentang waktu penelitian lebih banyak lagi, karena
dengan adanya tambahan variabel dan rentang waktu tersebut tentu akan mampu
memberikan hasil penelitian yang lebih baik dan akurat lagi.
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