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Abstract 
 
Technological advances in the fields of 3D computer graphics (CG) and visual effects (VFX) 
have expanded 3D animation to new domains. As an emerging medium of 3D animation, 3D 
biomedical animation has become a solid and important facet for communicating complex 
biological information and knowledge. While this commercial-driven industry continues to 
achieve a high degree of technical competency, little research has been conducted to establish 
technology-independent principles. Although many previous animation studies have 
emphasised the significance of establishing technology-independent principles for guiding 
contemporary creative practice in new animation approaches and styles, this significance has 
been overlooked in the field of 3D biomedical animation. This PhD research responds to this 
gap and the associated research problem. Specifically, it examines the twelve principles of 
animation developed at Disney Studios along with the twelve principles of multimedia 
learning to generate an analytical framework for 3D biomedical animation, thereby leading to 
a framework that is termed “visual consonance” in this thesis. This framework is then used to 
undertake a close textual analysis of four contemporary 3D biological animations and four 
motion pictures that contain 3D biomedical animation sequences. The analysis results in the 
identification of twelve technology-independent constructional elements of 3D biomedical 
animation and their applied effects. The central contribution of this thesis is visual 
consonance, which can be used as an analytical framework that contains technology-
independent principles and provides conceptual guidance for animators during their decision-
making process at different production phases of 3D biomedical animation.  
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Chapter 1: Introduction 
1.1 Research Background  
 
 
3D biomedical animation is an emerging form of animation that is following the rapid 
development of computer graphics (CG) and increasing expectations for modern science 
communication. Based on the findings of scanning electron microscopes (SEM) and current 
CG techniques, 3D biomedical animations create dynamic and realistic-looking molecular 
environments that are otherwise too abstract and complex for most people to comprehend. 
The advantage of using 3D biomedical animation for instruction is evident as it converts the 
abstract knowledge of complex biological systems into a directly perceived vision. This new 
multi-disciplinary animation form is, however, challenging for animators to produce. First, 
the production workflow of 3D biomedical animation is a complicated task with various 
production stages. All these production stages need to be carefully planned and executed 
because each has a strong impact on the final outcome. Second, 3D biomedical animations 
are often produced under a shifting range of technical formulas. Traditional animators often 
face the challenges of choosing the appropriate combination from a wide range of methods to 
create believable animated characters (Thomas and Johnston, 1995); likewise, it is also 
challenging for digital animators to create 3D biomedical animations with a shifting range of 
CG technologies. 
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Based on the challenges of 3D biomedical animation, technology-independent principles are 
essential for this new animation form. These principles can exist beyond the shifting technical 
environment and constantly provide theoretical guidelines to direct the animator’s decision-
making process during the production workflow. In the animation industry, contemporary 
animators believe that the twelve principles of animation are essential to produce good CG 
animation (Lasseter, 1987; Wells, 2002; Bishko, 2007; Williams, 2009). Although these 
traditional principles are acknowledged to be influential to the entire animation industry, the 
current form of these principles cannot be applied directly to 3D biomedical animation. The 
twelve principles of animation were originally developed to achieve an illusion of life for 
animated characters. This illusion of life is achieved by applying the principles to animate 
characters’ movements so their personalities can be conveyed through their animated 
movements (Thomas and Johnston, 1995). As a result, these animated characters become 
“alive” in the animations and the audience can sense their consciousness and further believe 
their animated movements. However, the microscopic features of 3D biomedical animations 
possess neither personality nor consciousness; thus, audiences cannot sense the logical 
connections from animated microbiological structures, such as cells and protein molecules. 
This presents a challenge to animators in creating believable microbiological structures in 3D 
biomedical animations.  
 
 
The movements of microbiological structures are initiated and carried out through chemical 
and mechanical reactions. They do not possess human-like personalities nor do they exhibit 
human-like movements. Due to the absence of these anthropomorphic elements, the 
traditional principles of animation cannot be applied directly since these principles were 
developed for humanised figures and animals (Lasseter, 1987). If all twelve principles were 
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applied in a biomedical context thoughtlessly, then it would result in an exaggerated and 
cartoon-like animation. However, if these principles were not applied at all, then animated 
microbiological structures would look stiff and lifeless. Thus, some traditional animation 
principles are still essential to 3D biomedical animation while others require modification.  
 
 
Major animation software today, including Maya, Blender and Nuke, has its own physic-
simulator built in for creating animated objects that follow real-world physics. By employing 
the physical engine, animators can now use animation software to create dynamic objects that 
behave under real-world physics without key-framing them. This has brought a new way for 
animators to produce 3D biomedical animation, which is called physics-based animation 
(Erleben et al., 2005). Moreover, plug-ins, such as Molecular Maya (mMaya) and Bioblender, 
have extended the capabilities of animation software by allowing animators to import, build 
and animate molecular structures from the Protein Data Bank (a public repository where 
scientists all over the world deposit their studies of proteins at the atomic level). These plug-
ins can work closely with a PDB file format to create accurate microbiological structures and 
calculate their motion inside animation software. While these new ways of producing 3D 
biomedical animations are exciting for animators to explore, they also bring a wider range of 
methods from which to choose during the production workflow. The relationship between 
traditional animation principles and these new animation methods needs to be discussed for 
the development of 3D biomedical animation as an emerging field.  
 
 
When a new animation form appears, new styles and new objectives are brought to the 
industry. These new animation elements often exist outside the guidance provided by the 
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original principles of animation. Thus, contemporary animators need to reinterpret and 
expand the original principles of animation for new applications, and possibly add new ones 
(Kerlow, 2009). In the case of 3D biomedical animations, the original animation principles 
need to be reinterpreted and new principles developed based on the principles of multimedia 
learning. The twelve principles of multimedia learning were developed to enhance the 
outcome of multimedia learning materials by studying human perception and cognition. 
Human perception is concerned with how information can be sensed by people. Human 
cognition studies how information can be mentally processed and then learned by people. 
Human perception and cognition are essential in understanding 3D biomedical animation as a 
new medium of multimedia learning. They can help the animated contents of 3D biomedical 
animation to be sensed by people evidently and learned by them comprehensively. Animation, 
as a part of the multimedia learning mix, is not always effective (Mayer and Moreno, 2002; 
Tversky and Morrison, 2002). If a 3D biomedical animation lacks sophistication according to 
human perception and cognition, then the constantly changing on-screen contents might 
exceed viewers’ cognitive capacities. Therefore, viewers might miss the key contents of the 
animation or they might lose their mental capacities to process the constantly changing 
contents.  
 
 
According to the current understanding of human cognition, our social awareness is triggered 
by human-like gestures and familiar elements on-screen (Mayer, 2009). Due to this 
characteristic of human cognition, 3D biomedical animations need to be designed to meet this 
target audience response. Different viewers possess various levels of prior knowledge related 
to the contents of 3D biomedical animations. The same content will seem completely abstract 
to lay viewers while it is simple for experts to process. This suggests that lay viewers prefer 
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to see more socially related elements, such as human-like movements and cinematic patterns, 
in 3D biomedical animations so that their cognition can use these familiar elements as a 
mental foundation to process unfamiliar content. Otherwise, they feel disconnected to the 
animation due to the complete absence of socially related elements. This is why even when 
the animated contents in 3D biomedical animations are modelled realistically and rendered 
attractively, lay viewers might still find them difficult to engage with fully.  
 
 
On the contrary, experts do not require seeing socially related or human-like elements in 3D 
biomedical animations as they are already familiar with the content. However, over-
humanised content or cartoon-look animation will lead them into a mental state of cognitive 
dissonance, which occurs when new information (e.g. from a 3D biomedical animation) 
conflicts with their existing beliefs or values on the topic. When experts reach a state of 
cognitive dissonance while watching a 3D biomedical animation, they become 
psychologically uncomfortable and lose their cognitive capability to keep processing 
incoming content from the animation (Festinger, 1962). To avoid experts experiencing 
cognitive dissonance, 3D biomedical animations need to be designed using a simulated 
approach that minimises humanised content. Thus, 3D biomedical animations that are 
marketed for experts need to be designed differently compared with ones targeted for lay 
viewers. This suggests that different principles of animation and multimedia learning need to 
be applied to 3D biomedical animations for different target audiences.   
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1.2 Research Problem 
 
Although it is ideal for 3D biomedical animations to be cognitively harmonious across a wide 
range of viewers, animators should at least aim to design individual 3D biomedical animation 
that is cognitively engaging to a specific type of viewer. To achieve this, contemporary 
animators require an analytical framework that provides theoretical guidelines to sharpen 
their decision-making during the production workflow. However, a current research problem 
is that a specific analytical framework is lacking in the field of 3D biomedical animation and 
the related principles need be reinterpreted for such a framework. The twelve principles of 
animation need to be reinterpreted and expanded for 3D biomedical animation because these 
principles were originally developed for humanised figures and animals, which are not the 
central focus of biomedical animation. Meanwhile, since 3D biomedical animation is a 
multimedia learning medium, the principles of multimedia learning need to be brought to the 
field to inform these new or revised principles. These principles can bring the knowledge of 
human perception and cognition into the field to improve animated content and, ultimately, 
improve the learning experience. The challenge of this research is to reinterpret the existing 
principles and recombine them for this purpose. It is necessary to first identify the essential 
principles that need be applied to all 3D biomedical animations and the principles that need 
be applied selectively to different products targeted at different audiences.  
 
 
This PhD research responds to the proposed research problem by defining an analytical 
framework, termed “visual consonance” in this thesis, to the field of 3D biomedical 
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animation. Visual consonance comprises the reinterpreted and combined principles of 
animation and multimedia learning. These principles are categorised into three central design 
objectives: evident perception, comprehensive cognition and believable movement. Evident 
perception means that there can only be one focal point represented on the screen at one time 
and it must be perceived as such by viewers. Comprehensive cognition indicates that the focal 
point represents a familiar or previously introduced knowledge context for viewers. 
Believable movement describes the believability of animated movements through familiarity 
with viewers’ existing understanding and beliefs. 
 
 
Visual consonance suggests that evident perception and comprehensive cognition are essential 
to all 3D biomedical animations. These two design objectives need to be applied to the 
animator’s decision-making to ensure the key contents of 3D biomedical animations can be 
seen and processed by viewers. The design objective of believable movement is reinterpreted 
from the traditional principles of animation. It argues that squash and stretch, timing, arcs, 
secondary action and slow in and out are essential to all 3D biomedical animations. These 
five animation principles give an illusion of life to animated movements by providing 
guidance to their animated shape deformations, motion rate and motion path. It also argues 
that anticipation and follow-through and overlapping action need to be applied selectively to 
3D biomedical animations according to its targeted audiences. Lay viewers prefer to see 
human-like movements and cinematic patterns in 3D biomedical animations. They require 
these socially related elements as a cognitive knowledge foundation to process the abstract 
contents from 3D biomedical animation. This means that 3D biomedical animations marketed 
to lay viewers need to include anticipation and follow-through and overlapping action to 
present a humanised style with visible personality. Conversely, 3D biomedical animations 
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need to be designed using a simulated approach if they are to be marketed to expert audiences 
in order to avoid leading the experts into a mental state of cognitive dissonance.  
 
 
1.3 Aims and Objectives 
 
 
The central aim of this PhD research is to develop visual consonance as an analytical 
framework for designing 3D biomedical animations. This analytical framework provides 
theoretical guidelines for animators during the decision-making process and helps them 
become goal-orientated when producing animations that are cognitively engaging to the 
target audiences. Visual consonance can also be used as an analytical tool to understand and 
critique the constructional elements of 3D biomedical animation. Similar to motion pictures, 
constructional elements, such as camera movements, cinematic components, framing 
methods and consequence of shots, construct the visual form of a 3D biomedical animation. 
Without visual consonance, their applied effects towards the outcome cannot be evaluated. It 
is essential for animators to understand the effects of constructional elements before applying 
them to 3D biomedical animations so they can understand when and why to apply them. The 
central aim of this research is achieved by way of the following objectives: 
 
• To explore the original principles of animation and multimedia learning and 
reinterpret these principles for specific use in 3D biomedical animation. 
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• To identify connections between these principles and combine them into new 
categories.  
 
 
• To propose an analytical framework termed “visual consonance” and design 
objectives based on both animation and multimedia learning principles. 
 
 
• To conduct textual and action analyses on four selected 3D biomedical animations to 
identify the applied constructional elements and animation styles. These analyses 
encompass three specific goals: (1) to explore the effects of these constructional 
elements based on visual consonance; (2) to develop an understanding of how and 
when to use these elements to achieve evident perception and comprehensive 
cognition in 3D biomedical animations; and (3) to explore animation styles and 
methods in research objects and contextualise the current state of believable 
movement in 3D biomedical animation based on visual consonance.  
 
 
• To conduct textual and action analyses on four selected motion pictures that contain 
3D biomedical animation sequences. These analyses encompass three specific goals: 
(1) to explore alike and disparate uses of constructional elements, animation styles 
and methods in both the motion picture and biomedical animation industries; (2) to 
explore the effects of these constructional elements based on visual consonance; and 
(3) to compare the possibly different uses of constructional elements and different 
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animation methods from these two industries and discuss the reasons why they have 
been applied differently. 
 
 
• To re-evaluate and confirm visual consonance based on the knowledge derived from 
the previous objectives. 
 
 
1.4 Approach  
 
 
This research is undertaken as a practice-led research project. The research problem was 
initiated and identified through practice during my previous Honours study, which aimed to 
visualise human cartilage using 3D animation. Due to the lack of research and literature 
available, I was unable to find guidance throughout the creative practice of producing a 3D 
biomedical animation. Much like many other contemporary animators, I possess a high 
degree of technical competency in operating modern 3D animation software, but have a 
limited understanding of the constructional elements and their effects in a biomedical context. 
Therefore, contemporary 3D biomedical animators require an analytical framework to guide 
their creative practice and explore the constructional elements and animation styles in the 
field. For animation studies, Wells and Hardstaff (2008) explain that theories are carried out 
through practices, practice is defined by theories and progress is made through the careful 
observation of history. In this research, the proposed framework developed through this study, 
which I have termed “visual consonance” is introduced as an analytical framework for 3D 
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biomedical animations and its use is re-evaluated and finalised through the practice of 
exploring and reinterpreting existing principles. The constructional elements of 3D 
biomedical animations will be identified during the textual and action analyses on the 
selected research objects. The effects of these constructional elements as applied in 3D 
biomedical animation will be analysed based on the visual consonance. 
 
 
Textual analysis is an empirical research approach that studies how specific “text” in creative 
work is constructed by analysing the context and recurrent patterns of that creative work. 
This research approach was proposed by Bordwell (1989) in Historical Poetics of Cinema, 
where he describes the main objective of this approach as the identification of principles and 
patterns and their effects on creative work. In this research, “text” refers to the constructional 
elements of 3D biomedical animation. I aim to apply textual analysis to selected 
contemporary 3D biomedical animations to identify and explore the effects of these 
individual elements. Meanwhile, to explore novel approaches and constructional elements 
that are useful for the field of 3D biomedical animation, I have also selected feature-length 
motion pictures that include 3D biomedical animation sequences. The motion picture industry 
possesses extensive financial, human and technological resources. It is assumed that an 
analysis of motion picture animation sequences will uncover novel approaches and 
constructional elements to the smaller industry of 3D biomedical animation. 
 
 
The animation design process involves scripting, storyboarding, voice-over recording, 
animatics, modelling, texturing, animation, lighting, rendering and final compositing. Among 
these phases, various principles, methods and formulas are combined and applied by 
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animators to construct a 3D biomedical animation. All these elements are blended to form the 
final animation. As a result, the effect of each single element is often overlooked. Textual 
analysis is, therefore, a valuable and effective research methodology for animation studies as 
it helps researchers deconstruct an animation and then explore the effect of each 
constructional element.  
 
 
As animation researchers often have limited access to the behind-the-scenes materials of 
commercial productions in the field, it is difficult for them to directly observe all the 
production stages of an animation project. This challenges researchers to understand the 
animator’s decision-making process when applying various constructional elements to 
achieve the effects they want. To deconstruct an animation for the purpose of identifying the 
effects of each constructional element, action analysis is a suitable method that is commonly 
applied in the field of animation studies (Webster, 2013). Action analysis is performed using 
attentive observations on an animation frame-by-frame. By freezing the frames of an 
animation and closely observing each frame, the hidden approaches and formulas become 
visible and researchable. 
 
1.5 Objects of Study  
 
The first study object is the twelve principles of animation. These original animation 
principles were proposed in the early 1930s as described by Frank Thomas and Ollie 
Johnston in their book, The Illusion of Life (Thomas and Johnston, 1995). These principles 
were developed to guide the practice of traditional hand-drawn character animations and have 
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become the foundation of this style (Lasseter, 1987; Thomas and Johnston, 1995; Kerlow, 
2009; Williams, 2009) and the most widely accepted framework for producing emerging 
forms, such as 3D animation (Lasseter, 1987; Bishko, 2007). However, the current form of 
these principles cannot be applied directly to 3D biomedical animations since these principles 
were developed for human characters and humanised animals. This research aims to 
reinterpret and expand these twelve animation principles for the emerging field of biomedical 
animation. Below is a short outline of these principles.  
 
1. Squash and Stretch - Any living object will exhibit certain level of shape deformation 
during its motion. An object’s changing shape during its motion emphasises the rigidity and 
weight of this object. It also demonstrates the illusion of an external force applied to the 
object and conveys realism in the motion.  
 
2. Timing - Timing refers to the speed of a motion. The speed of an object’s motion 
emphasises the weight and mass of the object and, more importantly, the emotional meaning 
of its motion.   
3. Anticipation - Anticipation is preparation for an action. This technique alerts the audience 
to the next movement and is a strategy that directs the audience’s attention to where the focal 
point is on the screen. 
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4. Follow-Through and Overlapping Action - Some part of the object must initiate the motion 
and other parts follow. Animators should avoid initiating or terminating a motion completely 
on the screen. 
 
5. Staging – Staging is used to emphasise the focal point on the screen for audiences to 
evidently perceive it. Creating contrast, directing attention and avoiding overlapping objects 
assist the audience to distinguish the focal point from its surroundings.     
 
6. Arcs - The moving path of an object rarely follows a straight line in real life.  
 
7. Straight-Ahead Action or Pose-to-Pose Action - These two contrasting approaches to 
motion creation depend on whether the motion is pre-defined.  
 
8. Slow In and Out - If an object’s state of motion needs to be changed (from one motion to 
another), then the change in speed needs to follow the physical laws of its surroundings (e.g. 
gravity and friction).  
 
9. Secondary Action - Secondary action contributes to believability but does not distract 
viewers from the main motion.   
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10. Exaggeration - Exaggerating the key information base on a believable surrounding. 
 
11. Solid Drawing - Spatial understanding of the weight, depth and balance of an object 
contribute to believability.  
 
12. Appeal - Appeal is achieved by meeting the audience’s inner desires.  
 
The next study object in this research is the twelve principles of multimedia learning, which 
were developed based on studies of human cognition and human perception. Richard E. 
Mayer (2009) purports twelve research-based principles for multimedia learning. Although 
these principles are beneficial for 3D biomedical animation, they were proposed mainly for 
multimedia learning materials created as 2D flash animations. This research aims to expand 
these principles to include emerging media, such as 3D biomedical animation. Below is a 
short outline of these principles. 
 
1. Coherence - People learn more deeply from a multimedia message when extraneous 
material is excluded rather than included.  
 
2. Signalling - People learn more deeply from a multimedia message when cues are added 
that highlight the organisation of the essential material.  
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3. Redundancy - People learn more deeply from graphics and narration than from graphics, 
narration and on-screen text.  
 
4. Spatial Contiguity - People learn more deeply from a multimedia message when 
corresponding printed words and graphics are presented near rather than far from each other 
on the page or screen. 
 
5. Temporal contiguity - People learn more deeply from a multimedia message when 
corresponding graphics and narration are presented simultaneously rather than successively.  
 
6. Segmenting - People learn more deeply when a multimedia message is presented in 
learner-paced segments rather than as a continuous unit.  
 
7. Pre-training - People learn more deeply from a multimedia message when they have 
learned the names and characteristics of the main concepts.  
 
8. Modality - People learn more deeply from a multimedia message when the words are 
spoken rather than printed.   
 
9. Personalisation - People learn more deeply when the words in a multimedia presentation 
are in conversational rather than formal style.  
 
10. Voice - People learn more deeply when the words in a multimedia message are spoken in 
a human rather than mechanical voice.  
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11. Embodiment - People learn more deeply when on-screen agents display human-like 
gesturing, movement, eye contact and facial expression. 
 
12. Image - People do not necessarily learn more deeply from a multimedia presentation 
when the speaker’s image is on rather than off the screen.  
 
 
Based on the exploration and reinterpretation of these two study objects, I develop a specific 
analytical framework for 3D biomedical animation and termed “visual consonance” in this 
thesis. I apply this analytical framework as an analytical tool to conduct textual and action 
analyses on four 3D biomedical animations (Fig. 1). These animations, as follow, have been 
selected as the third study object in this research:  
 
• The Inner Life of the Cell (XVIVO Scientific Animation, 2008) 
• Fertilization (Nucleus Medical Media, 2012) 
• Alzheimer’s Enigma (CSIRO, 2015) 
• Inflammation and Type 2 Diabetes (WEHImovies, 2015). 
 
 
Figure 1: Screenshots for the four selected 3D biomedical animations. 
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The aforementioned 3D biomedical animations were produced by the major studios in the 3D 
biomedical animation industry. They have been selected for this research because they cover 
popular topics in the field and these creative works reflect the current state of this industry. 
Textual and action analyses will be applied to these animations to identify their constructional 
elements. The effects of these constructional elements will then be analysed from the 
perspective of visual consonance. This analysis will identify the contemporary elements, 
patterns and formulas used to construct modern 3D biomedical animations as well as their 
effects in terms of visual consonance.  
 
 
This research also conducts textual and action analyses on feature-length motion pictures that 
include 3D cellular and biomedical animation sequences as the fourth study object (Fig. 2). 
The selected motion pictures are: 
 
• Mission: Impossible II (Woo, 2000)  
• Prometheus (Scott, 2012)  
• Turbo (Soren, 2013)  
• Lucy (Besson, 2014)  
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Figure 2: Movie posts for the selected motion pictures that contain 3D biomedical animation 
sequences. 
 
 
These motion pictures applied 3D biomedical animation sequences to carry out a necessary 
part of the storyline that would otherwise be impossible to produce using a real-life camera 
and objects. These motion pictures were produced over a long period, which reflects the 
progress of how filmmakers in Hollywood tend to employ computer graphics and visual 
effects to render 3D biomedical animation sequences that complete their narrations. By 
analysing the 3D biomedical animation sequences in these feature-length motion pictures, the 
similar and disparate constructional elements from the two industries will be identified. There 
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is no doubt that the motion picture industry in Hollywood possesses higher budgets and 
deeper resources than the emerging field of 3D biomedical animation. Therefore, this thesis 
will not focus on technology-dependent elements, such as the quality of lighting, modelling 
or rendering; instead, it sets the research scope to include only technology-independent 
elements, such as cinematic approaches and animation styles, in the selected motion pictures. 
Through an examination of these two approaches, this thesis will compare their different uses 
of constructional elements and animation styles and discuss the reasons why they have been 
applied differently. 
 
 
1.6 Significance of the Research and Contribution to Knowledge 
 
This research benefits creative artists/animators and others in the 3D animation field as well 
as audiences for their products. This research introduces the concept of visual consonance as 
an analytical framework to provide theoretical guidance for contemporary 3D biomedical 
animators, particularly when faced with choosing appropriate constructional elements from 
an increasing number of formulas available in modern animation software. This research 
demonstrates the application of textual analysis and action analysis to identify the 
constructional elements of 3D biomedical animation as well as the process of exploring these 
effects based on visual consonance. This study contributes insight for further research in the 
field of 3D biomedical animation and identifies additional constructional elements and their 
effects through visual consonance. This research also contributes to the wider animation 
industry as the approach can be referenced as a valid example of how to reinterpret and 
possibly extend existing animation knowledge to serve new styles and applications.  
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1.7 Thesis Overview 
 
Following this introductory chapter, the literature review in Chapter 2 is presented in three 
sections. The first section explores the characteristics of complex biomedical systems and 
demonstrates the needs for using 3D animation to visualise the abstract knowledge of such 
systems. The second section demonstrates the historical improvements of 3D biomedical 
animation and the current workflow in the industry. This section also outlines the advantages 
and drawbacks of animation being applied as instructional materials compared with the use of 
static graphics. It then raises the argument that instructional animation is not always effective 
(Mayer and Moreno, 2002, Tversky and Morrison, 2002) and that this medium needs to be 
designed under a specifically developed analytical framework. Due to the absence of such an 
analytical framework in the emerging field of 3D biomedical animation and because 
biomedical animations carry the craft of animation and the objectives of instructional design, 
the third section reviews related principles from animation and multimedia learning. This 
literature review draws the conclusion that although these related principles are beneficial for 
3D biomedical animation, they cannot be directly applied to the field. These principles need 
to be reinterpreted and combined for 3D biomedical animation. 
 
 
Chapter 3 introduces textual analysis and action analysis as the research approaches and 
provides an overview of these two methodologies. Section 2 demonstrates the process of 
reinterpreting and combining the principles of animation and multimedia learning for 3D 
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biomedical animation and classifies these principles into three categories: perception, 
cognition and movement. Based on these categories, visual consonance is introduced in 
Section 3 along with its three design objectives: evident perception, comprehensive cognition 
and believable movement. This analytical framework will be applied to the analysis of the 
selected 3D biomedical animations and motion pictures to explore the effects of identified 
constructional elements.  
 
Chapter 4 documents the practice of conducting textual analysis and action analysis on the 
four selected 3D biomedical animations. The constructional elements and animation styles 
used in these examples will be identified in this chapter and their effects analysed based on 
visual consonance.  
 
Chapter 5 documents the practice of conducting textual analysis and action analysis on the 
four selected motion pictures that contain 3D biomedical animation sequences. This 
analytical process will identify some alike constructional elements along with some distinct 
design approaches and their effects will be analysed based on visual consonance.  
 
Based on the analyses documented in Chapters 4 and 5, Chapter 6 modifies and proposes the 
finalised analytical framework of visual consonance. This chapter summarises the 
constructional elements of 3D biomedical animations identified in Chapters 4 and 5 under the 
methodologies of textual analysis and action analysis. Then, the effects of these identified 
constructional elements of 3D biomedical animation will be discussed in the context of visual 
consonance.  
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Chapter 7 concludes this PhD research along with on overview of the main contributions 
from visual consonance, which aims to provide guidelines for contemporary participants in 
the field to achieve a visual state of cognitive consonance in 3D biomedical animations. It 
will re-state the impact of this research. At the end, it calls for future research in the field of 
3D biomedical animation as well as the wider field of animation.   
 
The brief introduction to human articular cartilage included in the Appendix of this thesis 
demonstrates the complexity of this issue in developing an understanding on how to visualise 
these mechanisms using 3D biomedical animation. It also documents the workflow of an 
experimental animation of human articular cartilage in the Appendix. It will demonstrate the 
process of applying visual consonance to the different production phases of this animation 
and reveal the decision-making process of applying the identified constructional elements in 
this experimental animation according to their effects.  
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Chapter 2: Literature Review  
2.1 Background 
 
Technological advances in the fields of computer graphics (CG) and digital animation 
provide new opportunities for scientists to work together with animators to visualise complex 
knowledge in ways never before possible. From the earliest computer animations created at 
Bell Telephone Labs in the 1960s (Noll, 2014) to the current state of digital animation, 
computer generated animations have achieved a level of realism often indistinguishable from 
our shared reality. Meanwhile, the term “3D biomedical (medical) animation” has arisen 
along with the rapid development of CG. The idea of using two-dimensional illustrated 
motion pictures to visualise medical knowledge was proposed by E. G. Lutz in the 1920s 
(Lutz, 1920). In 1975, a team of researchers from Texas A&M University proposed the 
potential use of biomedical animation for visualising complex biological systems in an issue 
of Science (Collins et al., 1975). From that point on, 3D biomedical animation has become an 
essential aspect of physiological and surgical instruction for patient education, medical 
simulation and surgical training. Today, the field of 3D biomedical animation is a solid and 
important facet of the non-entertainment CG animation industry, with annual revenues of $15 
billion per year worldwide (Prayag, 2005).  
 
 
 
 
  25 
CG animation was primarily developed for leisure industries (video games and motion 
pictures) to generate realistic-looking environments, movements and phenomena otherwise 
too dangerous, costly or impossible to capture using real-time recording methods. Outside the 
leisure industry, CG animation has been applied to visualise complex matters that are difficult 
to learn. 3D biomedical animations, particularly 3D cellular and molecular animations, are 
mature examples of how CG animation can be applied to visualise complex biological 
phenomena that otherwise require a specialised microscope to observe and study. This 
advanced medium can be applied to render realistic-looking microscopic structures and 
phenomena that occur inside the human body at a molecular level. Common topics in 3D 
biomedical animations include the molecular action of a cell (XVIVO, 2008), process of 
ovulation (Hybrid Medical Animation, 2011) and causes for common diseases such as 
Alzheimer (CSIRO, 2015) and Type 2 Diabetes (WEHImovies, 2015). The main content of 
3D biomedical animations can be categorised as the knowledge of complex biological 
systems. 
 
 
Biological systems are a type of complex system. These systems can be found in our daily 
surroundings, such as urban traffic systems, ecosystems, microbiology, chemical engineering 
and large-scale constructions. Complex systems comprise various components that each 
exhibits individual behaviour resulting in unstable relationships and complicated system 
structures (Wolfram, 1985). Complex systems are characteristically non-linear systems; that 
is, they often exhibit emergent phenomena and unpredictable changes. Among these complex 
systems, biological systems often reveal evident complexity and instability (Wolfram, 1985), 
which are extremely difficult to communicate and understand. The components of complex 
biological systems can be classified into three categories: the overall structure of the system, 
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the components’ individual behaviour and the components’ interactions (Rocha, 2003). The 
components of a biological system form the structure of the system. The individual behaviour 
of these components defines their functions in the structure. The interactions between these 
components determine the characteristics of the biological system and also lead to emergent 
phenomena. It is the mixture of this knowledge that results in the complexity of complex 
biological systems. Furthermore, the components of biological systems and their interactions 
usually occur at the cellular and molecular scales, which makes it impossible for people with 
no specialised equipment to observe. This also results in the perceived complexity of 
biological systems as they are abstract and invisible to most people.  
 
 
For example, human articular cartilage is a complex biological tissue comprising cells 
(chondrocytes) surrounded by a dense matrix of collagen fibres, water bound proteoglycans 
and other small molecules and lipids (for more details on human articular cartilage see 
Appendix A). The cartilage behaves like an osmotic and active “gel” to resist pressure and 
friction within the joint. It is the articular cartilage’s specific structure, the individual 
behaviour of each component and the interactions between these components that enable 
people to carry out their daily activities. However, the mixture of invisible knowledge also 
leads to the complexity of this tissue and makes it difficult to study. With modern 
microscopes, scientists have started to reveal the mysterious inner world of microbiology. 
The scanning electron microscope (SEM) magnifies the sample object from 10 to 500,000 
times (McMullan, 1995). This technology is used extensively in modern microbiology and 
biomedical sciences to unfold the molecular world of biological systems. However, different 
to the optical microscope, viewers cannot observe the dynamic changes through SEM directly. 
SEM only produces static microscopic images (micrographs), which challenge the biologists 
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to visualise the transitional states in-between the micrographs and the dynamic movements at 
a molecular level (Hortolà, 2010).  
 
 
Currently, there are two primary solutions to this challenge. One solution is biologists 
working together with information technology specialists to create dynamic simulations to 
accurately represent a complex system. These dynamic simulations also allow users to 
explore the represented complex system interactively. The alternative is for biologists to work 
together with digital animators to visualise dynamic molecular processes aesthetically and 
attractively using 3D animation. Both solutions are methods of visualisation; that is, they aim 
to transfer invisible and complex matter into a dynamic and visible format. However, 
animation and simulation are different when it comes to interactivity. Simulations permit 
viewers to input values to explore according outputs using the underlying computer algorithm 
to calculate the behaviour of a system in real-time. On the other hand, all the objects and 
movements in animation are pre-made by animators. While watching animations, viewers are 
only allowed limited interaction (play, pause and fast forward etc.). They cannot interact with 
the animated content to receive real-time outputs. This makes 3D biomedical animation a 
classic worked example for viewers to gain more knowledge faster by learning from the 
animator’s presentation of previously acquired knowledge (Cooper and Sweller, 1987; 
Carroll, 1994; Miller et al., 1999; Sweller, 2004).  
 
However, people also learn from the practice of randomly generating moves and testing those 
moves for effectiveness. Simulation provides such opportunities for learners to explore the 
simulated biomedical system interactively. Both visualisation methods are beneficial for 
multimedia learning, although the characteristics of simulations make them too complicated 
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for use in various educational contexts (Jimoyiannis, 2008). When they are used for 
educational purposes, the representation of the target system needs to be displayed in an 
abstracted, rather than realistic or scientific format, manner for lay viewers to understand. 
Simulations are more frequently used professionally for expert viewers to facilitate their 
research, test their theories and explore their understandings of the targeted complex system.  
 
In this research, the terms “lay viewers” and “expert viewers” are specific to the individual’s 
knowledge and experience and not their age. Here, “lay viewers” refers to those who lack 
knowledge on the topic being visualised, whereas expert viewers are those with professional 
knowledge of the topic. Consequently, these two viewing audiences vary for each 3D 
biomedical visualisation project due to different presented biomedical systems. For example, 
the lay viewers for a visualisation that demonstrates the process of ovulation will be different 
to the lay viewers for a visualisation that explains Type 2 Diabetes. The expert viewers for 
two visualisations that communicate the same complex biological system might vary 
depending on the level of detailed knowledge required. It is necessary for visualisation 
designers (animators or information technology specialists) to work closely with their clients 
to define the lay viewers and expert viewers for each visualisation project. That distinction 
can be drawn on whether a viewer has already understood most of the knowledge or even all 
the knowledge that a biomedical visualisation has to convey. Lay viewers desire to gain new 
knowledge from biomedical visualisation, whereas expert viewers can gain a new perspective 
from the biomedical visualisation to deepen their knowledge on an already known system. 
Therefore, animation’s “worked example” characteristic provides a format that engages lay 
viewers in gaining new knowledge. Nevertheless, simulation provides a “hands on” 
experience for expert viewers to explore an already known system from a new perspective.  
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While animation and simulation are both methods of visualisation, this research project 
particularly focuses on the application of 3D animations to visually present the dynamic 
knowledge of complex biological systems at a molecular level with an instructional approach. 
3D biomedical animation is, hypothetically, an ideal medium to visualise complex biological 
systems as it converts spatial and dynamic knowledge into a directly perceived image 
(Tversky and Morrison, 2002; McClean et al., 2005). 3D biomedical animations are designed 
to visualise the knowledge of a complex biological system by breaking down its molecular 
structures, demonstrating individual components’ behaviours and representing components’ 
dynamic interactions. Based on the findings of SEM and using modern CG techniques, 3D 
biomedical animation is capable of rendering realistic-looking microscopic structures and 
their dynamic interactions, which are otherwise too abstract for people to perceive and 
understand easily. 
 
 
However, as mentioned previously, 3D animation and CG were primarily developed for 
entertainment purposes. It is still an emerging and interdisciplinary field for digital animators 
to work together with scientists to visualise the knowledge of complex biological systems 
using 3D biomedical animations. Much research has been conducted under the field of 
science communication to explore factors that influence the outcome of science-related 
presentations to the general public. In particular, many influential factors, such as 
interdisciplinary language (Monteiro and Keating, 2009), and people’s characteristics in 
receiving science information (Barriga, Shapiro and Fernandez, 2010; Connor and Siegrist, 
2010; Kimmerle et al., 2015) have been proposed in the bi-monthly journal, Science 
Communication (SC). Although these factors are influential for 3D biomedical animation, 
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there is lack of research that explores the factors that influence the outcomes of 3D 
biomedical animations from an animation study perspective or that examines the effects of 
existing animation techniques. Researching these questions should evolve new principles for 
3D biomedical animation as a science communication and instructional medium.  
 
The current challenge in the field of animation is that with the increasing use of this medium 
outside of its original domain, contemporary animators need to expand their understanding of 
animation to enhance its performance in other domains (Kerlow, 2009). Disney animators 
developed the twelve principles of animation in the 1930s (Thomas and Johnston, 1995) for 
creating believable hand-drawn characters. Much research has been conducted to evaluate the 
effects of applying these traditional animation principles to CG animations (Lasseter, 1987; 
Wells, 2000; Bishko, 2007; Kerlow, 2009; Williams, 2009). The results suggest these 
traditional principles are influential and beneficial to the whole animation industry. However, 
traditional animation principles cannot be applied to 3D biomedical animation directly 
because these principles were originally developed for humanised figures and animals, which 
are not the central focus of 3D biomedical animation. The central focus of 3D biomedical 
animation is the microscopic realm of cells and molecules, which do not possess human-like 
personalities and whose movements are initiated and carried out by chemical and mechanical 
reactions. The original animation principles, therefore, need be explored and reinterpreted for 
animating the features and interactions of microbiological structures.  
 
From an entertainment perspective, for which animations were originally developed, the 
fundamental philosophy is to maintain the audience’s attention, entertain them and make 
them feel the animated contents are appealing and believable (Lasseter, 1987; Thomas and 
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Johnston, 1995; Wells, 2002; Bishko, 2007; Kerlow, 2009; Williams, 2009). When animation 
is used for instruction, it is important for animators to understand that they are not only 
designing a product to entertain viewers. Instructional animation carries a strict mission: to 
transfer knowledge to a defined target audience. While entertainment is still important, 
making sure that the knowledge can be transferred to audiences from the animation is the 
primary orientation. Animators also need to understand and acknowledge the fact that 
animation is not always effective when this medium is used for instructional purposes (Mayer 
and Moreno, 2002; Tversky and Morrison, 2002).     
 
During instructional use, the outcome of an animation is strongly related to viewer 
characteristics (Ruiz et al., 2009). When viewing an illustration or reading a paragraph of text, 
viewers have control over how long they want to spend their attention on a certain spot of the 
illustration or an unfamiliar word. When watching an animation, people need to maintain 
their attention on constantly changing screen contents; otherwise, they will easily miss the 
key information, resulting in an incomprehensive learning outcome. From an instructional 
perspective, the ability for people to maintain their attention on an animation depends on their 
spatial abilities as well as their prior related knowledge (Tversky and Morrison, 2002). 
Therefore, educational researchers believe that if animations are used for viewers without 
enough prior related knowledge and advanced spatial abilities, then they will not demonstrate 
evident superiority compared with static graphics (Rieber, 1989; ChanLin, 1998; Wender and 
Muehlboeck, 2003; Hegarty and Kriz, 2008). Only viewers with extensive experience in the 
related topics can easily perceive and understand the constantly changing content of an 
animation (Lowe, 1999; Slocum et al., 2000). 
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Different to static graphics, the visual information presented in animations can only be 
engaged by viewers for a certain period of time. If viewers do not have enough prior related 
knowledge to keep processing the constantly changing content, then they are likely to 
experience cognitive overload (Tversky and Morrison, 2002). In light of this drawback, 
educational researchers believe that instructional animations need to be carefully designed in 
accordance with the nature of human cognition and human perception (Kraidy, 2002; Mayer 
et al., 2002; Mayer and Moreno, 2002; Tversky and Morrison, 2002; Sweller, 2004; McClean 
et al., 2005; Mayer et al., 2008; Mayer, 2009; Ruiz et al., 2009). This means the principles of 
multimedia learning, which were developed based on human cognition and human perception, 
are essential to 3D biomedical animation.  
 
3D biomedical animations are challenging to produce. These challenges mainly come from a 
shifting technical environment, the strict objective to transfer complex knowledge and the 
limited capacities of human perception and cognition. To maintain the advantages of using 
3D biomedical animation to communicate complex biological knowledge, animators require 
technology-independent principles to provide theoretical guidelines in such a dynamic 
technical environment. These principles should also assist the transfer of complex knowledge 
to viewers by engaging their perception and cognition. This research aims to develop an 
analytical framework termed “visual consonance” for 3D biomedical animation. Visual 
consonance comprises technology-independent principles reinterpreted from the original 
animation principles and the principles of multimedia learning.  
 
The review chapter explores the literature from three major sources. First, it explores the 
characteristics of complex biomedical systems so that the demand for 3D biomedical 
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animation can be identified. Second, it examines the historical improvements of 3D 
biomedical animation, current workflow processes in the industry and the drawbacks of 3D 
animation applied to instruction compared with static graphics. Through these explorations, 
the challenges that currently exist for contemporary practitioners in the field can be identified. 
The identified challenges will lead to the argument that 3D biomedical animations need to be 
designed following technology-independent principles. Whereas the original animation 
principles cannot be applied directly to biomedical animation, the principles of multimedia 
can be brought forward as new principles of 3D biomedical animation. These principles will 
be explored in the literature review. This exploration aims to develop an understanding on 
how to reinterpret and possibly combine these related principles to develop a specific 
analytical framework for 3D biomedical animation.  
 
 
2.2 Complex Biological Systems 
 
A biological (living) system is a complex system. Complex systems exist in many aspects of 
our daily life and are studied in the natural sciences, social sciences and mathematics. 
Different definitions of this concept exist in many fields, such as systems theory, complexity 
theory and systems ecology. Currently, there is no clear definition of a complex system on 
which all scientists from different domains can agree (Ladyman, Lambert and Wiesner, 2013). 
What is a complex system? What causes the complexity? These are the two questions that 
many scientists are trying to answer across many domains. Different answers towards these 
two questions can be found across different fields (Simon, 1992; Morowitz and Singer, 1995; 
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Whitesides and Ismagilov, 1999; Weng, Bhalla and Iyengar, 1999; Parrish and Edelstein-
Keshet, 1999). In this thesis, a complex system is described as any system featuring a large 
number of interacting components whose aggregate activity is non-linear and typically 
exhibits self-organisation under selective pressures (Rocha, 2003). This definition makes 
complex systems pervasive in many human social group-based endeavours, scientific 
disciplines and biological systems (Johnson, 2009). From stock markets and traffic jams, to 
manufacturing businesses, ecosystems, immune systems and our very bodies, humans are 
surrounded by and personally engaged with complex systems of varying degrees constantly. 
The characteristics of these systems cannot be described by one single rule because they are 
non-linear, which is often considered an essential condition for complex systems. Complex 
systems are not linear because they contain multiple types of components that establish 
individual behaviours, which then influence their interactions and leads to emergent 
phenomena.  
 
 
Complex systems exist mostly at three levels: physical and chemical systems, biological 
systems and social systems; however, a common taxonomy for complex systems does not 
exist among these levels in spite of their similarities by way of a large number of interacting 
components that exhibit individual behaviours, complicated structures and emergent 
phenomena and unpredictable consequences. Among these three categories, biological 
systems provide the most extreme examples of such self-organisation and complexity 
(Wolfram, 1985). This characteristic makes biological systems extremely hard to study and 
understand.   
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The components of complex biological systems are classified into three categories according 
to the definition of complex systems in this study: the overall structure of the system, the 
individual behaviours of its components and the interactions among components. The 
components of a biological system form its structure. The individual behaviour of these 
components defines the function of each component in the structure. The interactions 
between these components determine the overall function and characteristics of the biological 
system and also lead to emergent phenomena. It is the mixture of knowledge from these three 
categories that results in the complexity of complex biological systems.   
 
 
The human body is an extremely complex biological system that comprises various kinds of 
organs, nerves, muscle, bones and many other macro- and microscopic components. Each 
component has its own defined behaviour and closely interacts with other components. This 
forms the overall structure of our body and maintains our existence as human beings. 
Comprising the body’s complex systems are molecules, cells and tissues that operate as sub-
complex systems to maintain respective functions. Human articular cartilage is one such 
system. The breakdown of articular cartilage is the main cause of arthritis and osteoarthritis 
(Guermazi et al., 2003). As with other complex biological systems, human articular cartilage 
comprises large numbers of interacting components whose aggregate activity is non-linear 
and simultaneously self-organising. Articular cartilage is a thin, semi-translucent, soft tissue 
and its composition is fairly similar to jelly. It contains a lot of water and only a small amount 
of solid material. Human articular cartilage tissue is 2–4 mm thick and approximately 65–80% 
of its weight is water (Mansour, 2003). The remainder of the tissue is composed of a 
relatively small number of cells known as chondrocytes (3% w/w), which are surrounded by 
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a dense matrix primarily made of collagen fibres (10–30% w/w) and proteoglycans (10–20% 
w/w) (Jaffe et al., 1974; Armstrong and Mow, 1982). More information related to human 
articular cartilage as an example of complex biological system can be found in Appendix A.  
 
The main components of articular cartilage, fluid, collagen fibres, chondrocytes and 
proteoglycans rely on each other closely; however, they also strongly constrain each other. If 
any of these components degenerate, or the condition of the surrounding environment 
changes, then the tissue will degenerate, which leads to osteoarthritis. The complexities of 
human articular cartilage and other complex biological systems remain a challenge for people 
to observe the individual behaviours of each component and their close interactions. More 
importantly, biologists seek to understand the complicated rules of these components’ self-
organisation patterns to explain emergent phenomena. Fortunately, modern microscopy has 
unveiled the molecular world for scientists. Biologists can now observe biological tissues at a 
molecular level and then visualise them in different formats. This has undoubtedly de-
mystified some of the complexities of biological systems.  
 
This section of the literature review develops an overall understanding of complex biological 
systems. As a result, it aims to explore the triggers for these complexities. The machinations 
of complex systems, particularly complex biological systems, are extremely complicated, 
abstract and usually invisible. These systems comprise large numbers of interacting 
components whose aggregate activity is non-linear and self-organising. The complexities and 
characteristics of complex biological systems are challenging to describe because the core 
knowledge of these systems is hidden under the surface of their structures. This constrains 
biologists to only understand the knowledge of complex biological systems at a level they can 
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observe, but not the origins of the emergent phenomena. The structure of a complex system is 
influenced by the self-organisation of its components and also the interactions between those 
components. Without exhaustive observations on each component and an understanding of 
their interactions, biologists cannot obtain an integrated comprehension nor can they predict 
the emergent phenomena of these complex biological systems.  
 
In the next section of the literature review, 3D biomedical animation is introduced as a 
solution to demonstrate and simplify the complexities of biological systems. It will 
contextualise the historical improvements of 3D biomedical animation and current workflow 
in the industry. The next section will also outline the advantages and drawbacks of animation 
being applied in multimedia learning compared with static graphics. 
 
2.3 Biomedical Animation 
 
Technological advances in the field of electron microscopy provide new opportunities for 
scientists to explore the inner structure of complex biological systems in ways never before 
possible. This also motivates visual artists and digital animators to use the results from 
scientists to visualise these complex systems in novel and attractive ways. Static graphics can 
be applied to portray the spatial relations among the components in complex biological 
systems. Animation is another advanced medium, which is capable of visualising continuous 
rather than discrete changes, particularly for micro-steps and the subtle and intricate timing 
relations among parts of complex systems (Tversky and Morrison, 2002). Based on the 
findings of SEM and using modern CG techniques, 3D biomedical animation can create 
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realistic-looking molecular and cellular structures that visualise dynamic interactions 
otherwise too abstract for people to perceive and understand. In the following literature 
review, the historical improvement and current workflow of 3D biomedical animation will be 
introduced. The advantages and drawbacks of animation will also be demonstrated in this 
section. 
 
2.3.1 Historical improvement of 3D biomedical animation 
 
Historically, improvements in 3D biomedical animation have progressed in tandem with the 
development of the microscope and microscopy techniques. Based on years of observation, 
from the earliest magnifying glass to the optical microscope, transmission electron 
microscope and then scanning electron microscope (SEM), biologists are now able to observe 
microbiological and other structures far too small for the naked eye to see. Early attempts to 
magnify objects started with the discovery of the refraction of light (Microscope History 
Timeline, 2010). In the second century BC, Claudius Ptolemy described a stick appearing to 
be bent and magnified under water. First century AD Romans found that if they looked 
through a glass with a thick shape in the middle and thin edges, the objects could be 
magnified 6–10 times. In the seventeenth century, Antonie Van Leeuwenhoek constructed the 
first real microscope, which could magnify objects 270 times. Around the same time, Robert 
Hooke officially documented a wide range of observations, including cells, through his 
microscope (Fig. 3). His illustrations became the earliest documented versions of biomedical 
visualisation.  
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Figure 3: Robert Hooke’s illustration of a flea and the microscope he used (Hooke, 1665). 
 
 
Since then, scientists have been using the results of optical microscopy to explore the 
mysterious microscopic world. In the early twentieth century, a significant alternative to 
optical microscopy was developed. Instead of using light to generate the image, the electron 
microscope uses electrons to generate images with much higher resolution. Different to the 
rationale of light refraction, the electron microscope emits a beam of electron that passes 
through an ultra-thin sample and received by an electron detector. During this scanning 
process, the electrons generate digital signals that contain information about the sample’s 
surface topography to generate digital images that magnify an object from 10–500,000 times 
(McMullan, 1995). The object can also be rotated three dimensionally in the microscope, 
which enables observations from multiple perspectives. The micrographs obtained from 
SEMs are used extensively in modern microbiology, medical science and materials research.   
 
 
Since SEM works with electrons instead of visible light, the resulting images are in shades of 
grey instead of colour (Hortolà, 2010). This means that colourising the SEM images is more 
for an aesthetic effect rather than for a scientific purpose (Fig. 4). The aims are to contribute 
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to a better understanding of a complex subject (Cerny et al., 2004; Brechbühl et al., 2008) or 
to capture the observer’s interest by returning a realistic-looking object (Hortolà, 2010). Here, 
“realistic” is used to describe the coherence between an object’s representation and the 
viewer’s inner desire to visualise the object. For example, due to the presence of iron in the 
haemoglobin proteins located in the erythrocytes (red blood cells), oxygenated blood exhibits 
an intense red colour (Hortolà, 2010). Although other factors (thickness, quantity, oxidation 
level, surroundings) might change the colour of blood, it is easier for people to understand an 
SEM image of blood if visualised in a reddish colour instead of black and white.  
 
 
Figure 4: SEM micrograph of an area of a dark-red human blood, acquired at an original 
magnification of 2000× and displayed using different image tones: greyscale (left), 
colourising in red for an aesthetic effect (right) (Hortolà, 2010). 
 
 
The other characteristic of SEM is the static nature of the obtained images; that is, researchers 
cannot observe the dynamic movements of cells and molecules. This challenges biologists to 
visualise the transitional states in-between the micrographs (Hortolà, 2010). Currently, 
dynamic simulation and animation are the two primary solutions regarding this challenge. 
These two applications are developed with different purposes. Dynamic simulations are 
designed to accurately communicate information to people, whereas animations aim to 
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motivate people into learning by maintaining their attention. Based on results obtained using 
different microscopic technologies and techniques, these two digital applications currently 
represent the major medium for biomedical visualisation. 
 
 
Figure 5: Scientific simulation of human blood (Hortolà, 2010). 
 
In general, building a simulation is also known as modelling, which is a way of generating a 
visual representation to demonstrate a complex system in a mathematically consistent manner 
(Fishwick, 1995). Scientists have to identify the components of a complex system and 
explore their inner-relations. They then have to construct a model algorithm model that links 
all the components together and present this as a visual representation. A simulation can be 
built from scratch using programming languages such as C, C++, Java etc. It can also be 
constructed using simulation tools in either a dynamic type (e.g. AgentSheets, Flexim, 
Model-It) or a discrete type (e.g. Arena, Simul8). These simulation tools are often domain-
specific and, therefore, can only be used to simulate systems in one particular domain. 
Scientists use these professional tools to create simulations for various domains such as 
chemistry, biology, physics, medicine, environmental sciences and social studies etc.  
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Animators today can build physics-based animations to simulate various forms of objects 
(fluid, gas and solid body) behaving under real-world physics. This has enabled animation 
software, such as Maya and Blender, to function as simulation tools for constructing 
simulation-look animation. Due to the increased involvement of physics-based animation in 
the animation workflow, many 3D biomedical animations reflect a strong simulated style 
even when produced from animation software. Although this seems to be the trend in 3D 
biomedical animation, it causes 3D biomedical animation to lose its original purpose; that is, 
to visualise complex systems in an aesthetic and attractive way. In spite of the ultimate goal 
of combining animation and simulation together under shared objectives, it is crucial to 
explore their characteristics and develop specific design principles before combining them. 
This study specifically focuses on the role of 3D biomedical animation in the aesthetic 
visualisation of complex biological systems. The next section will briefly introduce the 
current workflow of 3D biomedical animation so the existing challenges in the field can be 
explored. It will also explore the role of dynamic simulation in contemporary 3D biomedical 
animation workflow and the relationship between dynamically simulated animation and 
animation principles. 
 
2.3.2 Current workflow of 3D biomedical animation 
 
 
As with 3D character animations, the workflow of 3D biomedical animation is commonly 
performed in three phases: the pre-production phase, the production phase and the post-
production phase (XVIVO, 2014). Each phase also involves certain stages to carry individual 
objectives. In the pre-production phase, all the project-related information needs to be 
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outlined by animators and confirmed by the client. The pre-production phase includes 
identifying the client’s needs, setting up progress review and production schedules, script 
writing, voice-over recording and animatic creation. These preparations ensure 3D 
biomedical animations have a clearly defined production schedule, a central design objective 
and a finalised animation timeline. Without these pre-production stages, the entire creative 
process of 3D biomedical animation will become unproductive, which increases the 
possibilities of “redo” in the production and post-production phases. The potential difficulties 
in production will also be identified and minimised in the pre-production phase to maximise 
efficiency throughout the entire production schedule. Next, all the information and content 
developed in the pre-production phase are applied to the production phase, where animators 
work on the contents of 3D biomedical animation using 3D animation software. This phase 
includes modelling, texturing, lighting, character sheets and animation. After the animation 
sequences are fully developed, all related elements, such as background music, sound effects, 
voice-over, static graphics and on-screen texts, are edited together using animation editing 
software. This is the post-production phase in the workflow. In this section, each of these 
stages will be described in detail.  
 
 
Development backbone and identifying needs  
 
 
Before commencing any project, its development backbone must be established and 
confirmed with the client. This allows animators to clearly understand the topic and 
streamline all aspects of the project. Meanwhile, the scientific, technical and artistic needs of 
the project will be determined and the target audience identified by the client. This is an 
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important and necessary pre-production process to ensure a compelling and accurate 3D 
biomedical animation. It is crucial for 3D biomedical animators to understand the basic 
knowledge of the given topic before they begin designing a 3D biomedical animation.  
 
 
Review process and production schedule  
 
 
This is the stage where animators establish a production schedule, communication methods, 
and reviewing frequency with the client; that is, the timeline and frequency that the client 
views or modifies the content of the animation is agreed by both parties at this stage. The 
review process is designed to lock down the designing decisions incrementally throughout all 
stages of production, such as script, storyboard, voice-over, animatics, modelling and 
animation. Commonly, at each stage there are a certain number of rounds where the client can 
review and modify the contents. This reviewing mechanism is built into the pre-production 
phase to maintain the efficiency of workflow and anticipate unforeseen changes.  
 
 
Outline and scripts  
 
 
Scriptwriting is an essential task in the pre-production phase of an animation. In this stage, 
the complex concepts and ideas introduced at the earlier stage of backbone development are 
extracted and transformed into a structured written script upon which the animation will be 
built. Professional scriptwriters are required at this stage to write the script. Scripts may be 
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written to serve various purposes, such as marketing, selling or education. For a motion 
picture or character animation, script writing requires a deep understanding of narrative 
structure. A narrative consists of a beginning, a middle and an end, which is the structure of 
most stories (McCabe and Peterson, 1991). For 3D biomedical animations, it is not the 
storyline that drives the animation. The backbone of a 3D biomedical animation is the 
knowledge of a complex biological system. Instead of telling a story, 3D biomedical 
animations convey complex and abstract knowledge without distorting the meaning. This 
process often requires considerable intellectual effort and sound subject knowledge, which 
both involve reducing complex ideas into smaller components and then reconnecting them to 
make sense of the idea (Wellington and Ireson, 2008). Therefore, script writing for a 3D 
biomedical animation involves reasoning. Reasoning is the process of explaining things by 
applying logic and establishing and verifying facts based on new or existing information 
(Kompridis, 2000). There are many types of reasoning, including inductive reasoning, 
deductive reasoning, adductive reasoning, reductive reasoning etc. Many 3D biomedical 
animation scripts are constructed using deductive reasoning, whereby the explanations begin 
with a general idea and then introducing the specifics. How a script is written and how the 
complex knowledge is reasoned is essential to the outcome of a 3D biomedical animation. 
This research currently does not include this aspect; however, this needs to be considered and 
explored in future research.  
 
 
Storyboarding 
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The storyboard is the traditional and still primary tool used in the pre-production phase of 
animation and motion pictures. Filmmakers and animators translate the written script into a 
visual format by sketching a scene arrangement and illustrating the camera setup (Sherman, 
1988; Hart, 1999; Goldman et al., 2006). Storyboards enable animators and clients to visually 
communicate their expectations and desires. Working from the original complex ideas, 
animators use storyboards to visualise subject arrangements and camera angles along with 
lighting, composition and modelling inspirations; thus, it is an extremely important stage in 
the pre-production phase. At this stage, the abstract knowledge of a complex biological 
system is turned into a visual format. Animation principles, instructional principles and film 
theories are applied in this stage to transfer the abstract knowledge to a visual format. 3D 
biomedical animators also face creative challenges regarding how microscopic structures 
should be presented on the screen. Techniques to consider include framing composition, 
consequence of shots and animation styles. Many animation principles, such as timing, 
staging, appeal and anticipation need to be applied to the storyboard. New principles from 
multimedia learning might also be included at this stage. These matters will be further 
discussed throughout the thesis.   
 
 
Voice-over 
 
 
In this stage, the voice-over is recorded according to the script. This is an important task 
because the voice-over provides the finalised timeline for the animation. The metric of word 
rate per minute in the 3D biomedical animation industry is 125–130 words per minute 
(XVIVO, 2014), which is slower than the common broadcasting rate of 160–180 words per 
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minute (Rodero, 2012). Different tones or styles of voice-over will induce different feelings 
in the animation. However, these matters are beyond the scope of this research. As 
constructional elements of 3D biomedical animation, these can be explored in future research.  
 
 
Animatic creation 
 
 
Once the voice-over is recorded, the storyboard is animated according to the timeline 
provided by the voice-over. This is the time the client first experiences the run-time animatics 
used to simulate the structure and timing of the final animation. At this stage, the motion rate 
and paths of the microstructures are demonstrated.    
 
 
Modelling, texturing and lighting 
 
 
Once the animatic version of the animation is approved, animators begin modelling, texturing 
and lighting the animation using 3D animation software. With the motion and appearance of 
the microstructures already confirmed in the storyboard stage, animators use the drawings 
from the storyboard as guidelines to create 3D meshes using animation software. These 3D 
meshes carry the shape and volume of the microstructures. This process is called “modelling” 
in animation workflow. After the 3D meshes are created, the animation workflow moves to 
the texturing process, where animators create texture on mesh surfaces to provide a suitable 
appearance. Once the 3D meshes are textured, animators then build artificial lights in the 
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scene to illuminate the setting from different angles. Different types of lighting and shadows 
can be created in animation software to simulate a realistic-looking situation. Animation 
plug-ins, such as Molecular Maya (mMaya) and Bioblender, have brought new ways to 
model and texture 3D biomedical animations. Scientists all over the world deposit their 
studies of proteins to public repositories, called Protein Data Banks, as program database 
(PDB) files that record the size, topology, texture and other details of proteins. These plug-ins 
also allow 3D biomedical animators to generate an accurate 3D mesh from the sing the PDB 
files instead of modelling 3D meshes from scratch within the animation software.  
 
 
Character sheets 
 
 
Since the animation process is a time-consuming and challenging task, the workflow usually 
involves another stage called “character sheets” prior to the animation stage. In this stage, 
animators position the microstructures (characters) according to the animatic version and the 
voice-over timeline. In this way, animators can demonstrate the motion rate and paths for the 
animated microstructures. Once the client approves the character sheets, the workflow moves 
to the animation stage.  
 
 
Animation 
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This is when the 3D microstructures “come to life”. Traditional animation methods, including 
straight-ahead action and pose-to-pose action, have strongly influenced the key-frame 
animation in the modern CG animation workflow. These methods require the animator to 
design key poses for an object’s movement and place them in a time frame. The animation 
software then generates the in-between movements among key poses. Using this approach, 
animators also have control over the details of in-between frames. The twelve principles of 
animation are commonly used in this key-frame animation method as a fundamental 
framework to sharpen the animator’s decision-making process while producing believable 
movements and characters (Lasseter, 1987; Bishko, 2007). Since the original animation 
principles cannot be applied to 3D biomedical animation directly, 3D biomedical animators 
need to develop an understanding of reinterpreting these principles for the specific purpose of 
3D biomedical animation. Meanwhile, physics-based animation has brought a new method of 
animating microstructures for 3D biomedical animation. Compared with the key-frame 
method, physics-based animation does not require 3D biomedical animators to setup key 
poses; however, it does not allow animators to have control over the in-between frames. The 
dynamic objects inside physics-based animation are generated from and controlled by the 
animation software’s physical engine, which determines the objects’ movement, colour, 
lifetime and many other attributes. Thus, this new animation method limits the application of 
traditional animation principles in 3D biomedical animations. The relationship between the 
traditional animation principles and this new animation method needs to be researched for the 
development of 3D biomedical animation as an emerging field. 
 
 
Rendering  
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Once the animation is finished along with finalised modelling, texturing and lighting, the 
animation is ready to be rendered. In this process, the animation software generates CG 
images based on the settings from the previous stages. Each second in animation commonly 
comprises 24 frames. Depending on the desired quality of rendering, each frame can take 
minutes to hours to render. Therefore, to render a five-minute animation can be very time-
consuming.  
 
 
Final compositing   
 
 
Once all the frames are rendered, they need to be composed together using video editing 
software. Many visual effects (VFX), such as depth of field, vignette and on-screen text are 
added into the final 3D biomedical animation during this stage. Music, voice-over and sound 
effects are also added to the animation.  
 
 
In this section, workflow of 3D biomedical animation production has been discussed in detail. 
This workflow is a challenging and time-consuming task that requires skills in operating CG 
animation software. The workflow of 3D biomedical animation is also involved in a shifting 
technical environment with the strict objectives of instructional design attached. Today, with 
animation plug-ins and increasing involvement of software engines, 3D biomedical animators 
face the challenge of choosing an appropriate combination from a wide range of formulas to 
create believable 3D biomedical animations. Therefore, 3D biomedical animators require a 
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technology-independent framework to sharpen their decision-making abilities and help them 
become goal-orientated during the working of 3D biomedical animations. In the next section, 
the need for biomedical animations to visualise complex knowledge will be discussed. It will 
demonstrate the advantages and drawbacks of animation compared with instructional static 
graphics so that readers can understand how an instructional animation should be designed.  
 
 
2.3.3 Animation and static graphics 
 
Static graphics 
 
 
Although people use text as a primary medium to communicate ideas and transfer knowledge, 
graphics (pictures) have been used to portray concepts and ideas since ancient times. For 
some ancient countries, like China, their present form of text is the evolution of ancient 
graphics used for that purpose. Much research has been conducted to study the effect of using 
visual elements to communicate ideas. Many proponents believe that graphics can enhance 
the learning and understanding of complex and abstract ideas (Levie and Lentz, 1982; Levin 
and Mayer, 1993; Mayer and Moreno, 2002; Tversky and Morrison, 2002; Sweller, 2004; 
Mayer, 2009). In fact, graphics exhibit many advantages over text. First, graphics are capable 
of attracting people’s attention and maintaining their motivation, which makes them suitable 
for portraying complicated and abstract knowledge. Graphics also possess the evident 
benefits of portraying visuospatial or metaphorical information through visual elements and 
the spatial relations among them (Tversky and Morrison, 2002). These characteristics of 
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graphics enable them to be employed as an advantageous medium for portraying and 
conveying knowledge of complex systems.  
 
 
Static graphics working together with text is the most common technique used to 
communicate knowledge. Static graphics is used to support or work together with text to 
serve five major functions (Levin et al., 1987; Levin, 1979):  
(1) Decoration—static graphics can help readers enjoy the text by making it more attractive.  
(2) Representation—static graphics can help readers visualise a particular event, person, 
place or thing.  
(3) Transformation—static graphics can help readers remember key information in a text. 
(4) Organisation—static graphics can help readers organise information into a coherent 
structure.  
(5) Interpretation—static graphics can help readers understand the text.  
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Figure 6: Example of static graphics used to demonstrate the spatial structure of cartilage 
(Mansour, 2003). 
 
 
Static graphics can improve the comprehension of text for learners, especially when the 
reading content involves complex and abstract knowledge. It is effective to use graphics to 
communicate knowledge because visual perception is the most highly developed human 
sense (Tversky and Morrison, 2002). Graphics use visual representations to directly convert 
the abstract concepts and spatial relationship of matters that might be difficult for text alone 
to describe (Larkin and Simon, 1987; Tomasello, 2009). For example, it would be difficult to 
only use text to describe the spatial structure of cartilage in the figure above (Fig. 6). 
Graphics are superior for portraying abstract spaces and relationships because the spatial 
relationships can be seen; however, when spatial relationships are involved with changes over 
time, graphics can only provide periodic information in between the major changes. Viewers 
cannot see the transition stages of the changes from static graphics. Based on the capabilities 
of graphics, animations are capable of presenting continuous change over time for viewers.  
 
Animation  
 
Animation is another effective way to communicate complex matters that not only involves 
spatial, but also dynamic relationships. Many studies suggest an apparent benefit when using 
animations for instruction (Rieber, 1990; Mayer and Anderson, 1991; Large et al., 1996; 
Kraidy, 2002). The benefits of animation are evident when this medium is to represent 
continuous rather than discrete changes (Tversky and Morrison, 2002). Animation assists 
learner’s understanding and enhances the learning outcome by converting an abstract concept 
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into a specific vision that can be directly perceived (McClean et al., 2005). This characteristic 
of animation is similar to graphics because they are both capable of transferring abstract 
concepts into a visually understandable format. However, animation is more adept because it 
can illustrate the dynamic transitional states of a process. With advanced CG technology, 
more possibilities are available for creating animations that convey the subtle micro-steps and 
intricate timing relations among the components of complex systems that are otherwise too 
abstract to understand using only static graphics along with text. 
 
CG animation software and techniques have been primarily developed for the entertainment 
industry. These methods are often applied to visualise realistic-looking environments and 
phenomena that are otherwise too dangerous, costly or impossible to capture using real-time 
recorded images. This visual medium is now widely applied for rendering visible knowledge 
and information that involves intricate time-related changes too small, quick or invisible to 
observe with the naked eye. All the characteristics of CG animation encourage 3D biomedical 
animation to become an advanced medium for visualising and, hence, conveying knowledge 
of complex biological systems (Fisk, 2008; Kelly and Jones, 2008; Hortolà, 2009). As with 
other complex systems, biological systems feature a large number of interacting components 
whose aggregate activity is non-linear and typically exhibits self-organisation under selective 
pressures. The multiple types of components that comprise these systems are capable of 
establishing individual behaviours that influence their interactions and may lead to emergent 
phenomena. The complexities of such systems challenge people to explore the behaviour of 
individual components, their interactions and the related phenomena. Combined with modern 
CG technologies, 3D biomedical animation is capable of revealing the dynamic behaviour 
and interactions between components of complex biological systems as well as visualising 
the continuous process of emergent phenomena. For example, Fig. 7 below presents 
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screenshots of Ovulation (Hybrid Medical Animation, 2011), which is a 3D biomedical 
animation developed by a specialised studio to demonstrate the process of ovulation. The 
individual behaviour of sperm and ovum, their interactions and the dynamic ovulation 
process are clearly presented in this animation.  
 
 
Figure 7: Screenshots from Ovulation (Hybrid Medical Animation, 2011). 
 
 
Much research has been conducted to evaluate the outcomes of animation from an 
instructional design perspective. These studies demonstrate the superiority and potential of 
using animation as a multimedia learning medium (Mayer, 1989; Kieras, 1992; Nathan et al., 
1992; Mayer and Moreno, 2002; Tversky and Morrison, 2002). For example, in a study 
evaluating students’ ability to learn the operation and troubleshooting of an electronic circuit, 
Park and Gittelman (1992) report a better performance from students who received 
instruction from an animated graphic than from a static graphic only. Thompson and Riding 
(1990) further support the argument for using animation to facilitate the learning process 
because animation can present fine-grained actions that static graphics are not capable of 
delivering.  
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In summary, the superiority of using animation to visualise the knowledge of complex 
biological systems are evident. The first advantage is that animation is capable of 
representing continuous rather than only discrete changes. Second, animation is capable of 
converting an abstract and dynamic concept of something into a specific vision that can be 
directly perceived. Lastly, CG animation is capable of revealing the intricate time-related 
behaviours and micro-interactions among the components of a complex biological system as 
well as visualising the continuous process of emergent phenomena. Static graphics are 
effective in portraying abstract concepts and spatial relationships of complex structures, 
whereas animations illustrate phenomena that might be difficult to observe. Animation 
provides superiority over other representations by explicitly depicting dynamic information 
rather than requiring the viewer to infer changes (Lowe, 2004). Despite its benefits, the 
drawbacks to animation also need to be discussed to enable better use of this technique. 
 
Drawbacks of animation 
 
When animation is used for an instructional purpose, it is not always effective (Mayer and 
Moreno, 2002; Tversky and Morrison, 2002). The outcome of this visual representation is 
strongly related to the characteristics of viewers (Ruiz et al., 2009). When viewing an 
illustration or reading a paragraph of text, people have control over how long they want to 
spend their attention on a certain spot of the illustration or whether they want to spend more 
time on a particular section. When watching an animation, people need to maintain their 
attention on the constantly changing contents on the screen; otherwise, they will easily miss 
the key information, resulting in an incomprehensive learning process.  
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From an instructional perspective, the ability for people to maintain their attention on an 
animation as a type of instructional material depends on their spatial abilities as well as their 
prior related knowledge level (Tversky and Morrison, 2002). Researchers believe that if an 
animation is not used by the viewers with enough prior related knowledge and advanced 
spatial abilities, then this animation will not demonstrate evident superiority compared with 
the static graphics that carry the same knowledge (ChanLin, 1998; Rieber, 1989; Hegarty and 
Kriz, 2008; Wender and Muehlboeck, 2003). Only viewers with extensive experience in a 
given topic can easily perceive the constantly changing contents of animation (Lowe, 1999; 
Slocum et al., 2000). Unlike static graphics, viewers can only engage with the information 
presented through animation for a certain period of time. If viewers do not have enough prior 
related knowledge to keep processing the constantly changing contents of an animation, then 
they are likely to lose attention and stop learning due to cognitive overload (Tversky and 
Morrison, 2002). To overcome this issue, instructional animations need to be designed in 
consideration of the nature of human perception and cognition (Kraidy, 2002; Mayer et al., 
2002; Mayer and Moreno, 2002; Tversky and Morrison, 2002; Sweller, 2004; McClean et al., 
2005; Mayer, 2008; Mayer et al., 2009, Ruiz et al., 2009). In this way, the animated contents 
can be perceived by viewers evidently and eventually learned by them comprehensively.  
 
From an animation study perspective, maintaining people’s attention means attracting and 
entertaining them and making them feel like the animated contents are appealing and 
believable (Lasseter, 1987; Thomas and Johnston, 1995; Wells, 2002; Bishko, 2007; Kerlow, 
2009, Williams, 2009). Different to motion pictures, all animated contents are artificial. 
During this creation process, the philosophy of “believability over realism” (Furht, 2009) can 
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be seen as the goal of animation, particularly cartoon-style animations. As early as the 1930s, 
Walt Disney and Disney Studios started to produce animations that follow the concepts of 
what he called the “illusion of life” (Thomas and Johnston, 1995). This illusion aims to 
develop believable and appealing characters based on observations of reality and, sometimes, 
even departs from reality. Bishko (2007) argues that the believability of a character can be 
achieved at two levels. First, audiences need to suspend their disbelief to fully engage with 
the animated character although they know that the characters are artificial. Second, the 
designed congruence between a character’s intent and its resulting action needs to be 
unmistakably perceived by the audience so that the characterisation of a character can be 
achieved. However, it is challenging for viewers to engage the believability of animated 
microstructures. First, for lay viewers who do not have enough prior knowledge related to the 
topic, it is difficult for them suspend their disbelief in animated microstructures. Second, 
since microstructures do not possess consciousness, their movements are not initiated by their 
intent and, thus, congruence between intent and movement does not exist.  
 
In summary, 3D biological animation carries the objectives of instructional design and the 
craft of CG animation. It is an advanced medium for visualising the knowledge of complex 
biological systems. 3D biological animation is capable of conveying the abstract and intricate 
time changing relationships of complex biological systems into a specific vision that can be 
directly perceived by viewers. It can further reveal the continuous processes of emergent 
phenomena to viewers that are otherwise too quick, small or abstract to see with the naked 
eye. However, viewers require prior related knowledge and advanced spatial abilities to 
process the constantly changing contents of animation. It is also challenging for viewers to 
believe the content of 3D biomedical animation because microstructures do not possess 
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consciousness to initiate their movements. 3D biomedical animators are challenged to create 
animations that are appealing and believable for viewers to suspend their disbeliefs and 
embrace the animated content.  
 
Meanwhile, as mentioned in the previous sections, animation plug-ins and physics-based 
animation have modernised traditional CG animation methods for 3D biomedical animation. 
As a result, animators now face a challenging task in selecting from a variety of animation 
methods when producing a 3D biomedical animation. Thus, 3D biomedical animators require 
technology-independent principles for theoretical guidance in a dynamic technical 
environment. In the next section, the original animation principles will be explored. These 
principles are argued by many animation researchers to be the essential elements required of 
good CG animation (Lasseter, 1987; Wells, 2002; Bishko, 2007; Williams, 2009). However, 
these principles cannot be applied directly to 3D biomedical animations since they were 
originally developed for humanised figures and animals. This literature review aims to 
explore how these original animation principles can still be influential to 3D biomedical 
animation and how they can be reinterpreted specifically for this emerging animation form. 
The next section will also discuss the relationship between these traditional animation 
principles and contemporary 3D biomedical animation method. The principles of multimedia 
learning will also be explored as new principles to be included in the field of 3D biomedical 
animation. These principles can bring the knowledge of human perception and human 
cognition into the field, thereby guiding the development of animated content so as to 
maximise viewer comprehension.  
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2.4 Principles of Animation and Multimedia Learning 
 
 
This section will explore the twelve principles of animation (Thomas and Johnston, 1995) 
and the twelve principles of multimedia learning (Mayer, 2009) to enhance readers’ 
understandings on how these principles can be reinterpreted for application to the field of 3D 
biomedical animation.  
 
 
2.4.1 Twelve principles of animation 
 
 
The twelve principles of animation were proposed by Frank Thomas and Ollie Johnston in 
the early 1930s as described in their book, “The Illusion of Life” (Thomas and Johnston, 
1995). These principles were developed to guide animation practice using traditional hand-
drawn methods. While the twelve principles of animation are seen as the foundation for hand-
drawn cartoon character animation (Kerlow, 2009; Williams, 2009), these traditional 
principles continue to function as the most widely accepted framework for producing CG 
animation (Lasseter, 1987; Bishko, 2007). John Lasseter, the chief creative officer at Pixar 
and Walt Disney Animation Studios, argues that it is essential to understand the principles of 
traditional hand-drawn animation to produce good CG animation, and the implications of 
some of the traditional hand-dawn animation principles remain the same, regardless of the 
medium (Lasseter, 1987). His belief speaks for contemporary animators who are still 
following the traditional hand-drawn animation principles to create believable characters 
using CG.  
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If a character only exists in a static frame, then its authenticity can be judged solely by its 
appearance. However, to create a believable animated character is much more complicated. It 
is an artistic endeavour and an intricate process that requires achieving an illusion of life 
through a character’s animated movements, frame-by-frame, through a variety of techniques 
(Wells, 2000). “Believability over realism” has always been considered an essential objective 
of animation (Furht, 2009). Williams (2009) explains that the authenticity of a character is 
achieved by the quality its movement, weight, timing and empathy. He further argues the 
necessity for animators to apply the original animation principles to achieve a character’s 
authenticity and believability. Indeed, regardless the form of animation, the fundamental 
challenges of animation exist in the craft of delivering an illusion of life to the character. 
Bishko (2007) supports this argument by stating that the traditional animation principles can 
be applied to influence the patterns and styles of characters’ animated movements in CG 
animation. These original animation principles continue to be acknowledged as the 
benchmark for creating believable characters, regardless the medium of animation. For the 
purpose of this study, each of these twelve principles will be explored to understand how they 
can be applied to 3D biomedical animation.  
 
Squash and stretch 
 
 
Squash and stretch is the most important principle developed by Disney animators (Lasseter, 
1987; Kerlow, 2009). This principle demonstrates the phenomenon that occurs when an 
object is moving or being moved; that is, the deformation of its shape is used to emphasise 
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and convey the rigidity and weight of the object (Johnston and Thomas, 1995). Regardless of 
an object’s complexity, this principle can be applied to animate any object so that the illusion 
of weight and rigidity can be achieved. For example, a falling rubber ball will hit the ground 
and bounce back up as illustrated in Fig. 8. During the falling and bouncing process, the 
shape of the rubber ball will stretch and elongate in the direction of where it is going. When 
the ball hits the ground, it will squash into a flattened shape. The weight of this rubber ball 
determines its speed of falling and these two factors influence how extreme the deformation 
of this rubber ball will be. During the falling and bouncing process, the rubber ball is affected 
by gravity and its initial inertia. The deformation of its shape is not only determined by its 
weight and speed, but is also influenced by external forces. Therefore, when an object is 
being moved, the level of its squash also conveys the illusion of an applied external force. On 
the other hand, stretch indicates the object’s motion to overcome the external force and, thus, 
achieve an accelerative effect.  
 
 
Figure 8: Squash and stretch demonstrated by a bouncing ball (Lasseter, 1987). 
 
 
When the degree of squash and stretch is exaggerated, it creates a comical effect (Kerlow, 
2009). In contrast, the most important rule of squash and stretch is that no matter how an 
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object is deformed, its volume remains constant (Johnston and Thomas, 1995). Still using the 
rubber ball example, during the falling process, the length of the rubber ball is stretched 
vertically; therefore, its width needs to contract correspondingly in the horizontal plane. 
When the rubber ball hits the ground and squashes into a flattened shape, its width needs to 
extend correspondingly. This is the squash and stretch principle as applied to a simple object 
with a simple action. It gives the illusion of weight to this object, identifies surrounding 
external forces and raises the level of the comicality. This principle can also be applied to 
more complicated constructions, such as a character’s facial animation (Lasseter, 1987).  
 
 
For characters, regardless the expression (laughing, crying or talking), their cheeks, lips, eyes 
and chins all need to deform to make the expression look alive (Johnston and Thomas, 1995). 
For example, when a face smiles, the overall shape of the face squashes horizontally because 
the corners of the mouth push the cheeks up (vertically). When the checks squash the eyes 
squint accordingly and further influence the eyebrows, which are brought down, stretching 
the forehead (Lasseter, 1987). Each expression will lead to a series of deformations on parts 
of the face. Without these chain reactions, an animated expression will not be believable on a 
face. Anna’s facial expression in Frozen (Buck and Lee, 2013) is a good example of showing 
how squash and stretch has been applied to modern animation. When Anna speaks or smiles 
or laughs, first her mouth moves then, in relation to that, her chin, nose, cheeks, eyes and 
eyebrows move accordingly (Fig. 9). The expressions on her face even affect her body to 
deform accordingly as well. For example, her neck and shoulders have also moved 
dramatically because of the changing expressions.  
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Figure 9: Anna’s facial squash and stretch in Frozen (Buck and Lee, 2013). 
 
 
The squash and stretch principle is used extensively for muscle and body deformation in 
characters’ body movements. When a character moves, its overall shape first deforms to 
anticipate the motion. This principle, called anticipation, will be demonstrated in its own 
section. When a character anticipates a motion, say jumping, it first needs to bend the knees 
and lower the hips in preparation to jump. When the character jumps, he needs to stretch the 
legs to extend the body so that it can be maintained in the air. Meanwhile, any motion of a 
character is controlled by the muscles. When a piece of muscle is contracted, it will squash 
and when it is extended, it stretches. Anything composed of living flesh, no matter how rigid, 
will exhibit considerable squash and stretch in its shape during an action (Lasseter, 1987). In 
Frozen, squash and stretch has been applied extensively to animate the characters’ body 
movements (Fig. 10). For example, when Anna jumps off the stairs, she first squashes her 
body with her back bent and her arms and legs close to her torso to prepare for the jump. She 
then jumps with her body stretching and her arms and legs spreading in the air. When she 
lands on the ground she squashes again, with her back bent and her arms close to the chest.  
 
  65 
 
Figure 10: Squash and stretch in Frozen (Buck and Lee, 2013). 
 
 
Rigid objects can also squash and stretch. In John Lasseter’s short film, Luxo Jr. (Lasseter 
and Reeves, 1986), he animated two lamps as “Dad” and “Jr”. To represent the relationship 
between the Dad and Jr, Lasseter used the exaggeration principle (which will be 
demonstrated in its own section) to exaggerate the lamps’ proportions to give a sense of 
father and son. In particular, Jr exhibits dramatic deformation when he moves. Before he 
jumps, he anticipates the action by crouching down and bending. When he jumps up, he 
extends his body (Fig. 11). These actions of bending and extending follow the principle of 
squash and stretch, which also give the illusion of weight, energy and personality to Jr. On 
the other hand, Dad does not squash and stretch as much compared with Jr, which conveys 
the age-related rigidity and weight of this character.  
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Figure 11: Squash and stretch in Luxo Jr. (Lasseter, 1987). 
 
 
Another use of squash and stretch is to help achieve the effect of motion blur (Lasseter, 1987). 
For hand-drawn animation, every second of animation comprises multiple frames. The 
standard frame rate for motion pictures and animation is 24 frames per second (Bordwell and 
Thompson, 1997). For animators to hand-draw a moving action, they need to draw multiple 
pictures to represent the movement that happens in one second. When a movement is slow 
enough, the object’s positions per frame overlap and the eye is unable to perceive the gap in 
between the frames. This makes the object’s motion appear continuous and smooth (Fig. 12). 
When the speed of the action increases, the object needs to travel a greater distance in the 
same time. This increases the distance between each frame for the object. When the distance 
between each frame becomes far enough that the object’s positions do not overlap each other 
from frame to frame, our eye can start perceiving the separate images. This will stop the 
continuity of the motion and give the animation a strobing effect (Fig. 13). To avoid this, 
motion blur is the most realistic solution (Cook, 1986; Lasseter, 1987). However, when 
motion blur is not available, the object can be stretched to overlap its positions from frame to 
frame, which makes squash and stretch the alternative to achieve the effect of motion blur 
(Fig. 14). 
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Figure 12: In slow action, an object’s position overlaps from frame to frame, which gives the 
action a smooth appearance to the eye (Lasseter, 1987). 
 
 
Figure 13: Strobing occurs in a faster action when the object’s positions do not overlap and 
the eye perceives separate images (Lasseter, 1987). 
 
 
Figure 14: Stretching the objects so its positions overlap again will relieve the strobing effect 
(Lasseter, 1987). 
 
 
Squash and stretch concern an object’s animated shape deformation during its motion. Any 
living object will exhibit a certain level of shape deformation during motion. An object’s 
changing shape during its motion emphasises its rigidity and weight. It also demonstrates the 
illusion of external forces applied to the object and the level of realism in the motion. This 
principle can be applied to 3D biomedical animations to instil life to the animated contents. 
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Regardless of the complexities of cells and molecules, it will exhibit a certain level of shape 
deformation during the motion. This principle can also help defining the rigidity and weight 
of animated cells and molecules as well as the characteristics of the surroundings. However, 
squash and stretch need to be applied thoughtfully in 3D biomedical animations because the 
exaggerated degree of squash and stretch will create a comical effect. While a comical effect 
might be entertaining for lay viewers, experts might not appreciate it.  
 
 
Timing 
 
 
In animation, timing refers to the speed of an action (Thomas and Johnston, 1995). It is an 
important principle because the speed of an action defines the weight and mass of a moving 
object as well as the emotional meaning of its movement (Lasseter, 1987). In animation, any 
action is composed of three parts: anticipation of an action, the action itself and the 
termination of the action (Thomas and Johnston, 1995). Squash and stretch defines all the 
deformation that happens during these actions. The anticipation of an action follows the 
principles of anticipation. The termination of the action follows the principles of follow-
through and overlapping action. These two principles will be introduced in their own 
sections. The proper timing of these three parts of an action makes the action seem alive and 
engaging (Lasseter, 1987). It is important to allow the audience to anticipate the actions, 
otherwise they will not notice the action itself. If too much time is spent on the anticipation of 
an action, then the audience’s attention diminishes. If not enough time is spent on the 
anticipation, then the audience might miss the action (Lasseter, 1987; Thomas and Johnston, 
1995). The same principle applies to the action itself and the termination of the action.  
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Timing defines the weight and mass of a moving object. When two objects with identical size, 
shape and texture are placed next to each other, audiences can only assume that they are two 
identical objects until they try to move them. They then realise that they might have a 
different weight and mass. In animation, by manipulating the timing of an object’s movement, 
the object’s weight and mass can appear to be different accordingly (Thomas and Johnston, 
1995). The heavier an object, the greater its mass and the more force required to change its 
motion (to initiate, accelerate or terminate its movement); that is, it has more inertia. More 
time will be required to move a heavy object than a light object but once a heavy object starts 
to move, more time is required to stop its motion. The principle of timing can be applied to 
animate objects’ movement to create the illusion of weight (Lasseter, 1987; Thomas and 
Johnston, 1995).  
 
The same principle applies to character movement as well. Animators draw different poses 
for a character in different frames to make them move and behave in animation. For 
audiences to view an animated character on the screen, the illusions of their weight and mass 
depend entirely on the timing allowed in each pose and the space they travel in each pose, but 
not the poses themselves (Lasseter, 1987). Regardless of how characters are created (hand-
drawn or CG) and no matter how well they are drawn, modelled, textured or rendered, an 
illusion of life will not be given to them unless they behave like living beings.   
 
Based on the appearance of a character, the emotional meaning of the character’s movement 
can also be emphasised by the timing of its movement (Thomas and Johnston, 1995). The 
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varying speed of characters’ movements reveals their emotions and whether they are excited, 
relaxed, nervous, upset or lethargic. Timing refers to the speed of a motion and emphasises 
the weight and mass of that object. It is the most fundamental animation principle that can to 
be applied to 3D biomedical animations as it gives weight and mass to cells and molecules. It 
can also deliver an illusion of life for these microstructures through the non-linear timing of 
its animated movements. In animation, an action is composed of anticipation, the action itself 
and the termination of the action. In 3D biomedical animation, the timing for these sub-
actions needs to be further discussed because the individual lengths of these sub-actions not 
only help viewers to perceive the action, but also reveal the emotional meanings behind the 
action. Since cells and molecules do not possess emotions, this principle should be applied 
thoughtfully in 3D biomedical animations.   
 
 
Anticipation  
 
 
There are several aspects to the use of anticipation in animation. First, it is the preparation for 
an action. For characters to jump, they must first bend down at their knees. Anticipation is 
also the overall technique to alert audiences to prepare themselves for the next movement. 
Lastly, it is the technique that directs the audience’s attention to the correct area on the screen 
so they do not miss the incoming key elements. Physically, the body’s muscles function 
through contraction. Each muscle must first extend before it can contract (Lasseter, 1987). 
For example, for us to jump, we need to bend down at our knees first. For us to hit something, 
we need to pull our arms back first. In animation, for the audience to sense that a character is 
about to move and for them not to miss the movement, an action needs to be initiated with an 
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anticipatory action (Thomas and Johnston, 1995). In animation, the principle of anticipation 
usually works together with the principle of squash and stretch to create anticipated actions 
that function as physical preparation for the incoming key action (Fig. 15). Without the 
anticipated actions, movements will seem abrupt, stiff and unnatural (Lasseter, 1987).  
 
 
 
Figure 15: Anticipation and follow-through of an action (Bugia, 2014). 
 
 
In animation, anticipation functions as a visual expression of a character’s intention. This 
anticipated action catches the audience’s eye to subconsciously prepare them for the next 
movement that the character is about to perform so that they will hold their attention and 
expect the key movement. In real life, we hardly think before we initiate an action. For 
example, we stand up from sitting or start walking from standing without thinking. The action 
that we are going to perform is under our sub-conscious control. When we need to inform 
other people about our next movement, we will usually tell them our intention verbally, such 
as “I am leaving”, or sometimes physically by leaning our body and shoulders slightly 
forward before shaking hands with other people. This same philosophy applies to animation. 
Anticipation is often used to explain a character’s following action. Imagine before we start 
  72 
to run we take a deep breath and open up our shoulders and chest to prepare for the running. 
In animation, animators usually exaggerate this preparation. For example, before Donald 
starts moving, he draws his back with a raised leg (Fig. 16). It is a dramatic anticipation pose 
to make sure that audiences are in no doubt that Donald is about to exit the scene. 
 
 
Figure 16: Anticipation before Donald starts to move (Thomas and Johnston, 1995). 
 
 
The same applies to Anna’s anticipation action in Frozen when she is walking among the 
people on the bridge. She is very excited because she has not seen that many people in years. 
She starts to look around when she suddenly realises there are two men lifting a big cake in 
front of her. She needs to dodge it. She opens up her eyes with a surprised expression on her 
face. Her shoulders are raised and her body is stretched. Then she bends her back and passes 
under the cake (Fig. 17). Even though the anticipation is very short, it helps to create the 
illusion of life in Anna’s movement.  
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Figure 17: Anna’s anticipation in Frozen as preparation for the next action (Buck and Lee, 
2013). 
 
Since anticipation is the preparation for the main action, it is supposed to introduce the main 
action instead of drawing attention away from it. The timing of anticipation needs to be 
considered thoughtfully because it will affect the speed of the main action that follows 
(Thomas and Johnston, 1995). If the audience anticipates an action to happen, they want to 
see it happen immediately; otherwise, their attention might be lost quickly. However, if the 
audience has not spent enough time to prepare for a fast incoming action, then they might 
miss it completely. Therefore, a fast action usually requires a larger anticipation while a slow 
action’s anticipation is often minimised (Thomas and Johnston, 1995).   
 
Anticipation can also be applied to direct the audience’s attention to the correct area of the 
screen when the key element occurs (Thomas and Johnston, 1995). This is an essential 
technique for when a new element is about to appear in the scene. In motion pictures, 
anticipation is also a commonly applied technique for introducing a new element into a scene 
(Bordwell and Thompson, 1997). The same strategy exists in animations, where animators 
often use off-screen sound and space and unbalanced composition to direct the audience’s 
attention to where the animator wants them to be (Lasseter, 1987; Bordwell and Thompson, 
1997). For example, in the very beginning of Luxo Jr., Dad is on the scene alone. A ball rolls 
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into the scene and he then looks offstage (Fig. 18). Audiences start to expect something that is 
off-screen. Suddenly, Jr. hops in; however, viewers are already expecting him and the action.  
 
 
Figure 18: The anticipation of Luxo Jr.’s entrance prepares the audience for the incoming 
element (Lesseter and Reeves, 1986). 
 
 
In Frozen there is a scene where Anna is on a lifter and she can lift herself up to look into the 
distance from a high position (Fig. 19). During the process, she keeps looking into the off-
screen space. When she becomes exposed to the sun, viewers anticipate that she can already 
see the view (Fig. 19). The next shot is the harbour, with the beautiful view that had been 
expected.  
 
Figure 19: Anticipation in Frozen preparing the audience for an incoming element (Buck and 
Lee, 2013). 
 
  75 
In addition to prepare viewers for what is coming next, anticipation can also be applied to 
direct their attention to where they should be looking on the screen. This part of the 
anticipation principle usually works together with the principle of staging so that an idea is 
absolutely clear for the audience. More details regarding this aspect will be demonstrated in 
the section on staging. One commonly used technique introduced here is the use of the 
character’s vision to draw the audience’s attention to where the characters are looking. As 
shown in Fig. 20, the audience’s attention is drawn towards Elsa’s hand not only because her 
hand is moving a lot quicker than any other element in the scene, but also because both Elsa 
and Anna are looking at the magic in Elsa’s hand.  
 
 
Figure 20: Anticipation in Frozen that directs the audience’s attention to the key element on 
the screen (Buck and Lee, 2013). 
 
When anticipation is used as preparation for an action, it needs be applied to 3D biomedical 
animations thoughtfully. It is an important animation principle to introduce an animated 
object’s following action and reveal the driven intention. Animation gives the illusion of 
humanised thoughts to inanimate objects. While this catches the audience’s eye to 
subconsciously prepare them for the incoming key movement (particularly when the 
anticipation action is exaggerated), it can also over-humanise microscopic structures, such as 
cells and molecules. While this animation style is entertaining for lay viewers of 3D 
biomedical animations, experts might not appreciate it. Anticipation is, however, suggested 
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for 3D biomedical animations when it is used as a strategy to direct the audience’s attention 
to a focal point on the screen. In this way, viewers can perceive the key information evidently.  
 
Follow-through and overlapping action 
 
Whereas anticipation is the initiation of an action, follow-through is its termination. Actions 
rarely stop completely. Due to inertia, objects remain in a state of motion until other forces 
act upon it. When an object is intended to stop, its inertia pushes it forward to maintain its 
original state of motion. The principle of follow-through aims to represent this physical law in 
animation so that an illusion of life can be given to an object. For example, to animate a 
character throwing a javelin, the character needs to pull his upper body and aim back to 
anticipate the main throwing action; then, he will stretch his arm to throw the javelin as the 
main action. In the end, his arm will pass the point where he releases the javelin and continue 
to move forward (Fig. 21).  
 
 
Figure 21: Follow-through actions in throwing a javelin (Bugia, 2014). 
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During this throwing action, different parts of the body are moving, but not simultaneously 
(Fig. 22). No matter how complicated the structure of an object, some part must initiate the 
motion that the rest follow.  
 
 
Figure 22: Follow-through actions of a walking cycle (Williams, 2009). 
 
 
As the principle suggests, appendages or loose parts of a character will move at a slower 
speed and follow the leading part of the character. When the leading part of the character 
slows to a stop these following parts will continue to move and slow to a stop slightly later 
(Lasseter, 1987; Thomas and Johnston, 1995). This principle can work together with squash 
and stretch and timing to give the illusion of weight to not only the overall character, but also 
the individual appendages and loose parts (Fig. 23). When the loose parts, such as the 
character’s arms, are being “dragged” behind, the degree of the arms’ stretch and the time that 
the arms need to catch up to the torso, define the weight and mass of the arms. In contrast, the 
heavier these loose parts are the more time they will need to change their state of motion and 
with less stretch. If they are light, then they need less time to move and to stop, and with a 
greater degree of stretch.  
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Figure 23: Follow-through and squash and stretch in Anna’s actions in Frozen (Buck and Lee, 
2013). 
 
 
In Pixar’s early 3D animation, The Adventures of Andre and Wally B. (Smith, 1984), the 
principle of follow-through was used extensively on Wally B.’s feet, antennae and stinger as 
well as other principles, such as squash and stretch and anticipation (Lasseter, 1987). When 
Wally B. is about to exit the scene from the left to the right side, he is placed at the left side 
first. This gives the audience an expectation that he will move towards the right. Before he 
starts to fly towards right, he squashes his entire body towards the left. This movement 
informs the audience about his next action (anticipation) and prepares Wally B. for his flying 
action. He then quickly flies towards the right while his body is stretched and his loose parts 
are left behind. This gives the illusion that different parts of his body are of different density 
because they are made from different materials. The speed of each loose part that follows the 
torso is animated from the heaviest to the lightest: his antennae, his stinger and then his feet. 
Therefore, his antennae will start to follow as soon as the torso moves, followed by the 
stringer (Fig. 24). To present the illusion that his feet are heavy and very flexible, they follow 
far behind the torso, with a lot of stretch. The principle of timing has also been applied 
thoughtfully here. To tell the audience how fast Wally B.’s action is and how heavy his feet 
are, the feet remain in the screen frame after the body has disappeared (Lasseter, 1987). This 
is a good example of how multiple principles of animation can be applied to a single scene.  
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Figure 24: Follow-through in Wally B’s actions (Smith, 1984). 
 
 
The other half of this principle is overlapping action, which aims to ensure there are no gaps 
between actions. Before a character starts a new action, it should never be brought to a 
complete stop from its previous action (Thomas and Johnston, 1995). The second action 
should overlap the first to maintain a continual motion flow for the character. While this 
principle aims to maintain the continuity of a character’s physical movement, it can, more 
importantly, be applied to give an illusion of human subconscious thought by the character; 
thus, the character becomes more believable. John Lasseter (1987) documented what Walt 
Disney once explained as the intention of overlapping:  
 
It is not necessary for an animator to take a character to one 
point, complete that action completely, and then turn to the 
following action as if he had never given it a thought until after 
completing the first action. When a character knows what he is 
going to do he doesn’t have to stop before each individual action 
and think to do it. He has planned in advance in his mind. (Walt 
Disney in Lasseter, 1987, p. 40) 
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What Walt Disney said is convincing: humans hardly need to stop completely to think our 
next action through. While we perform one action, usually, we have already planned our next 
action subconsciously. For example, a person is walking to a bus stop to catch a bus. When he 
is almost there, he sees the bus is about to leave the bus stop. So, instead of walking, he starts 
to run. He then realises that it still might not be enough time for him to catch the bus, thus, he 
starts to wave his hand and yell loudly to get the driver’s attention. When animating this 
scene, the animator knows that all the actions need to happen continuously and 
subconsciously. The character does not need to stop an action to start another one. This 
principle can be applied to animate characters’ movements extensively to make their 
movements appear natural and interesting (Lasseter, 1987).  
 
 
Follow-through indicates that some parts of the object must initiate the motion and other 
parts follow. This animation principle is important for animating the “appendages” associated 
with cells and molecules, such as surface cilia, cellular components and long protein chains—
the loose parts. For example, a cell nucleus will initiate a motion, but the cell membrane 
moves at a different rate. This animation principle can be applied to 3D biomedical 
animations along with squash and stretch and timing to give the illusion of weight to not only 
the whole cell, but also its constituent parts. Overlapping action aims to avoid initiating or 
terminating a motion completely on the screen. More importantly, this animation principle 
provides an illusion of humanised subconscious to animated objects by maintaining the 
continuity of that object’s physical movements. Since cells and molecules do not possess a 
subconscious, this animation principle can be applied in reverse, thereby eliminating the need 
for humanised elements. This is achieved by leaving gaps between their animated movements 
on purpose, which conveys that a microstructure’s movements are initiated solely by 
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chemical and mechanical reactions and not a humanised subconscious. This technique results 
in a robust style suitable for 3D biomedical animation.  
 
Staging 
 
 
Staging is the most general principle among the twelve because it covers the overall 
arrangement and composition of all elements in a scene. This principle originated in the 
theatre arts and later developed extensively for motion pictures and animation (Thomas and 
Johnston, 1995; Bordwell and Thompson, 1997). The aim of staging is to present an idea in a 
way that is completely and unmistakably clear. An action is staged so that it is understood and 
not missed; for example, a personality is staged so they are recognisable and engaging or an 
expression is staged so that it can be seen and felt (Johnston and Thomas, 1995). Any planned 
artistic visual expression needs to be perceived, engaged and understood by the audience. To 
achieve this, the audience’s attention must be led exactly to the focal point, at the right time, 
so that they will not miss it. First, it is crucial that only one idea is presented to the audience 
at one time. If there are two equally important elements on the screen, then the audience will 
either hold their attention on one of them or jump their attention between the two. Either way, 
they will miss the key information presented on the screen, particularly if the information is 
dynamic. Two important messages can be delivered sequentially on the screen, but never 
together. Each idea must be staged in the strongest and simplest way before going on to the 
next idea (Lasseter, 1987). Staging, as described by Johnston and Thomas (1995), means 
telling the audience to pay attention to the individual focal points on the screen.  
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For audiences to perceive the focal point in a scene, the key element needs to be highlighted 
by creating differences in the scene so it can be distinguished from its surroundings (Johnston 
and Thomas, 1995). Our eyes are very sensitive to contrast; that is, we always look for 
differences in a scene and our eyes will automatically be drawn towards those differences 
(Bordwell and Thompson, 1997). In a still scene, viewers are attracted to moving objects, 
whereas in a dynamic scene they will be attracted to still objects. Using the principles of 
anticipation and timing also helps direct the audience’s eyes to where they need to be looking. 
A well-planned anticipation movement can draw the audience’s attention. A balanced timing 
between the anticipated and main actions is crucial to maintain people’s attention. Off-screen 
space and sound can also draw people’s attention to an oncoming event. All these techniques 
can be applied to catch people’s attention and, thereby, stage the key element on the screen.  
 
 
Staging is a very important concept that drives the animation forward in Luxo Jr. (Lasseter 
and Reeves, 1986). “One idea at a time” is the central rule that makes sure audiences do not 
miss any action or emotion and can, therefore, understand the story completely (Fig. 25). 
Here is how the principle of staging has been applied in Luxo Jr. from Lasseter’s 
demonstration (1987): 
 
In the beginning of the film, Dad is on screen alone your eye was 
on him. But as soon as Jr. hops on-screen, he is moving faster than 
Dad, therefore, the audience’s eyes immediately go to him and 
stays there. Most of the time Jr. was on-screen, Dad’s actions were 
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very subtle so the attention of the audience was always on Jr. where 
most of the story was being told. If Dads actions were important, 
Jr.’s actions were toned down and Dad’s movements were 
emphasised and the attention of the audience would transfer to Dad. 
For example, when Jr. looks up to Dad after he’s popped the ball 
and Dad shakes his head, all eyes are on him.” (Lasseter, 1987, p. 
39) 
 
 
Figure 25: The use of staging in Luxo Jr. (Lasseter and Reeves, 1986). 
In Frozen, staging has been used extensively to represent an idea either in simple or busy 
scenes (Fig. 26). For example, to convey Anna’s feelings of loneliness (after Elsa is kept in 
the room and stops playing with her), Anna is always placed in empty and dark surroundings. 
In those empty environments, the audience’s attention is drawn to Anna’s facial expressions 
and her solitary movements on-screen. In this setting, it is impossible for the audience to miss 
any of Anna’s movements and expressions as these gestures strongly create the impression 
that she is growing up alone in a big and lonely castle. Although Anna is already the only 
person who appears in the darkened scene, to help the audience perceive her even more 
evidently, she is always placed in a spotlight or a beam of light coming from the window. 
Therefore, the audience’s attention is not only caught by Anna’s movements, but also to the 
contrast of lighting and colour. Especially after Anna and Elsa’s parents are killed at sea, 
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Anna is sitting in front of Elsa’s door with a beam of light coming from the window. In this 
dramatic scene Anna is not moving, but her pose and the contrasting surroundings portray her 
helplessness and loneliness.  
 
 
Figure 26: The use of staging in the simple scenes of Frozen (Buck and Lee, 2013). 
In a busy scene, staging (one idea presented at one time) is crucial for highlighting key 
information (Fig. 27). For example, in the scene of Elsa’s coronation day, there is a scene 
showing how the people in town react to this big event. The scene moves from a man 
working on the wharf greeting visitors coming off the boat, to a conversation between a 
mother and a son, to Kristof and Sven, to a conversation between a couple, to the Duke of 
Weselton and his servants, to a conversation between two men and, finally, to a shot of people 
gathered together in front of the castle. It is a very long shot and comprises complicated 
environments and multiple key elements. These important elements were introduced 
sequentially using a tracking shot, which helps audiences holding their complete attention on 
them when they are presented on the screen. If two or all of them were introduced together, 
then people would only perceive a busy and noisy square, with lots of people. When each 
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group is introduced on the screen, all the people in the background are not talking with their 
bodies facing the camera, nor moving quickly. This makes the audience pay attention to 
where the key elements are: the key characters talking to each other and their bodies are 
facing the camera.    
 
 
Figure 27: The use of staging in the busy scenes of Frozen (Buck and Lee, 2013). 
 
 
When there are multiple characters in a scene, they tend to be placed side by side with each 
other. This is another important idea developed in the early days at Disney, which is to stage 
an action in silhouette (Johnston and Thomas, 1995). In the early days of animation, 
everything, such as the bodies, arms and hands of characters were created in black and white. 
Therefore, there was no way to stage an action clearly except in silhouette because if 
anything were overlapping with another they would simply disappear. Due to this limitation, 
and to convey an idea clearly, animators had to show characters and actions in silhouette 
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(Johnston and Thomas, 1995). Although the concept was developed due to the technical 
limitations of the times, this idea has been passed on to today’s CG animators.  
 
The characteristics of many characters’ pose designs and their arrangement layouts show that 
characters today are still being animated with silhouette in mind. For example, in The 
Adventures of Andre and Wally B., when Andre awakes and sits up he scratches his side 
instead of his stomach. This is because Andre is facing the camera; thus, to present the action 
clearly to the audience, his actions are better presented in silhouette (Lasseter, 1987). In Luxo 
Jr., Dad and Jr are always placed side by side and their actions are designed to be viewed 
from the side. In Frozen, there is a scene with Anna and Prince Hans walking on a bridge 
under the moonlight (Fig. 28). This is the classical use of silhouette to represent characters’ 
movements and emotions through the scene.  
 
 
Figure 28: The use of silhouette in Frozen (Buck and Lee, 2013). 
 
Staging establishes a single focal point on the screen so that audiences can directly perceive it. 
This animation principle requires contrast to direct viewers’ attention; in addition, avoiding 
overlapping objects helps audiences to perceive the focal point evidently from its 
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surroundings. Many cells and molecules, such as DNA, express an identical appearance, 
which requires animators to create a focal point among the identical objects so the audience 
knows where to focus on the screen. Staging can also be applied in 3D biomedical animations 
to lead the audience’s attention to the focal point.  
 
Arcs 
 
 
Whereas the principle of timing describes an object’s motion time between two frames, the 
principle of arcs is used to track movement (Fig. 29). In real life, most objects move in 
circular paths and rarely in perfectly straight lines (Johnston and Thomas, 1995). In 
animation, the path of a movement from one pose to another should also follow this pattern, 
which makes the animation much smoother and less stiff than a straight-line motion (Lasseter, 
1987). To make an animation look more interesting, characters should not walk in a straight 
line and their arms should not drop in a straight line.   
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Figure 29: Arcs in drawing (Williams, 2009). 
 
 
There is an interesting example in Frozen (Buck and Lee, 2013) that explains how a human’s 
actions and a machine’s movements both follow the principle of arcs (Fig. 30). When Anna 
puts her feet on the pendulum clock, her feet move together with the pendulum. The way her 
feet rotate and the way the pendulum swings share the same circular path. Even though the 
degree of arc is tiny, it makes the animation believable. This animation principle can be 
applied to 3D biomedical animations to animate the motion paths of cells and molecules.  
 
Figure 30: The use of arcs in Frozen (Buck and Lee, 2013). 
 
 
Straight-ahead action or pose-to-pose 
 
 
Animations are made by producing a number of connected frames of drawings and displaying 
them together at a certain frame rate (frames per second) to achieve the illusion of moving 
content. The twelve principles of animation guide how these static images are drawn and how 
these drawings can be connected together to achieve an illusion of life for the drawn objects. 
The principle of straight-ahead action or pose-to-pose applies to different methods of 
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drawing the static frames of animation and the concept of connecting them together to 
achieve an animation (Fig. 31). Straight-ahead is a method used by animators whereby they 
work from the first drawing through to the end of the sequence (Thomas and Johnston, 1995). 
This requires extensive experience from an animator using this method because they need to 
know which actions will fit the story and the personality of the characters involved so they 
know what to include in the animation and what is unnecessary. This drawing style motivates 
the animator’s creativity to develop new ideas throughout when the drawing continues. 
According to Thomas and Johnston (1995), this process usually produces animated characters 
with actions and personalities that are fresh and slightly zany because the whole process 
contains no constraints to creativity and imagination.  
 
 
The other approach to this principle is called pose-to-pose. In this method, the animator plans 
the whole sequence first, including all the actions that the character will perform as well as 
the timing and spacing of the actions. Once actions are defined, the animator needs to draw 
extreme poses, which identify the key movements of the actions. Then, the animator needs to 
fill the gaps between each extreme pose with linking drawings, called in-betweens. The 
timing between each extreme pose determines the speed of an action while the changing 
positions of extreme poses in each frame define the spacing and motion path. This animating 
method requires the animator to plan the whole sequence in advance. All the characters’ 
actions and the layout of the scene must be well thought out (Thomas and Johnston, 1995).  
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Figure 31: Straight-ahead action and pose-to-pose (Blackton, 2013). 
 
 
As the figure above demonstrates, in straight-ahead action, animators draw frames one after 
another, spontaneously. There are no pre-defined rules to which the character needs to abide 
or poses that need to be followed. Therefore, the character’s animated movement is fresh, 
random and spontaneous through this animating method. At the bottom half of Fig. 31, the 
three highlighted poses are the extreme poses that will be drawn first using the pose-to-pose 
method. These extreme poses define the timing and spacing of the overall action. The in-
betweens control the sense of acceleration and deceleration of the main action (see slow-in 
and out) and add a secondary motion to the animation (see secondary action).  
 
 
Straight-ahead and pose-to-pose actions have strongly influenced modern CG animation 
workflow. In particular, pose-to-pose has transformed to the mainstream key-frame animation 
method, which requires animators to setup key poses for an object’s movement and place 
these poses in a time frame. The animation software then generates the in-between 
movements among key poses while still allowing animators to have control over the details 
on these in-between frames. In this animation method, CG animators can follow the twelve 
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principles of animation to animate objects’ shape deformation, motion rate and motion path 
(Lasseter, 1987; Bishko, 2007). For example, squash and stretch can be applied to animate 
objects’ shape deformation and timing can be used to animate object’s motion rate. Besides 
key-frame animation, CG animation today has evolved to include two new animation 
methods in the workflow: data-driven animation and physics-based animation. 
 
 
Data-driven animation, also known as motion-capture animation, records a human actor’s 
body movements and copies that information into a digital character’s animated movements 
(Menache, 2000). This method is commonly used in filmmaking and video game 
development. Although motion-capture technology today ensures that a human actor’s 
movement can be accurately recorded and transferred into animation software, the animator 
often hand-keys animation over the motion-capture data. Animators use the motion-capture 
data as a foundation to start a CG character’s movement. They will then hand-key over the 
motion-capture data to refine the CG-animated character’s shape deformation, motion rate 
and motion path. This necessary process allows the continued application of traditional 
animation principles to improve the quality of motion-capture animation as a new animation 
method.  
 
 
Physics-based animation is another new area of animation that focuses on simulating large 
numbers of interactive objects under real-world physical constraints. In filmmaking and video 
games, physics-based animations are often used to generate realistic-looking environments, 
movements and phenomena that are otherwise too dangerous, costly or impossible to capture 
using real-time recording methods. Common examples for physics-based animations are rigid 
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body simulation, soft body simulation, fluid simulation and particle systems etc. These 
simulation-related approaches have modernised traditional CG animation for 3D biomedical 
animation. Animation software today contain dynamic engines for simulating the behaviour 
of various objects (fluid, gas and solid body) under real-world physics. Different to motion-
capture animation, where animators focus on a single character’s movement, animators often 
need to simulate a large number of interacting objects in a physics-based environment. This 
challenges animators to hand-key every single objects based on their physics-based 
movements. Due to the absence of key-framing in this animation method, traditional 
animation principles are limited to producing 3D biomedical animations under a dynamically 
simulated method. A possible solution to continue applying animation principles to physics-
based animation is to focus on one particular microstructure, i.e. one cell, instead of the 
whole group, and hand-key this microstructure over the top of its simulated movement.  
 
 
Slow-in and out 
 
 
This principle manages the spacing in between frames. The purpose of slow-in and out is to 
represent the real-life feeling of resistance and friction so that an illusion of life can be 
imparted to moving objects in animation. Objects are always affected by external forces such 
as friction, inertia and, most importantly, gravity, regardless of whether they are static or 
moving. To initiate an object’s movement, the applied force needs to overcome the existing 
force of friction; that is, to terminate a moving object, the applied force needs to overcome 
the object’s inertia. Therefore, during the initiation and termination of actions, objects move 
at a slower speed because they tend to maintain their original state of motion. To achieve this 
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effect in hand-drawn animation, Disney animators typically draw very few frames during an 
object’s movement, but cluster their drawings closer towards the extreme positions. In early 
animations, the actions were limited to a constant speed, either fast or slow and the spacing 
from one drawing to another is even. Then they realised that by grouping the frames closer to 
the extreme positions and leaving only one fleeting drawing halfway between (Fig. 32) they 
could achieve a very spirited movement (Lasseter, 1987). This technique is also applied to 
CG animations in pose-to-pose.  
 
 
 
Figure 32: Slow-in and out in drawing (Williams, 2009). 
 
 
Slow-in and out describes an object’s changes in motion relative to the physical laws of its 
surroundings, such as gravity and friction. To maintain believability, changes to an object’s 
speed need to follow those laws. This principle can be applied to 3D biomedical animations 
to reveal the characteristics of the micro-environment. Inside the human body, cells and 
molecules commonly exist in an aqueous environment and, thus, are buoyant in their 
surroundings. However, their movements are affected by resistance from the surrounding 
fluid. Depending on the concentration and characteristics of the surrounding fluid, cells and 
molecules should exhibit corresponding levels of slow-in and out.  
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Secondary action 
 
A secondary action is an action that results from the main action and that is important and 
necessary for providing details and highlighting characters’ personalities. A secondary action 
should always be subordinate to the dominant action. Its job is to emphasise the primary 
action without distracting the audience’s attention (Thomas and Johnston, 1995). When a 
female character is walking, the movement of her hair and her clothes are secondary actions 
to support the primary walking action. The movement of hair is influenced by the action of 
her head, which reflects her current emotion. The deformation of her clothes is influenced by 
the movement of her whole body, which contributes details and realism to the animation. 
These secondary actions are commonly designed as in-betweens if the animation is made 
pose-to-pose. When extreme poses are designed that control the direction as well as the 
overall timing and spacing of the main action, in-betweens are drawn with secondary actions 
in mind. The facial expressions of a character often function as secondary actions to enhance 
the main movement (Thomas and Johnston, 1995). If the body language of a character is the 
primary action of the scene, then the facial expression of that character becomes subordinate 
to the main idea. If a character’s facial expression changes while the body language remains 
the dominant action, it might take the audience’s attention away from the body language. 
Therefore, changing facial expressions must come either before or after the body movement 
(Lasseter, 1987).  
 
Secondary action can also be applied to 3D biomedical animations to contribute believability 
to animated cells and molecules; however, this cannot distract from the main motions. Many 
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cells and molecules have particular and various surfaces and components much like 
humanised figures have appendages. The movements of these appendages can be considered 
the secondary actions, whereas the cells and molecules perform the main actions (travelling 
towards a direction or interacting with each other). As discussed in the section of slow-in and 
out, microbiological structures commonly exist in an aqueous environment. A floating motion 
can be added to the main action to contribute believability to an animated microstructure as 
well as its surroundings.   
 
Exaggeration 
 
 
In animation, the meaning of exaggeration is not the one commonly used; that is, it does not 
mean to arbitrarily distort the shapes of objects or to make an action more violent or 
unrealistic. Instead, it challenges animators to go to the heart of an idea and understand the 
reason for that idea and develop its essence (Thomas and Johnston, 1995). If a character 
needs to be sad in the animation, then the animator needs to understand what makes him sad 
so that he can be portrayed even more sadly. The same applies to other emotions and 
movements of a character. However, a scene is not only filled with a character’s emotion and 
movement—there are also other components, such as the overall concept, the environment, 
the colour, the sound and the shapes. Exaggeration can be applied to any of these components, 
but not randomly. As Lasseter (1987) explains: 
 
Exaggeration can work with any component, but not in isolation. 
The exaggeration of the various components should be balanced. 
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If just one thing is exaggerated in an otherwise lifelike scene, it 
will stick out and seem unrealistic. However, exaggerating 
everything in a scene can be equally unrealistic to an audience. 
Some elements must be based in nature, with others exaggerated 
unnaturally. If there is an element that the audience can recognize, 
something that seems natural to them, that element becomes the 
ground for comparison of the exaggeration of the other elements 
and the whole scene remains very realistic to them. (Lasseter, 
1987, p. 41) 
 
Audiences need something familiar and realistic in the scene to accept the exaggerated 
elements. The exaggerated elements can be entertaining, but at the same time, abstract or 
unfamiliar to the audience. Exaggerated elements will be accepted and recognised by the 
audience only if they are presented in a context the audience feels to be natural and believable. 
Once the audience feels comfortable and relaxed in a given environment, they can start to 
process the exaggerated elements from the context. On the other hand, exaggerated elements 
need to connect to the given context so that their exaggerations are not brusque or 
unacceptable. Exaggeration can be applied to highlight the key elements in the scene, but 
they need to work together with other naturalistic elements to make the whole scene 
believable and realistic.  
 
For example, to inform the audience of the “father–son" relationship in Luxo Jr., the 
proportions of Jr.’s size compared with Dad’s are exaggerated. Jr.’s movement is exaggerated 
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as well to give the feeling of an energetic child. The way Jr. jumps and the way he twists his 
body are brisk and dramatic, which accentuates the motion and action of Jr. as a kid 
compared with his slower-moving dad. However, even though Jr.’s size and his movements 
are exaggerated to an unrealistic level, the whole scene remains natural and believable to 
audiences (Fig. 33). The design of the lamps was based on the actual Luxo lamp. The 
movements of Jr. are also constrained within the limitations of its mechanical construction. 
These realistic elements help the exaggerated elements to be perceived by the audience in an 
easy and comfortable way.  
 
Figure 33: The use of exaggeration to create the “father–son” relationship in Luxo Jr. 
(Lesseter and Reeves, 1986). 
 
 
This concept has also been applied to animals and other creatures’ animated movements and 
facial expressions as a tradition of Disney-style animations to achieve an interesting human-
like personification. For example, in Frozen, the body movements and facial expressions of 
Prince Hans’ horse are exaggerated to an unrealistic level, which a real-life horse cannot 
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perform (Fig. 34). The reasons why that horse still looks believable to the audiences are: (1) it 
looks realistic; (2) it is placed in a realistic-looking environment; and (3) its body movements 
and facial expressions are connected within the story. These natural and realistic elements in 
the scene function as the cognitive basis upon which the exaggerated elements are built. 
Meanwhile, the exaggerated components of the scene, such as the horse’s human-like body 
language and its dramatic facial expressions, contribute the entertaining elements in the scene.  
 
 
Figure 34: Horse’s body movements and facial expressions exaggerated in Frozen (Buck and 
Lee, 2013). 
 
 
For the purpose of exploration, exaggeration is a highly important principle for 3D 
biomedical animation. This principle suggests exaggerating key information based on a 
believable surrounding. For lay viewers, cells, molecules and their surroundings are 
unfamiliar. The challenge for 3D biomedical animators is to define the realistic or familiar 
elements for lay viewers while exaggerating key information. This means that the looks or 
movements of cells and molecules can be exaggerated to a human-like level in 3D biomedical 
animations based on a realistic-looking or familiar context. However, experts might not 
appreciate this approach because it may conflict with their existing beliefs on the topic. This 
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animation principle not only provides insights for animating cells and molecules, but it also 
helps animators set a potential design orientation for a 3D biomedical animation.   
 
 
Solid drawing 
 
 
This principle helps animators create believable characters through drawing. To achieve this, 
animators need to understand the weight, depth and balance of the object, which form the 
basis of solid and three-dimensional drawing (Thomas and Johnston, 1995). An important 
technique for achieving solid drawing is to avoid “twins” in the drawing; that is, the awkward 
situation where both the character’s arms and legs are mirroring each other to perform the 
same actions (Thomas and Johnston, 1995). As the figure below shows, when Mickey’s loose 
parts copy each other’s actions, he looks very stiff and unbelievable, almost like a piece of 
board (Fig. 35). When Mickey’s eyes are drawn in perspective and his fingers are presented 
differently, he looks alive and vivid. In a drawing, if each part of a character is doing various 
actions with a corresponding part, then the character will look more natural and appealing; 
otherwise, it will look stiff, wooden and unappealing (Lasseter, 1987). This fundamental 
animation principle can be applied to 3D biomedical animations to deliver accurate and 
meaningful content.  
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Figure 35: “Twins” in drawing (Thomas and Johnston, 1995). 
 
 
Appeal 
 
 
For an animated character to be engaging it must have an aesthetic and believable appearance 
as well as movements that connect with the audience (Thomas and Johnston, 1995). In 
animation, the sense of appeal is achieved by presenting beauty or charm, which means to 
design animated content that meets the audience’s inner desires. A villain can be appealing as 
long as his characteristics can be perceived as desirable by the audience. A pleasing design, 
simplicity and effective communication often contribute to an appealing animation (Lasseter, 
1987). Giving audiences what they want to see also contributes a sense of appeal and 
satisfaction to the animation. These positive feelings encourage the audience to engage with 
the animation and maintain their attention on it.  
 
 
Unlike character animations where everyone wants to engage with the story and characters’ 
personalities, different audience groups desire different things from 3D biomedical 
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animations. Lay viewers more likely see 3D biomedical animation as an alternative in 
learning complex biological knowledge through traditional learning methods. This alternative 
requires it to be engaging and entertaining to fulfil the purpose of its existence. Otherwise, it 
will not make much difference for lay viewers to learn from animations than from reading 
texts and viewing illustrations. This particular desire can be possibly achieved by bringing 
human-like movements, humanised personality and cinematic patterns into 3D biomedical 
animations since that is what people commonly expect to see in an animation. This requires 
3D biomedical animators to use certain animation principles and cinematic elements 
extensively in 3D biomedical animations to achieve a similar look to character animations. 
However, an expertise reversal effect is applied to 3D biomedical animations since experts 
are more likely to view these as a multimedia tool to accurately communicate knowledge of 
complex biological systems. Their desire is to see 3D biomedical animations presented in a 
simulated manner, otherwise their existing beliefs will be challenged by animated content. 
The principle of appeal is essential to the field and is at the root of 3D biomedical animation 
design. Since a sense of appeal can be achieved by meeting audiences’ inner desires, 3D 
biomedical animation can be designed differently according to different target audiences.  
 
 
Summary  
 
This section of the literature review has explored the twelve principles of animation. These 
original animation principles were not developed to guide animators on how to draw or 
animate a character using pencils. Instead, the original animation principles were developed 
based on thoughtful observations and a thorough understanding of how humans and animals 
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behave in real life. These animation principles focus on exploring consciousness and 
personality from movement because they are the causes of real-life behaviours. Thus, many 
animation principles were established to reveal the consciousness and personalities of 
animated characters. The aim is for audiences not only to perceive characters’ animated 
movements, but also for them to engage with characters’ consciousness and personalities. In 
this way, the audience feels more connected to the animated characters and an illusion of life 
can be achieved through animation. As a result, the animated characters’ behaviours are 
justified as they make the animation believable.  
 
If a character only exists in a static frame, then authenticity can be judged purely by its 
appearance. However, it is an artistic endeavour and an intricate process to achieve the 
illusion of life for a moving character in animation. First of all, a character’s motion must 
follow the physical laws of its surroundings and be synchronised with its emotions and 
personality. Second, his consciousness and personality need to be anticipated, staged and 
exaggerated enough to be perceived by the audience. Lastly, everything that comes with a 
moving character, such as its physical deformation, the speed of its motion or its appearance, 
needs to connect with every other element to be accepted by the audience. To achieve that the 
audience needs to be familiar with either the character itself or the surroundings in which the 
character is placed.  
 
As discussed in this section, whereas some original animation principles are still essential to 
3D biomedical animation, others need to be applied thoughtfully in this emerging form of 
animation. The over-use of these principles will result in humanised content, with noticeable 
personalities. Lay viewers find this animation style attractive as they are easily connected to 
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the humanised and socially related content. However, a potential expertise reversal effect 
argues 3D biomedical animations should be designed differently when the target audience is 
an expert group. This type of viewer would expect a 3D biomedical animation to be designed 
in a simulated manner so that the presented complex biological system can be communicated 
accurately. Otherwise, their existing beliefs will be challenged, resulting in a mental state of 
cognitive dissonance. It is necessary, therefore, to identify the essential principles that need to 
be applied to all 3D biomedical animations and the principles that need to be applied 
selectively to different animations targeting different audiences. The next section will explore 
the twelve principles of multimedia learning to demonstrate the reasons why these principles 
should be included as new principles in the field of 3D biomedical animation.  
 
 
2.4.2 Twelve principles of multimedia learning 
 
The twelve principles of multimedia learning were developed based on the characteristics of 
human cognition and human perception. Before exploring these principles, this section will 
start with a discussion of these characteristics. Human cognition controls how people process 
incoming information and turn it into new knowledge. This architecture comprises two 
different memory channels, the long-term memory and the working memory. Long-term 
memory is the major, unique aspect of human cognitive architecture that differentiates 
humans from other species regarding the ability to learn and solve problems (Sweller, 2004). 
Long-term memory stores a large, relatively permanent amount of information that has been 
acquired previously through learning and life experiences. When applying knowledge to 
solve a problem, the experience and knowledge stored in our long-term memory will be 
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applied to generate a solution. However, this extensive knowledge held in long-term memory 
will not be noticed unless it is used. If nothing has been stored in long-term memory after an 
instructive process, then nothing is permanently learned. It is widely accepted that expertise, 
including problem solving and learning, is extremely dependent, and possibly solely 
dependent, on knowledge held in long-term memory (Sweller, 2004).    
 
Working memory is a form of consciousness that exists during the learning process (Sweller, 
2004). Humans can only be aware of knowledge that exists in our working memory. 
Knowledge can be accessed from working memory through two routes: previous knowledge 
from long-term memory or new knowledge from sensory memory (Sweller, 2004). Of these 
two routes, working memory is transitory and extremely narrow for processing new 
knowledge from sensory memory (Anders and Kintsch, 1995). From an instructional design 
perspective, this means that when learners are presented with new knowledge it is 
challenging for them to process that new knowledge using their working memories. This 
characteristic of working memory implies that any form of instruction should be carefully 
designed with consideration of the limited capacity of working memory. On the other hand, 
information can be entered into working memory from long-term memory and such 
information contains no known limits on the translation between the two (Anders and Kintsch, 
1995). 
 
Humans solve problems by applying knowledge previously stored in long-term memory. We 
process new information by transferring the prior acquired knowledge to our working 
memory and use it as a foundation to interact with newly captured knowledge. The amount of 
prior knowledge, and the connection between prior knowledge and new knowledge, both 
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affect the speed and outcome of learning. Therefore, it is important for instructional designers 
to understand learners’ prior knowledge levels regarding the given content for them to learn 
new knowledge in an effective way. People process information very differently depending 
on whether related information has been previously stored in their long-term memory 
(Sweller, 2004). Learners can process new knowledge more comfortably and effectively if 
they have prior related knowledge in their long-term memory.   
 
From an instructional design perspective, it is essential for us to know the characteristics of 
human cognition to generate appropriate design principles for enhancing instructional science 
(Sweller, 2004). Thus, many instructional design principles, including the principles of 
multimedia learning, were developed based on cognitive load theory. This theory was 
developed explicitly on the basis of human cognition and defines that the purpose of 
instruction is to build knowledge in long-term memory. Based on cognitive load theory, the 
possible effects during instruction are outlined below.  
 
Worked example effect 
 
If learners are required to solve a problem from unstructured knowledge, then they are likely 
to learn from the practice of randomly generating moves and testing those moves for 
effectiveness. This is obviously a time-consuming and long-suffering learning process. On 
the other hand, people can achieve a worked example effect, whereby knowledge is gained 
faster through learning from other people’s previously acquired knowledge presented as a 
worked example (Cooper and Sweller, 1987; Carroll, 1994; Miller et al., 1999; Sweller, 2004).  
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Split-attention effect 
 
If a worked example contains multiple sources of information in isolation, then it creates 
additional cognitive load for the working memory to mentally integrate this information 
before it can be understood. To avoid this split-attention effect interfering with learning, 
different sources of information, such as pictures and text, need to be physically integrated 
into a single entity and placed at appropriate locations. Inappropriately designed worked 
examples may be ineffective for learning (Sweller and Cooper, 1985; Cerpa, Chandler and 
Sweller, 1996; Sweller, 2004).  
 
Modality effect 
 
To avoid the split-attention effect, it is suggested to use dual modality presentations to reduce 
overload of the working memory and to increase its capacity (Penny, 1989). Dual modality 
presentations are capable of delivering information by engaging both our visual and verbal 
channels to increase the capacity of the working memory. It is now widely accepted that each 
of our sensory channels processes information separately and they all process their own 
working memories. If viewers only use one channel, such as vision, to process information, 
then they can only visually process a certain amount of information before they exceed the 
capability of our visual channel’s working memory. If information can be presented in more 
than one form (for example, visual or verbal), then it will be easier and more effective for 
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learners to observe and learn because they are using multiple sensory channels to process 
information simultaneously.  
 
“Dual coding theory” is now a widely accepted framework for learning based on the desire to 
achieve a modality effect. This suggests that perusing a combination of verbal and visual 
information can facilitate learning (Paivio, 1979). Therefore, animations are valuable aids for 
instructional design as this medium combines narration and animated graphics (Mayer and 
Anderson, 1991). It is important to notice that a modality effect is only achievable with no 
distraction from the split-attention effect. A modality effect is not obtained when visual 
elements and verbal elements are randomly presented—these two sources of information 
must be related (Mayer and Moreno, 1998; Moreno and Mayer, 1999; Mayer and Moreno, 
2002; Sweller, 2004).  
 
Redundancy effect 
 
If different versions of the same information are presented, then a redundancy effect will 
occur; for example, a diagram, text the re-explains the diagram and a voice-over for the same 
sentence. For learners not to use their working memory to process unnecessary information, 
additional materials need to be avoided in the instructional design (Cerpa, Chandler and 
Sweller, 1996; Craig, Gholson and Driscoll, 2002; Sweller, 2004).   
 
Isolated interacting elements effect  
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When presenting materials or systems that comprise many interacting elements, the 
interacting elements must be isolated and presented separately to different groups (Sweller, 
2004). When the number of interacting elements exceeds the limitation of working memory, 
learners will be challenged to learn, especially those who are unfamiliar with the topic. If 
some of the elements can be processed first by the working memory, then these elements will 
be combined with prior acquired knowledge and stored in the long-term memory. When 
working memory processes the rest of the elements, the previously processed elements will 
function in the long-term memory to help process the rest. By repetitively presenting the 
isolated elements to learners, rather than presenting the full interacting mode at once, 
comprehensive learning is facilitated and, eventually, full understanding of the whole 
material or system achieved (Pollock, Chandler and Sweller, 2002; Sweller, 2004). 
 
Element interactivity effect 
 
The number of elements and their interactivity levels determine the difficulty of the material 
or the system being presented to learners. If the numbers of elements and their interactivities 
are low, then the required cognitive load is low and the working memory will be able to 
function effectively (Chandler and Sweller, 1996; Sweller, 2004). If the numbers of elements 
and their interactivities are high, then according to the isolated interacting elements effect, 
they need to be isolated and presented separately or in a different group.  
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Expertise reversal effect 
 
Although poorly designed instructional materials create cognitive overload that can exceed 
the limited capacity of working memory and cause incomprehensive learning, leaners with 
expertise are likely to reverse this situation. For new learners, the learning process becomes 
more redundant once the difficulty of the knowledge is increased, whereas experts might 
consider the materials essential for lay learners to be redundant. Therefore, instructional 
materials that cause cognitive overload for novices could be considered suitable for experts 
under the expertise reversal effect (Kalyuga et al., 2003; Sweller, 2004).  
  
These potential effects during instruction are defined primarily based on an understanding of 
human cognition. Both the design of instructional learning media and learners’ characteristics 
influence learning outcomes. Knowledge about human cognition enables us to understand 
that the purpose of instruction is to build knowledge in long-term memory through the 
working memory. Instructional designers need to acknowledge that the working memory 
exhibits limited capacity when dealing with new information. To facilitate learning, it is 
essential to reduce the extraneous cognitive load from multiple sensory channels and isolating 
the interacting elements of instructional materials. The outcome of instruction is not only 
determined by how much information our working memory can process, but also on how 
well newly processed information can be integrated with prior acquired knowledge. Learners 
can only interact a small amount of new knowledge with previous acquired knowledge at one 
time. The level of the previously acquired knowledge will also strongly influence learning 
outcomes. The next section will continue to explore the mechanisms of our sensory memories. 
As this study focuses on the visual aspect of instructional design, it is necessary for us to 
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understand how human perception works as it determines how people sense visual 
information. 
 
 
Human perception 
 
The fundamental principles of visual perception are technology-independent rules that have 
been grounded in people’s daily lives for more than a half-century. Many researchers consider 
human perception as a very important aspect of instructional design (Defanti and Brown, 
1991; Thomas and Cook, 2005; Ware, 2012). Gestalt theory is a widely recognised theoretical 
framework for improving instructional design and learning from the perspective of perception 
(Preece et al., 1994). The laws of Gestalt theory (Figs. 36–43) provide insights to the design 
of visual representations. A summary of Gestalt theory is included as follows (Wertheimer, 
1938; Smith-Gratto and Mercedes, 1999): 
 
 
Figure 36: Law of proximity. 
Law of Proximity: Viewers will mentally 
perceive proximate elements as coherent 
objects because they assume that closely 
spaced elements are related.  
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Figure 37: Law of continuation. 
Law of Continuation: The instinctive 
action of human perception is to follow a 
connection derived from the visual field.  
 
 
Figure 38: Law of similarity. 
Law of Similarity: Similar objects will be 
perceived as the same group.  
 
Figure 39: Law of symmetry. 
Law of Symmetry: A visual object will be 
perceived as incomplete if it is not 
symmetrical or balanced.  
 
Figure 40: Law of simplicity. 
 
Law of Simplicity: A simplified visual 
presentation is effective because viewers 
can only perceive objects that they can 
understand within a cluttered visual 
message.  
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Figure 41: Law of closure. 
Law of Closure: A visual object will be 
perceived as incomplete and distracted if 
it contains an open shape.  
 
 
Figure 42: Law of figure–ground. 
Law of Figure–Ground: The different 
colours of foreground and background 
affect viewers’ perceptions of the same 
illustration.  
 
Figure 43: Law of focal point. 
Law of Focal Point: A visual presentation 
will be perceived effectively if no central 
interest or point of emphasis exists in the 
composition. 
 
Gestalt theory suggests that human perception recognises objects in their entirety before 
perceiving them individually. Many properties of Gestalt theory, such as proximity, similarity, 
continuation, symmetry and simplicity, are effective in directing the viewer’s attention to the 
key elements in visual representations. This theory is essential for the development of 
graphical user interfaces (GUI) as well as other perceptual approaches to data graphics, such 
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as instructional design (Zudilova-Seinstra, Adriaansen and Liere, 2008). Based on this theory, 
vision researchers continue to investigate how humans naturally analyse visual information. 
Another important result in this field was the discovery of a limited set of visual properties 
that contribute to focused attention. These pre-attentive properties, which include position, 
size, length, colour saturation, hue, lightness etc., help the key elements to be perceived 
evidently from their surroundings (McNamara et al., 2010). Whether these properties are 
applied appropriately will have a strong impact on the outcome of an instructional medium.   
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Figure 44: Key element detection: (a) no key element; (b) key element with red hue; (c) no 
key element; (d) key element with round shape; (e) no key element; and (f) no key element 
(McNamara et al., 2010). 
 
A simple example of a pre-attentive task is illustrated in Figs. 44 (a) and (b), where the key 
element (red circle) is detected among the blue circles. The key element has a visual property 
(red colour) that the blue distracter objects do not possess. Viewers can perceive the red circle 
at a glance. Here, the visual representation highlights the key element through contrast using 
the pre-attentive property of colour. In (c) and (d) from Fig. 44, viewers can also easily 
identify the key element of a red circle from the surrounding red squares. Here, the visual 
representation highlights the key element through a contrast in shape. A contrast in a single 
pre-attentive property, such as colour or shape, allows the key element to “pop out” from a 
visual representation. However, if a visual representation contains elements that possess 
random combinations of the pre-attentive properties, key elements will not be perceived 
evidently and pre-attentively. For example, the objects in (e) and (f) from Fig. 44 possess 
common visual properties of colour and shape. When these objects are positioned together, it 
results a confusing situation for viewers to detect the key element.  
 
 
Clearly, pre-attentive properties, including position, size, shape, colour saturation and hue can 
influence how humans perceive visual information and whether the key element can be 
detected. However, random combinations of these properties will not enhance the outcome of 
visual presentation (McNamara et al., 2010). If various visual properties are randomly 
applied in a visual representation, then the key elements will fail to be emphasised and, thus, 
fail to be perceived by viewers. In reality, it is unlikely for instructional designers to only use 
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one visual property, such as colour, to demonstrate complex knowledge as complex matters 
always possess various forms and characteristics. This means instructional designers need to 
combine pre-attentive properties thoughtfully to make meaning of the visual representation. 
Meanwhile, human cognition also plays a significant role during the instructional process. 
Thus, based on an understanding of human cognition and human perception, instructional 
researchers have developed sets of principles to guide the design process for multimedia 
learning. The next section will explore these principles of multimedia learning and discuss 
their effects in the context of 3D biomedical animation. 
 
 
Principles of multimedia learning  
 
Based on an understanding of human cognition (Sweller, 2004) and dual coding theory 
(Penny, 1989), the assertion is that people can learn more deeply from words and graphics 
than from words alone (Mayer, 2002; Mayer, 2009). This sets the foundation for using 
multimedia materials to hasten learning. Multimedia learning is now recognised as an 
effective method for instruction (Rieber, 1990; Mayer and Anderson, 1991; Tversky et al., 
2002; Mayer and Moreno, 2002; Mayer, 2002; Mayer, 2009). The materials of multimedia 
learning are composed of words (spoken and written text) and graphics (photos, illustrations, 
videos and animations). The design principles of multimedia instruction are based on three 
core assumptions of how people learn from words and graphics (Mayer, 2011):  
 
1. Dual channel assumption—people use separate sensorial channels to process visual 
and verbal material (Paivio, 1986; Penny, 1989);  
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2. Limited capacity assumption—the working memory for each sensorial channel has a 
limited and separated capacity to process information that comes through at any one 
time (Baddeley, 1999; Sweller, 2004); and 
3. Active processing assumption—meaningful learning occurs when the learner actively 
selects relevant information from the given material, organises that information into a 
coherent structure and integrates it with relevant prior knowledge stored inside the 
long-term memory (Wittrock, 1989; Mayer, 2009). 
 
 
Figure 45: The process of knowledge achievement based on dual coding theory (Mayer and 
Moreno, 2002). 
 
Figure 45 demonstrates how learners can process multimedia presentations. First, a 
multimedia message enters the learner’s cognitive system through their ears and eyes. 
Different sources of information will enter the corresponding sensory memories. Spoken 
words enter our ears while printed words and pictures enter our eyes. The senses then work 
together with their separated working memories to select the relevant information. The 
selected information is then organised into visual and verbal forms in the separate working 
memories to be integrated with relevant knowledge activated from long-term memory. 
According to Mayer (2009), three different processing stages occur during this cognitive 
information organising process: 
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1. Extraneous processing, which is the process of our eyes and ears passively receiving 
all multimedia messages;  
2. Essential processing, which is the process of actively selecting the relevant 
information from the multimedia message and organising it in working memory; and 
3. Generative processing, which is the process of organising the selected information 
into a coherent structure and integrating it with prior related knowledge.  
 
Based on these progressive stages of cognitive information processing, Sweller, Ayres and 
Kalyuga (2011) propose the three main objectives for instructional design accordingly:  
 
1. Reduce extraneous processing—reduce the effort that learners need to spend on this 
process to prevent extraneous overload that exceeds the learner’s cognitive capacity; 
2. Manage essential processing—manage the contents of multimedia material to avoid 
cognitive overload that exceeds the learner’s cognitive capacity; and 
3. Foster generative processing—motivate learners to integrate their prior knowledge 
with the newly organised information to form deep cognitive processing and, thus, 
comprehensive learning. 
 
Based on these three main objectives for instructional design, Richard E. Mayer proposed 
twelve research-based principles for multimedia learning and instructional design. Five of 
these principles were developed to reduce extraneous processing: coherence, signalling, 
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redundancy, spatial contiguity and temporal contiguity. Three principles were developed to 
manage essential processing: segmenting, pre-training and modality. The last four principles 
were developed to foster generative processing: personalisation, voice, embodiment and 
image. Each of these twelve principles will be discussed in detail below.  
 
Coherence principle  
 
People learn more deeply from a multimedia message when extraneous material is excluded 
rather than included (Mayer, 2009). When multimedia information is presented, viewers 
passively accept all the material. However, every piece of information learners receive 
through their senses increases the cognitive load for their sensory working memories. When 
the extraneous cognitive load exceeds the limited capacity of the working memory of learners’ 
senses, they will not be able to process further incoming information. During instruction, 
people need to focus on the essential material; that is, the selected focal point needs to be 
integrated with prior knowledge. Suitable amounts of extraneous material are able to 
motivate and entertain learners, whereas excessive extraneous materials will distract them 
from the focal point. For example, in a learning study, it was shown that a group of students 
who learned how a virus causes a cold from a multimedia lesson performed better fact recall 
than another group of students who learned the same knowledge from a multimedia lesson 
that included sentences that gave interesting, but irrelevant facts about viruses (Mayer et al., 
2008). This principle is essential for 3D biomedical animation as it is necessary for viewers to 
focus on the focal point instead of the extraneous material. This multimedia learning principle 
can be possibly combined with staging to minimise the distracting effects of extraneous 
material in animation scenes.  
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Signalling principle  
 
People learn more deeply from a multimedia message when the learner’s attention is drawn to 
the essential elements or when they are mentally prepared for incoming key information. In 
this way, it becomes much easier for them to select the relevant information using their 
working memories. Signalling of the verbal materials includes organising the narration 
structure using an outline, headings and subheadings, or applying different rates of voice-over 
to highlight the key words. Visual signalling includes using the pre-attentive properties 
discussed in the previous section to highlight the key elements. One study demonstrates that a 
group of students who learned how an airplane achieves lift from a narrated animation that 
included an initial outline, headings, and voice-over emphasising key words performed better 
than another group of students who were presented the same animation but without signalling 
through verbal elements (Mautone and Mayer, 2001). This principle is essential for 3D 
biomedical animation. The focal point of each scene needs to be highlighted so cognitive 
overload can be avoided. Otherwise, viewers are forced to spend unnecessary cognitive 
capacity trying to identify the focal point when they could use these mental capacities to 
focus on the focal point. This multimedia learning principle can be possibly combined with 
staging and anticipation to establish an evident focal point in an animation scene.   
 
Redundancy principle  
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People learn more deeply from graphics and narration than from graphics, narration and on-
screen text (Mayer, 2009). This principle aims to reduce the redundancy effect (Sweller, 
2004), which occurs when different versions of the same information are presented at the 
same time in the instructional material; for example, a diagram and text that describe the 
diagram shown at the same time or a written sentence and voice-over for the same sentence 
that appears at the same time. People will waste precious cognitive capacity trying to unify 
the two versions of the same information or by over-focusing on the repeated information 
rather than the essential elements. Moreno and Mayer (2002) found that a group of students 
who learned how lightning works from a narrated animation performed better than students 
who learned the same knowledge from another narrated animation that had on-screen text 
inserted at the bottom of the screen. However, as the expertise reversal effect suggests, the 
redundancy effect can be diminished or even reversed when the learners are experienced, the 
on-screen text is short or the material lacks graphics (Sweller, 2004; Mayer, 2009). This 
principle suggests that the use of on-screen text should be selective in 3D biomedical 
animations and should be included thoughtfully and according to the target audience. If 
viewers need to spend extra cognitive capability processing on-screen text, then it will lead to 
a redundancy effect.    
 
Spatial contiguity principle  
 
People learn more deeply from a multimedia message when corresponding printed words and 
graphics are presented in closer proximity on the screen (Mayer, 2009). When the redundancy 
effect is reversed, or when it is necessary to use on-screen or printed text for graphics, it is 
necessary to position the text next to the graphics. It is important for learners to perceive the 
  121 
connections between corresponding words and graphics so they do not waste their cognitive 
capacity trying to recognise it. Moreno and Mayer (1999) found that students who learned 
how lightning works from an animation in which printed words were placed next to the part 
of the lightning system performed better than students who learned the same knowledge from 
another animation that had printed words positioned at the bottom of the screen. This 
principle provides insights for how to position on-screen text along with its related visual 
content.   
 
Temporal contiguity principle  
 
People learn more deeply from a multimedia message when corresponding graphics and 
narration are presented simultaneously rather than successively (Mayer, 2009). This principle 
helps learners resolve the split-attention effect by building connections between visual and 
verbal elements. When the narration is not presented simultaneously with the corresponding 
graphics, it increases the cognitive overload for learners to re-connect them. Therefore, it is 
important to record the voice-over for a 3D biomedical animation first and then animate the 
content using the voice-over as a strict timeline. In this way, all the dynamic graphics will be 
linked exactly with the narration.  
 
Segmenting principle  
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People learn more deeply when a multimedia message is presented in learner-paced segments 
rather than as a continuous unit (Mayer, 2009). People learn better from active learning than 
passive learning. If multimedia learning can be segmented into sections based on the learner’s 
choice, then they will have time to fully process visual materials in one section before having 
to move to the next. This prevents cognitive overload from both extraneous processing and 
essential processing. Research shows that students performed better when the narrated 
animation of how lightning works was broken into sixteen 10-second segments, where 
students can decide whether they are ready to move to the next segment (Mayer and Chandler, 
2001). Interactivity has always been considered an essential aid to learning. This research 
currently does not include interactivity as its research object in order maintain its research 
focus. The impact of interactivity on the learning outcomes in 3D biomedical animation is 
worthy of further research.   
 
Pre-training principle   
 
People learn more deeply from a multimedia message when they have learned the names and 
characteristics of the key elements (Mayer, 2009). If learners can get a brief interpretation of 
the key elements for the instructional materials before actually starting to learn, then it will be 
much easier for them to select these key elements from their surroundings during the essential 
processing. This will reduce cognitive overload for the working memory. It will also help 
them to feel more relaxed during the learning process since they already know the names and 
characteristics of the key elements from the pre-training (Mayer, 2009). Mayer, Mathias and 
Wetzell (2002) found that students learn better from a narrated animation of how brakes work 
when they were introduced to the names and characteristics of key components, such as the 
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piston and brake shoe, before the lesson. However, this principle is impacted by the expertise 
reversal effect (Sweller, 2004); thus, this technique does not work quite as well for experts as 
they are already familiar with the key elements and terms (Mayer, 2009).   
 
It is rare for animators to include a brief interpretation of the focal points at the beginning of a 
3D biomedical animation. This principle might be re-interpreted for 3D biomedical animation. 
The purpose of this principle is to establish a familiar context for viewers by listing the focal 
points in advance. A familiar context can also be created from a cinematic approach. For 
example, the visual contents from the previous shot can function as a context for the 
following shot. A context can be gradually built for the focal point from the connection of 
shots. In this way, viewers anticipate and are prepared for the incoming focal points and, 
thereby, spend less cognitive capacity on identifying the key elements. This principle 
acknowledges the importance of establishing a functional context for representing the focal 
points in 3D biomedical animations.  
 
Modality principle  
 
People learn more deeply from a multimedia message when the words are spoken rather than 
printed (Mayer, 2009). This principle was developed based on the dual channel assumption 
(Paivio, 1986) and dual coding theory (Penny, 1989). People use separate sensorial channels 
to process visual and verbal material. To reduce extraneous cognitive loads and increase the 
modality effect, it is best to separate multimedia message into visual and verbal forms so that 
both the visual and verbal channels can even the cognitive load and maximise cognitive 
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processing. As with the modality effect, it is important to notice that this principle will only 
be effective under split-attention conditions, whereby two sources of information are 
represented in isolation, but require mental integration first before they can be understood. 
These two sources of information must be connected to help learners off-load the cognitive 
load from one processing channel to another. However, this principle is also influenced by the 
characteristics of learners, such as their prior knowledge level, language status and focusing 
capacity (Mayer, 2009). This principle is essential to the field as it suggests all 3D biomedical 
animations should consider including voice-over. In fact, most 3D biomedical animations are 
made under the timeline of voice-overs.  
 
Personalisation principle  
 
People learn more deeply when the words in a multimedia presentation are in a 
conversational rather than formal tone (Mayer, 2009). This principle influences how the 
narrations of multimedia materials, such as animations, are written. It suggests the use of 
conversational words such as “your lungs” or “your nose” instead of a formal style such as 
“the lungs” or “the nose” (Mayer, 2009). While this principle can be influential to the field, it 
is not included in the current research scope. This principle aims to achieve a cognitively 
harmonious state for 3D biomedical animation from a visual perspective. This principle needs 
further research. Being a multimedia learning material, the outcome of 3D biomedical 
animation is strongly related to the sound design as well.  
 
Voice principle  
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People learn more deeply when the words in a multimedia message are spoken in a human 
rather than mechanical voice (Mayer, 2009). This principle suggests that the human voice 
provides a sense of social awareness for learners that will help them connect the received 
information to its social surroundings, which will lead to comprehensive learning. As with the 
personalisation principle, although this principle can be influential to the field, it is not 
included in the current research scope. 
 
Embodiment principle  
 
People learn more deeply when on-screen agents display human-like gestures, movement, 
eye contact and facial expressions (Mayer, 2009). This principle suggests that including 
human-like actions and gestures in 3D biomedical animations will help link viewers’ social 
awareness to the presented contents. This link helps viewers feel comfortable and relaxed 
while processing the animated contents on screen because they are familiar with the contents. 
As discussed in the animation principles section, the movements of cells and molecules can 
be animated to a humanised style by applying certain animation principles to the workflow. 
This multimedia learning principle acknowledges the argument that humanised content helps 
link the viewer’s social awareness to the animation content. This principle can be combined 
with appeal to fulfil the lay viewer’s inner desire by bringing human-like movements, 
cinematic styles and even humanised personality into 3D biomedical animations. However, 
an expertise reversal effect is applied here, as experts would like the contents of 3D 
biomedical animation to be presented in a realistic and simulated manner.  
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Image principle  
 
People do not necessarily learn more deeply from a multimedia presentation when the 
speaker’s image is on rather than off the screen (Mayer, 2009). This principle is not 
applicable to the field as 3D biomedical animation will not include a speaker’s image on the 
screen.  
 
The above twelve multimedia learning principles were established based on the 
characteristics of human cognition and human perception. The main objectives of these 
principles are to first reduce the effort needed to process information, thereby preventing 
extraneous overload that exceeds the learner’s cognitive capacity. These principles also aim 
to manage the contents of multimedia learning materials to avoid possible cognitive overload 
during the essential processing. At the end, these principles motivate viewers to link the 
newly captured knowledge to their social awareness so that new information can be 
successfully integrated with prior knowledge, experiences and beliefs. In summary, these 
principles were developed to reduce possible cognitive overload of our sensory working 
memories and maximise their capabilities during the information selecting and organising 
processes. These principles were also developed to foster the information integrating process 
when newly acquired information interacts with prior knowledge stored inside the long-term 
memory. These multimedia learning principles are influential to the field of 3D biomedical 
animation as they help the contents of 3D biomedical animation to be seen by viewers 
evidently and learned by them cognitively. This literature review has explored the application 
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of these principles to 3D biomedical animations. Although some principles need to be re-
interpreted, some are not considered in this research. Many multimedia learning principles 
also share similar design objectives that can be possibly combined with the original 
animation principles to generate specific principles for 3D biomedical animations.     
 
2.5 Summary  
 
This literature review first explored the characteristics of complex biomedical systems and 
the factors that lead to their complexity. Complex biomedical systems comprise a large 
number of interacting components whose aggregate activity is non-linear and self-organising. 
Without close observation of each component and an understanding of their interactions, 
biologists cannot obtain a comprehensive understanding of complex biological systems nor 
predict their emergent phenomena. The literature review introduced the two primary solutions 
to visualise complex biomedical systems. One is for biologists to work together with 
information technology specialists to create dynamic simulations that accurately represent a 
complex system. The other is for biologists to work together with digital animators to 
visualise dynamic molecular processes aesthetically and attractively using CG animation. 
Among these visualisation methods, dynamic simulation allows viewers to explore the 
simulated biomedical system interactively and, thus, is an advanced approach to facilitate 
research by expert viewers in testing theories and exploring their understanding of complex 
biological systems. On the other hand, CG animation presents a classic worked example 
whereby the animator’s previously acquired knowledge is transmitted to the lay viewer. Both 
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visualisation methods are beneficial for presenting complex biomedical systems because they 
can both transfer invisible and complex matters into dynamic and visible formats.  
 
The “lay viewers” and “expert viewers” in this research differ in their prior knowledge levels 
regarding the topics of 3D biomedical presentations. A distinction between a lay viewer and 
an expert viewer of a 3D biomedical visualisation can be drawn on whether that viewer has 
already understood most of the knowledge or even all the knowledge that this biomedical 
visualisation has to convey. This distinction pushes lay viewers to gain new knowledge from 
biomedical visualisation while expert viewers desire to gain a new perspective from the 
biomedical visualisation to deepen their knowledge on an already known system. Therefore, 
CG animation’s “worked example” characteristic makes this format more acceptable to lay 
viewers to gain new knowledge. Dynamic simulations, on the other hand, provide a “hands 
on” experience for expert viewers to explore an already known system from a new 
perspective.  
 
Of these two visualisation approaches, this research particularly focuses on using 3D 
animations to visualise complex biological systems. Based on the findings of SEM and 
modern CG techniques, 3D biomedical animation is an advanced medium for conveying 
complex biomedical systems as it can create realistic-looking microbiological structures and 
visualise their dynamic interactions that are otherwise difficult for people to perceive and 
understand. However, the current workflow in the industry reveals the challenges for 
contemporary practitioners in this field. The workflow for 3D biomedical animation is not 
only a complex and time-consuming task, it also brings updated CG crafts, such as animation 
plug-ins, and new animation methods, such as physics-based animation. 
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Modern animation plug-ins, such as Molecular Maya (mMaya) and Bioblender, allow 3D 
biomedical animators to generate an accurate 3D mesh using the PDB files from Protein Data 
Banks, instead of modelling 3D meshes from scratch inside animation software. Animation 
software’s built-in engine can generate physics-based animation to simulate the behaviour of 
microstructures in the real-world environment of the human body. By applying this new 
animation method, 3D biomedical animations reflect a strong simulated style even when they 
are produced from animation software. Animators are confronted with an increasing plethora 
of choice regarding appropriate methods for 3D biomedical animations. Hence, 3D 
biomedical animators require technology-independent principles for theoretical guidance 
during their decision-making processes.   
 
 
Meanwhile, through a comparison between animation and static graphics in this literature 
review, the drawbacks for 3D biomedical animation as an instructional medium have also 
been outlined. For viewers who do not have enough prior related knowledge to keep 
processing the constantly changing contents from instructional animation, they are likely to 
lose attention and the ability to learn due to cognitive overload. As a result, viewers might 
miss the focal points of a 3D biomedical animation or not be able to engage with the focal 
points cognitively. To overcome this issue, 3D biomedical animations need to be designed 
with consideration of the characteristics of human perception and cognition so that the 
animated content can be seen by viewers evidently and learned by them comprehensively. In 
addition, due the absence of human and socially related elements in 3D biomedical 
animations, it is challenging for lay viewers to suspend their disbeliefs and embrace the 
animated microstructures. A solution for this can be to add human and socially related 
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elements as a cognitive aid for lay viewers. Again, the identified challenges and drawbacks 
for 3D biomedical animations in this literature review lead to the argument that 3D 
biomedical animators require technology-independent design principles. As a result, the 
workflow of 3D biomedical animation can become orientation-driven so that the outcome of 
this application can be ideally maintained. This argument leads to exploration of the original 
principles of animation and multimedia learning since it is suggested these related principles 
can help 3D biomedical animation to be believable and cognitively engaging.  
 
The twelve principles of animation were developed based on thoughtful observations and a 
deep understanding of how humans and animals behave and move in real life. By applying 
these principles to animations, the illusion of life can be delivered to animated movements. 
The exploration of these animation principles leads to the argument that while some original 
animation principles are still essential to 3D biomedical animation, others need to be applied 
thoughtfully in this emerging animation form. The over-use of animation principles will 
result in humanised content, with noticeable personalities because these principles were 
originally developed for humanised figures and animals. This animation style is attractive to 
lay viewers because they can relate to the humanised and socially related content; however, 
expert viewers will not appreciate this animation style because it conflicts their existing 
beliefs on the given content. Thus, 3D biomedical animations need to be designed differently 
according to targeted audiences, with different principles applied correspondingly. Therefore, 
it is necessary to distinguish the essential animation principles that need be applied to all 3D 
biomedical animations and those that need be applied selectively to different projects 
targeting different audiences.  
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The mainstream CG animation method (key-frame animation) requires the animator to set up 
key poses for an object’s movement and place these poses in a time frame. The animation 
software then generates the in-between movements among key poses. In this approach, 
animators have control over on both key poses and in-between frames. This animation 
method enables the application of traditional principles of animation as a fundamental 
framework to sharpen the animator’s decision-making process while producing believable 
movements and characters. Modern animation methods (motion-captured animation and 
physics-based animation) are currently applied in CG animation; in particular, physics-based 
animation is applied to visualise the behaviour of various microstructures in the real-world 
environment of the human body. While it is encouraging for animators to develop dynamic 
simulation inside animation software, this new method limits the ability of 3D biomedical 
animators to control the setup of key poses or the in-between frames. In addition, different to 
CG animations that focus on one character’s movement at one time, physics-based 
animations aim to simulate a large number of interacting objects. This challenges the 3D 
biomedical animator to hand-key over the top of microstructures’ physics-based movements 
using traditional animation principles. The relationship between the traditional animation 
principles and physics-based animation needs to be discussed to enable the development of 
3D biomedical animation as an emerging field. 
 
 
The principles of multimedia learning need to be brought to the field of 3D biomedical 
animation as new principles. Through the exploration of multimedia learning principles, the 
knowledge of human perception and human cognition can be leveraged to reduce the effort 
needed by learners to process new information, thereby preventing possible cognitive 
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overload. These principles also help the key elements in an animation to be processed by 
viewers evidently and, thus, motivate viewers to link the newly captured knowledge 
cognitively so it can be integrated with prior knowledge. In summary, these principles help 
the contents of a 3D biomedical animation to be seen by viewers evidently and learned 
cognitively. Although these multimedia learning principles are influential to the field, some 
can be applied to 3D biomedical animations while others need to be re-interpreted or not 
considered in this research. 
 
 
This literature review has also found similar design objectives among animation principles 
and multimedia learning principles. For example, the principles of staging and signalling 
share the same objective to create contrast using pre-attentive properties such as colour, light, 
shape and length to highlight the key elements in visual representations. The principles of 
staging and spatial contiguity share the objectives of using off-screen elements, un-balanced 
screen composition and on-screen directing elements, such as lines and arrows, to direct 
viewers’ attention to key elements in the visual representations. The principles of appeal, 
exaggeration and embodiment call on establishing a familiar context for presenting the key 
elements in animation. Therefore, the principles of animation and multimedia learning can be 
ideally combined to compose a specific analytical framework for 3D biomedical animation. 
The next chapter will outline the research methodology used in this study for the purpose of 
developing visual consonance as an analytical framework for 3D biomedical animation. This 
contemporary analytical framework will then be applied along with textual analysis and 
action analysis to identify the constructional elements of 3D biomedical animations. The aim 
is to explore the applied effects of these constructional elements so that 3D biomedical 
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animators can develop an understanding of how and when to apply them to achieve the 
effects they desire.  
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Chapter 3: Methodology 
3.1 Overview  
 
This practice-led research employs textual analysis and action analysis as its main 
methodologies. The research problem and challenges are initiated and identified in practice 
and the research outcomes are carried out through practice (Gray, 1996). This study is 
grounded in the practice developed in my previous Honours research, which aimed to 
visualise human cartilage using 3D animation. During that process, I was struck by the 
absence of relevant literature and specific principles in the field of 3D biomedical animation 
that I sought to guide my creative practices. This resulted in a time-consuming and 
unproductive creative process. As with many contemporary CG animators, contemporary 3D 
biomedical animators might also possess high degrees of technical competency in operating 
modern 3D animation software, but have little understanding around the reasons certain 
animation methods or formulas are applied; that is, most animators might not understand the 
effects of the constructional elements they apply to 3D biomedical animations. However, the 
relationship between practice and theory in the field of animation should be extremely tight 
(Wells and Hardstaff, 2008). 3D biomedical animation is an emerging industry. While 3D 
animation courses can now be found in many universities and colleges, 3D biomedical 
animation can rarely be found in educational institutions as a dedicated course of study.  
 
 
It is necessary to address the lack of fundamental principles in the emerging field of 3D 
biomedical animation. Otherwise, 3D biomedical animators can only copy the approaches of 
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their peers in contemporary works without understanding the philosophies behind these 
approaches. This PhD research aims to develop an analytical framework for 3D biomedical 
animation through an exploration and re-interpretation of original animation and multimedia 
learning principles. This research explores the essential principles that need to be applied to 
all 3D biomedical animation and those that need to be applied selectively according to a 
defined audience. It will also re-interpret the explored principles, particularly for 3D 
biomedical animation, and combine them into an analytical framework termed “visual 
consonance”. This framework is then applied as an analytical tool to explore the applied 
effects on the constructional elements of 3D biomedical animation. These constructional 
elements will be identified under the practice of conducting textual analysis and action 
analysis on eight selected research objects: four 3D biomedical animations from the major 
studios in the industry and four feature-length motion pictures that include 3D cellular and 
molecular animation sequences. 
 
 
Textual analysis is an empirical research approach used to identify specific “text” and explore 
its effects in creative works. Under this particular research methodology, “text” refers to 
recurrent elements and patterns that construct creative works. This research approach was 
proposed by Bordwell (1989) in “Historical Poetics of Cinema”, in which he describes the 
main objective of this approach as the identification of the effects, elements and patterns that 
construct a creative work. In this research, “text” stands for the constructional elements of a 
3D biomedical animation. Since the constructional elements of biomedical animations and 
their effects have not yet been identified in the existing literature, this research aims to apply 
textual analysis and action analysis to identify these elements and their effects using 
contemporary 3D biomedical animations. To explore the possible novel approaches in this 
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emerging field, I have also selected feature-length motion pictures that contain 3D molecular 
animation sequences for this study. It is believed that due to the extensive financial, human 
and technological resources available in the motion picture industry, analysing feature-length 
movies that contain 3D molecular sequences will bring novel insights to the approaches and 
constructional elements of modern biomedical animation. 
 
 
The workflow and creative practices of 3D biomedical animation are time-consuming and 
challenging. These are composed of three major phases (pre-production, production and post-
production) and various stages such as scripting, storyboarding, voice-over recording, 
animatics, modelling, texturing, animation, lighting, rendering and final composition 
(XVIVO, 2014). Among these phases and stages, various elements and formulas are chosen 
and combined by animators to construct a 3D biomedical animation. All these constructional 
elements are blended to deliver a representation of 3D biomedical animation; as a result, the 
effect of each element becomes unclear. Today, contemporary animators can easily copy other 
animators’ approaches and include these in their own animation workflow. However, they 
lack the analytic lens and framework to understand the effects of the constructional elements 
they want to apply. When these constructional elements are randomly applied and combined 
they are likely to fail in delivering the anticipated final outcome.  
 
 
3D biomedical animation is a multi-disciplinary industry situated in a rapidly changing 
technological environment. 3D biomedical animators often face the challenge of choosing an 
appropriate combination from a wide range of approaches to create high-quality products. 
Therefore, textual analysis is valuable and necessary for animation studies, particularly in the 
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emerging field of 3D biomedical animation. It provides a clearly defined research objective 
for contemporary animators to deconstruct a 3D biomedical animation and identify the effects 
of each applied constructional element. Without going through this deconstruction process, 
3D biomedical animators will never truly explore the effect of each applied constructional 
element; moreover, they will never truly understand when and how to apply these 
constructional elements according to the anticipated final outcome they want to achieve in 3D 
biomedical animation.  
 
 
As 3D biomedical animation is a commercial and profit-driven industry, it is common for the 
major studios not to share the behind-the-scene materials of their commercial products. It is, 
therefore, challenging for researchers to deconstruct an animation by observing production 
workflows and initial production phases. To deconstruct a 3D biomedical animation for the 
purpose of identifying the effects of applied constructional elements, action analysis is a 
suitable method (Webster, 2013). Action analysis involves a frame-by-frame analysis of the 
animation. By freezing the frames of a 3D biomedical animation and closely observing each 
frame, the combined constructional elements are deconstructed and obscure principles 
become visible and researchable. The next section of this chapter will argue the process of 
combining the principles of animation and multimedia learning. It will then propose visual 
consonance as an analytical framework for 3D biomedical animation. This framework will be 
applied to the textual analysis and action analysis conducted with the selected research 
objects.  
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3.2 Combining Animation and Multimedia Learning Principles 
 
 
As current animation literature shows, aspects of animation principles and multimedia 
learning principles share similar objectives. This leads to the possibility for combining these 
principles into certain categories and, thereby, generates a specific framework for 3D 
biomedical animation. First, the twelve principles of animation can be placed in three 
categories according to their collective objectives: movement, design and method. As Fig. 46 
shows, the principles of squash and stretch, timing, anticipation, follow-through and 
overlapping action, slow-in and out, secondary action and arcs can be categorised as 
movement. As the literature review documents, these principles provide insight for animating 
objects. The principles of straight-ahead action (or pose-to-pose) and solid drawing are 
categorised under method. These two principles concern how objects should be drawn and 
connected as animation methods. Staging appeal and exaggeration can be placed under the 
third category, called design. These three principles provide the fundamental design 
orientations for animations, including the establishment of an evident focal point on the 
screen, exaggerating key elements based on familiar contexts and fulfilling the audience’s 
inner desire to achieve a sense of satisfaction. Although anticipation has been explored to 
have multiple objectives other than just focusing on preparing the audience for an object’s 
movements (see the section of Anticipation in 2.4.1), its purpose is very similar to staging. 
Therefore, for the purpose of simplifying the defined categories, anticipation is solely 
included in movement. 
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Figure 46: Animation principles categorised as movement, method and design. 
 
 
In the category of method, two underlying animation principles remain influential to the field 
of 3D biomedical animation. Solid drawing can still provide insight in the pre-production 
phase of the 3D biomedical animation workflow to ensure the accuracy of animated contents. 
Straight-ahead action or pose-to-pose can be re-interpreted for providing insights in choosing 
the animation method for 3D biomedical animations. As discussed in the literature review 
chapter, physics-based animations today can generate and simulate microstructures behaving 
under the physical laws inside the human body. Building physics-based animation has 
become a popular animation method for producing 3D biomedical animations, particularly 
when the animation needs to present a large amount of microstructures at one time. While it 
is encouraging for animators to favour this new animation method, it limits the animator’s 
ability to key-frame the animated microstructures in a 3D biomedical animation. In the 
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absence of this ability, animators are challenged to apply original animation principles to the 
physics-based 3D biomedical animation.  
 
 
As CG animation has developed over the years, CG animators have re-interpreted the original 
animation principles (particularly those categorised as movement) in their application to 
modern key-frame CG animation. In key-frame animation, animators first set up key poses as 
key frames and then control the computer-generated in-between frames to create shape 
deformation, non-linear motion speed and non-linear motion paths for the animated objects. 
This mainstream animation method allows animators to apply the traditional animation 
principles as a fundamental framework to sharpen their decision-making process during 
today’s CG animation workflow. The literature review chapter has argued the deep 
involvement of original animation principles as a major reason why CG animation continues 
to achieve an illusion of life. However, physics-based animation as a new method for 3D 
biomedical animation limits the involvement of the original animation principles’ in the 
workflow. As a result, 3D biomedical animations produced under this animation method 
reflect a scientific and simulated look. This look differs from general CG animation with 
respect to shape deformation, linear motion speed and linear motion path. This leads to 3D 
biomedical animations that focus more on the accuracy of microstructures’ physics-based 
movements, rather than delivering an “illusion of life” through their animated movements.  
 
 
As the literature reviews argues, some original animation principles are essential to all 3D 
biomedical animation, whereas some need to be applied thoughtfully in the workflow. This 
argument is only applied to the 3D biomedical animations produced using the key-frame 
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animation method because animation principles can hardly be applied to physics-based 3D 
biomedical animations. Straight-ahead action or pose-to-pose can, therefore, be re-
interpreted for 3D biomedical animation as a choice between key-frame animation and 
physics-based animation, or possibly a combination. This thesis has also laid the argument 
that the application of different principles needs to be congruent with the needs of the target 
audience. Lay viewers are attracted to 3D biomedical animations that contain humanised and 
socially related content because they can associate this more easily with their prior 
knowledge. Expert viewers, however, will not appreciate this animation style because it 
conflicts their existing beliefs regarding the topic. This leads to a further argument that key-
framed 3D biomedical animations are more attractive to lay viewers while physics-based 3D 
biomedical animations are more welcomed by expert viewers. A possible solution to combine 
these two animation methods for 3D biomedical animations is to focus on one particular 
microstructure (i.e. one cell), instead of large numbers, and hand-key over the top of the 
microstructure’s simulated movement. To further discuss this argument in the research, 
straight-ahead action and pose-to-pose will be added into the category of movement. This 
will be discussed with the remaining animation principles and multimedia learning principles.   
 
 
According to the literature review, the principles of multimedia learning are developed to 
reduce extraneous processing, manage essential processing and foster generative processing. 
Human perception plays a necessary role in reducing extraneous processing as it helps the 
focal points of multimedia messages to be visually perceived by viewers. After viewers 
perceive the focal points through their visual working memories, human cognition helps them 
to integrate the newly perceived information with their prior knowledge, which involves 
essential and generative processing. Thus, as indicated in Fig. 47, I have bifurcated the twelve 
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principles of multimedia learning into human perception and human cognition. The 
segmenting and image principles are crossed off in this figure because these principles are 
excluded in this research as explained in the literature review.  
 
 
 
Figure 47: Multimedia learning principles in the categories of human perception and human 
cognition.  
  
By bringing the knowledge of human perception and human cognition into the principles of 
animation, I find that staging actually concerns human perception while appeal and 
exaggeration fulfil human cognition. Staging and signalling share the similar objective to 
create contrast through pre-attentive properties such as colour, lightness, shape and length to 
highlight key elements in visual representations. Staging and spatial contiguity also share the 
objective to use off-screen elements, un-balanced screen composition and on-screen directing 
elements to direct the viewer’s attention to key elements in the visual representations. Appeal, 
exaggeration and embodiment call on establishing a familiar context for presenting the key 
elements in an animation so that viewers can use this context as a cognitive foundation to 
process new information. Therefore, as Fig. 48 demonstrates, the principles of animation and 
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multimedia learning can be combined into three categories for generating an analytical 
framework for 3D biomedical animation. Staging can be categorised as perception, whereas 
appeal and exaggeration can be placed under cognition. The underlying principles of 
movement stand on their own to provide insights on how to animate microstructures in 3D 
biomedical animations. 
 
 
Figure 48: Animation principles and multimedia learning principles categorised as perception, 
cognition and movement. 
 
Reflecting on these three categories, three fundamental questions arise in regard to 3D 
biomedical animation design:  
1. How do viewers perceive the focal points of a 3D biomedical animation?  
2. How do viewers process the perceived focal points cognitively using their prior 
knowledge? 
3. How do viewers believe the animated contents of 3D biomedical animations? 
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First, for viewers to perceive a 3D biomedical animation’s focal points clearly, there must be 
only one focal point represented at one time in every shot. This focal point can be how a 
microstructure looks, how it moves or how it interacts with other microstructures. One focal 
point does not mean only one subject; that is, regardless the number of subjects involved in a 
focal point, it or they must be the only focal point on the screen so that viewers can perceive 
it evidently. Therefore, the underlying principles of perception are essential to all 3D 
biomedical animations. By applying these principles, the focal points can be highlighted and 
the viewer’s attention can be effectively directed.  
 
Once the viewer perceives the focal point, they need to process this information cognitively 
using prior knowledge. Comprehensive learning only happens when the newly acquired 
information can be successfully integrated with previously stored knowledge in long-term 
memory (Mayer, 2009). The underlying principles of cognition suggest presenting a focal 
point based on familiar context and provides a cognitive base that enables viewers to process 
the perceived focal points using their prior knowledge. In 3D biomedical animation, familiar 
context can be a familiar viewing experience from a common cinematic approach, a 
previously introduced scene from a previous shot or a social/human-related gesture. However, 
a context can be considered as either familiar or distracting depending on the viewer’s prior 
knowledge. For example, while a cinematic approach in 3D biomedical animation may be 
familiar for lay viewers and deliver a positive viewing experience, it might be distracting for 
expert viewers because they prefer information being conveyed in a realistic manner.  
 
The focal points of a 3D biomedical animation are always dynamic. Once the focal points can 
be perceived and processed by viewers, people need to truly suspend their disbelief and 
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accept the animated movements involved in the focal points. The literature review has argued 
that different types of viewers desire various animation styles in 3D biomedical animations, 
which leads to the argument that 3D biomedical animations should be designed with the 
target audience in mind. It is arguable that human-like movements are easier for lay viewers 
to believe because these movements can contribute a familiar context for them, whereas 
expert viewers are already familiar with the topic and prefer to see 3D biomedical animations 
being produced in a simulated manner; that is, without the distracting anthropomorphisms of 
humanised animations. This means the underlying principles of movement need to be applied 
selectively to 3D biomedical animations. While some principles are essential to all 3D 
biomedical animations, the rest need to be applied thoughtfully and according to the specific 
audiences.  
 
Ideally, 3D biomedical animations need to be designed to avoid a state called cognitive 
dissonance, which is defined in the field of psychology as when people suffer mental stress or 
an unpleasant experience when new information conflicts with their existing beliefs or values 
(Festinger, 1962). When viewers reach the state of cognitive dissonance while watching a 3D 
biomedical animation, they become psychologically uncomfortable and, therefore, lose their 
cognitive capability to keep processing the incoming focal points. According to its definition, 
cognitive dissonance in animations occurs more distinctly for viewers who have a certain 
amount of prior knowledge, beliefs and values regarding the content compared with others 
who are completely unfamiliar to the topic. People’s knowledge, beliefs and values regarding 
certain topics vary across many factors, such as educational background, work experience, 
cultural background, gender, age and much more.   
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Based on these factors, it is almost utopian to expect a 3D biomedical animation to be 
cognitively harmonious across a wide range of viewers. This strengthens the argument for 3D 
biomedical animations to be designed differently and according to their target audience. 
These different design approaches can be achieved through the selective use of animation 
principles (the underlying principles of movement) and different constructional elements such 
as cinematic patterns. 3D biomedical animations should be designed with the goal to pursue a 
cognitively harmonious state that enables viewers to feel connected, comfortable and 
encouraged to process the presented knowledge. Since 3D biomedical animation is a 
multimedia medium involving vision and sound, this cognitively harmonious state needs to 
be achieved both visually and verbally. Currently, this PhD research sets the scope for 
developing an understanding of the visual elements required to design a 3D biomedical 
animation that induces a cognitively harmonious state.  
 
 
3.3 Visual Consonance 
 
Based on the three combined categories of animation and multimedia learning principles, this 
thesis proposes an analytical framework termed “visual consonance” to help 3D biomedical 
animations achieve a cognitively harmonious design. This theoretical framework is comprises 
the combined twelve principles of animation and twelve principles of multimedia learning. 
These principles are re-interpreted specifically for 3D biomedical animations. Visual 
consonance aims to guide 3D biomedical animators to achieve evident perception, 
comprehensive cognition and believable movement and, eventually, achieve a visual state of 
cognitive consonance.  
  147 
 
 
Evident perception states that there can only be one focal point represented in a 3D 
biomedical animation scene and it must be perceived clearly by viewers. Evident perception 
can be achieved by creating contrast in pre-attentive properties such as colour, lightness, 
shape and length to highlight the focal points. It can also be achieved using off-screen 
elements, un-balanced screen composition and on-screen directing elements, such as lines 
and arrows, to direct the viewer’s attention to the focal point. Excluding unnecessary visual 
elements on the screen contributes to evident perception. This design objective is proposed 
based on a combination of the re-interpreted principles of staging, coherence, signalling, 
redundancy, spatial contiguity and temporal contiguity.  
 
 
Comprehensive cognition states that the focal points of a 3D biomedical animation need to be 
represented in a familiar context for viewers. For expert viewers, a familiar context means to 
represent the content of 3D biomedical animation in a realistic and simulated manner, so that 
cognitive dissonance can be avoided. For lay viewers, a familiar context in 3D biomedical 
animation might be exaggerated to include human-like or socially related gestures. For all 
viewers, familiar context works as a cognitive base to connect the viewer’s prior knowledge 
or trigger their social awareness so that the perceived focal points can be processed by them 
cognitively. Animators can also use a previous scene to function as an already given context 
for viewers when processing the focal points in subsequent shots. This design objective is 
proposed based on the combination of the re-interpreted principles of appeal, exaggeration, 
personalisation, voice, embodiment, pre-training and modality.   
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Believable movement states that the believability of animated microstructures is linked with 
the viewer’s existing beliefs on the topic. Lay viewers prefer to see humanised 
microstructures because it is easier for their cognition to process human-like movements than 
abstract ones. However, over-humanised microstructures conflict with expert viewers’ 
existing beliefs; therefore, they prefer to see microstructures being animated in a simulated 
and realistic manner. These two different animation styles can be achieved through the 
selective use of two original animation principles: anticipation and follow-through and 
overlapping action. These two animation principles can implant artificial personalities into 
animated objects by revealing the intentions for their motions. As a result, by applying these 
two animation principles, microstructures start to behave like they are “thinking” and possess 
personalities such that lay viewers will find them believable. Eliminating anticipation and 
follow-through and overlapping action will result in the animated microstructures behaving 
in a realistic way to present a strong simulated style, which is more suitable for expert 
viewers. While these two animation principles need to be applied selectively to 3D 
biomedical animations according to their target audiences, squash and stretch, arcs, 
secondary action, slow-in and slow-out and timing are essential to all 3D biomedical 
animations. These five animation principles confer an illusion of life to microstructures’ 
animated movements by providing guidance with respect to shape deformation, motion rate 
and motion path. Straight-ahead action or pose-to-pose, as the last remaining animation 
principle from movement, can be re-interpreted for 3D biomedical animation to suggest that 
key-framed 3D biomedical animations are more attractive for lay viewers while physics-
based 3D biomedical animations are more welcomed by expert viewers. By applying this re-
interpreted principle to 3D biomedical animations, animators can use the suggested animation 
method according to the target audience.  
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The above three design objectives constitute visual consonance. This analytical framework 
can theoretically provide guidance to 3D biomedical animators in the decision-making 
process. Participants, therefore, become goal-orientated because they have a logical order to 
follow during the animation workflow. This logical order involves defining the target 
audience, planning the focal points and the corresponding context in each scene and applying 
the three design objectives of visual consonance to each step of the animation workflow. 
Based on this logical order, animators also need to understand the constructional elements of 
3D biomedical animation. These similar elements from CG animations and motion pictures 
construct the current form of 3D biomedical animation. Elements such as camera movements, 
cinematic components, framing methods and consequence of shots present the animation’s 
content. The applied effects of these elements for a 3D biomedical animation need to be 
explored based on visual consonance. As a result, animators can gain an understanding of 
how and when to use these elements to achieve evident perception and comprehensive 
cognition in 3D biomedical animations.  
 
 
This research aims to apply visual consonance as an analytical framework to conduct textual 
analysis and action analysis on the selected 3D biomedical animations. This practice aims to 
analyse the selected research objects frame by frame to identify the commonly used 
constructional elements of 3D biomedical animation. It then aims to explore the applied 
effects of these elements in 3D biomedical animations based on visual consonance in order to 
understand how they can be applied to achieve evident perception and comprehensive 
cognition. This research also aims to explore different animation styles in these research 
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objects in order to contextualise the current state of believable movement in 3D biomedical 
animation. In particular, it will contextualise the use of key-frame animation and physics-
based animation as the two major methods used in today’s 3D biomedical animation industry. 
The four selected animations are: The Inner Life of the Cell (XVIVO, 2008); Fertilization 
(Nucleus Medical Media, 2012); Alzheimer’s Enigma (CSIRO, 2015); and Inflammation and 
Type 2 Diabetes (WEHImovies, 2015). These animations cover popular topics in the field of 
3D biomedical animation. They were produced by major studios in the industry worldwide 
and, therefore, present a useful representation of the current 3D biomedical animation 
industry.  
 
 
Four motion pictures that contain 3D molecular/cellular animation sequences have also been 
selected as the second group of research objects. Visual consonance will also be applied as an 
analytical framework to conduct textual analysis and action analysis on these research 
objects. The aim is to explore similar and distinct uses of constructional elements in these two 
industries. The emerging industry of 3D biomedical animations is still a lot smaller than the 
motion picture industry. Due to the shortage of human resources and financial support, the 
up-to-date CG and VFX techniques in motion pictures are unlikely to be applied in the 
majority of 3D biomedical animations. Therefore, this research will not focus on technology-
dependent elements such as lighting, modelling or rendering. It sets the research scope to 
explore technology-independent elements, such as cinematic approaches and animation styles, 
in the selected motion pictures. These two explorations aim to compare the possible different 
uses of constructional elements and animation methods from these two industries and discuss 
the reasons why they have been applied differently.  
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Chapter 4: Animation Analysis 
4.1 Overview 
 
This chapter documents the process of applying the framework of visual consonance to 
analyse four selected 3D biomedical animations. This analysis aims to identify the 
constructional elements that have been applied in these animations. It also aims to explore the 
applied effects of these constructional elements, as well as the different animation styles and 
methods in these research objects, based on visual consonance. The following section 
demonstrates the analysis of the first animation, The Inner Life of the Cell (XVIVO, 2008).  
 
 
4.2 Analysis of The Inner Life of the Cell 
 
The Inner Life of the Cell is a cooperative project between Harvard University’s Department 
of Molecular and Cellular Biology and XVIVO scientific animation. It was created for 
Harvard’s first-year biology students for instructional purposes. This eight and a half-minute 
narrated 3D animation was designed to visualise the molecular mechanisms that occur during 
the process of a white blood cell rolling along the inner surface of a blood capillary. Although 
this animation was designed based on a solid understanding of the molecular mechanisms of 
leukocytes, it employs strong cinematic approaches rather than pursuing complete simulation 
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accuracy. This design approach demonstrates a portion of the contemporary 3D biomedical 
animators’ perspective on the use of cinematic elements in their work. As the XVIVO lead 
animator John Liebler (Marchant, 2006) explains, the reality is that cells, molecules and their 
interactions are tightly packed together. If animators want to put every detail into every shot, 
then viewers would not be able to locate the focal point. One of the most common approaches 
of 3D biomedical animators is to strip the structures of interest apart and add artificial 
lighting and colour. 
 
 
Lighting  
 
 
Lighting is a strong visual property that directs the viewer’s attention to the focal point on the 
screen. Figure 49 displays a polymerisation of protein subunits into actin filaments. The 
lighting is positioned with a strong attempt to separate the key elements from the rest. Bright, 
well-distributed and natural light is applied to illuminate the two actin filaments, which are 
the key elements of this shot. The remnants of the frame do not share the same lighting 
situation. In fact, these are portrayed as a dark and under-exposed environment. This distinct 
contrast in lighting directs the viewer to perceive and remain focused on the key elements 
(actin filaments) instead of the surroundings since people tend to look for brighter things on 
the screen (Bordwell and Thompson, 1997).  
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Figure 49: Screenshot to demonstrate the use of lighting in a scene of actin filaments 
(XVIVO, 2008). 
 
Colour  
 
 
In cinema, lighting is often linked with colour. Viewers can only see an object’s colour if it is 
illuminated. Meanwhile, an object’s colour also influences its exposure. As Fig. 49 shows, the 
two illuminated actin filaments reflect a warmer purple hue than their surroundings. The 
lighting as well as the original colour given to the objects leads to this colour contrast. Colour, 
as an important visual property, obviously shares a necessary role in the visual 
representations of 3D biomedical animation. In film studies, there is a shared understanding 
that people are more likely to be drawn to the warmer colours on the screen than cold ones 
(Bordwell and Thompson, 1997). Therefore, key objects are more likely to be coloured in 
warm tones in motion pictures. This approach can also be interpreted into 3D biomedical 
animations to help animators highlighting the key elements using colour contrast.  
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Figure 50: Example of the use of colour in The Inner Life of the Cell (XVIVO, 2008). 
 
 
The opening shot of this animation presents a setting of erythrocytes and leukocytes 
travelling through the inner space of a blood capillary. Instead of building a linearly aligned 
blood capillary and animating the erythrocytes and leukocytes entering the scene from the 
off-screen space, the animators designed an L-shaped tube for the blood capillary so that 
erythrocytes and leukocytes can enter the scene from the “top” of the tube. In this way, the 
elements can be introduced inside the screen, which immediately sets a focal point (the area 
covered with the green cycle in Fig. 51). Within a stationary frame, viewers tend to focus on 
where motion occurs (Bordwell and Thompson, 1997). Meanwhile, the expanding inner 
space (the capillary) as well as slight backlighting also creates a contrast in spacing and 
lightness to direct the viewer’s attention to the focal point.  
 
 
Although the focal point can be perceived in this scene, it is somehow misguided. In this shot, 
the erythrocytes flow through the middle of the capillary while leukocytes crawl on the inner 
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surface (see the red and white arrows in Fig. 51 below). However, due to the much faster 
traveling speed of erythrocytes, viewers will tend to hold their attention on the erythrocytes. 
However, the appearance and movement of leukocytes should be considered the focal point 
of this scene. The scene should be designed in the way so that the viewer’s attention is 
focused on the leukocytes and not on the other surrounding elements. If the erythrocytes and 
leukocytes had been animated to move on the same path at a similar motion rate, then it 
would be easier for viewers to perceive the leukocytes’ appearance and movement as the 
focal point of this scene. However, people might argue that this will cause confusion for 
viewers to determine the key element since everything is blended. Possible design strategies 
to avoid this cognitive overload are to create contrast in the leukocytes’ modelling, texturing 
and colour compared with the erythrocytes. For example, leukocytes can be modelled in a 
warmer and brighter colour instead of blue since people tend to look for and focus on objects 
with warmer and brighter colours on the screen (Bordwell and Thompson, 1997).  
 
 
Figure 51: Screenshot of the blood capillary scene in The Inner Life of the Cell (XVIVO, 
2008). In this figure, the area covered with the green cycle can be considered as the key on-
screen element while the expanding inner space and the blood capillary (green arrows) direct 
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the viewer’s attention to the key elements. The white illustrates the motion paths of 
leukocytes and the red arrow represents the motion path of erythrocytes. 
 
 
Inflammation causes the adhesion proteins of the blood capillary to express signals to 
stimulate interaction between the cell surface receptors of the leukocytes. Due to these 
increased interactions, leukocytes dock onto possibly inflamed locations along the capillary 
wall as they are rolling along (Fig. 52). The second scene in The Inner Life of the Cell is 
animated to visualise this process. From a stationary wide shot of erythrocytes and leukocytes 
flowing through the blood vessel, the virtual camera tracks forward and starts following one 
leukocyte. This provides an obvious focal point, which is the movement of an individual 
leukocyte travelling through the capillary.  
 
 
Figure 52: Close-up shot of a leukocyte in motion (XVIVO, 2008). 
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A zoom-in camera effect is then employed to inform the viewers that the animation will take 
them to a deeper level of the leukocyte cell. As a consequence, the dynamic interaction 
between the adhesion proteins of the capillary and the receptors of the leukocyte is introduced 
in the next shot. Although this scene portrays a different level of biological content from the 
previous capillary scene, viewers are already anticipating a scene at the micro-level based on 
the previous zoom-in camera movement. In the micro-scene of adhesion proteins interacting 
with receptors, four cinematic elements are identified: depth of field, vignette, rule of thirds 
and consequence of shots (Fig. 53). These constructional elements are widely applied in other 
scenes of this animation. They will be explored based on visual consonance to analyse 
whether they can be applied to achieve evident perception and comprehensive cognition in 
3D biomedical animations.  
 
 
Figure 53: Micro-scene shot of the capillary’s adhesion proteins interacting with leukocyte 
receptors (XVIVO, 2008). 
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4.2.1 Depth of field  
 
 
 
A strong effect is applied to this micro-scene to direct the viewer’s attention to the focal point 
on the screen, which is one of the adhesion proteins interacting with a corresponding 
leukocyte receptor. Although there are groups of four adhesion proteins and receptors 
interacting with each other at the same time, viewers will focus on the group that is in sharp 
focus. This contrast in sharpness is achieved using a cinematic technique called depth of field, 
which is a commonly applied cinematic effect in 3D biomedical animations to achieve 
evident perception. In real life, the aperture and the focal length of the optic lens used in 
photography determine a picture’s depth of field. Wider aperture and longer focal length both 
result in narrower lens focal plane. This means that if there is a group of objects placed at 
various distances to the camera, they will appear acceptably sharp in the photo. In a photo 
with a large depth of field, only the sharp object in the frame will be the object on which the 
camera focuses.  
 
 
In 3D biomedical animation, the effect is achieved using the built-in attributes of virtual 
cameras or it is attained in the post-production phase by compositing multiple image layers. 
As 3D biomedical animations are often required to visualise biological systems at a micro 
level, where microstructures often exhibit identical appearance and movement, it is necessary 
to create contrast in visual properties to separate the focal point from its nearly identical 
surroundings (Fig. 54). Otherwise, viewers will be forced into a confusing situation of not 
knowing where to look on the screen. Here, depth of field can be well applied to stage a focal 
point on the screen by creating a contrast in sharpness. It can clearly separate a sharp object 
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from the other blurry subjects on the screen and direct the viewer’s attention onto that sharp 
object.  
 
 
Figure 54: Comparison between depth of field effect applied in a micro-scene (a) and no 
depth of field effect (b). 
 
 
This effect not only contributes to evident perception, but also simulates how humans 
perceive objects in real life to fulfil the cognition purpose of the animation. When viewers 
keep focusing on one object from a group of others, they automatically adjust the focal length 
and the aperture of our eyes to blur the object’s surroundings make the object image sharper 
and easier to perceive. Depth-of-field can be applied to simulate this human mechanism. 
When this technique is applied to the micro scenes of a 3D biomedical animation, it provides 
a sense of real-life awareness to help the viewers feel connected with the content being 
presented. This creates a familiar viewing experience for viewers and an illusion for them 
while watching the animation, thereby motivating viewers to accept and believe the 
animation’s content. 
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4.2.2 Vignette 
 
 
In this micro scene, animators have also applied vignette to direct the viewer’s attention to the 
central areas of the frame. From its original field of photography, vignette occurs when light 
is not fully transferred and stored on the film or digital sensor when taking a photo (Ray, 
2002). In Fig. 55 below, vignette can be described as the reduction of lightness and saturation 
at the periphery of the image, rather than the middle of the frame. The level of vignette varies 
according to the lens used. Typically, wider lens results heavier vignette on the image. While 
using a wide lens will cause vignette on the image, it will also bring distortion at the 
periphery of the image. Therefore, photographers commonly tend to avoid having vignette 
and distortion in the image when a taking photo or remove them in post-production using the 
lens correction filter in photo editing software, such as Lightroom and Photoshop.  
 
 
While it is convenient to remove vignette and distortion using photo editing software, it is 
also easy for photographers and artists to compose an artificial vignette without bringing 
distortions into an image using the software. It is believed that a vignette draws the viewer’s 
interest to the centre of an image. With the darkened periphery of the image caused by 
vignette, viewers are likely to perceive the brighter areas in the centre of the frame. Working 
together with depth of field, vignette has been applied in this case to direct attention to the 
focal point in the micro scene of adhesion proteins interacting with receptors.  
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As with depth of field, vignette can be employed to 3D biomedical animations to fulfil a 
cognitive purpose while aiding perception. A magnifying-like effect can be added to a frame 
if the vignette is applied with a little distortion and blur on the periphery. This is an effect that 
most viewers are familiar with as most people have used a magnifying glass to explore the 
tiny structures of an earthworm or leaf. From a cognitive perspective, once a magnifying 
effect is applied to a scene in a 3D biomedical animation, the viewer’s social awareness will 
be triggered. Immediately, they feel connected to the presented contents of the animation 
because they experience a familiar viewing approach when exploring the microstructures of a 
biological system.   
 
 
Figure 55: Comparison between vignette applied to a micro scene (a) and not (b). 
 
 
4.2.3 Rule of thirds  
 
Besides using depth of field and vignette to direct attention to the focal point, the key group of 
adhesion proteins and their corresponding receptors has also been placed in a particular area 
on the screen. In photography and cinematography, this particular type of composition is 
described as the rule of thirds and is one of the most important and common composition 
  162 
rules applied by photographers to produce high-quality photos with comfortable and 
meaningful composition (Meech, 2006). Imagine dividing an image into nine equal sections 
separated by two equally spaced horizontal lines and two equally spaced vertical lines; thus, 
the photos will be segmented into three sections in each row and column. Rather than simply 
placing the subject in the centre of a frame, the rule of thirds suggests to place the key 
elements along these lines or around the intersections between these lines (Peterson, 2003) to 
achieve a balanced and unified composition (Ryan and Lenos, 2012).  
 
 
This technique can be applied to placing single or multiple objects in a frame. As Fig. 56 
illustrates, instead of placing the lighthouse in the centre of the frame, the photographer 
decided to follow the rule of thirds to composite the lighthouse along the right vertical line 
and to place the water level closer to the lower horizontal line. If the lighthouse were placed 
in the middle of the frame, our attention will be obviously drawn to it directly. From a 
perception point of view, this is effective as it helps us focus on the key element straight away. 
However, since the object is right in the middle of the frame, with equal distances to the 
edges, after viewers perceive the object in the middle it becomes almost unnecessary for them 
to explore the rest of the photo. Conversely, if the subject is positioned closer to one of the 
edges, after seeing that key object viewers still tend to search around the remaining image, 
since there is still plenty of space left to be explored in the photo. This strategy allows 
viewers to hold their attention on an image for a longer time and, therefore, results in a more 
meaningful conversation between the viewer and the photo, theoretically leading to a deeper 
cognitive process.   
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Figure 56: Demonstrating the use of rule of thirds in photography (Ratcliff, 2007). 
 
In the same frame of adhesion proteins and receptors, there are four groups of adhesion 
proteins interacting with their corresponding leukocyte receptors. Using depth of field, 
viewers know the focal point of this frame is the only group that is sharp. This focal point is 
also positioned following the rule of thirds. It is placed next to the intersection of the upper 
horizontal line and the right vertical line. The remaining groups of adhesion proteins and 
receptors are placed as two on the left and one on the right (Fig. 57). This is a classic 
composition of placing multiple objects, which is positioning the key element along 
segmenting lines and placing the remaining objects around the key object to even out the 
remaining space. Meanwhile, with the effect of vignette and depth of field, the viewer’s 
attention can be easily drawn to the key element. After perceiving the key element, the 
composition of this frame encourages viewers to keep observing the remaining areas on the 
screen and, therefore, holds their attention longer.  
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Figure 57: Demonstrating how the rule of thirds has been applied to the micro scene of 
adhesion proteins and receptors (XVIVO, 2008). 
 
4.2.4 Consequence of shots 
 
 
After discussing the constructional elements of one shot, it is also important to analyse how 
the number of shots can be connected together in the animation. In film studies, the 
connection between each shot is called “consequence”. The consequence of shots in 3D 
biomedical animations plays a significant role to achieve a state of cognitive consonance. As 
pointed out earlier, a zoom-in camera movement connects the shot of a single leukocyte 
rolling along the interior surface of a capillary with the shot of the adhesion proteins 
interacting with the leukocytes’ receptors. Through this camera movement, viewers anticipate 
a micro-level shot. However, the following two shots become less connected. The next shot 
pulls the viewer’s perspective back to a level between the previous two shots (Fig. 58a). After 
that, the fourth shot captured by a mobile camera that visualises a middle-range look of 
adhesion proteins bonding together with the receptors (Fig. 58b). Through these two shots, 
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more details can be seen on the surfaces of both the leukocyte and capillary. These two shots 
provide a more detailed view of these two features. The adhesion proteins are seen reaching 
out from the capillary surface and towards the leukocyte’s receptors. However, if these shots 
had been arranged in-between the first close-up shot of the leukocyte and the second micro-
shot of adhesion proteins interacting with receptors, then it would be easier for viewers to 
follow the knowledge flow of this animation.  
 
 
Figure 58: Screenshots from The Inner Life of the Cell (XVIVO, 2008). 
 
From a cognition perspective, comprehensive learning happens when the working memory’s 
newly processed knowledge is integrated into prior knowledge stored in long-term memory. 
For this animation, the target audience (Harvard’s first-year biology students) is likely to 
possess little prior knowledge of the presented contents, such as the appearance, function or 
inner structure of leukocytes. In this case, every shot of the animation needs to be designed 
and connected in a sophisticated manner to implant small amounts of knowledge gradually 
into the viewer’s cognition. The knowledge that viewers have just processed from the 
previous shots becomes the cognitive foundation for processing incoming focal points in 
subsequent shots. These shots need to be connected locally and with a progressive order. As a 
result, viewers can use the previously processed knowledge as a newly formed foundation to 
keep processing incoming focal points. Otherwise, they might be left with no prior 
knowledge to cognitively process the new knowledge from incoming shots in the animation. 
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Figure 59: Current consequence of the four shots in The Inner Life of the Cell (XVIVO, 
2008). 
 
 
In The Inner Life of the Cell, the consequence of the first shot of erythrocytes and leukocytes 
travelling through the inner space of a blood capillary and the following close-up shot of a 
single leukocyte are good examples of how shots can be connected together to achieve a 
smooth cognitive transition. The applied zoom-in effect successfully transfers the previous 
scene from newly processed knowledge into a context and foundation that allows the viewer 
to keep processing the incoming focal points. However, the consequence of the next four 
shots might result in a state of cognitive dissonance for viewers. Instead of connecting the 
four shots in the current order (Fig. 59), if the shots had been connected with the order 
demonstrated in Fig. 60 below, then it would promote cognitive consonance for viewers 
because the consequence of shots follows a logical and progressive order that transfers the 
previous represented knowledge as a foundation for viewers to keep processing the focal 
points in the incoming shots.  
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Figure 60: The suggested consequence of the four shots in The Inner Life of the Cell (XVIVO, 
2008). 
 
4.2.5 Camera movement 
 
As demonstrated in earlier sections, two types of camera movement are employed in the first 
and second shots of The Inner Life of the Cell. A stationary camera is positioned in the first 
shot of erythrocytes and leukocytes flowing through the capillary. In this shot, a stationary 
camera fulfils a perceptive purpose by helping viewers pay more attention to the moving 
objects on the screen as well as the appearance of these elements. From a cognition 
perspective, a stationary camera provides viewers with an impersonal and observing feeling. 
This is similar to observing microbiological tissues under a microscope and, thus, helps the 
viewer feel familiar and comfortable with the animated contents on the screen. At a cognitive 
level, viewers can also use their full cognitive capacity to process the animated contents, 
rather than being distracted by judging the way that they are viewing the animated contents.  
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A zoom-in movement is then employed to construct a close-up shot of a single leukocyte that 
is rolling along the capillary’s inner surface. This camera movement clearly indicates the 
animator’s intention, which is to draw the viewer’s attention from a wide shot of moving 
erythrocytes and leukocytes to a specific leukocyte. Compared with a stationary camera, a 
moving camera reduces viewers’ perceptive and cognitive capabilities to process the on-
screen elements, especially when the camera is moving at a faster rate than these elements. 
However, if it is used well, a moving virtual camera in 3D biomedical animation can direct 
viewers’ attention to a certain object on the screen or provide viewers with a unique visual 
perception to help them observe the microbiological tissue. By applying a zoom-in camera 
movement, the focal point is transferred from a setting of the inner capillary to a specific 
leukocyte. Despite the quick perception lost on the overall settings during the camera 
movement, the viewer’s attention is directed to the new focal point on the screen.  
 
 
Figure 61: Screenshot of the virtual camera tracks through the 3D matrix of cross-linked actin 
filaments (XVIVO, 2008). 
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Figure 61 demonstrates the virtual camera tracks downward through the 3D matrix of cross-
linked actin filaments. This provides viewers with a unique visual perception to help them 
understand the inner spatial structure of the cell membrane. Although viewers might have 
trouble perceiving the appearance of these actin filaments due to the constantly moving 
camera, they will receive a unique experience of virtually travelling through the 3D spatial 
structure of this cross-linked matrix. This shot uses the virtual camera’s unique movement to 
simulate a real-life experience for viewers to become visually engaged with the infinitesimal 
spatial structure of a microbiological tissue. This real-life experience can be described as 
driving through a tunnel or walking through a forest. It serves to cognitively trigger viewers’ 
social awareness by building an illusion that they are travelling through the micro-spatial 
structure in person. Without doubt, if this illusion can be successfully implanted into the 
viewer’s cognition, then they will feel more connected to the on-screen contents.  
 
 
A good example of the association between camera movement and consequence of shot can 
be found in the scene of a motor protein pulling a vesicle along a microtubule track. This 
scene is composed of three shots. The first shot is a wide shot using an arc-tracking camera. 
This is a cinematic approach commonly applied to introduce a scene in 3D biomedical 
animations. Similar to the definition of shot distance in motion pictures, which is determined 
by the relative dominance between the background and the characters (Bordwell and 
Thompson, 1997), shot distance in 3D biomedical animations is based on the dominating 
relationship between the background and the subjects considered as focal points on the screen. 
From a perception perspective, a wide-shot in 3D biomedical animations needs to be 
designed in a way that the background takes the major space of the frame while prominent 
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subjects in the focal point still denominate. To highlight the focal point on the screen in a 
wide-shot, apart from the use of depth of field, a mobile camera is another effective way of 
directing viewers’ attention onto a particular area on the screen. In this shot, an arc-tracking 
camera movement is applied. In this framing method, a camera is set to track along a curved 
path to arc around the central subject. At a result, the focused subject appears more solid as 
the arcing camera reveals the subject with fuller dimensions (Bordwell and Thompson, 1997). 
With the constantly changing perspectives on passing objects in the background, the central 
subject of the focal point remains focused under this camera movement, thereby aiding 
viewers to perceive the focal point and, thus, holding their attention longer.  
 
 
From a cognition perspective, a wide shot of the background provides a surrounding context 
for the incoming focal points as it creates a form of expectation and fulfilment (Bordwell and 
Thompson, 1997). From the wide shot functioning as a context along with the arc-tracking 
camera movement focusing on a particular subject, the viewer starts to notice the subject as 
the focal point in the frame and distinguish it from the surroundings. As a consequence, they 
want to know more about the subject as it is not denominating enough on the screen. They are 
expecting a medium- or close-up shot on that subject. When a close-up shot of the subject is 
represented after a wide shot of the context, such as the second shot in the scene of motor 
proteins and microtubule tracks in The Inner Life of the Cell, the viewer’s inner desires are 
fulfilled as their expectations are achieved. In 3D biomedical animation, this fulfilment 
contributes to a state of cognitive consonance that results in comprehensive learning.  
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In addition, many of the previously mentioned elements have also been combined in this 
scene to achieve evident perception. For example, although there are many motor proteins 
attached to each transport vesicle in reality (Vale and Milligan, 2000), the animators have 
made the decision to exaggerate the number of motor proteins on each transport vesicle. In 
this way, viewers can clearly perceive each of them because they are the only major moving 
subjects in the scene. Depth of field and vignette have also been applied in the scene to help 
viewers focus on the key motor protein as the focal point while transferring the rest to 
function as the surroundings. The next section will apply visual consonance to analyse the 
animation style of The Inner Life of the Cell and explore whether believable movement has 
been fulfilled in this 3D biomedical animation.  
 
4.2.6 Animation style 
 
By conducting textual analysis and action analysis on The Inner Life of the Cell, this 3D 
biomedical animation has been found to combine key-frame animation and physics-based 
animation as its animation method. In particular, it uses physics-based animation to control 
the large number of microstructures and key-frame animation to animate individual 
microstructures. As a result, animation principles can be applied to a single animated 
microstructure in this 3D biomedical animation. However, although visual consonance argues 
to apply squash and stretch, arcs, slow in and out and timing to all 3D biomedical animation, 
these animation principles were not found in this animation. As a result, many 
microstructures do not exhibit shape deformation during their movements. Their motion rates 
are animated at linear speeds and they are animated to travel in straight lines. For example, in 
the first scene, when a leukocyte is crawling along the inner surface of the blood vessel, it 
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does not exhibit any shape deformation and its motion rate and path are set to be constant and 
linear, respectively. In the protein’s hand-over-hand walking motion, its two heads do not 
undergo shape deformation or non-linear behaviour as it travels along the microtubule track. 
As a result, these microstructures do not look natural enough to convey the illusion of life.  
 
 
Anticipation also was not found to be applied abundantly in The Inner Life of the Cell. The 
animated microstructures in this animation do not show preparative motions for their main 
actions; as a result, they do not exhibit strong humanised consciousness. However, follow-
through and overlapping actions was used extensively in this animation. For example, there 
is a scene that portrays protein subunits polymerising into actin filaments. In this scene, the 
subunits enter the frame with various timing and polymerise (join together) to form actin 
filaments. Although protein subunits are object groups instead of single characters, their 
movements follow the principle of follow-through discussed in the literature review (Fig. 62). 
Follow-through is important for animating the microstructures’ loose parts and works 
together with squash and stretch and timing to give an illusion of weight to not only the 
whole microstructure, but also its individual appendages.  
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Figure 62: Screenshot of protein subunits’ main and secondary motions (XVIVO, 2008). 
 
 
Based on the example found in The Inner Life of the Cell, follow-through is also beneficial 
for animating large groups of cells and molecules. Follow-through can be re-interpreted in 3D 
biomedical animations to suggest animators avoid animating groups of objects behaving 
simultaneously. In reality, the interactions between microstructures occur in an ultra-short 
time. However, it is important for biomedical animators not to animate various movements on 
the screen synchronously. If there are too many motions occurring simultaneously in a scene, 
then viewers will have to switch their attention between the moving subjects. They will 
eventually fail to keep processing the content due to cognitive overload.  
 
 
Overlapping action suggests that animators avoid initiating or terminating a motion 
completely on the screen; hence, this animation principle can be applied to bring humanised 
subconscious to animated microstructures by maintaining the continuity of their physical 
movements. In the same scene of The Inner Life of the Cell, protein subunits were animated 
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to enter the frame from off-screen to avoid initiating motions on the screen. To avoid 
completely terminating the subunits’ motions after polymerising into actin filaments, the actin 
filaments maintain the slow floating movement to remain in motion.  
 
 
Besides follow-through and overlapping action, secondary action was applied extensively to 
create an underwater floating effect for the animated cells and molecules in The Inner Life of 
the Cell. Just as the human body contains a large amount of water, cells and molecules exist 
in an aqueous environment much like the extracellular fluid that bathes the body’s cells 
(Mankin and Thrasher, 1975; Kuimova, Chan and Kazarian, 2009). Therefore, it is necessary 
that the animated microstructures exhibit a sense of floating and slow self-rotation to simulate 
an aqueous environment. For those microstructures in the background, the floating and slow 
self-rotating movements can be considered as their main actions. For the key elements in a 
scene, these movements can be defined as secondary actions. In The Inner Life of the Cell, in 
the scene where protein subunits polymerise into actin filaments, whereas the protein 
subunits are performing their main animated actions, each subunit is still animated by floating 
and self-rotating movements. These secondary actions create the illusion that these objects 
are in an aqueous environment.  
 
 
The association of camera movement and consequence of shots in the scene of a motor 
protein pulling a vesicle along a microtubule track has been previously discussed in this 
chapter. Another important aspect of this scene is the animation style of the motor proteins, 
which exhibit human-like locomotion (Fig. 63). For lay viewers, this is arguably the strongest 
scene from the entire animation. According to visual consonance, the believability of the 
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proteins’ animated movements is linked to the viewer’s existing beliefs on the topic. Through 
this scene, lay viewers realise that protein molecules—so tiny and so far away from our daily 
reality—can have human-like traits. Suddenly, these animated proteins become believable 
and appealing to lay viewers because they feel connected and attached to the animated 
content. People always look for familiar elements, such as a human face, an expected facial 
expression or body language cues (Bordwell and Thompson, 1997). 3D biomedical 
animations lack these elements; therefore, lay viewers are attracted to human-like objects and 
movements, where they are more likely to focus and hold their attention (Mayer, 2009). From 
a cognition perspective, this is because they have more related prior experience (familiarity) 
with such elements so it is easier for them process the new information.  
 
 
 
Figure 63: Human-like locomotion by a motor protein in The Inner Life of the Cell (XVIVO, 
2008). 
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From an academic perspective, since 3D biomedical animation is mainly an instructional 
medium, another important matter is whether the motor protein’s human-like locomotion is 
academically accurate. The motor protein in this animation is kinesin, which moves along the 
microtubule filaments transporting cellular cargo, such as chromosomes and 
neurotransmitters (Vale, 2013). This is an extremely important cellular process as it carries 
the necessary cellular information for different cells to function correctly. For example, in 
brain cells, motor proteins carry vesicles loaded with neurotransmitters needed for the brain 
neurons to function (Asbury, Fehr and Block, 2003). Without this continual cellular transport 
process, humans cannot live. A typical motor protein molecule is three-millionths of an inch 
long and has an extended chain of amino acids at the back, which “carries” the cellular cargo. 
On the other side, it contains two rounded heads that grasp the microtubule to leverage its 
forward motion (Asbury, Fehr and Block, 2003).   
 
 
Biologists and scientists have been trying for years to understand how exactly these motor 
proteins move along the microtubule with their cargo. In 2013, a team of biophysicists at 
Stanford University finally observed these molecules “walking” along the microtubule. They 
used a special nano-scaled microscope, called the “optical force clamp”, which allowed them 
to watch a single motor protein molecule as it “walked” along a microtubule at rates of up to 
about 100 steps per second (Schwartz, 2003). Subsequently, they discovered that motor 
proteins walk in a hand-over-hand motion, which is similar to how people normally walk 
(Asbury, Fehr and Block, 2003). The two “heads” of the motor proteins move alternately to 
pull the molecule forward. During this walking motion, some motor protein molecules reflect 
marked alternation in-between sequential steps, which causes the proteins to exhibit an 
asymmetrically “limp” along the microtubule (Asbury, Fehr and Block, 2003). Therefore, the 
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motor protein’s human-like locomotion in The Inner Life of the Cell is based on sound 
observation and a solid understanding of academic findings. However, rather than an 
asymmetrical “limp” motion, the motor protein was animated to perform a symmetrical and 
almost perfect hand-over-hand motion. The animators avoided animating the walking motion 
with absolute accuracy because they believed that certain levels of animatic expression would 
help viewers better understand the knowledge being conveyed about proteins (Marchant, 
2006).  
 
4.2.7 Summary 
 
 
This section has explored the use of lighting, colour, CG texture, depth of field, vignette, rule 
of thirds, the consequence of shots and camera movement in The Inner Life of the Cell. Based 
on the analytic framework of visual consonance, the applied effects of these constructional 
elements have also been discussed, including how they can be applied to achieve evident 
perception and comprehensive cognition in 3D biomedical animation. The animation method 
and style of this 3D biomedical animation has also been discussed. The Inner Life of the Cell 
employs physics-based animation to control large numbers of microstructures and key-frame 
animation to animate individual microstructures. The combination of these two animation 
methods enables animation principles to be applied to single animated microstructures 
through key-frame animation. For this animation, follow-through and overlapping action and 
secondary action are found to be included in many animated microstructures. However, 
anticipation, squash and stretch, arcs, slow in and out and timing were not applied in this 
animation. As a result, the animated microstructures in this animation do not exhibit strong 
humanised consciousness (due to the absence of anticipation), shape deformation (due to the 
  178 
absence of squash and stretch) or non-linear motion rate (due to the absence of slow in and 
out). Therefore, The Inner Life of the Cell’s animated microstructures do not look natural 
enough to convey an illusion of life to lay viewers. This analysis confirms the argument that 
squash and stretch, arcs, slow in and out and timing are essential to all 3D biomedical 
animations. These five animation principles provide an illusion of life to microstructures by 
creating shape deformation and various motion rates and paths in their animated movements.  
 
 
4.3 Analysis of Fertilization 
 
 
Fertilization (Nucleus Medical Media, 2012) is a 3D biomedical animation produced by 
Nucleus Medical Media. The purpose of the animation is to visualise the process of human 
fertilisation as an incredible story of a single sperm experiencing numerous obstacles to unite 
with an egg in the uterus to form a new human life. Similar to The Inner Life of the Cell, this 
animation employed a strong attempt of cinematic expressions based on an academic 
understanding of related matters. A number of constructional elements identified and 
discussed in the analysis of The Inner Life of the Cell, such as depth of field, vignette and the 
use of light and colour, can also be found in Fertilization (Fig. 64). Although these elements 
might be represented in various forms, such as the different use of light and colour, they have 
been applied to achieve similar aims. By conducting textual analysis and action analysis 
based on visual consonance, the use of these elements in Fertilization also follows the same 
objectives to achieve evident perception and comprehensive cognition by creating contrast in 
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visual elements, such as sharpness, brightness and hue. The following section continues to 
explore these construction elements in Fertilization.  
 
 
Figure 64: Screenshot to demonstrate the use of depth of field and vignette in Fertilization 
(Nucleus Medical Media, 2012). 
 
4.3.1 Consequence of shots 
 
 
The first element to be analysed in Fertilization is the consequence of shots. The 
consequences of the first three shots in Fertilization follow a similar progressive order as the 
first scene of The Inner Life of the Cell. The first shot presents an abstract setting containing a 
flowing white fluid to portray the phenomenon of ejaculation. The second shot portrays an 
aqueous environment with abundant white tadpole-like objects swimming to simulate sperm. 
The third shot presents the sperm’s appearance and movement and their living environment at 
the molecular level. As with the first scene of The Inner Life of the Cell, the consequence of 
these shots follows a cognitively progressive order, where the previous shot sets the context 
for the following; that is, each shot functions to prepare viewers for the next shot. Since 
viewers have been mentally prepared for the incoming shot, it is easier for them to perceive 
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the newly introduced focal points (Fig. 65). For example, for viewers who are unfamiliar with 
sperm and their environment at a molecular level, they are cognitively prepared to process the 
incoming knowledge points after seeing the previous two shots of the white fluid and the 
swimming sperm as a contextual foundation.    
 
 
  181 
Figure 65: Three screenshots to demonstrate the consequence of shots in the opening scene of 
Fertilization (Nucleus Medical Media, 2012): (a) presents an abstract setting of flowing white 
fluid to portray ejaculation; (b) portrays an aqueous environment with abundant white 
tadpole-like objects swimming around to simulate motion; and (c) presents the sperms’ 
appearance, movement and environment at the molecular level. 
 
 
A similar consequence of shots can also be found in the scene where the woman’s resident 
cells destroy a proportion of sperm. Different to the opening scene, which comprises three 
stationary shots, this scene uses three tracking shots. The first shot tracks a single sperm’s 
swimming motion on the surface of the uterus. The virtual camera pans slowly towards the 
left with a subtle tracking motion to follow a sperm moving in the same direction. Along with 
the changing perspective through the tracking shot, the narrow passage to the uterus opens up 
to a wider space, where the resident cells are located. This space is portrayed with a brighter 
lightness and warmer colour. Along with the contrast in brightness and colour, the viewer’s 
attention is drawn to a particular area of the screen where the resident cells are positioned. 
The resident cells are portrayed in white, which makes them even more evident for viewers’ 
perceptions. This shot sets a context for the following two shots in this scene by introducing 
the location, appearance and density of the woman’s resident cells.  
 
 
The next shot is a close-up that captures the process of a resident cell devouring a sperm. This 
process is shot using a tilt camera with a backward-tracking movement. Under the close-up 
shot, a white uterine resident cell is slowly eroding a sperm. The erosion causes the sperm to 
struggle and slow down its movement gradually. The third shot captures the erosion processes 
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occurring among a larger number of resident cells and sperm. For viewers to separate the key 
elements from the surroundings, an arc-tracking shot is used to set the focus on a group of 
resident cells and sperm. Depth-of-field has also been applied to this shot to create contrast in 
sharpness and direct the viewer’s attention to a particular set of resident cells and sperm.   
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Figure 66: Three screenshots to demonstrate the consequence of shots in the resident cell–
sperm scene in Fertilization (Nucleus Medical Media, 2012): (a) presents the location, 
appearance and density of the resident cells; (b) close-up shot to capture the process of a 
resident cell devouring a sperm; and (c) depicts the erosion process among a larger number of 
resident cells and sperm. 
 
 
Different to the opening scene of Fertilization, the resident cell–sperm scenes in Figs. 66 (a–
c) comprise a wide shot, close-up shot and medium shot, respectively, and demonstrate a 
progressive order of consequence to provide context for the next shot. The first shot of the 
inner uterine space sets the context of the resident cells’ location, appearance and density. The 
second close-up shot provides insight of the resident cells’ erosive characteristics against 
sperm, which in turn sets a foundation for viewers when watching a large group of resident 
cells eroding a large number of sperm in the third shot. Thus, a progressive consequence does 
not necessarily follow a wide to close-up or close-up to wide order. As long as the previous 
shot functions as a contextual foundation for the following shots, then the consequence of 
shots can be considered progressive. In 3D biomedical animations, the consequence of shots 
can help viewers achieve comprehensive cognition. 
 
 
4.3.2 Camera movement - tracking shot  
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The next element to be discussed is the tracking shot. This particular framing strategy has 
been used extensively in Fertilization along with pan and tilt. In filmmaking, a tracking shot 
is captured by a camera that moves along tracks on the ground. The camera moves forward, 
backward, from side to side, circularly, diagonally, or moves to follow a particular subject in 
the frame (Bordwell and Thompson, 1997). Camera movement that involves the camera 
rising or descending above ground-level is called a “crane shot”. In 3D biomedical 
animations, the definition of “ground-level” does not exist because virtual cameras can be 
animated to move freely in all dimensions. Thus, to simplify the terms in this study, tracking 
shots and crane shots are not differentiated; that is, they will both be considered as tracking 
shots. In cinema, similar to pan and tilt, tracking shots are often applied to substitute for our 
head and body movements (Bordwell and Thompson, 1997). When a camera moves forward 
to an object in a shot, it feels like viewers are approaching that object. When a camera tracks 
backward, viewers feel like they are retreating from a setting. Pan and tilt shots are also used 
in motion pictures to imitate the way people turn their heads horizontally and vertically.  
 
 
These camera movements create an illusion of subjective and personal experience for viewers. 
Filmmakers often make the camera move narratively to represent the surroundings through 
the eyes of a moving character (Bordwell and Thompson, 1997) so viewers can substitute 
themselves with the character and become deeply involved in the scene and story. This 
subjective and personal illusion triggers viewers’ social awareness and implants a strong 
attachment into viewers’ cognition; moreover, it helps them feel connected and familiar with 
the way they are viewing a scene. When these camera movements are applied in 3D 
biomedical animations, particularly when portraying a microenvironment, they offer a first-
person viewing experience that helps the viewer process otherwise unfamiliar and complex 
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focal points. This first-person viewing experience, along with subjective illusion, encourages 
viewers to embrace unfamiliar focal points. It also creates evident perception for the focal 
points since the virtual camera follows the key element on the screen.   
 
 
The tracking shot in the scene where the sperm fertilises the egg explains how this camera 
movement has been applied in Fertilization to deliver a subjective illusion and first-person 
viewing experience. First, this scene starts with a tracking shot of a group of sperm 
swimming towards the egg. In this shot, the camera moves with the sperm in a three-
dimensional space, which provides a spatial illusion for viewers to imagine themselves 
travelling inside the uterus along with the sperm. This unique experience provided by the 
tracking shot differentiates 3D biomedical animation from other instructional approaches as 
the virtual camera in 3D biomedical animations creates a first-person perspective for viewers 
to engage themselves with a microbiological tissue that is otherwise impossible to perceive. 
Once this illusion is successfully implanted into viewers’ cognition, they suspend disbelief 
and use their full cognitive capacity to process the focal points. Meanwhile, a rack focus is 
applied in the shot to switch the viewer’s attention from the sperm to the more colourful and 
brighter egg (Fig. 67). This cinematic technique will be discussed in detail in its own section.  
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Figure 67: Screenshot of a sperm fertilising the egg (Nucleus Medical Media, 2012). 
 
 
The second and third shots of this scene are framed as stationary shots to highlight the 
dynamic relationship between the egg and the swimming sperm. As discussed in the analysis 
of The Inner Life of the Cell, a stationary frame helps people focus on elements on the screen. 
In these shots, since the sperm are the only major moving subjects, viewers perceive them 
evidently. In both shots, the sperm swim from the right side of the screen towards the egg, 
which is positioned to the left. The third shot is framed at a closer distance to portray sperm 
starting to enter the egg’s cell membrane (Fig. 68). The consequence of these shots follows a 
progressive order that provides cognitive context for the following shots. 
 
 
 
  187 
Figure 68: Screenshots for the second and third shots in the scene where the sperm fertilises 
the egg (Nucleus Medical Media, 2012): (a) sperm swimming towards the egg; (b) close-up 
of sperm entering the egg’s cell membrane. 
 
 
The fourth shot is captured by a close-up camera following the sperm as it squeezes into the 
egg’s cell membrane. This is another example of how a tracking shot can provide a unique 
personal viewing experience for viewers in 3D biomedical animations (Fig. 69). Through this 
tracking shot, viewers experience the last rough task of the sperm’s journey to fertilise an egg. 
This illusion once again leads the viewers to regard the sperm’s squeezing movement as a 
real-life event and, thereby encourages them to embrace this otherwise unfamiliar biological 
phenomenon and prepares them cognitively to process the focal point.  
 
 
Figure 69: Screenshot of the fourth shot in the scene where the sperm fertilises the egg 
(Nucleus Medical Media, 2012). A tracking shot provides a first-person viewing experience 
to perceive the process of sperm squeezing into the egg’s cell membrane. 
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Tracking shots have also been applied in Fertilization to shift on-screen space. After the 
sperm squeezes through the cell membrane and attaches itself, fertilisation (the transfer of 
chromosomes from the sperm to the egg’s nucleus) takes place. This causes the egg cell to 
release chemicals from the cell membrane that repel the remaining sperm. It further 
influences the external egg membrane to prevent any more sperm from entering. Instead of 
portraying this complex biological process using two or three shots, the animators of 
Fertilization used one single tracking shot to visualise this process in a unique cinematic way.  
 
 
This shot initiates with a backward-tracking camera to visualise the process of the egg 
releasing chemicals to push the remaining sperm out of its membrane. The expanding 
perspective of this backward-tracking shot provides viewers with a solid spatial perception 
for this microbiological process. The camera then tracks towards the right and travels across 
the internal cell membrane to shift the on-screen space from the egg’s inner structure to its 
inner membrane, where many sperm have been trapped and stopped from reaching the inner 
egg cell. The camera keeps tracking towards the right to cross the external cell membrane and 
shift the on-screen space to present the situation outside the egg’s membrane. Due to the 
changed condition of the egg membrane, sperm are no longer able to enter (Fig. 70). This 
continuous-tracking shot shifts the on-screen space along with the focal points. As in motion 
pictures, the camera framing makes the on-screen space finite and limited (Bordwell and 
Thompson, 1997). Each shot of the 3D biomedical animations that viewers watch is a slice 
from the continuous microbiology world, where the shifting on-screen space provides a sense 
of continuity and realism. Meanwhile, the tracking camera provides a personal viewing 
experience to implant an illusion of familiarity into the viewer’s cognition.  
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Figure 70: Three screenshots to demonstrate the use of tracking shots in the scene of a sperm 
fertilising the egg cell (Nucleus Medical Media, 2012): (a) shot captured by a backward-
tracking camera to visualise the process of the egg cell releasing chemicals to push remaining 
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sperm out of its membrane; (b) the camera tracking towards the right reveals that many sperm 
have been trapped in the cell membrane; and (c) the camera keeps tracking towards the right 
and crosses the external cell membrane to visualise that the outside sperm are no longer 
allowed to enter. 
 
 
Tracking shots also have been used in Fertilization to introduce off-screen elements. When 
sperm enter the vagina, millions of them die immediately due to the acidic environment. In 
this shot, a tracking camera is used to first present the newly entered sperm. It then tracks 
towards the right to introduce the dying sperm. Working together with the synchronised 
voice-over, this tracking shot shifts from the on-screen space to introduce an off-screen 
element within the same background. This helps viewers process the new information within 
an already given context while reducing the pressure on viewers’ cognition and, thus, 
contributes to achieving comprehensive cognition in 3D biomedical animations (Fig. 71).  
 
 
 
Figure 71: Screenshots of how dying sperm are introduced using a tracking shot in 
Fertilization (Nucleus Medical Media, 2012): (a) newly entered sperm; and (b) camera tracks 
right to introduce dying sperm in an already given context, which reduces cognitive pressure 
and assists comprehensive cognition. 
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4.3.3 Rack focus  
 
 
Under the constantly shifting perspective of tracking shots, viewers are likely to be 
challenged to re-define the focal point on the screen. To reduce possible cognitive overload 
and avoid attention loss, an advanced cinematic technique called rack focus has been applied 
extensively along with the tracking shots in Fertilization. In filmmaking and television 
production, rack focus is a cinematic strategy to change the focus of the lens during a shot in 
order to shift the focus from one object to another. This cinematic technique simulates the 
way humans perceive objects in reality. From a group of objects, people tend to scan through 
them individually; when they focus on one of them, their eye lenses change to magnify by 
creating a depth of field effect to distinguish the object of interest from its surroundings. 
When people switch their attention onto another object, this natural depth of field effect is 
applied to that object and transfers others into a blurry surrounding.  
 
 
As with depth of field, a rack focus can be applied to 3D biomedical animations to direct 
viewers’ attention onto the focal point of a shot. In the shot of sperm swimming towards the 
cervix, a rack focus is applied to switch the focal point from the sperm to the cervix, thus 
directing the viewer’s attention (Fig. 72). They are first directed to perceive the swimming 
sperm and then hold their attention on the cervix. Another rack focus is applied in the shot of 
sperm swimming in the uterus towards the egg to achieve the same attention-switching effect 
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(Fig. 73). Viewers’ attention is shifted from the sperm to the egg in this shot due to the use of 
rack focus. 
 
 
Figure 72: Screenshots of how a rack focus has been applied to the shot of sperm swimming 
towards the cervix (Nucleus Medical Media, 2012): (a) sperm set as the focal point; and (b) 
rack focus applied to switch the focal point to the cervix to draw the viewer’s attention. 
 
 
Figure 73: Screenshots showing how rack focus has been applied to the shot of sperm 
swimming towards the egg (Nucleus Medical Media, 2012). 
 
 
In 3D biomedical animations, this cinematic technique can be applied to achieve evident 
perception as well as comprehensive cognition. As mentioned earlier, since this technique 
simulates the way humans view objects in reality, it can create an illusion of a first-person 
viewing experience. This makes viewers feel they are scanning through the 
microenvironment by switching their focus to different subjects in the surroundings. This 
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familiar illusion and unique viewing experience helps viewers to feel more engaged with the 
presented content.  
 
4.3.4 Particles 
 
Most of the scenes in Fertilization are portrayed using an underwater effect to represent 
realistically the aqueous environment of a woman’s uterus. Vastly different types of tiny 
objects have been placed in the scenes to portray this complicated and likely turbid 
environment. These tiny objects are called particles in physics-based animations and are 
commonly applied in games and motion pictures to simulate realistic-looking phenomena 
otherwise too expensive, risky or impossible to produce using real-life cinematic techniques. 
In physics-based animations, particles are often used to visualise fire, explosions, smoke, 
fluid, sparks, fog, clouds, snow and dust etc. In animation software, particles are generated 
from and controlled by an unlimited source called an “emitter”. An emitter can be any 3D 
mesh object, such as a plane, a cube or a tube that simulates the location from where objects 
are coming. An emitter can also be an invisible object that generates natural phenomena, such 
as rain or snow. The emitter is programmed with a set of parameters that determine the 
particles’ colour, lifetime (the lifespan of each particle existing in the scene before 
disappearing), spawning rate (the number generated from the emitter per unit time), initial 
velocity (speed and motion path of particles) and many more attributes. Animators can also 
set variables to each of these parameters to add a sense of randomness in the behaviour of 
particles; for example, various lifespans and motion paths to avoid a linear and stilted look. 
3D animation software’s physical engine can also calculate the surrounding environment in 
the scene to generate an external force in the virtual world that simulates natural forces such 
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as gravity, friction and wind. 3D animation software possesses physical trajectory 
calculations that create collisions between particles and enable them to behave like real-life 
objects, with motions influenced by external forces from the virtual environment. In the 
rendering stage, each particle can be given a texture to be rendered as fire, fluid or smoke in 
the 3D animation.   
 
 
In Fertilization, most of the scenes are composed of tiny glowing objects slowly flowing 
around in the setting. These are placed in the setting to represent the microstructures inside a 
woman’s uterus. The sense of turbidity portrayed by these flowing objects helps viewers 
understand this complicated aqueous environment. This visual effect portrays a familiar 
context for viewers as people often experience tiny objects floating around in the water. If 
this life-like illusion can be implanted into the viewer’s cognition, then their social awareness 
will be triggered and they will feel less challenged to process the focal points on the screen. 
While aiming to achieve a cognitive purpose, the animators of Fertilization have kept the 
objectives of reaching evident perception in minds while placing objects in the scenes. To 
avoid the flowing taking the focal point away from sperm, egg and other focal points of this 
animation, they are always portrayed with a slightly darker colour and a slower motion than 
the main subjects.  
 
 
4.3.5 Blurry distortion 
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In most of the “underwater” scenes of Fertilization, the periphery of the frame is portrayed 
with a blurry distortion, which is an advanced use of vignette. As discussed in Section 4.2.2, 
vignette can be applied in 3D biomedical animations to direct viewers’ attention to the centre 
of a frame. Originally, vignette created a visual effect to reduce the lightness and saturation 
more at the periphery of the image than the middle of the frame. Section 4.2.2 also mentioned 
that if vignette can be applied with a little distortion and blur on the periphery, then it will 
achieve a magnifying effect that can provide a life-like illusion for viewers. In Fertilization, 
this blurry distortion effect is employed abundantly to visualise the mysterious and 
complicated inner structure of a woman’s uterus. This blurry distortion effect not only creates 
contrast in sharpness to direct the viewer’s attention to the focal points in the centre, but also 
establishes a life-like illusion and a personal viewing experience in the 3D biomedical 
animation that triggers viewers’ social awareness. It also creates a magnifying effect with 
which most viewers are familiar to help them feel connected and familiar with the way they 
are viewing the inner uterus. Many viewers might be unfamiliar with the uterus as a complex 
biological system; however, if they can experience it using a familiar learning or viewing 
approach, then it will provide cognitive encouragement for them to process the focal points.  
 
 
4.3.6 Animation style 
 
 
By conducting textual analysis and action analysis on Fertilization, this 3D biomedical 
animation has been found to employ key-frame animation as its main animation method. It 
also employed physics-based animation to create secondary elements in the scenes and to 
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simulate their movement. For example, this section has discussed the particles being created 
and controlled by animation software as a method of physics-based animation. These 
methods were employed to simulate the tiny objects flowing around inside the aqueous 
environment of a woman’s uterus. Fertilization employed key-frame animation and original 
animation principles to animate single microstructure. For example, the swimming motion of 
the sperm is an important part of this animation. This movement reveals the way sperm travel 
towards the egg inside uterus at a micro scale. The textual analysis and action analysis find 
that sperm’s swimming movements were key-frame animated. Anticipation, follow-through 
and overlapping actions, squash and stretch, arcs, secondary action, slow-in and out and 
timing were employed extensively in these key-frame animated movements. Anticipation, 
secondary action, squash and stretch and timing were employed to create a squashing and 
anticipating movement. This makes the sperm stop swimming for a short period of time. The 
sperm will squash its body, lower its motion rate and prepare for its next swimming 
movement, where it stretches its body and accelerates. Follow-through and overlapping 
action creates the sperm’s constant movement, with slight diversity among them in their 
movements. The sperm were not animated to swim in straight lines and their motion rates 
change during the main and secondary actions, which follows the principles of arcs and slow 
in and out. All of these principles bring an illusion of life to the animated sperm in 
Fertilization and contribute to achieving believable movement in this animation.   
 
 
Besides the sperm’s swimming movements, original animation principles were applied 
heavily in other animated sections as well. For example, the uterine resident cells undergo 
obvious shape deformation and non-linear motion rates while devouring the sperm. The egg’s 
appendages exhibit shape deformation and diversity with their self-floating motions. When 
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the egg cell membrane pulls the successful sperm inside to complete fertilisation, the 
animation showcases the heavy use of follow-through and overlapping actions, squash and 
stretch, timing and arcs. The egg cell membrane attaches to the sperm and grows tentacles to 
surround the sperm. The tentacles grow with soft shape deformation and their motion rates 
vary during time as they grow in arc paths. By applying animation principles, the animated 
attaching process is believable. It makes the cell membrane look natural, which helps viewers 
believe the animation.  
 
 
4.3.7 Summary  
 
 
The consequence of shots and tracking shots have been discussed again in this section 
because they have been used heavily in Fertilization. The consequence of shots has been 
found to achieve the same effect as in The Inner Life of the Cell, which is to create a 
contextual foundation that prepares viewers for the incoming focal points in the following 
shots. It creates a progressive order for each shot to function as a context for the next shot so 
that comprehensive cognition can be achieved. The tracking shot is a particular camera 
movement that creates a first-person viewing experience for viewers to have subjective and 
personal feelings. This subjective and personal illusion triggers viewers’ social awareness and 
implants a strong attachment into viewers’ cognition to help them feel connected and familiar 
with the content. It helps to achieve not only comprehensive cognition but also evident 
perception. The virtual camera will follow the key element on the screen to make viewers 
focus on that key element. Another two constructional elements have been identified in 
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Fertilization: rack focus and blurry distortion. Based on an analysis using visual consonance, 
these elements are identified as contributing to evident perception and comprehensive 
cognition in 3D biomedical animations.  
 
 
The animation style of Fertilization involves the heavy use of key-frame animation along 
with anticipation, follow through and overlapping actions, squash and stretch, arcs, 
secondary action, slow in and out and timing. As a result, the cells exhibit reasonable shape 
deformation, non-linear motion rates and arc motion paths. Some also exhibit anticipated 
motion and secondary actions to fulfil the main actions. Therefore, the animated 
microstructures deliver an illusion of life to viewers from this 3D biomedical animation. The 
next section will analyse the third 3D biomedical animation, Alzheimer’s Enigma. The 
analysis will explore other constructional elements and animation styles for their effects using 
the objectives of visual consonance.  
 
 
4.4 Analysis of Alzheimer’s Enigma 
 
 
Alzheimer’s Enigma (CSIRO, 2015) is a 3D animation developed by the CSIRO, an 
Australian government corporate entity that aims to solve human and socially related issues 
through science. This 3D biomedical animation takes viewers deep into the human brain to 
understand the process of normal brain proteins breaking down and causing Alzheimer’s 
disease, which is still a major unsolved task in medical research. Currently, there is no 
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certainty regarding its cause or effective treatments. The common symptoms of Alzheimer’s 
are the gradual loss of short-term memory, difficulties in thinking and behavioural problems. 
All of these ultimately lead to death. This 3D biomedical animation demonstrates recent 
discoveries concerning this disease. The disease progresses as molecular plaques gradually 
build up as a result of a specific type of protein in brain cells, called APP, which eventually 
causes the loss of brain function. The creator of this animation, Christopher Hammang, 
wanted to make this 3D animation accessible to the general public, particularly school 
students wanting to explore the detailed microbiology (Colley, 2015).  
 
 
Compared with the strong cinematic representations of The Inner Life of the Cell and 
Fertilization, Alzheimer’s Enigma employs more traditional instructional elements, such as 
on-screen text, human figures and real-life footage, rather than cinematic techniques, such as 
tracking shots, rack focus and vignette. These traditional instructional elements deliver a 
simulated style to this animation. Despite the slight use of tracking shots to connect a few 
scenes, most scenes in this animation were captured using stationary framing or cameras with 
very subtle movements. Another strong characteristic of Alzheimer’s Enigma is that the micro 
scenes contain large amounts of tiny vibrating objects that represent the various types of 
proteins inside the brain cells at a molecular level (Fig. 74). Their vibrational movements 
simulate the constant motion inside the cellular environment, where they are bombarded by 
external and internal stimuli (Perez-Miravete, 1975).  
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Figure 74: Screenshot of a micro scene in Alzheimer’s Enigma showing a large number of 
tiny vibrating objects (CSIRO, 2015). 
 
 
4.4.1 Animation style 
 
The vibrating movements of these proteins do not follow the principles of animation. For 
example, there is no shape deformation during the movements, which disobeys the principle 
of squash and stretch. Due to the high frequency of vibration, all the proteins seem to be 
moving simultaneously, which is contrary to the principle of follow-through. Secondary 
action, slow in and out and anticipation cannot be found in the vibrating movement either. 
Due to the absence of these traditional animation principles, the proteins’ motions fail to 
bring an illusion of life to viewers. The vibrating movement of the proteins feels stiff and 
artificial. Meanwhile, due to a large number of identical subjects performing the same 
movement simultaneously, a strong discordance is likely to arise that increases the viewer’s 
cognitive overload as they try to locate a focal point on the screen.  
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The absence of animation principles in the protein animation leads to a failure to deliver an 
illusion of life to viewers because the proteins do not feel natural and alive. According to 
visual consonance, if this animation were designed for the general public and lay viewers, 
then the animation would need to be more human-like to trigger lay viewers’ social 
awareness and prior experiences to help them process the dynamic focal point. This requires 
the use of anticipation and follow-through and overlapping action in the animated 
movements because these two animation principles can bring artificial personality and 
consciousness to microstructures. As a result, the proteins will behave like they are 
“thinking”, which helps link them with the viewer’s cognition. In a scene where the proteins 
assemble on the brain cell’s membrane to pull away a vesicle, everything is moving, shaking 
and vibrating simultaneously (Fig. 75). These constantly moving objects in the background 
inevitably distract viewers from the focal point on the screen in spite of the voice-over. If the 
objects in the surroundings can be animated at a slower rate to create a contrast in motion, 
then viewers can focus on the proteins pulling the vesicle more evidently as the focal point on 
the screen. Judging by the number of objects included in the background in this scene and 
their regular looping motions, it is very likely that the proteins in the background were 
created and animated using physics-based animation instead of key-frame animation. A 
number of particles can be released from an emitter with a pre-defined behaviour to move 
slowly in position and simultaneously perform a constant vibrating motion. At the rendering 
stage, each particle is replaced with a 3D protein mesh, which is the visual form viewers 
perceive in the animation. In this method, animators have limited control over each particle’s 
physics-based animation. Thus, the animated microstructures in Alzheimer’s Enigma seem 
lifeless and unable to deliver an illusion of life to viewers, especially to lay viewers who 
desire to see human-like animations. 
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Figure 75: Screenshot of proteins assembling on the brain cell membrane to pull away a 
vesicle (CSIRO, 2015). 
 
 
 
4.4.2 Stationary framing 
  
 
Compared with the heavy use of cinematic techniques, such as tracking shots and rack focus 
in The Inner Life of the Cell and Fertilization, most shots in Alzheimer’s Enigma were 
captured using stationary framing (Fig. 76). This particular framing method brings a 
simulation feel to this 3D biomedical animation, which obviously conveys an instructional 
purpose. Different to moving frames, a stationary framing helps viewers focus completely on 
the appearance and movement of the on-screen elements. In terms of perception, it 
contributes to the evident perception of viewers as it is convenient for them to perceive the 
focal point on the screen from a constant perspective. From a cognition perspective, 
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stationary framing provides viewers with an impersonal observation such as that experienced 
while observing microbiological tissues under a microscope. This illusion helps viewers feel 
connected and comfortable with the way they are viewing the animated contents on the 
screen.  
 
 
 
Figure 76: Screenshots of scenes captured with stationary framing in Alzheimer’s Enigma 
(CSIRO, 2015). 
 
 
Although stationary framing helps achieve evident perception and a perspective that 
encourages viewers to use their full cognitive capacity to process the on-screen elements, this 
traditional framing method dampens the potential excitement and enthusiasm elements of a 
3D biomedical animation. As discussed earlier, the virtual cameras used in 3D biomedical 
animations have the unique ability to create an illusion for viewers to feel a subjective and 
personal perspective. These cameras are even more advanced than the real-life cameras that 
filmmakers use as they can move randomly in three dimensional space in a virtual 
environment. This creates a subjective and first-person illusion as viewers substitute 
themselves with the virtual camera to become deeply engaged with the micro-environment of 
complex biological systems. This illusion triggers viewers’ social awareness and implants a 
strong attachment into their cognition, which helps them feel connected and familiar with the 
way they are viewing the virtual environment. This unique viewing perspective in 3D 
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biomedical animations is an advantage compared with other instructional approaches and 
encourages viewers to embrace the otherwise unfamiliar focal points of complex biological 
systems. This encouragement differentiates 3D biomedical animations from other 
instructional approaches. Stationary framing does help to achieve evident perception and it 
can also be found in many other instructional approaches, such as 2D animations and 
illustrations. However, it lacks the subjective and personal illusion that encourages viewers to 
embrace the content; thus, it cannot provide viewers with a unique viewing experience, which 
is different from other instructional approaches.  
 
 
3D biomedical animations mainly shot using stationary framings are considered instructional 
and academic. They are more suitable for experts who are mainly concerned with the 
simulated accuracy from the animation. To the contrary, 3D biomedical animations captured 
under heavily cinematic techniques are more welcomed by the general public who possess 
very little or no prior knowledge of the topic. These types of viewers are not concerned about 
simulated accuracy from the animation, but require cognitive encouragement to process the 
complex and abstract knowledge. As discussed in the methodology presented in Chapter 3, 
3D biomedical animations need to be designed to avoid inducing a state of cognitive 
dissonance, where people experience mental stress or unpleasant feelings when newly viewed 
information conflicts with their existing beliefs or values (Festinger, 1962). For lay viewers 
and the general public, who possess very few existing beliefs and values, it is challenging for 
them to cognitively process new knowledge from 3D biomedical animations because human 
cognition requires existing prior knowledge as a foundation to process new information. In 
the meantime, this passive characteristic reduces the probabilities for these viewers to 
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experience cognitive dissonance because they possess no prior beliefs to conflict the newly 
captured knowledge from a 3D biomedical animation.  
 
 
For the general public, they do not know how a cell or cell membrane should look because 
they have very little prior knowledge on this matter. They need to be encouraged, attracted 
and, somehow, entertained to learn this complex knowledge through the medium of 3D 
biomedical animation. Therefore, whether viewers are visually engaged with an otherwise 
unfamiliar and abstract knowledge from 3D biomedical animation is crucial in relation to the 
outcome of this multimedia medium. During this process, if they cannot be encouraged, 
attracted and entertained, then the 3D animation would be no different than other approaches, 
such as text and illustrations.  
 
 
How can the general public be encouraged, attracted and entertained through 3D biomedical 
animation? The cinematic techniques that have been discussed earlier (tracking shots, rack 
focus, depth of field, vignette, rule of thirds, and the progressive consequence of shots) either 
provide contrast in visual attributes to achieve evident perception or create a personal and 
life-like illusion to trigger viewers’ social awareness to achieve further comprehensive 
cognition. Thus, these cinematic techniques, when applied to 3D biomedical animations, help 
lay viewers to feel encouraged, attracted and entertained. Experts, on the other hand, possess 
a higher level of prior knowledge of complex biological systems and are not likely to 
experience a mental challenge or cognitive overload during a 3D biomedical animation, as 
they possess a fundamental knowledge base to process the visual information on the screen. 
However, this situation increases the possibility of cognitive dissonance because their 
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existing beliefs to the given topic might conflict with the visual information presented in the 
3D biomedical animation. Thus, they are likely to require animated microstructures to be 
academically accurate and captured by stationary framing so that they can pay their full 
attention on the appearance and movement of the on-screen subjects. 3D biomedical 
animations captured by stationary framing and with limited cinematic techniques applied are 
more academically oriented and, thus, more suitable for an expert audience.   
 
 
4.4.3 On-screen text, digital human figures and real-life footage  
 
 
On-screen text, digital human figures and real-life footage are the traditional visual elements 
of instructional illustrations and animations. Many instructional design principles were 
developed to guide how these elements should be positioned and applied in instructional 
animations. For example, the principle of spatial contiguity suggests that people learn more 
deeply from a multimedia message when corresponding printed words and graphics are 
presented near, rather than far, from each other on the page or screen (Mayer, 2009). Based 
on visual consonance, this principle can be applied in 3D biomedical animations to achieve 
evident perception. If a visual subject and its corresponding on-screen text are positioned too 
far away from each other, then viewers have to spend extra cognitive capacity to process the 
two individual elements in different areas of the screen, which might lead to cognitive 
overload. Therefore, if a visual subject and its corresponding on-screen text can be positioned 
near each other it will create a single focal point on the screen to direct the viewer’s attention. 
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Since text is still the most popular and dominant instructional medium it brings a strong 
simulated look to 3D biomedical animations. 
 
 
Based on visual consonance, digital human figures and real-life footage are applied in these 
animations to deliver a cognitive context. This contextual foundation prepares viewers for the 
incoming complex knowledge presented by the animation, particularly for lay viewers who 
possess no prior knowledge foundation. The principle of embodiment also suggests that 
people learn more deeply when on-screen agents display human-like gesturing, movement, 
eye contact and facial expressions (Mayer, 2009). The human and socially related gestures 
trigger viewers’ social awareness and cognitively prepare them for the incoming complex 
knowledge. These elements can be applied as a progressive sequence of shots in 3D 
biomedical animations. Similar to on-screen text, digital human figures and real-life footage 
are commonly applied in textbooks, instructional documentaries and animations. These visual 
elements bring a strong simulated look and feel when applied to 3D biomedical animations.  
 
 
4.4.4 Summary  
 
This section first discussed the animation style and method of Alzheimer’s Enigma. This 3D 
biomedical animation was produced under the physics-based animation method, with limited 
animation principles applied. It then compared the use of stationary framing and cinematic 
framing in 3D biomedical animation. Last, but not least, it analysed how on-screen text, 
digital human figures and real-life footage provide a simulated look in 3D biomedical 
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animations. The next section will analyse the last 3D biomedical animation in this study, 
Inflammation and Type 2 Diabetes. I will explore its constructional elements and survey its 
animation style.  
 
 
4.5 Analysis of Inflammation and Type 2 Diabetes 
 
 
Inflammation and Type 2 Diabetes (WEHImovies; 2015) is a 3D biomedical animation 
produced by the Walter and Eliza Hall Institute of Medical Research, which is an innovative 
research institution based in Melbourne, Australia. They believe 3D biomedical animation is 
a powerful tool for presenting complex ideas about biology and science, particularly those 
that are impossible to observe and difficult to communicate with words (The Walter and Eliza 
Hall Institute of Medical Research, 2015). The animation team at WEHImovies is led by 
Drew Berry, an award-winning Australian biomedical animator who aims to produce 
scientifically accurate 3D biomedical animations that visualise the cellular and molecular 
processes for a wide range of viewers. Maja Divjak, the animator of Inflammation and Type 2 
Diabetes, extended Berry’s central design objective to this animation to accurately 
demonstrate the process of inflammation in Type 2 diabetes, which damages the pancreas and 
eventually leads to decreased insulin secretion and inability to control blood glucose levels.  
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4.5.1 Frame in frame 
  
 
Similar to Alzheimer’s Enigma, Inflammation and Type 2 Diabetes presents an academic-style 
3D biomedical animation. Most of its CG scenes were captured using stationary framing. 
Limited cinematic approaches can be found in this animation. The animation starts with two 
shots of obese people walking on the street. In the second shot, an obese lady’s walking 
motion is paused and her inner body’s organ structure displayed using 3D animation. This is 
an interesting attempt to establish cooperation between 3D animation and real-life footage 
under the same shot (Fig. 77). 3D animations contain focal points unfamiliar to lay viewers 
with little prior knowledge of the topic; thus, from a cognition perspective, these viewers 
have an insufficient cognitive foundation for processing the unfamiliar content. In this case, 
real-life footage in the animation functions as the cognitive context that prepares viewers for 
the incoming molecular scenes and encourages them to process the otherwise complex and 
unfamiliar focal points.  
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Figure 77: Screenshot of a combination of 3D animation and real-life footage under the same 
shot in Inflammation and Type 2 Diabetes (WEHImovies, 2015). 
 
 
In 3D biomedical animations, shots that function as cognitive context and those containing 
the focal points are commonly linked through progressive consequence, which links the shots 
cognitively to gradually build a context–knowledge relationship in the viewer’s cognition. In 
this way, viewers are cognitively encouraged to process the abstract knowledge of complex 
biological systems based on the animated content from the previous shots. In the second shot 
of Inflammation and Type 2 Diabetes, the real-life footage provides cognitive context while 
the 3D animated inner human structure provides new knowledge. When animated 3D 
contents can be positioned together with the real-life footage on-screen, the focal points can 
be constantly displayed within a familiar context for viewers. This technique, termed “frame 
in frame” in this thesis, helps lay viewers process otherwise complex knowledge from an 
unfamiliar topic in a cognitive way as they can constantly link the knowledge with a familiar 
context.  
 
 
Compared with a progressive consequence, the context–knowledge relationship is closer with 
frame in frame. Instead of mentally associating the contents from the previous shots and 
using those visual elements as a cognitive foundation, frame in frame represents the focal 
points simultaneously with the existing on-screen elements. In this way, viewers can easily 
relocate their perception to find the cognitive supports on-screen from the existing on-screen 
elements. This reduces the possible cognitive overload for viewers when they are trying to 
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link the previous shots with the representative focal point and increases their cognitive 
capacity to process the focal point on the screen. When the knowledge and the context are 
represented simultaneously on-screen, the prior knowledge inside the long-term memory can 
be constantly triggered to process the newly captured knowledge.  
 
 
Based on this constructional element, the context–knowledge relation in 3D biomedical 
animation can be further explored. For animations that do not contain real-life footage, frame 
in frame can collaborate the shots that function as the context with the shots that provide the 
focal points. For example, when designing a 3D animation to visualise the complex 
knowledge of human articular cartilage, animators need to demonstrate the major components 
of this tissue, which are the chondrocytes, collagen fibres and proteoglycans. The 
appearances and movements of these cells and protein molecules can be considered the focal 
points of the animation. Since these structures are complex and abstract for most viewers, 
they need to be presented based on a familiar context. In this case, the familiar context can be 
a medium shot of the articular cartilage and the knee bones since most viewers are familiar 
with those human structures at this level. If the cells and protein molecules of human articular 
cartilage can be represented simultaneously with the cartilage and the knee skeleton using 
frame in frame, then a context–knowledge relationship can be successfully established in the 
animation. In this way, a familiar context comprising articular cartilage and the knee skeleton 
can mentally encourage viewers to process the complex knowledge of the cells and proteins 
of human articular cartilage.  
 
 
  212 
In Inflammation and Type 2 Diabetes, new knowledge presented as animated 3D human 
organs is positioned to overlap the real-life context (the woman’s body) using frame in frame. 
There are many other ways to introduce the focal point as a new on-screen element. For 
example, a new element can enter the screen from off-screen space or it can be introduced by 
appearing inside the frame. Regardless how the focal points are introduced to the screen, it is 
important that the newly introduced knowledge is evident enough so the viewer’s attention 
will be drawn directly to it from the existing visual content.  
 
 
Most of the constructional elements of Inflammation and Type 2 Diabetes, such as stationary 
framing, on-screen text, digital human figures and real-life footage have been discussed in the 
analysis of Alzheimer’s Enigma, where these constructional elements are identified as 
contributing to the achievement of evident perception and comprehensive cognition using a 
simulated approach. Under the effects of these constructional elements, Inflammation and 
Type 2 Diabetes exhibits a strong simulated look. For example, the scenes in this animation 
are created with high-quality renderings to visualise pancreatic tissue at different 
magnifications. The on-screen text works with the voice-over to reveal more information at 
each magnification scene. At 100 times magnification under an optical microscope, viewers 
can see blood flowing through the vessel and entering the pancreatic tissue. When magnified 
250,000 times, viewers can see the cytoplasm of a single white blood cell. They can further 
perceive the movements and appearance of proteins when the white blood cell is magnified 
seven million times (Fig. 78). Although these scenes were composed with high-quality 
rendering and cinematic elements, such as depth-of-field and vignette, the on-screen text and 
stationary framing convey a strong simulated feel.  
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Figure 78: Screenshots of the three scenes in Inflammation and Type 2 Diabetes that portray 
pancreatic tissue and its components at different magnification: (a) 100 times (viewers see 
blood flowing through the vessel and entering the pancreas tissue); (b) 250,000 times 
(viewers see the cytoplasm of a single white blood cell; and (c) seven million times (viewers 
perceive the movements and appearance of proteins) (WEHImovies, 2015). 
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In Alzheimer’s Enigma, physics-based animation was employed abundantly as the main 
animation method. For example, particles were used to simulate the blood flowing through 
the vessel and glucose flowing through the pancreas. Inflammation and Type 2 Diabetes is 
one of the latest animations in the field and the particle system of animation software has 
been employed to render beautiful graphics for visualising these micro phenomena. However, 
due to absence of key-frame animation, the essential animation principles (squash and stretch, 
arcs, slow in and out and timing) cannot be found in the physics-based microstructures. Thus, 
the aggregating and vibrating movements appear stiff and fail to deliver an illusion of life. As 
discussed in the analysis of Alzheimer’s Enigma, it is important particularly for viewers to 
receive an illusion of life from animated movements; otherwise, they will not be able to 
suspend their disbelief to continue processing the information from 3D biomedical animation.  
 
 
4.6 Summary  
 
 
This concludes the analysis for the four selected 3D biomedical animations in this study. 
These animations cover some of the popular biomedical topics and also reflect the current 
state of 3D biomedical animation industry. From these four selected 3D biomedical 
animations, twelve constructional elements have been identified using textual analysis and 
action analysis. The applied effects of these elements in 3D biomedical animation are 
analysed with respect to the achievement of evident perception and comprehensive cognition 
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and based on visual consonance. The identified constructional elements of 3D biomedical 
animations can be classified as two distinct approaches: cinematic and simulated. Each of 
these design approaches brings a different look and feel to 3D biomedical animation. The 
cinematic approach makes the animation more interesting and attractive. This type of 
animation is suitable for lay viewers because they possess very little prior knowledge related 
to complex biological systems. They do not know how a microstructure should look like. 
They need to be encouraged, attracted and even entertained to learn such knowledge; 
therefore, the viewing experience is crucial to how these viewers feel about 3D biomedical 
animations.  
 
 
The constructional elements of the cinematic approach are: depth of field, vignette, rule of 
thirds, consequence of shots, tracking shots, rack focus and blurry distortion. This chapter 
has discussed how these constructional elements contribute to achieve evident perception by 
creating contrast in visual properties so that viewers’ attention can be drawn to the established 
focal point on the screen. This chapter has also discussed how these cinematic elements 
contribute to enhance comprehensive cognition for viewers of 3D biomedical animations. 
These constructional elements deliver life-like photographic and cinematographic effects into 
3D biomedical animations. Compared with learning from 3D biomedical animations, viewers 
are more familiar with exploring the world through photos and videos. Bringing these 
realistic effects of photography and cinematography to 3D biomedical animations creates the 
illusion of life for viewers to feel more connected to the animated contents. This reduces the 
possibility of cognitive overload while learning complex new information. These cinematic 
elements, especially the tracking shot, can also create an illusion for viewers to feel 
subjective and personal while watching the animation. Animators use these elements to 
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represent the surroundings in a subjective-motivated way so that viewers can substitute 
themselves with part of the surroundings and, thereby, become deeply and personally 
involved. This subjective illusion and first-person viewing experience triggers viewers’ social 
awareness, implants a strong attachment in their cognition and encourages them to embrace 
and process the focal points from 3D biomedical animations.  
 
 
On the other hand, the constructional elements of the simulated approach are: stationary 
framing, on-screen text, digital human figures and real-life footage. These constructional 
elements deliver a strong simulated look to 3D biomedical animations, which makes those 
animations more welcomed by expert viewers. This particular type of viewer possesses a high 
level of prior existing knowledge of complex biological systems; therefore, they are not likely 
to experience a mental challenge or cognitive overload when watching animations created 
using these elements and do not require encouragement to engage and process new 
information. However, their existing knowledge and beliefs on a topic make them more likely 
to require the animated content to be technically accurate. A conflict here can lead to 
cognitive dissonance and the possibility that expert viewers will “switch off” and, therefore, 
cease to process other information from the animation. Expert viewers want to clearly 
perceive the given content in a direct way. This chapter has discussed how the constructional 
elements of the simulated approach can achieve evident perception and comprehensive 
cognition.  
 
 
The animation styles of these four 3D biomedical animations have also been surveyed using 
visual consonance to explore the current state of believable movement in the industry. Among 
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these four animations, Fertilization employed the key-frame animation method. The animated 
microstructures in Fertilization illustrate the extensive use of follow-through and overlapping 
action, squash and stretch, arcs, secondary action, slow-in and out and timing. These five 
animation principles brought an illusion of life to the animated microstructures in 
Fertilization by adding shape deformation, secondary action and non-linear motion rates and 
paths to their key-framed movements. Fertilization also employed anticipation and follow-
through and overlapping action in the animated microstructures’ key-framed movements. 
Visual consonance argues that these two animation principles can bring artificial intention 
and a humanised feel to animated microstructures in 3D biomedical animations. The analysis 
conducted on Fertilization supports this argument. The animated microstructures in 
Fertilization (sperm, the woman’s uterus and the egg) exhibit intention for their movements. 
Once this intention can be noticed by lay viewers, it is easier for them believe the unfamiliar 
movements from animated microstructures. Lay viewers welcome this animation style 
because their cognition can detect the human-related “intention” from the microstructures’ 
animated movements that establishes a close connection between themselves and the 3D 
biomedical animation.  
 
 
Compared with Fertilization, the other three animations employed different animation 
methods and styles to present a strong simulated style that is more welcomed by expert 
viewers. The Inner Life of the Cell combined key-frame animation and physics-based 
animation as its animation method. In particular, it used physics-based animation to control 
large numbers of microstructures and key-frame animation to animate individual 
microstructures. However, squash and stretch, arcs, slow in and out and timing were not 
found in the key-frame animations in The Inner Life of the Cell. Due to the absence of these 
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essential animation principles, many of the individual microstructures in this animation do 
not exhibit shape deformation during their movements. Their motion rates were animated at 
linear speeds and they were animated to travel in straight lines. As a result, these 
microstructures move in a realistic manner that is acceptable by expert viewers. However, 
they do not look natural and alive enough for lay viewers to link their prior knowledge with 
the animated movements.  
 
 
In comparison with The Inner Life of the Cell, Alzheimer’s Enigma and Inflammation and 
Type 2 Diabetes mainly employed a physics-based instead of key-frame animation. These two 
animations hardly focus on one single microstructure or apply animation principles to its 
movement. Mainly, they set up “busy” scenes involving many on-screen microstructures. 
Ideally, physics-based animation is a suitable method for animating scenes where a large 
number of microstructures are behaving according to physical laws inside the human body.  
 
 
The analysis conducted on the four selected 3D biomedical animations supports the visual 
consonance’ argument on believable movement; that is, key-framed 3D biomedical 
animations are more attractive for lay viewers, whereas physics-based 3D biomedical 
animations are more welcomed by expert viewers. The next chapter will continue to apply 
textual analysis and action analysis to analyse the biomedical-themed animation sequences in 
selected motion pictures based on visual consonance. This analysis aims to explore similar 
and distinct uses of constructional elements and animation styles in these two industries. It 
will compare the possibly different uses of constructional elements and animation styles from 
these two industries and discusses the reasons why they have been applied differently. 
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Chapter 5: Motion Pictures Analysis 
 
5.1 Analysis of Mission: Impossible II 
 
 
The first selected motion picture to be analysed is Mission: Impossible II (Woo, 2000), a 
sequel to Brian De Palma’s 1996 film Mission: Impossible This motion picture tells the story 
of IMF agent Ethan Hunt (played by Tom Cruise) who tries to stop the release of a deadly 
virus called Chimera with the assistance of his team members Luther Stickell (played by Ving 
Rhames) and Nyah Nordoff-Hall (played by Thandie Newton). In the film, there is a scene 
that uses a 3D animation to reveal the micro-biological process inside a human body infected 
with Chimera. This is a very early example of 3D animation applied in a motion picture as a 
VFX approach to visualise complex and abstract biological phenomena. In the following 
section, I analyse the constructional elements of this 3D biomedical animation sequence 
based on visual consonance. This analysis aims to identify how have these constructional 
elements contribute to achieve evident perception and comprehensive cognition. I also discuss 
the animation style of this sequence to survey believable movement.  
 
 
This scene begins with Ethan transferring an animation from a digital video recorder to 
Luther’s laptop. This animation contains visual information of what happens inside Dr. Sergei 
at the molecular level after being infected with the virus. At the beginning, the Chimera virus 
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approaches a red blood cell and invades the cell membrane (Fig. 79). The animation was 
produced under the key-frame method. Through the analysis, shape deformation, secondary 
actions and follow-through techniques—all the animation principles in believable 
movement—have been found in the animation. Based on the discussion in the previous 
chapter, these animation principles, along with the key-frame animation method, confer the 
illusion of life to the virus so viewers can find it believable and appealing.  
 
 
 
Figure 79: Screenshot of Chimera virus invading a red blood cell from Mission: Impossible II 
(Woo, 2000). 
 
Real-life footage of Dr Sergei with on-screen text that reads “Dr. Sergei Gradski 20 hours 
after exposure” is displayed after the first 3D molecular animation sequence. Based on the 
discussion in the previous chapter, this real-life footage of Dr Sergei, along with the on-
screen text, provides a familiar context for viewers. These constructional elements mentally 
prepare viewers for the consequence of the Chimera virus invading the human body at a 
cognitive level where they can easily understand (Fig. 80). In the real-life footage, Dr Sergei 
still has not exhibited any evident symptoms of the virus. The consequence of these two shots 
connects the abstract knowledge with a familiar context for the viewers so that they are 
cognitively prepared to process the complex knowledge with which they are unfamiliar.   
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Figure 80: Screenshot of real-life footage of Dr Sergei in Mission: Impossible II (Woo, 2000) 
that provides a familiar cognitive context for viewers to process the incoming abstract 
knowledge. 
 
 
The next shot goes back to the 3D animation sequence at the molecular level, where the virus 
continues to invade the blood cell. Many constructional elements previously identified from 
the selected 3D biomedical animations can also be found in this shot, including the rule of 
thirds, depth of field and vignette. As mentioned in the previous chapter, these elements can 
be applied to achieve evident perception by creating contrast in visual properties so the 
viewer’s attention can be drawn to the frame’s focal point. One element that needs to be 
discussed in this shot is the use of silhouette. Here, the use of silhouette means animating the 
movements on the subject’s silhouette so that viewers can perceive the changes in a direct 
way. The traditional animation principle of staging (Johnston and Thomas, 1995) suggests 
animators should animate movements on a character’s silhouette to clearly stage the 
character’s motion and mental state. In this shot, the Chimera virus invades the red blood cell 
on its silhouette so that viewers can clearly perceive this process (Fig. 81). If the virus were 
to invade the red blood cell from an overlapping position, then it would fail to provide 
evident perception of the virus’s movement.  
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Figure 81: Screenshot of the 3D molecular animation sequence in Mission: Impossible II 
(Woo, 2000) that exhibits the use of silhouette, rule of thirds, depth of field and vignette. 
 
 
Four real-life segments with human facial expressions are displayed after the second 
molecular-level shot. The first shot updates Dr Sergei’s physical condition and the on-screen 
text indicates the he has been infected for 27 hours. In this shot, his skin has started to fall off, 
indicating the rapid effects of the virus. Following the shot of Dr Sergei are three close-up 
shots of the main actors added to the sequence. As Ethan and Luther are watching the 
animation, viewers can clearly observe the fear from their facial expressions. Nyah, on the 
other hand, is not watching the animation so her facial expression does not exhibit a sense of 
fear (Fig. 82). Instead, she is a little confused, as she does not know Ethan’s situation behind 
her. These four real-life sequences employ facial expressions and body language as the 
viewer’s familiar context. As a result, their social awareness is triggered and comprehensive 
cognition is achieved. 
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Figure 82: Screenshots of four real-life sequences demonstrating the use of facial expressions 
in Mission: Impossible II (Woo, 2000).  
 
 
The next two shots comprise a 3D animation sequence that applies a magnifying effect to 
visualise the process of Chimera virus invading the blood cell in different scales. In the first 
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shot, a small section of a red blood cell is magnified so viewers can perceive the changes that 
a single Chimera virus has brought to the surface of the cell. A magnifying effect is then 
applied to scale down the section of blood cell to present the blood cell with its surroundings 
at a smaller scale. The magnifying effect identifies the focal point, which is the blood cell 
with its section magnified as earlier. As a result, attention is drawn to a particular blood cell 
from its surroundings to perceive its rapid degeneration by the Chimera virus. The second 
shot of the 3D animation sequence starts with a wide shot of the micro-level of destroyed 
blood cells. In this shot, constructional elements such as depth-of-field, lighting and rule of 
thirds were applied to draw the viewer’s attention to a specific blood cell from its 
surroundings. A rectangular frame is then applied to highlight and magnify that blood cell 
(Fig. 83). Under this effect, the frame turns into a close-up shot from a wide shot. In the 
close-up frame, the cell explodes, indicating the Chimera virus has completely invaded and 
destroyed the blood cell. 
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Figure 83: Screenshots of two 3D animation sequences using a magnifying effect in Mission: 
Impossible II (Woo, 2000). This technique contributes to evident perception of on–screen 
elements. 
 
 
The magnifying effect connects these shots in a unique way. Instead of editing these shots 
with a progressive order, the magnifying effect introduces a new on-screen element from an 
already established focal point and directs viewers’ attention to a new focal point on the 
screen. This magnifying effect can be considered as a different use of frame in frame. This 
technique creates evident perception in the animation sequence. In between these two 
animation shots, the live scenes of Dr Sergei are edited in-between to continuously serve as 
cognitive context for viewers to understand the animated contents (Fig. 84). As with the use 
of live footage earlier, these elements work together with the on-screen text to achieve 
comprehensive cognition and demonstrate the use of consequence of shots to present a 
complex biological phenomenon in a familiar context. 
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Figure 84: Screenshots of the live footage used in a scene from Mission: Impossible II (Woo, 
2000). These real-life images serve as cognitive context for comprehensive cognition. 
 
 
This section has discussed the use of silhouette, rule of thirds, depth of field and vignette in  
Mission: Impossible II to achieve evident perception. It has also discussed the use of live 
footage that contains human facial expressions and body language as a cognitive context to 
support the animation sequences. The live footage triggers viewers’ social awareness through 
a familiar context to achieve a comprehensive cognition. This motion picture has also been 
identified to employ key-frame animation as its animation method along with the use of all 
animation principles suggested by visual consonance. The next section analyses Prometheus 
(Scott, 2012), the second motion picture selected for this study. It will analyse the 
constructional elements and the animation style of this motion picture.  
 
 
5.2 Analysis of Prometheus  
 
 
Prometheus (Scott; 2012) tells the story of a group of scientists who travel on a spaceship 
called “Prometheus” in search of humanity’s origins on a planet in another galaxy, where 
aliens dubbed “Engineers”, who the scientists believe are the makers of mankind, reside. 
However, when the crew arrives on the Engineers’ planet, they soon discover a threat that 
could bring the extinction of the human race. Prometheus is a science fiction film directed by 
Ridley Scott and realised in 2012 as a sequel to Scott’s 1979 science fiction horror classic, 
  228 
Alien (Scott, 1979). This motion picture was primarily shot using 3D virtual cameras and 
comprises approximately 1,300 digital effects shots post-produced by the following VFX 
studios: Moving Picture Company, Weta Digital, Fuel VFX, Rising Sun Pictures, Luma 
Pictures, Lola Visual Effects and Hammerhead Productions (Leyland, 2012; Sullivan, 2012). 
Among these, WETA Digital produced the opening scene of this film, which is the creation of 
Earth life from the disintegration of an Engineer’s body. VFX and 3D animation were applied 
in this scene to visualise the process of the Engineer’s DNA breaking apart and reforming 
into Earth DNA at a molecular level.  
 
 
The scene starts with the Engineer standing next to a waterfall and drinking a can of black 
goo. Soon after drinking the black goo, his blood vessels start to appear on the skin and 
rapidly turn to black. A few shots are employed to show that the Engineer is suffering 
tremendous pain and his body starts to disintegrate. From a visual consonance perspective, 
these shots function as cognitive context to mentally prepare the viewers for the incoming 
molecular animation. Through the Engineer’s facial expression and body language, viewers 
are informed that his body is experiencing a tremendous inner biological change (Fig. 85). 
This cognitive anticipation prepares viewers for the unfamiliar contents of the incoming 
molecular animation sequence. As a result, when the animated abstract molecular contents are 
represented on-screen, viewers are prepared and cognitively encouraged to process this 
unfamiliar visual information.   
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Figure 85: Screenshot of the Engineer’s facial expression and body language in the opening 
scene of Prometheus (Scott, 2012) that provides cognitive context to mentally prepare 
viewers for the incoming molecular animation sequence. 
 
 
The 3D molecular animation sequence starts with the Engineer raising his arm and realising 
that the skin on his arm has started to disintegrate. Following his line of sight, the virtual 
camera tracks into the collapsing areas of his arm and keeps tracking through the veins until 
eventually reaching his inner body at a molecular level. At this level, viewers see the 
Engineer’s DNA break apart due to the infection. Visual effects supervisor Martin Hill from 
WETA Digital explains the design strategies of this opening scene at an interview. He 
believes the main challenge for this animation sequence was not only to deliver high-quality 
CG images, but also to visualise a complex biological process in a short period of time using 
CG techniques. Hill said, “Because had such a short amount of time to tell the story of the 
DNA getting infected, breaking apart, and then re-forming and recombining to show Earth 
DNA, had to make the designs of the different DNA quite graphical, quite illustrative of what 
they were” (Sullivan, 2012). (For a video of this interview, please click this link: 
https://www.youtube.com/watch?v=2Dc_zsM2p34.) 
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To achieve this, they first used a tracking camera to travel along the Engineer’s veins. Based 
on the discussion in the previous chapter, this tracking motion and virtual camera perspective 
contribute to comprehensive cognition by creating an illusion of subjective and personal 
experience for the viewer. The WETA team used this cinematic approach to represent the 
inner structure of the Engineer’s veins, subjectively motivated so that viewers substitute 
themselves with the moving camera to become deeply involved with the surroundings. This 
subjective illusion and personal viewing experience triggers the viewer’s social awareness 
and implants a strong attachment into their cognition. The camera starts the tracking motion 
from outside the Engineer’s body as a familiar context already implanted into viewers’ 
cognition. This encourages them to process the constantly changing perspective from the 
virtual camera as it tracks through the abstract surroundings of the Engineer’s veins (Fig. 86). 
This cognitive encouragement, along with the subjective illusion and personal viewing 
experience from the tracking camera, helps the viewer feel connected, attracted and 
entertained enough to process the abstract content from this animation sequence.  
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Figure 86: Screenshots from the opening scene of Prometheus (Scott, 2012) using a tracking 
camera to provide subjective illusion and a personal viewing experience. 
 
 
Meanwhile, to reduce the potential for cognitive overload and help viewers process the 
abstract contents easily, the WETA team’s strategy was to incorporate as much reality as 
possible in the animation sequence to help reduce the challenges of cognitively processing 
large amounts of abstract content. They tried to find real-life phenomena as visual references 
to create an illusion of life in the animation. Eventually, the team used a light colour scheme 
with decayed fish spines as an image reference for the Engineer’s DNA and applied a melting 
appearance for the infected DNA. They also carved vein-like structures from silicone and 
pumped black ink and oils into them (Fig. 87). They filmed the ink’s flowing motion over a 
period of time and used live footage as the motion reference to animate the process of DNA 
destruction. Hill explains: 
 
We try to use as much reality as possible, so we were looking at all 
different kinds of reference, so eventually we settled on fish bones, 
actual decayed fish spines, to represent the structure of the DNA. For 
the infection that rolls across the infected DNA, what we did was 
carve actual blocks of silicone with the vein structures in there and 
pumped black ink and oils and all kinds of different materials 
through those, filmed them, and used the motion of those as the basis 
for all of our effects for the veins and the effect coursing through his 
body. (Sullivan, 2012)  
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Figure 87: Screenshot from Prometheus: Alien Anatomy (Exclusive) (The Daily, 2012) that 
shows how the WETA team filmed black ink flowing on carved silicone as a visual and 
motion reference to animate the DNA destruction in the film. This illusion of life helps to 
reduce viewers’ potential cognitive overload and allows them to process abstract contents 
easier. 
 
 
The entire DNA destruction process is captured under the same tracking camera. When the 
camera travels through the Engineer’s veins and finally reaches the area where the DNA is 
located, it slows down and starts tracking around one DNA along an arc path. This specific 
camera movement has been discussed in the previous chapter. In this framing method, a 
camera is set to travel along an arc path to track around a central subject. By applying this 
camera movement, the focused DNA appears more solid as the arcing camera reveals the 
DNA with more dimensions. Under the contrast from the continually changing perspectives 
of other DNAs in the surroundings, the central DNA remains focused under the arc-tracking 
camera (Fig. 88). This sets a focal point on the screen to further establish evident perception 
in the scene. To further highlight the focal point of a specific DNA strand, constructional 
elements, such as vignette and depth of field, were applied in the scene to separate the subject 
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from its surroundings. As a result, this specific DNA was presented with a light colour 
scheme and a sharp focus while other DNA strands were under-exposed and blurred in the 
surroundings. In this way, the viewer’s perception can be clearly directed and their attention 
remains within the focal point of the scene.  
 
 
 
Figure 88: Screenshot of a DNA molecule under an arc-tracking camera in the opening scene 
of Prometheus (Scott, 2012). Lighting, vignette and depth of field were applied to establish 
evident perception. 
 
 
Key-framing has been employed in the DNA destruction sequence as the main animation 
method along with other animation principles. Follow-through can be found in the DNA 
destruction as it spreads to the entire organism. Overlapping actions can be found as the 
destruction of DNA is followed by a breakdown animation on the subject along with the 
breakdown of other DNA. Viewers can identify shape deformation during the destruction 
process so that they detect the DNA’s volume and mass changing during the breakdown 
process. Slow in and out and timing can also be observed in the non-linear motion rates of 
this animated destruction. These principles help the DNA destruction animation to achieve 
believable movement in this sequence (Fig. 89). As visual consonance suggests, the key-
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frame animation method and traditional animation principles make the animated destruction 
movements of DNA come alive so that viewers can find the DNA believable and appealing.  
 
 
 
 
Figure 89: Screenshot of DNA destruction animation in Prometheus (Scott, 2012). Squash 
and stretch, follow-through and overlapping, slow in and out, anticipation, secondary action 
and timing are used in this animation to bring an illusion of life to the DNA’s animated 
destruction and further achieve comprehensive cognition. 
 
 
Following the DNA destruction sequence, two shots of the Engineer being completely 
destroyed are presented. These two shots provide a context that reveals the consequence of 
the previous DNA destruction at the viewer’s cognitive level. At the end of the DNA 
animation sequence, viewers see that all the DNA strands are destroyed at a molecular level. 
However, for the general public, few will truly understand the consequence of these 
biological changes. Thus, shots of the Engineer being completely destroyed deliver this 
cognitive context. These shots clearly show viewers what is happening to the Engineer when 
all his DNA strands are destroyed (Fig. 90). As with the previous shots, the Engineer’s 
human-like facial expression and body language function as cognitive context that triggers 
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viewers’ social awareness and deepens their understanding of the previous animated DNA 
deconstruction sequence. They also function as a contextual foundation for the following 
Earth DNA rebuilding scene.   
 
 
 
Figure 90: Screenshot of Engineer’s body being completely destroyed (Scott, 2012). The 
Engineer’s facial expression and body language function as cognitive context to deepen the 
viewer’s understanding of the previous animated sequence. 
 
 
When the Engineer falls into the water, the remnants of his DNA dissolve and re-combine 
with the water molecules to form Earth DNA. In this animation sequence, rack focus is 
applied to shift the viewer’s attention from the rebuilding of Earth DNA to the birth of Earth 
life through cell division (Fig. 91). Rack focus has been discussed as a cinematic technique 
applied in Fertilization. This technique not only establishes evident perception on the screen, 
but also contributes to achieve comprehensive cognition in the scene by simulating how 
humans perceive subjects in real life. Depth of field and the rule of thirds were applied in the 
cell division scene to create a focal point of cells dividing to create a complex organism so 
that viewers’ attention is directed and evident perception can be achieved.  
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Figure 91: Screenshot of cell division, which indicates the origin of Earth life in Prometheus 
(Scott, 2012). Depth of field and the rule of thirds were applied in this scene to achieve 
evident perception. 
 
 
This concludes the analytical discussion on Prometheus. This section has discussed the use of 
the rule of thirds, depth of field and vignette in this motion picture to achieve evident 
perception. It also discussed the use of shots that contain human facial expressions and body 
language as a cognitive context to prepare the viewer for subsequent biomedical animation 
sequences and to deepen their understanding of the content from previous animation 
sequences. These human-related shots trigger viewers’ social awareness with a familiar 
context to achieve comprehensive cognition. This section also discussed the use of tracking 
shots, arc-tracking shots and rack focus in this motion picture. As with the discussion from 
the analysis of Fertilization, these cinematic approaches deliver the illusion of a subjective 
and personal viewing experience that encourages viewers to process the abstract content and 
achieve evident perception of the focal points. Meanwhile, they also contribute to achieving 
comprehensive cognition by triggering viewers’ social awareness and familiarity with the way 
they are viewing the animated contents. In the key-frame-animated DNA destruction 
sequence, the use of squash and stretch, follow-through and overlapping, slow in and out, 
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anticipation, timing and secondary action have been identified. This animation method and 
these animation principles bring the illusion of life to the DNA and the movements associated 
with its destruction/reconstruction so viewers can find these animated movements believable. 
The next section analyses Turbo (Soren, 2013), the third motion picture selected for this study. 
The aim is to identify whether this motion picture’s animation style delivers believable 
movements and how its constructional elements contribute to evident perception and 
comprehensive cognition.  
 
 
5.3 Analysis of Turbo 
 
 
Turbo (Soren; 2013) is a 3D animated feature-length cartoon film produced by DreamWorks 
Animation and directed by David Soren (IMDb, 2013). The film features an ordinary garden 
snail named “Turbo” who dreams of becoming the fastest snail in the world. Despite his 
ambitious dream, Turbo still has to face the reality of being an ordinary garden snail. 
However, Turbo’s dream actually comes true when he becomes coincidently involved in a 
strange accident, whereby he is sucked into a racing car’s engine and flooded with nitrous 
oxide. This accident rewrites Turbo’s genetic code and enables him to travel at extremely fast 
speed. Although it is complete fantasy, the molecular animation sequence of nitrous oxide 
flowing into Turbo’s body is a fine example of how biomedical animation can be applied in a 
cartoon-style to visualise complex phenomena.  
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The scene starts with Turbo being sucked into a racing car’s engine while the racing driver 
pushes the nitrous oxide into the engine to accelerate the car. When the nitrous oxide flows 
into the engine where Turbo is located, his body starts to float around and spin. The virtual 
camera then tracks into his body from his eye. The camera first arrives at Turbo’s blood 
vessel where viewers can see the blood cells travelling inside. The virtual camera then 
continues to track into the blood vessel and move along with the blood cells. The camera then 
locks onto and tracks a specific blood cell to finally reach Turbo’s inner cells at a molecular 
level. In this long shot, the virtual camera takes viewers from Turbo’s external body structure 
to his inner cells at a molecular level, progressively. This progressive context building 
process reduces the possible cognitive overload for viewers when trying to process the 
abstract knowledge from animation. During this camera’s tracking motion each transitory 
stop provides a cognitive context for viewers to gradually expand their knowledge regarding 
to the content. This helps viewers to temporarily store a certain amount of prior knowledge in 
their long-term memory and encourages and enables their working memory to process the 
animated contents. From Turbo’s body, to his blood vessel, to the blood cell and finally to his 
inner cells, the earlier introduced element functions as cognitive context to introduce the next 
element so that comprehensive cognition can be achieved.  
 
 
Meanwhile, the tracking camera, which itself is a constructional element in biomedical 
animations, also contributes to comprehensive cognition. The subjective illusion and personal 
viewing experience produced by a tracking camera can trigger viewers’ social awareness and 
implant a strong attachment into their cognition. The virtual camera starts the tracking motion 
from outside Turbo’s body to progressively reach his inner cells at a molecular level, with the 
contextual foundation constantly implanted into viewers’ cognition. This not only helps the 
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viewer process abstract visual information from the animation, but also encourages them to 
follow the constantly changing perspective of the virtual camera as it tracks through the 
abstract surroundings of Turbo’s inner body. 3D biomedical animations have the unique 
capability to present different perspectives of the body and connect these perspectives in a 
single shot (Fig. 92). Compared with traditional animation sequences and other instructional 
approaches, such as text and static graphics, this is a more entertaining way to use tracking 
shots for a 3D biomedical animation to visualise complex and abstract knowledge. Therefore, 
the tracking camera motion in Turbo also provides cognitive encouragement and a subjective 
illusion to help viewers feel connected, attracted and entertained enough to embrace and 
process the abstract animated content.  
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Figure 92: Screenshots of each stop during the tracking camera motion in the molecular 
animation sequence in Turbo (Soren, 2013). The virtual camera constantly provides cognitive 
context for incoming elements so comprehensive cognition can be achieved. 
 
 
The following sections analyse the constructional elements of the biomedical animation 
sequence in Turbo and, particularly, those elements applied to achieve evident perception. 
First, all Turbo’s interior organs (blood vessels, blood cells, inner cells and heart) are 
coloured a greyish light red. This colour approach violates viewers’ existing beliefs regarding 
the appearance of such structures as many expect these structures to be portrayed in a vivid 
red colour. It seems this design compromises the fulfilment of cognitive consonance; that is, 
the visual content conflicts with viewers’ existing beliefs, which could potentially lead to an 
incomprehensive viewing experience. However, the greyish internal body parts make 
possible a strong contrast in colour when the vivid blue nitrous oxide flows into Turbo’s body. 
Under this strong colour contrast, along with the nitrous oxide’s flowing motion, two visual 
properties are tightly packed together to create evident perception and direct viewers’ 
attention.   
 
 
When the virtual camera travels inside the blood vessel along the grey-coloured blood cells, it 
follows the blood cells and tracks towards where the blue nitrous oxide enters the blood 
vessel. Since people are naturally attracted to the more vivid colours in a frame (Bordwell 
and Thompson, 1997), the blue nitrous oxide establishes an evident focal point on the screen. 
Since the virtual camera and the blood cells are also travelling towards the nitrous oxide, 
where the focal point is set, these elements lead viewers’ attention to that point on the screen 
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(Fig. 93). As a result, evident perception is achieved in the frame. In a scene at the molecular 
level, Turbo’s inner cells’ positions, colours and motion have been applied to set a focal point 
on the screen and, at the same time, direct viewers’ attention to that point to achieve evident 
perception.  
 
 
 
Figure 93: Screenshot of virtual camera tracking along with the blood cells towards the blue 
nitrous oxide, which is the focal point (Soren, 2013). 
 
 
In the molecular scene, a single cell is positioned in the centre of the frame, with depth of 
field applied to distinguish it from the surrounding cells. Then, the shining blue strips enter 
the scene and travel rapidly towards the centred cell, which represents the process of Turbo’s 
genetic code being rewritten by the nitrous oxide molecules (Fig. 94). The animation 
principles of follow-through and timing were applied to animate this abstract biological 
process. The process initiates with a small number of blue strips travelling towards the centre 
cell followed by an increasing number of them, with a faster motion rate. When the genetic 
code of the centred cell is fully transformed, its appearance is changed to the same shining 
blue colour as the nitrous oxide molecules. The centred cell starts to transform followed by 
the surrounding cells. The philosophy of follow-through has also been applied in this event as 
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it initiates one subject followed by other subjects in the surrounding area. This shot was 
captured by stationary framing to ensure the viewer’s full attention on the moving subjects in 
the scene. The shining blue of the nitrous oxide molecules along with their rapid aggregation 
direct the viewer’s attention to the centred cell, which is also the focal point on the screen. As 
a result, these elements contribute to achieving evident perception.  
 
 
Figure 94: Screenshot of the genetic rewriting scene in Turbo (Soren, 2013). Colour contrast 
has been applied to set the focal point and the animated movement follows the principles of 
follow-through and timing. 
 
 
Once all the cells are transformed by the nitrous oxide molecules, the virtual camera tracks 
backward to exit the blood cell. Meanwhile, the grey-coloured blood cells are rapidly turning 
blue, indicating that changes in the genetic code have affected Turbo’s blood. The same 
design approach has been discussed in the analysis of Prometheus, where the virtual camera 
travels back to a previous setting of blood vessels and blood cells to reveal the consequence 
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of the genetic rewriting and reconfirm a familiar cognitive context for viewers. This clearly 
shows viewers what is happening to Turbo’s body when his genetic code is re-written by the 
nitrous oxide molecules (Fig. 95). For viewers, specifically the general public, this approach 
deepens their newly acquired knowledge on the abstract matter and encourages them to keep 
processing the incoming animated contents.  
 
 
 
Figure 95: Screenshot of the centred blood cell turning blue and revealing the consequences 
of genetic change in Turbo’s body at a familiar cognitive level in Turbo (Soren, 2013). 
 
 
Turbo is a classic CG cartoon animation that employs key-frame animation, with all the 
traditional animation principles identified in the molecular animation sequence. The key-
frame animation has enabled traditional animation principles to be applied to the molecular 
animation sequence and animated microstructures to deliver an illusion of life to lay viewers. 
Among these principles, Turbo made interesting use of exaggeration in the molecular 
animation sequence. When all the blood cells are genetically transformed, not only their 
appearance but also their movements are changed. From a normal random flowing motion, 
these blood cells begin to roll like wheels to indicate the dramatic changes caused by the 
nitrous oxide. There is little doubt that these rolling movements represent an exaggerated 
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cartoon style since Turbo is a 3D cartoon animation. As such, its target audience is the 
general public, with the majority being children and teenagers. These viewers possess very 
little prior knowledge in regard to complex biological systems as they do not know how a 
blood cell should actually move. Therefore, they need to be encouraged, attracted and 
entertained to process the information conveyed as animated content. Although the wheel-
spinning motion of blood cells is exaggerated and violates the laws around real-life 
movement, it triggers viewers’ social awareness. Whereas viewers might not understand how 
a blood cell moves, they likely know how car wheels spin. To portray to consequence of 
Turbo’s body being affected by nitrous oxide, instead of making the blood cells move in a 
normal motion at a faster rate, the animators decided to exaggerate the blood cells’ motion to 
a level familiar to the viewers (Fig. 96). In this way, the new knowledge that Turbo’s body 
condition has changed dramatically can be processed easily by viewers with limited prior 
knowledge related to the topic. 
 
 
 
Figure 96: Screenshot of blood cells’ wheel spinning motion in Turbo (Soren, 2013). 
Although exaggerated and unrealistic, this familiar element of animated motion triggers 
viewers’ social awareness to further achieve comprehensive cognition. 
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This concludes the analysis of Turbo. This section has again identified tracking camera use as 
a constructional element in the 3D biological animation sequence. This cinematic approach 
can be applied to animations to establish evident perception. More importantly, this unique 
camera movement is capable of gradually implanting a contextual foundation to support 
viewers’ cognition and processing of incoming focal points. It also delivers a subjective 
illusion and personal viewing experience that encourages viewers to process the abstract 
contents from an animation. This section has also discussed the colour and motion contrast in 
molecular animation sequences used to direct the viewer’s attention and, thereby, achieve 
evident perception. Finally, it analysed the animation method and style of animation. As with 
the first two motion pictures, Turbo employs key-frame animation and applies all the 
traditional animation principles in the molecular animation sequence. Among these animation 
principles, exaggeration has been employed to animate the blood cells to direct viewers’ 
attention and achieve comprehensive cognition. The next section continues this analysis on 
the fourth motion picture, Lucy (Besson, 2014). It aims to identify the animation style and 
method for this motion picture and to explore how the constructional elements have been 
used in its molecular animation sequence contribute to achieving evident perception and 
comprehensive cognition.  
 
 
5.4 Analysis of Lucy 
 
 
Lucy (Besson, 2014) is a science fiction action film written and directed by Luc Besson and 
realised in 2014 (IMDb, 2014). This film is the story of its title character who gains super 
physical and mental capabilities, such as telepathy and time travel, from a drug called CPH4 
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that has been absorbed into her bloodstream. In this motion picture, 3D animation sequences 
and VFX have been applied to visualise the micro process of CPH4 molecules invading 
Lucy’s inner body. This section analyses the three 3D animation sequences in this motion 
picture that portray this complicated micro-biomedical process. The first 3D animation 
sequence to be analysed is the opening scene of this motion picture, which portrays the cell 
division process and contains many of the previously identified constructional elements of 3D 
biomedical animation. The scene starts with one cell floating around in the middle of the 
frame, which seems to break the rule of thirds. In photography, the rule of thirds is only one 
recommended framing method and is typically used because it achieves comfortable and 
meaningful composition (Meech, 2006). There is a multitude of ways to position single or 
multiple subjects in the frame; in this case, the single cell floats in the middle.  
 
 
Central framing is capable of achieving evident perception as it is easy to perceive a centrally 
positioned subject. Especially considering the central cell will split into two cells in the 
following sequence, if the cell were positioned under the rule of thirds, then the two daughter 
cells would fail to deliver a balanced composition on the screen. Thus, it is not necessary to 
position subjects in 3D biomedical animations under the rule of thirds. Regardless of the 
framing method, it is recommended to use a combination of depth of field and vignette to 
distinguish the focal subject from its surroundings. For example, depth of field and vignette 
were applied in the opening scene of Lucy to direct viewers’ attention onto the centrally 
positioned cell to further achieve evident perception.  
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When the centrally positioned cell divides, it splits into two daughter cells that move in 
opposite directions to create a balanced screen composition. This balanced framing helps 
viewers to perceive both on-screen subjects comfortably. The two daughter cells then each 
divide into two more cells, and so forth, until there is a large number of cells. The animated 
cell division is considered the focal point in this sequence; therefore, no constructional 
elements were applied to create contrast among these cells. The cells were all portrayed in an 
identical colour, shape and size. Many constructional elements have been applied to establish 
evident perception and highlight the splitting animation as the focal point for this scene (Fig. 
97). First, the scene was captured under stationary framing to minimise possible cognitive 
overload induced by the changing perspective of a moving camera. This helps viewers 
maintain their full attention on the cell division animation.  
 
 
Figure 97: Screenshots of the animated cell division sequence in the opening scene of Lucy 
(Besson, 2014). Depth of field, vignette, central framing and stationary framing were applied 
in this scene to achieve evident perception. 
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All the cells were animated by key-framing. Squash and stretch was applied to animate shape 
deformation during the cells’ cleavage to give them a life-like feel. Slow in and out was 
applied to represent the underwater resistance effect and simulate a believable aqueous 
environment. The animation sequence follows the principle of follow-through to start the 
animation with one cell splitting into two, two splitting into four and so on. This animation 
principle suggests avoiding animating a large group of cells to move simultaneously. 
Initiating cell division using a single cell reveals the consequences of the mutation as it is 
replicated in future progeny through further cell divisions (Bertram, 2003). Thus, it is 
suggested that a complex biological phenomenon use the follow-through principle to indicate 
the initiation of the phenomenon using simple interactions followed by a more complicated 
interactions between increasing numbers of subjects (Fig. 98). Cell division movements in 
this scene also follow the principles of overlapping action and secondary action. The splitting 
movements are not initiated or terminated on the screen. Secondary actions, such as the water 
wave motion on the cell nucleus and cell membrane, were included in the main cell division 
movements. The motion rate and path of cell division movements are non-linear, which 
follows the principles of timing and arc. These animation principles achieve believable 
movement in the animated cell division sequence and helps viewers believe the animated 
contents.  
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Figure 98: Screenshots of scene with consecutive cell division in Lucy (Besson, 2014) that 
demonstrate the use of follow–through. Other animation principles, such as squash and 
stretch, overlapping action, secondary action, timing and arcs were applied to achieve 
believable movement in the cell division sequence. 
 
 
The next scene to be analysed is the sequence of CPH4 molecules invading Lucy’s inner body. 
This scene starts with the camera tracking into Lucy’s bleeding bandage from outside her 
body. The outside of Lucy’s body is a familiar context from where the virtual camera takes 
viewers into her body’s inner structure, where it becomes abstract and complex for viewers to 
understand. It is a unique capability of 3D biomedical animation to use the virtual camera to 
link familiar with abstract contexts. In this way, viewers are encouraged to use previously 
perceived information from a familiar context to process the focal points from the abstract 
surrounding. Since tracking shots take viewers from one setting to another in the same shot, it 
is an entertaining approach to provide a subjective illusion and personal viewing experience 
for viewers to substitute themselves with the virtual camera and become deeply involved with 
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the surroundings. The cognitive encouragement and subjective illusion produced by the 
tracking camera help viewers feel connected, attracted and entertained enough to process the 
focal points from an abstract or unfamiliar setting in 3D biomedical animations.  
 
 
Inside Lucy’s body, the CPH4 molecules are rapidly leaking from the containment bag and 
spreading through her blood vessels. In the rest of this scene, the tracking camera follows the 
CPH4 molecules travelling through Lucy’s blood. Meanwhile, live footage of Lucy’s body, 
now suffering tremendous pain, are edited repeatedly into the animation sequence. This live 
footage contains Lucy’s facial expressions and body movements. As with the use of live 
footage that contained human subjects identified in the analysis of Mission: Impossible II, 
these facial expressions and body movements provide context by revealing the consequence 
of the CPH4 molecules invading Lucy’s inner body at a cognitive level familiar to viewers. 
Without live footage, viewers would be challenged to understand the consequences of these 
biological changes, which could potentially induce cognitive overload. Since this live footage 
was edited as in-between frames in the animation sequence, once the viewer’s social 
awareness is triggered by these shots, they are enabled to achieve a deeper understanding of 
the previous animation sequence and provided with a contextual reference for the following 
sequence (Fig. 99). The live footage segments of Lucy’s body movements were captured by 
stationary framing to balance the dynamic perspective obtained from the tracking camera 
inside Lucy’s body.  
 
 
  251 
 
Figure 99: Screenshots of the second animation sequence in Lucy (Besson, 2014) that portray 
the process of CPH4 molecules invading Lucy’s inner body. In this scene, 3D animation 
sequences and live footage were edited together to assist viewers’ understanding of the 
abstract knowledge. Tracking shots and stationary framing were applied correspondingly in 
this scene to achieve evident perception. 
 
 
The same design strategy was applied to the third 3D animation sequence of this motion 
picture, which is the scene where Lucy uses her new telepathic capability to search through a 
man’s memory. The animation sequence again starts with a virtual camera tracking into the 
man’s brain, which Lucy has in her hands. The virtual camera then tracks through the man’s 
brain structure and finally reaches the brain cells where his memories are stored. In this scene, 
the 3D animation sequences and live footage were also repeatedly edited together (Fig. 100). 
As with the previous scene, the live footage containing Lucy’s facial expressions function as 
cognitive context to help viewers process the new knowledge in the animation sequence 
related to the inner structure of the man’s brain. In this scene, live footage is also captured by 
stationary framing, whereas the 3D animation sequences are shot by a tracking camera 
travelling along the brain’s inner structure.  
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Figure 100: Screenshots of the reduplicative edit between the 3D animation sequences and 
live footage in the third animation sequence of Lucy (Besson, 2014). 
 
 
This concludes the discussion on Lucy. This section has discussed the use of a tracking 
camera and live footage in the animation sequences. As with the discussion results from the 
previous analyses, these techniques can be applied to 3D biomedical animations to achieve 
evident perception and comprehensive cognition. It has also analysed the key-frame 
animation method and animation principles employed in this motion picture’s animation 
sequences to achieve believable movement.  
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Chapter 6: Discussion 
 
6.1 Overview 
 
 
Through analysing the selected 3D biomedical animations and motion pictures, similar 
constructional elements have been identified. Meanwhile, distinct constructional elements 
and animation styles have also been explored from these two industries. Depth of field, 
vignette and rule of thirds are found to be used extensively in both 3D biomedical animations 
and motion pictures. These techniques are often applied together to highlight a key subject 
among other identical subjects and, thereby, indicate the focal point. Based on the analysis 
and discussions in previous chapters, these constructional elements can be applied to 3D 
biomedical animations to achieve evident perception. In addition, these elements introduce 
life-like photographic effects to 3D biomedical animations that induce life-like illusions and 
make the viewer feel more connected to the animations, thus contributing to comprehensive 
cognition by triggering their social awareness. 
 
The use of consequence of shots in 3D biomedical animations and motion pictures is similar. 
In all cases, this technique is employed to establish a cognitive knowledge–context 
relationship that represents focal points based on familiar contexts. The difference between 
the two industries is that this knowledge–context relationship was applied more frequently in 
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the selected motion pictures, whereas CG animation sequences were edited together closely 
with live footage. In the motion pictures, the CG animation sequences usually carried the 
focal points while the live footage relayed human facial expressions and body movements. 
These human and socially related elements trigger the viewer’s awareness and encourage 
them to process the focal points presented in the animation. In 3D biomedical animations, the 
consequences of shots is not as quick and dynamic as the consequences of shots in motion 
pictures. This is because the animation sequences in motion pictures are much shorter than 
the length of a 3D biomedical animation. Second, 3D biomedical animations carry more focal 
points than an animation sequence in motion pictures. In addition, the focal points of 3D 
biomedical animations are more complex and specific than the information carried by 
animation sequences in motion pictures. Each shot in a 3D biomedical animation requires 
more time to develop its focal point.  
 
Tracking shots and rack focus are applied more often in the selected motion pictures than the 
selected 3D biomedical animations. These constructional elements deliver a strong cinematic 
feel to 3D biomedical animation, which makes them entertaining. These cinematic elements 
differentiate 3D biomedical animations from traditional instructional approaches that employ 
graphics and 2D animation. These elements were applied more in The Inner Life of the Cell 
and Fertilization than in Alzheimer’s Enigma and Inflammation and Type 2 Diabetes. As a 
result, these two 3D biomedical animations exhibit a heavier sense of cinematic style 
compared with the other two. These cinematic elements, especially the tracking shot, create 
an illusion for viewers to feel subjective and personal. This subjective illusion and personal 
viewing experience triggers viewers’ social awareness and implants a strong attachment into 
their cognition.  
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Alzheimer’s Enigma and Inflammation and Type 2 Diabetes, on the other hand, employed 
frame in frame, on-screen text, stationary framing, digital human figures and live footage. 
These constructional elements were not applied extensively in the selected motion pictures. 
When compared with the cinematic elements, these constructional elements deliver a 
simulated style to 3D biomedical animations, which makes them more acceptable by expert 
viewers who possess a high level of prior knowledge on complex biological systems and who, 
therefore, prefer to view academically accurate 3D biomedical animations that do not conflict 
with their existing knowledge and beliefs.  
 
 
Microscopic structures, such as cells and molecules, are frequently the subject of 3D 
biomedical animations. No matter how realistic these microstructures look, they will not 
become believable for viewers if their animated movements cannot be believed. If the 
animated movement conflicts with the viewer’s existing beliefs, then they will become 
psychologically uncomfortable and lose their cognitive capability to continue processing the 
visual information from the animation. Thus, the quality of animated movements of 
microscopic structures influences their believability. Based on the objectives of visual 
consonance, believable movement states the believability of animated movements is linked 
with viewers’ existing beliefs on the topic. Lay viewers prefer to see humanised figures while 
experts desire to see microscopic structures animated in a simulated and realistic manner. 
This suggests the selective use of animation methods (key-frame animation and physics-
based animation) and animation principles (anticipation, follow-through and overlapping 
action) according to the target audience. 
  256 
 
 
The analysis has found the employment of different animation methods between two 
industries. The selected motion pictures all employed key-frame animation as their main 
animation method. This animation method allowed animators to apply animation principles to 
the animated microstructures in motion pictures to deliver an illusion of life to the targeted 
audiences, which are lay viewers. This analysis supports the argument for visual consonance, 
which suggests that key-framed 3D biomedical animations are more attractive for lay viewers, 
whereas physics-based 3D biomedical animations are more welcomed by expert viewers. 
When applying this re-interpreted principle to 3D biomedical animations, animators need to 
use the suggested animation method according to the animation’s target audience. Among the 
selected 3D biomedical animations, only Fertilization employed key-frame animation as the 
main animation method. The other three animations all employed physics-based animation as 
the main animation method, with minimal key-frame animation. As visual consonance argues, 
Fertilization is more attractive to lay viewers while the other three animations are more 
suitable for expert viewers.   
 
 
Due to the difference of employing key-frame animation, different uses of animation 
principles are found in the two industries. Squash and stretch, arcs, secondary action, slow in 
and out and timing are observed in all the animation sequences in the selected motion 
pictures. These five animation principles bring an illusion of life to the animated movements 
of microscopic structures by adding shape deformation, secondary movements, non-linear 
motion rate and non-linear motion path into their movements. These animation principles are 
observed not to be used extensively in the selected 3D biomedical animations, except 
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Fertilization. As a result, the microscopic structures in the other three 3D biomedical 
animations feel stiff and lifeless when compared with Fertilization. This analysis supports 
visual consonance’s argument; that is, squash and stretch, arcs, secondary action, slow in and 
out and timing are essential to all 3D biomedical animations.  
 
 
As mentioned in the summary of Chapter 5, follow-through and overlapping action is 
observed in all selected motion pictures. This animation principle has been applied 
extensively in the differential animation of movement for groups of structures while avoiding 
synchronous or simultaneous movements. Following this animation principle, the complex 
biological phenomena in the selected motion pictures were initiated by a simple interaction 
followed by more complicated interactions among increasing numbers of animated structures. 
For example, in Mission: Impossible II, Dr Sergei’s death sequence was initiated by one 
Chimera virus invading one red blood cell followed by the invasion of more red blood cells. 
In Prometheus, the camera focuses on an isolated strand of the Engineer’s DNA as it is being 
affected and falling apart only to be reconstituted as Earth DNA. The cell division processes 
in Prometheus and Lucy were both initiated by one cell followed by an increasing number of 
cells. In Turbo, the process of Turbo’s genetic code being rewritten by the nitrous oxide 
molecules started with one cell followed by more cells.  
 
 
In 3D biomedical animations, initiating a sequence of complex biological phenomena using a 
simple initiation event has two benefits. The first is that since there are only one or two key 
subjects in the scene, animators can give their full attention to key-frame animate the 
movements and interactions of these subjects. Second, by using key-frame animation, 
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animators can apply the animation principles to make the key subjects more believable and 
appealing. 3D biomedical animators often try to create a busy scene that includes a large 
number of animated microstructures, such as cells and protein molecules. Extensive examples 
are found in the selected 3D biomedical animations. Since it is very challenging and time-
consuming to key-frame every single structure, 3D biomedical animators often use physics-
based animation to generate and control the microstructures that they aim to animate. Since 
physics-based animation limits animators’ control over microstructures’ motion attributes, the 
physics-based movements in these 3D biomedical animations are often synchronous and 
looping. Thus, employing physics-based animation as the main animation method will limit  
shape deformation, secondary movements, non-linear motion rate and non-linear motion path 
in the animation, which hinders believability. The second benefit for initiating a sequence of 
complex biological phenomena with a simple interaction is that the viewer can clearly 
identify the key elements in the scene since they are usually the first major moving objects to 
appear. Even when other animated objects start to move, viewers will still tend to focus on 
the specific key subject that initiates the phenomenon.  
 
 
Visual consonance provides theoretical guidance to 3D biomedical animators’ decision-
making during the animation workflow process. Given such guidance, animators can become 
goal-orientated, with a logical order to follow during an animation’s design. Based on this 
logical order, animators also need to understand the constructional elements of 3D biomedical 
animation. Through this analysis of selected 3D biomedical animations and motion pictures, 
twelve constructional elements have been identified. The effects of these constructional 
elements for 3D biomedical animation have been explored based on visual consonance. As a 
result, animators can gain an understanding on when and how to use these elements to 
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achieve evident perception and comprehensive cognition in 3D biomedical animations. Each 
of these constructional elements will be outlined in detail in this section to clarify their effects 
in achieving a visual state of cognitive consonance.  
 
 
6.2 Identified Constructional Elements of 3D Biomedical 
Animation  
 
 
6.2.1 Depth of field 
 
 
Depth of field is a real-life photographic effect that is controlled by the aperture and the focal 
length of the camera lens. This technique creates contrast in sharpness to separate the focal 
subject from its surroundings. As 3D biomedical animations often require the visual 
representation of complex biological systems at a micro level, and where microscopic 
subjects exhibit identical appearance and movement, it is necessary to create contrast in 
sharpness to separate the focal subject from its identical surroundings. As indicated in Section 
4.2.1, by applying depth of field to a 3D biomedical animation, viewer’s attention can be 
easily directed to the sharpest object as the focal point; thus, evident perception is achieved. 
This constructional element of 3D biomedical animation not only fulfils a perception purpose, 
but it also simulates how human eyes perceive objects in real life. In real life, when people 
focus on one object from a group of others, their muscles bend the eye lenses to automatically 
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adjust the focal length and aperture for the incoming light and sharpen the focus on a single 
sharp object while the background is blurred. Depth of field is applied to simulate this human 
mechanism. When this technique is applied to a 3D biomedical animation, it provides a sense 
of real-life awareness to help viewers feel connected to the contents and, thus, enables 
comprehensive cognition.  
 
 
6.2.2 Rack focus 
 
 
In filmmaking and television production, rack focus is used as a cinematic strategy to change 
the lens focus while shifting the focus from one object to another on the screen. Section 4.3.3 
discussed how this cinematic technique simulates the way humans observe objects in reality. 
When people focus on one object from a group, our eye lenses bend to magnify and create a 
depth of field effect that separates the focused object from its surroundings. When people 
shift their attention among other objects in the group, different objects will turn sharp 
according to the attention shift so that they can observe the focused subject clearly. In 3D 
biomedical animations, rack focus can be applied with both stationary framing and tracking 
shots to direct the viewer’s attention to the focal subject and, thus, achieve evident perception. 
Meanwhile, as this constructional element also simulates a real-life human mechanism, as 
does the depth of field, it provides a sense of real-life awareness that makes viewers feel 
connected to the contents. As a result, comprehensive cognition can also be achieved.  
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6.2.3 Vignette 
 
 
In photography, vignette occurs when light is not fully transmitted and stored on the film or 
digital sensor when taking a photo (Ray, 2002). Visually, vignette can be described as the 
reduction of light saturation more at the periphery of an image than at the middle. As 
discussed in Section 4.2.2, since people are more attentive to bright than dark subjects in a 
frame, vignette creates a contrast in lightness that directs attention to the brighter area at the 
centre of the frame rather than the darker periphery. Vignette is often applied together with 
depth of field and rule of thirds to achieve an evident perception on the screen.  
 
 
6.2.4 Rule of thirds 
 
 
Section 4.2.3 discussed the rule of thirds as one of the most important and common 
composition rules applied by photographers to produce high-quality photos with comfortable 
and meaningful composition (Meech, 2006). If one divides an image into nine equal sections 
separated by two equally spaced horizontal lines and two equally spaced vertical lines, then 
the image will be segmented into three sections in each row and column. The rule of thirds 
suggests that animators should place key elements along these lines or around the 
intersections between these lines (Peterson, 2003) to achieve a balanced and unified 
composition (Ryan and Lenos, 2012). Since the focal subject is positioned closer to one of the 
edges, after seeing that object viewers still tend to search around the remaining image 
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because there is still plenty of space left to be explored in the frame. This strategy encourages 
viewers to hold their attention on an image for a longer time and, therefore, a more 
meaningful interaction can occur between the viewer and the image. Theoretically, this leads 
to comprehensive cognition on the screen. It is recommended to apply the rule of thirds along 
with depth of field and vignette to achieve evident perception.  
 
 
6.2.5 Central framing 
 
 
Central framing was described in Section 5.4 as a common composition method in 
photography that places a single subject in the middle of a frame. This constructional element 
contributes to evident perception as it stages the focal subject distinctly on the screen.  
 
 
6.2.6 Consequence of shots 
 
  
In film studies, the consequence of shots describes editing the connections between shots. As 
Section 4.2.4 indicates, the consequence of shots in 3D biomedical animations plays a 
significant role in achieving a visual state of cognitive consonance. From a cognitive 
perspective, people require prior knowledge to function as a contextual foundation to process 
new knowledge. Specifically for lay viewers who are likely to possess very little prior 
knowledge related to the topics of 3D biomedical animations this is very important. In this 
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case, all the shots in the animation need to be edited together logically and with a progressive 
order so that small amounts of knowledge can be implanted into viewers’ cognition gradually. 
As a result, viewers can then use knowledge processed in the previous shot as a cognitive 
foundation to process knowledge from incoming shots. This logical consequence has been 
referred to as a knowledge–context relationship in the previous discussions. Without a tight 
knowledge–context relationship, viewers are likely to experience cognitive overload due to 
the absence prior knowledge to cognitively process the new knowledge from the incoming 
shots.  
 
 
From the selected motion pictures, all the animation sequences were edited together 
repeatedly with live footage of facial expressions and body movements. These human-related 
gestures are universal. They trigger viewers’ social awareness and assist them to understand 
and process the abstract knowledge of molecular structures, and their interactions during the 
3D animation sequences. In 3D biomedical animations, shots of digital human figures or 
previous settings can also function as cognitive context. When a context is introduced before 
a focal point, it cognitively prepares viewers to process the incoming focal point. When a 
context is displayed after a focal point, it helps to deepen the viewer’s understanding of the 
perceived knowledge within a familiar context. When the context and the focal points are 
edited together repeatedly, the context constantly supports viewers to process the focal points. 
As a result, the 3D biomedical animation can achieve comprehensive cognition. 
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6.2.7 Frame in frame  
 
 
Frame in frame was introduced in the analysis of Inflammation and Type 2 Diabetes as 
another visual approach to introduce a focal point for establishing cognitive context. A frame 
contains focal points that can be introduced inside the frame to function as context. 
Compared with the consequence of shots, frame in frame introduces the focal point and 
cognitive context in a same shot, which reduces the demand for viewers to mentally recall the 
contents from a previous scene for context. The context remains on the screen so that when 
viewers require cognitive support to process the focal points they only need to quickly shift 
their attention to perceive the remaining on-screen elements from the frame. While this visual 
approach contributes to a tight knowledge–context relationship on the screen, it is important 
to ensure that the focal points from the newly introduced frame are evident enough to draw 
viewers’ attention directly from the existing on-screen elements. Otherwise, evident 
perception will not be achieved on the screen. One possible solution is to reduce the 
brightness of the context frame while the focal point frame is introduced so that viewers’ 
attention is naturally directed to the focal point of the frame.  
 
 
6.2.8 Digital human figures and live footage 
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The principle of embodiment suggests that people learn more deeply when on-screen agents 
display human-like gestures, movement, eye contact or facial expressions (Mayer, 2009). In 
3D biomedical animations, digital human figures and live footage are used to compose a real-
life cognitive context. As Section 4.4.3 indicates, these human and socially related gestures 
trigger viewers’ social awareness and prepare them cognitively for incoming focal points. As 
a result, a knowledge – context relationship can be established to further achieve 
comprehensive cognition. Digital human figures and live footage are commonly applied in 
textbooks, instructional documentaries and animations. When applied to 3D biomedical 
animations, these visual elements deliver a strong simulated style.  
 
 
6.2.9 Tracking shots  
 
 
In filmmaking, tracking shots are captured by a camera moving along tracks on the ground. 
The camera can move forwards, backwards, from side to side, circularly, diagonally, or 
follow a particular subject on the tracks (Bordwell and Thompson, 1997). Crane shots are a 
similar camera movement that involves the camera moving above the ground level on a crane 
to simulate rising or descending. In 3D biomedical animations, the concept of “ground level” 
does not exist as virtual cameras can move freely in all dimensions in a 3D virtual 
environment. Thus, to simplify the term in this study, tracking shots and crane shots and other 
mobile framing approaches are referred to as tracking shots. Section 4.3.2 discussed that 
these mobile camera movements can create a subjective illusion and personal viewing 
experience for viewers. As a result, viewers can substitute themselves with the virtual 
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environment and become deeply involved with it. This subjective and personal illusion 
triggers viewers’ social awareness and implants a strong attachment into viewers’ cognition. 
It helps them feel connected, encouraged, attracted and entertained enough to process the 
focal points from a 3D biomedical animation. While achieving comprehensive cognition, 
tracking shots can also direct viewers’ attention to the focal subjects on the screen as it zooms 
in or arcs around the focal subject, thereby contributing to evident perception. 
 
 
6.2.10 Stationary framing 
 
 
Compared with tracking shots as a cinematic technique, stationary framing brings a sense of 
simulated strictness to 3D biomedical animations and sets an instructional tone. As Section 
4.4.2 indicates, stationary framing helps viewers maintain their attention on the appearance 
and movement of on-screen elements. From a perception perspective, this achieves evident 
perception for viewers as it is convenient for them to perceive the focal points on the screen 
from a constant perspective. From a cognition perspective, stationary framing provides 
viewers with an impersonal and objective approach similar to observing microbiological 
tissues under a microscope. This illusion helps expert viewers feel connected and comfortable 
with the way they are viewing the animated contents.  
 
 
Based on the analyses in Chapters 4 and 5, 3D biomedical animations mainly shot by 
stationary framing are considered an instructional and simulated style and, hence, more 
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suitable for experts with a high level of prior knowledge on the topic. Experts are mainly 
concerned about a 3D biomedical animation’s technical accuracy and simulated style. On the 
other hand, 3D biomedical animations mainly captured by tracking shots are more acceptable 
to lay viewers who possess very little or no prior knowledge of the topic. This group is not 
concerned about technical accuracy; however, they do require cognitive support to encourage 
further processing of new complex and abstract knowledge from the animation.  
 
 
6.2.11 Particles 
 
 
Section 4.3.4 discussed that particles are often used in physics-based animations to simulate 
the effects of fire, explosions, smoke, fluid, sparks, fog, clouds, snow, and dust in a realistic-
looking way. In 3D biomedical animations, apart from this purpose, particles are often 
created to simulate a large group of identical structures, such as proteins and red blood cells. 
In 3D animation software, particles are generated from and controlled by an emitter. The 
emitter is programmed with a set of parameters to determine each particle’s colour, lifetime 
(the lifespan of each particle in the scene before disappearing), spawning rate (the number of 
particles generated from the emitter per unit time), initial velocity vector (the motion path of 
particles) and other attributes. Animators need to set variables to each of these parameters to 
add a sense of randomness to the particles’ behaviour, such as various lifespans and motion 
paths. By doing this, the particles look less identical and stiff. In 3D biomedical animations, 
it is necessary to achieve believable animated movements; therefore, it is important to deliver 
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an illusion of life in the particles’ movements. Otherwise, the structures they represent will 
fail to look alive or believable to viewers. 
 
 
6.2.12 On-screen text 
 
 
On-screen text is a traditional visual element of instructional illustrations and animations. 
When corresponding on-screen text and focal subjects are presented near each other, evident 
perception is increased. If a visual subject and its corresponding on-screen text are positioned 
too far away from each other, then viewers have to spend extra cognitive capacity to process 
the two individual elements located in different areas of the screen, which leads to 
unnecessary cognitive overload. Since text is still the most popular and dominant 
instructional medium, it provides a simulated style to 3D biomedical animations. In addition, 
as Section 4.4.3 indicates, the symbolic representations present in text trigger viewers’ 
awareness. When the abstract focal points are presented with on-screen texts, these texts can 
function as the cognitive context to support comprehensive cognition.  
 
 
6.3 Summary 
 
 
This section has discussed and summarised the constructional elements of 3D biomedical 
animations identified in this PhD research. Since the workflow of 3D biomedical animation is 
  269 
a time-consuming task that contains many challenging phases, more constructional elements 
are yet to be identified using the methodology of this study. The identified constructional 
elements in this research were set within the scope of technology-independent design 
strategies and patterns that construct the contemporary 3D biomedical animations. As an 
emerging medium, 3D biomedical animations constantly evolve new CG and VFX 
techniques. The technology involved in this field plays a significant role with respect to the 
visual representation of 3D biomedical animations. However, it requires an extensive amount 
of human resource and financial support to apply up-to-date VFX techniques. For this reason, 
the molecular animation sequences in the Hollywood-produced feature-length motion 
pictures analysed in this study were rendered to a much higher quality than the selected 3D 
biomedical animations.  
 
 
The emerging industry of 3D biomedical animation is still a lot smaller than the motion 
picture industry. Under this current situation, the majority of 3D biomedical animations are 
unlikely to use the latest CG and VFX techniques due to the shortage of human and financial 
resources. Meanwhile, it is also an era when advanced CG and VFX techniques are being 
applied increasingly outside their primary (entertainment) domain. Therefore, it becomes a 
challenge for contemporary 3D biomedical animators to maintain and enhance the outcomes 
of their animations as an instructional approach under constantly shifting CG and VFX 
parameters and capabilities. For example, new animation plug-ins allow for modelling 
microstructures inside the animation software and physics-based animation has become a 
new animation method for 3D biomedical animation. It is necessary to establish a specific 
analytical framework to guide contemporary 3D biomedical animators during their creative 
workflow. Visual consonance embodies the requisite goals of 3D biomedical animators; that 
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is, to achieve evident perception, comprehensive cognition and believable movement so that 
viewers can reach a visual state of cognitive consonance (see Table 1). In this cognitively 
harmonious state, viewers feel connected, comfortable and encouraged to process the abstract 
and complex focal points in 3D biomedical animations. Based on these three design 
objectives, visual consonance can provide technology-independent guidelines to help the 
contemporary animators understand the constructional elements they are applying in their 
practice so they can understand when and how to use them in 3D biomedical animations. 
 
 
 
Visual consonance: an analytical framework for 3D biomedical animation that combines the 
re-interpreted principles of animation and multimedia learning. This analytical framework 
helps viewers to reach a visual state of cognitive consonance while watching a 3D 
biomedical animation. In this mental state, viewers feel connected, comfortable and 
encouraged to process the abstract and complex focal points in 3D biomedical animations. 
The three design objectives of visual consonance are listed below with their aims and 
underlying principles.  
 
Design Objective Aim Re-interpreted 
Principles 
 
 
 
 
 
 
 
Evident 
Perception 
There can only be one focal point 
represented in a 3D biomedical animation 
scene and it must be perceived clearly by 
viewers. It can be achieved by creating 
contrast in pre-attentive properties, such 
as colour, lightness, shape and length, to 
highlight the focal points. It can also be 
achieved using off-screen elements, un-
balanced screen composition and on-
screen directing elements, such as lines 
• Staging 
• Coherence  
• Signalling  
• Redundancy  
• Spatial contiguity  
• Temporal 
contiguity 
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and arrows, to direct the viewer’s 
attention to the focal point. Excluding 
unnecessary visual elements on the 
screen contributes to evident perception. 
This design objective combines the re-
interpreted principles in the right column.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Comprehensive 
Cognition 
The focal points of a 3D biomedical 
animation need to be represented in a 
familiar context for viewers. For expert 
viewers, a familiar context means to 
represent the content of 3D biomedical 
animation in a realistic and simulated 
manner, so that cognitive dissonance can 
be avoided. For lay viewers, a familiar 
context in 3D biomedical animation 
might be exaggerated to include human-
like or socially related gestures. For all 
viewers, familiar context works as a 
cognitive base to connect the viewer’s 
prior knowledge or trigger their social 
awareness so that the perceived focal 
points can be processed by them 
cognitively. Animators can also use a 
previous scene to function as an already 
given context for viewers when 
processing the focal points in subsequent 
shots. This design objective combines the 
re-interpreted principles in the right 
column.  
  
• Appeal 
• Exaggeration 
• Personalisation 
• Voice 
• Embodiment 
• Pre-training 
• Modality 
 Believable movement states that the • Anticipation  
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Believable 
Movement 
 
believability of animated microstructures 
is linked with the viewer’s existing 
beliefs on the topic. Lay viewers prefer to 
see humanised microstructures because it 
is easier for their cognition to process 
human-like movements than abstract 
ones. However, over-humanised 
microstructures conflict with expert 
viewers’ existing beliefs; therefore, they 
prefer to see microstructures being 
animated in a simulated and realistic 
manner. These two different animation 
styles can be achieved through the 
selective uses of anticipation and follow-
through and overlapping action. These 
two animation principles can implant 
artificial personalities into animated 
objects by revealing the intentions for 
their motions. As a result, by applying 
these two animation principles, 
microstructures start to behave like they 
are “thinking” and possess personalities 
so that lay viewers will find them 
believable. Eliminating anticipation and 
follow-through and overlapping action 
will result in the animated 
microstructures behaving in a realistic 
way to present a strong simulated style, 
which is more suitable for expert viewers.  
 
Squash and stretch, arcs, secondary 
action, slow-in and slow-out and timing 
are essential to all 3D biomedical 
• Follow-through  
and overlapping 
action  
• Squash and stretch 
• Arcs 
• Secondary action 
• Slow-in and out  
• Timing  
• Key-frame  
or physics-based 
(re-interpreted from 
straight-ahead 
action or pose-to-
pose) 
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animations. The five animation principles 
confer an illusion of life to 
microstructures’ animated movements by 
providing guidance with respect to shape 
deformation, secondary animated 
movements, non-linear motion rate and 
non-linear motion path. Straight-ahead 
action or pose-to-pose can be re-
interpreted for 3D biomedical animation 
as key-frame or physics-based. This re-
interpreted animation principle suggests 
that key-framed 3D biomedical 
animations are more attractive for lay 
viewers while physics-based 3D 
biomedical animations are more 
welcomed by expert viewers. A solution 
to combine these two animation methods 
for 3D biomedical animations is to focus 
on one particular microstructure (i.e. one 
cell) instead of the whole group and hand 
key this microstructure over the top of its 
physics-based movement. 
 
Table 1: The content of “visual consonance”: an analytical framework for 3D biomedical 
animation 
 
 
Table 2 clarifies the essential animation principles for all 3D biomedical animations and the 
selective animation principles that need to be employed differently according to the 3D 
biomedical animation’s target audiences.   
 
  274 
 
 3D biomedical animation 
Targeting for Lay Viewers 
3D biomedical animation 
Targeting for Expert 
Viewers 
Essential Animation 
Principles  
• Squash and stretch 
• Arcs  
• Secondary action 
• Slow-in and out  
• Timing 
• Key-frame or Physics-
based (re-interpreted 
from straight-ahead 
action or pose-to-pose) 
• Squash and stretch 
• Arcs  
• Secondary action 
• Slow-in and out  
• Timing 
• Key-frame or Physics-
based (re-interpreted 
from straight-ahead 
action or pose-to-pose) 
Selective Animation 
Principles 
• Anticipation  
• Follow-through and 
overlapping action 
 
 
Table 2: The essential and selective animation principles for 3D biomedical animations 
targeting different types of viewers according to visual consonance.  
 
 
 
Based on visual consonance, this research has identified the applied effects of twelve 
technology-independent constructional elements in achieving evident perception and 
comprehensive cognition for 3D biomedical animation. More constructional elements, both 
technology-independent and highly technology-dependent, can be identified under the 
methodologies of textual analysis and action analysis. Since CG and VFX techniques are 
becoming cheaper and easier to access, 3D biomedical animators have a constantly increasing 
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number of new techniques and formulas at their disposal. However, regardless of the shifting 
technology, visual consonance offers a rubric to analyse the effects of newly identified 
constructional elements. This analytical framework helps contemporary 3D biomedical 
animators critique, understand and enhance their creative works. Appendix B documents the 
workflow of an experimental animation of human articular cartilage. This example illustrates 
the process of applying visual consonance to the production phases of animation and reveals 
the underlying decision-making process used to identify the constructional elements of 3D 
biomedical animation and their effects. 
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Chapter 7: Conclusion 
7.1 Overview  
 
 
3D biomedical animation has emerged as a significant specialty within the animation industry. 
Universities and organisations around the world are establishing specific courses to nurture 
new 3D biomedical animators. However, most of these courses require candidates to possess 
more medical and biological background than animation background. In addition, animation 
students are more likely to pursue careers in games, VFX and media rather than jobs in the 
3D biomedical animation industry. This leads to a situation where contemporary 3D 
biomedical animations are more likely to be made by medical researchers or biologists than 
genuine animators. The difference between these groups are that one only knows how to 
operate animation software to build accurate animations while the other understands how to 
deliver an illusion of life to viewers to make them believe the animated contents. The 3D 
biomedical animations created by medical researchers or biologists are accurate enough to 
convey to other expert viewers. However, these animations are challenging for lay viewers to 
comprehend because the animated contents are either missed by these viewers or cannot be 
processed by them due to the cognitive overload. 
 
 
Contemporary participants in the field (medical researchers and biologists) lack knowledge 
on the original animation and multimedia principles. Without these technology-independent 
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principles, even the most accurate contents from a 3D biomedical animation cannot to be 
delivered to viewers. Moreover, if the animated contents in a 3D biomedical animation are 
not animated in a believable and appealing way, then viewers will not drop their suspicion or 
become deeply engaged with the animation. However, while the original animation and 
multimedia principles are beneficial to the field, they cannot be applied directly to 3D 
biomedical animations. These original principles need to be reinterpreted and combined to 
encompass the capabilities of 3D biomedical animation. In light of this need, this PhD 
research proposed a specific analytical framework for 3D biomedical animation termed 
“visual consonance”. This theoretical framework is established based on the re-interpreted 
and recombined original animation and multimedia principles. It aims to provide guidelines 
and insights on how 3D biomedical animations can be designed to enable cognitive 
consonance; that is, a cognitively harmonious state where viewers feel connected, 
comfortable and encouraged to process the visual contents on the screen. Visual consonance 
calls 3D biomedical animations to achieve evident perception, comprehensive cognition and 
believable movement so that viewers can reach a visual state of cognitive consonance. This 
analytical framework benefits contemporary participants in the field of 3D biomedical 
animation by providing theoretical guidelines to support their creative works. It provides 
insights for participants to understand current applications of 3D biomedical animation as an 
animation and multimedia product. Visual consonance can also be applied to analyse the 
effects of contemporary constructional elements found in modern 3D biomedical animations.   
 
 
The design process for 3D biomedical animations comprises scripting, storyboarding, voice-
over recording, animatics, modelling, texturing, animation, lighting, rendering and final 
compositing. Among these phases, various principles, methods and formulas can be applied 
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and combined by animators to construct a 3D biomedical animation. Today, CG and VFX 
technologies are rapidly expanding and changing our traditional understandings and craft of 
animation. Contemporary participants now face a plethora of methods and formulas never 
previously available. While it is an exciting era for them, it is also a challenging time for 
participants to choose appropriate combinations from a wider range of methods, elements and 
formulas. Contemporary participants are making efforts to attain a higher degree of technical 
competency in operating software. However, applying the effects available through the 
software means simply using other’s approaches without knowing the theoretical reasons 
behind them. This is a consequence of not valuing the significant relationship between 
practice and theory in 3D biomedical animation. Under a framework of visual consonance, 
contemporary 3D biomedical animators now possess an analytical lens to explore the effects 
of the contemporary constructional elements used in 3D biomedical animations. This PhD 
research demonstrates the process of applying textual analysis and action analysis on selected 
creative works to identify the constructional elements of 3D biomedical animation. It also 
demonstrates the process of exploring the effects of these constructional elements based on 
visual consonance. Practitioners in the field can now understand when and how to apply 
these constructional elements in 3D biomedical animations.  
 
 
The methodologies of this research contribute insight for future research in the field. First, the 
constructional elements are constantly expanding through the application of CG and VFX. 
Additional technology-dependent constructional elements can be identified using textual 
analysis and action analysis. After new constructional elements are identified, their effects in 
3D biomedical animations can be explored by applying the analytical framework of visual 
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consonance. This research also benefits the wider animation industry and reiterates the 
significant relationship between practice and theory in animation studies. The approach used 
in this study can be referenced as a valid example of how to reinterpret, and perhaps expand, 
existing knowledge of animation to include new styles and applications. Animators are now 
experiencing an era of new animation applications, processes and styles through emerging 
CG and VFX technologies. This calls for animation researchers to expand the existing 
animation principles, theories and frameworks to encompass new forms of animation. This 
research also calls contemporary participants in the overall field of animation to keep 
exploring the theoretical principles and analytical framework in the field while trying to 
attain a higher degree of technical competency.   
 
 
7.2 Future Work  
 
 
 
 
The scope of this study was set to attain a visual state of cognitive consonance in 3D 
biomedical animations. Although visual consonance excludes the audio-related principles of 
multimedia learning, 3D biomedical animations generally contain both visual and audio 
content. With no doubt, audio content, such as scripting, voice-over, background music and 
sound effects, plays a significant role in supporting cognitive consonance. Future research 
can be conducted to explore the role of audio content in 3D biomedical animations. This 
study is also limited to the use of interactivity in 3D biomedical animation. Interactive 
animation can be turned into dynamic simulation, which is believed to a better solution for 
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instructional design (Mayer, 2009). When switched from “viewers” to “users”, learners 
acquire more control over the time they can be engaged with the presented contents. This 
obviously reduces the chances of cognitive overload. However, visual consonance can still be 
considered a starting point for further studies in the field of 3D visualisation and simulation. 
This analytical framework explores how visual subjects are perceived, how the subject’s 
animated movements can be believed and how visual information can be cognitively 
processed. These central design objectives can be applied when designing dynamic 
simulations. 
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Appendix A - Human Articular Cartilage 
 
Cartilage exists in various forms to perform a range of functions inside the human body (Fig. 
101). Depending on its composition and function, cartilage can be classified as articular 
cartilage, fibrocartilage or elastic cartilage (Mansour, 2003). Our fundamental movements, 
including walking and running, are made possible through articulation at our synovial joints, 
such as the hips and knees. Articular (hyaline) cartilage covers the surfaces of these freely 
moveable synovial joints to provide smooth and painless motion between adjoining bony 
segments. It functions as a load-bearing surface to help distribute the loads between opposing 
bones. Inside the human body, cartilage works as a binder surface between fibrocartilaginous 
joints with limited movements, such as the annulus fibrosus of the intervertebral disc. This 
type of cartilage is called fibrocartilage. Elastic cartilage is another type of cartilage used to 
maintain the shape of structures such as the ear and the trachea.   
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Figure 101: Locations of different types of cartilage (Antranik, 2011). 
 
 
Articular cartilage covers the ends of opposing bones in mammalian articulating joints. This 
biological tissue performs a mechanical function by providing a load-bearing surface with 
low friction and wear-resistant that distributes the loads between opposing bones and 
facilitating lubrication. On the medial femoral condyle of the knee, cartilage averages 0.41 
mm in rabbit and 2.21 mm in humans (Athanasiou et al., 1991). Articular cartilage is a thin, 
white, soft tissue. The surface of healthy articular cartilage is smooth and glistening. If 
cartilage were a stiff material like bone, then the contact stress at a synovial joint would be 
much higher. In this case, people would not be able to perform movements such as walking 
and running without suffering pain.   
 
 
The entire synovial joint is enclosed in a fibrous tissue capsule lined with the synovial 
membrane (Fig. 102). A relatively small amount (less than 1 mL) of fluid, known as synovial 
fluid, is enclosed within the synovial membrane in a normal joint (Mansour, 2003). Synovial 
fluid is a viscous, stringy and egg white-like fluid. The water component of synovial fluid 
works with the components of articular cartilage to make the cartilage tissue swell so as to 
bear the loads between opposing bones. The swelling of articular cartilage is an extremely 
complex process that includes mechanical and chemical interactions between the relatively 
positive water molecules and the negatively charged components of articular cartilage. Once 
the swelling ability of the articular cartilage is reduced or lost the tissue will no longer be able 
to distribute the loads effectively between opposing bones. 
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Figure 102: Diagram of a synovial joint (articular bones separated by a fluid-filled joint 
cavity) (Pearson Education, 2011). 
 
 
Articular cartilage is a thin, semi-translucent, soft tissue, and its composition is fairly similar 
to jelly. It contains a lot of water (the water molecules of synovial fluid), but only a small 
amount of solutes (dissolved substance). Human articular cartilage is 2–4 mm thick and 
approximately 65–80% of its weight is water (Mansour, 2003). The remainder of the tissue is 
composed of a relatively small number of cells, known as chondrocytes (3% w/w), which are 
surrounded by a dense matrix of primarily collagen fibres (10–30% w/w) and proteoglycans 
(10–20% w/w) (Jaffe et al., 1974; Armstrong and Mow, 1982). It is the metabolic balance 
between the collagen–proteoglycan matrix and the water molecules that provides the bio-
mechanical responses of articular cartilage, including swelling and high resistance against 
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compressive loads (Jaffe et al., 1974; Mankin and Thrasher, 1975; Armstrong and Mow, 1982; 
Torzilli et al., 1982; Oloyede et al., 2004).    
 
 
 
The major cause of cartilage lesions is osteoarthritis, which generally causes pain, stiffening 
and reduced joint mobility (Disler et al., 2000; Imhof et al., 2002). Osteoarthritis can be 
described as a roughening, splitting and wearing away of the cartilage surface. The cause of 
osteoarthritis is explained as the loss of proteoglycans and damage of the collagen network on 
cartilage surface (Carney et al., 1984; Buckwalter and Mankin, 1998). This appendix focuses 
on basic knowledge about human articular cartilage. It will introduce the structure of human 
articular cartilage and also discuss the mechanical behaviour and degeneration of this tissue.   
 
 
Structure  
 
 
Articular cartilage is a biological tissue composed of a relatively small number of cells, 
known as chondrocytes, surrounded by a multicomponent matrix consisting of proteoglycans 
and collagen fibres. These specialised cells produce and repair collagen and the 
proteoglycans that synthesise the extracellular matrix of articular cartilage. Articular cartilage 
does not have a blood supply, lymph nodes or nerves and relies solely on the chondrocytes 
for repair. Due to the absence of a vascular supply, chondrocytes rely only on diffusion from 
the articular surface or subchondral bone for the exchange of nutrients, such as glucose and 
metabolites (Otero and Goldring, 2007). Typical chondrocytes are ovoid cells ranging in 
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maximum diameter from about 10 μ to about 30 μt in articular cartilage (Stockwell and 
Meachim, 1973). The concentration of chondrocyte cells is highest in the articular surface of 
cartilage and the cell morphology is generally flattened. Their appearance turns into a 
rounded shape in the deeper recesses of the cartilage tissue and varies differently according to 
the mechanical environment.   
  
 
The structure of articular cartilage is often described as four zones between the articular 
surface and the underlying bone: the surface or superficial zone, the transitional or middle 
zone, the deep or radiate zone and the calcified zone (Fig. 103). This structure is determined 
by the alignment of collagen fibres, which exhibit high tensile strength, low biological 
characteristics and are arranged in a complex network with varying degrees of cross-linking 
(Akizuki et al., 1987; Glaser, 2005). The calcified cartilage is the boundary between the 
cartilage and the underlying subchondral bone. The interface between the calcified zone and 
the radiate zone is known as the tidemark. In the calcified and radiate zones, collagen fibres 
are oriented vertically to the tidemark and the underlying subchondral bone (Buckwalter and 
Mankin, 1998). These fibres are arranged in tightly packed bundles linked by numerous 
fibrils. Moving from the upper radiate zone into the transitional zone, the radial orientation of 
collagen fibres becomes less distinct and does not exhibit a clear fibre alignment. In the 
superficial zone, the collagen fibres are finer and their alignments are mostly parallel to the 
articular surface. They are densely arranged to form a surface capable of resisting friction 
from the rubbing bones and redistributing load. The relative heights of these zones vary 
depending on the age and the species, and also by their location (Clarke, 1974; Clark, 1990).  
 
  296 
 
 
Figure 103: Articular cartilage and subchondral bone showing the zonal variation and 
distribution of the matrix components (James and Uhl, 2001). 
 
 
Collagen 
 
 
Collagen is the main structural protein of the various connective tissues in animals, 
particularly in mammals (Lullo et al., 2002), and is mostly found in fibrous tissues, such as 
ligaments and skin. However, collagen is most abundant in cartilage, bones, blood vessels, 
the gut, and intervertebral discs (Sikorski, 2001). Various types of collagen are found in 
different places throughout the human body. They express different genes, but share similar 
characteristics. Under an electron microscope, collagen appears as a long and small-diameter 
rod-like protein, with great tensile strength. Type I collagen is the most abundant collagen in 
the human body and is found in tendons, skin, artery walls, cornea, the endomysium 
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surrounding muscle fibres, fibrocartilage and the organic part of bones and teeth (Fratzl, 
2008). Type II collagen is smaller than type I collagen. Inside articular cartilage, type II 
collagen cross-links with types IX and XI to create a collagen network throughout the tissue 
matrix (Otero and Goldring, 2007). 
 
 
The microstructure of collagen protein molecules in cartilage has been directly imaged by 
electron microscopy (Raspanti et al., 1990; Holmes et al., 2001; Holmes and Kadler, 2006). 
Images at different magnifications are presented in Fig. 104. Figure 104a presents the 
collagen fibre as visualised under a stereoscopic microscope. The collagen fibres are long and 
thin, with a diameter of 0.1–0.3 μm. Collagen fibres are composed of bundles of microfibrils, 
called tropocollagen (Fig. 104b–d). Each tropocollagen is a triple helix consisting of three 
entwined right-hand alpha chains (a tropocollagen triple helix is about 300 nm long and 1.5 
nm wide).   
 
 
 
Figure 104: Microfibril structure of collagen fibres (Campbell et al., 2008). 
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The conceptual model of collagen architecture inside the cartilage matrix is currently 
represented as an arcade-like structure. Near the surface, most of the collagens are oriented 
horizontally, whereas they change to a perpendicular orientation in the deeper zones. At the 
ultrastructural level, the arrangements of collagen are much more complicated. Each collagen 
fibre is tightly entwined with other collagens along its length creating a repeatedly 
interconnecting and interacting fibril mesh (Broom and Marra, 1985). This compact 
interconnection and interaction creates a strong collagen network capable of providing strong 
constraints on the proteoglycans and their swelling potential (Oloyede and Broom, 1993).  
 
 
Proteoglycans  
 
 
In articular cartilage, collagen fibres function as physical scaffolds to constrain and stabilise 
the other major component of this tissue, the proteoglycans. Proteoglycans are the major 
component of extracellular matrices in animal tissues. Different types of proteoglycans can 
be found in virtually all extracellular matrices of connective tissues inside the human body 
(Yanagishita, 1993). Proteoglycans consist of a protein core to which glycosaminoglycans 
(GAGs) are attached to form a bottlebrush-like structure. The major biological function of 
proteoglycans derives from the physicochemical characteristics of the attached GAGs (Fig. 
105). GAGs provide the hydration and swelling pressure that enables connective tissue to 
resist compressional forces (Muir, 1978). This function is best illustrated by the most 
abundant proteoglycans found inside the hyaline cartilage tissues formed by the GAGs, 
chondroitin sulphate and keratan sulphate (Roughley, 2006).  
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Inside the articular cartilage tissue, proteoglycans consisting of chondroitin sulphate and 
keratan sulphate are linked to the collagen’s core. These GAGs do not exist in isolation 
within the extracellular matrix. Instead, they aggregate at the backbone of hyaluronic acid to 
form proteoglycan aggregates (Mow et al., 1984). Each aggregate is a macromolecule 
comprising hyaluronic acid as a central backbone with up to 100 aggregated molecules 
(GAGs) attached (Morgelin et al., 1988). Due to the entrapment contributed by the collagen 
network within the tissue and the large sizes of the aggregates, proteoglycans are retained and 
secured in the extracellular matrix of articular cartilage (Roughley, 2006).  
 
 
 
Figure 105: Proteoglycans and glycosaminoglycans (Pearson Education, 2012). 
 
 
Inside the proteoglycan aggregates, chondroitin sulphate and keratan sulphate carry a high 
anionic charge, which creates unique osmotic properties that cause proteoglycan aggregates 
to absorb the relatively positively charged water molecules. This osmotic process causes the 
proteoglycan aggregates to swell and occupy a larger volume inside the cartilage tissue. 
However, in the cartilage matrix, the entangled collagen framework limits the volume that 
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proteoglycan aggregates can occupy. The swelling of the proteoglycan aggregates against the 
constrained collagen framework is an essential element in the mechanical response of 
cartilage (Mansour, 2003).  
 
  
Approximately 30% of the dry weight of articular cartilage is composed of proteoglycans 
(Mansour, 2003). The concentrations of proteoglycans and their water content vary across the 
depth and zones of the cartilage. In the superficial zone and near the articular surface, the 
proteoglycan concentration is relatively low while water content is highest in the tissue. In 
the radiate and transitional zones (high load-bearing), the concentration of proteoglycans 
reaches its maximum, but the water content is the lowest (Lipshitz et al., 1975; Maroudas, 
1979; Mow et al., 1984). The concentration of proteoglycans decreases when approaching the 
tidemark and the calcified zone (O’Connor et al., 1988).  
 
 
The interactive collagen–proteoglycan–water system of articular cartilage provides us with a 
strong and effective tissue capable of resisting and distributing the loads between opposing 
bones in our synovial joints. It enables us to perform fundamental movements, such as 
walking and running, without pain. The proteoglycan–water interaction provides the swelling 
capability of articular cartilage (Kempson, 1980). At the same time, due to the reciprocal 
stabilisation and constraint contributed by the collagen fibres, articular cartilage is able to 
achieve its unique mechanical behaviour to bear tensile and compressive stresses. Other 
essential components of this tissue are the chondrocytes, which produce and repair the 
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collagen fibres, and proteoglycans, which synthesise the durable extracellular matrix of 
articular cartilage.  
 
 
Biomechanics  
 
 
The functional inner-structure of cartilage can be conceptualised as a complex three-
dimensional matrix composed of collagen fibres and proteoglycan aggregates (Fig. 106). This 
conceptual functional matrix comprises repeated units of interconnected collagen fibrous 
meshwork and the entrapped fluid-swollen proteoglycan molecules (Fig. 107). Due to the 
negatively charged GAGs (chondroitin sulphate and keratan sulphate), proteoglycans are 
polyanionic (Mansour, 2003). These GAGs attach to the protein core to form large 
macromolecule chains; at the same time, the mutual repulsion of these negatively charged 
GAGs causes aggregated proteoglycans to spread out and occupy a larger volume (Maroudas 
and Kuettner; 1990). Inside the cartilage matrix, the volume occupied by proteoglycan 
aggregates is constrained by the entangled cross-linked meshwork synthesised by the 
collagen fibres.  
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Figure 106: Macromolecular organisation of cartilage (Campbell et al., 2008). 
 
 
Figure 107: Illustration of the structure of collagen fibres and proteoglycans (Campbell et al., 
2008). 
 
When proteoglycan aggregates are placed in an aqueous solution (inside cartilage and 
surrounded by synovial fluid) the negatively charged GAGs will absorb the relatively positive 
molecules, which causes the proteoglycan aggregates to swell and occupy a larger volume 
(Maroudas, 1979: Lai et al., 1991). This process is called osmosis. Osmosis occurs when a 
semi-permeable membrane separates two solutions of different concentrations. Water flows 
from the side with a lower concentration of solutes to the more concentrated side of the 
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membrane to equalise the solute concentrations on both sides (Haynie, 2001). Membranes are 
selectively permeable to ions and organic molecules and control what flows in and out of the 
cells. In biological tissues, the cell membrane separates the interior of cells from the outside 
environment to protect said cells from its surroundings (Singleton, 2004). In the cartilage 
matrix, collagen acts like a semi-permeable membrane to constrain and protect the 
aggregated proteoglycans inside. The gaps in this three-dimensional cross-linked meshwork 
only allow water molecules to flow through. The gap size is too small for the proteoglycan 
molecules to escape.  
 
 
Articular cartilage exists at the end of synovial joints surrounded by synovial fluid. In this 
abundantly aqueous environment, the proteoglycan molecules are constantly inflated and 
expanded. The swollen proteoglycans contribute to the compressive stiffness of articular 
cartilage to function as pre-stress to resist and distribute loads between opposing bones 
(Basser et al., 1998; Maroudas and Bannon, 1981; Chahine et al., 2005). However, without 
the constraint and protection of collagen fibres, proteoglycan aggregates would not be stable 
enough to resist the incoming load. Imagine a cluster of balloons without strings tying them 
together: they will simply flow around and disperse under loading. Fortunately, proteoglycans 
are entrapped within the collagen meshwork—much like a cell’s contents are held inside by 
the cell’s membrane. This allows the collagen–proteoglycan system of articular cartilage to 
form a stable and effective “gel-like” osmotic union to distribute the load between opposing 
bones. In summation, the strength, elasticity and mechanical behaviour of articular cartilage 
is determined by a counter-balance of two forces: the electro-osmotic pressure caused by 
water–proteoglycan interactions and the elastic stretching of collagen fibres.   
 
  304 
 
Conceptual micro-scale structure of articular cartilage 
 
 
Theoretically, the functional inner-structure of articular cartilage is composed of fluid, the 
fluid-swollen proteoglycans and the entangled collagen fibres. However, it is very 
challenging for people to conceptualise the structure of articular cartilage directly due to the 
gel-like characteristic of this tissue. To understand and fully represent the complex inner-
structure of articular cartilage, representative physical models of this tissue offer immense 
benefit. The “balloon and string” model proposed by Broom and Marra (1985) is one of the 
most relevant structural models of cartilage in the literature (Fig. 108). This model describes 
the functional relationship between the collagen meshwork and swollen proteoglycans and 
demonstrates how these two functional components of articular cartilage interact to resist an 
applied load.  
 
 
 
Figure 108: Balloon–string model of cartilage (Broom and Marra, 1985). 
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The balloon–string model uses the analogy of inflated balloons with nylon braids wrapped 
around them. This structure simulates the functional inner-structure of articular cartilage and 
also resembles the osmotic architecture of most polymeric gels (Broom and Marra, 1985). In 
this model, the air inside the balloons represents the water, the nylon braids simulate the 
collagen meshwork and the inflated balloons are the swollen proteoglycans. This structure 
presents a realistic load-bearing system that simulates the principles of load-bearing found in 
articular cartilage (Quatman et al., 2012). A study by Oloyede and Broom (1991) 
demonstrates that cartilage carries statically applied load through a transient internal stress-
sharing mechanism. In this model under load, all the air-inflated balloons behave as a single 
entity and deform accordingly to resist the pressure. The balloons share the load between 
each other because they are wrapped together by the nylon braids. Articular cartilage works 
in a similar manner. This gel-like tissue evenly distributes the applied load through internal 
stress-sharing mechanism contributed by the swollen proteoglycan aggregates and the elastic 
stretching collagen meshwork.  
 
 
However, there is one characteristic of articular cartilage this balloon–string model cannot 
simulate: the intrinsic osmotic pressure that controls the inner water dynamics. If each air-
inflated balloon and the nylon braids wrapped around it can be considered as one functional 
unit, then articular cartilage can be considered as a matrix consisting of a number of these 
contiguous units. During loading, air cannot be exchanged between the units. However, due 
to osmosis, water molecules flow through the cartilage matrix to maintain equilibrium. 
Therefore, based on this physical model, Oloyede and Broom (1993b) introduce a conceptual 
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model of articular cartilage that suggests the proteoglycan–collagen system of articular 
cartilage can be considered as a matrix consisting of a number of contiguous osmotic units 
(Fig. 109). This matrix is best described as a continuum of functionally indistinguishable 
units (Oloyede and Broom, 1991).  
 
 
 
Figure 109: Model of osmotic unit with collagen function as membrane with proteoglycan 
macromolecules inside (Oloyede and Broom, 1993b). 
 
 
Figure 109 diagrams a single “osmotic unit” composed of collagen fibres and function like a 
mesh that functions “membrane” to protect the proteoglycan macromolecules inside. The 
collagen mesh constrains the proteoglycans and allows the water molecules to flow through 
the gaps to increase the osmotic pressure. The cartilage tissue can be considered a matrix 
consisting of a number of contiguous osmotic units. Comparing this conceptual model with 
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the balloon–string model, each group of balloons and strings can be considered as one 
osmotic unit. During loading, the pressure associated with each physical unit can be regarded 
as the inner osmotic pressure existing between the osmotic units. Instead of the amount of air 
(water) in each balloon (proteoglycan), the fluid movement between each osmotic unit 
changes the volume of each unit and further influences the total volume of the matrix. This 
conceptual model can be applied to demonstrate the transient internal stress-sharing 
mechanism of cartilage to distribute a statically applied load. 
 
 
Material properties of articular cartilage 
 
 
The confined compression test is commonly used to determine the material properties of 
cartilage (Fig. 110). To process a confined compression test, a disc of cartilage tissue needs to 
be cut from the joint and placed in an impervious well (Mansour, 2003). The test can be 
conducted under either “creep” mode or “relaxation” mode. In relaxation mode, the external 
force needed to maintain constant displacement is measured. In creep mode, the cartilage 
tissue sample deforms under a constant load and displacement is measured as a function of 
time. 
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Figure 110: Typical displacement of cartilage in a confined compression test (Mansour, 2003). 
 
 
The function of cartilage displacement and loading time is illustrated in Fig. 110. Initially, the 
displacement is rapid as a relatively large volume of fluid flows out of the cartilage surface. 
The osmotic units near the cartilage surface are deformed due to the external force. This 
external force results in the water, which was originally absorbed by the proteoglycan 
molecules inside these osmotic units, to be exuding instantly. At the same time, the negatively 
charged proteoglycan molecules inside these osmotic units are pushed closer together, thus 
increasing the mutual repulsive forces and the stiffness of the osmotic unit. Simultaneously, 
the concentrations of these osmotic units are also increased because the proteoglycan 
molecules are pushed closer together. Therefore, water from the nearby osmotic units wants 
to flow into these deformed osmotic units because their solute concentrations are much 
higher than in other areas. This leads to an increased osmotic pressure to resist the external 
force. As a result, the speed of water exuding from the cartilage surface slows down and 
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eventually stops. The rate of displacement also slows down and, eventually, displacement 
approaches a constant value. In general, it takes several thousand seconds for equilibrium 
displacement to occur (Mansour, 2003). When the load is removed, the deformed osmotic 
units swell instantly because the high osmotic pressure causes the water to flow into these 
osmotic units immediately as the cartilage tissue returns to its original state.  
 
 
 
The conceptual micro scale structure of articular cartilage is a three-dimensional matrix 
composed of a large number of contiguous and functionally indistinguishable osmotic units 
that provide an effective internal stress-sharing mechanism to resist an applied load. Each 
osmotic unit is composed of several collagen fibres and proteoglycan macromolecules. The 
collagen fibres function as a membrane and constrain the swollen proteoglycan aggregates 
inside while also allowing the water molecules to flow pass. The close arrangement of these 
osmotic units results in a stiff gel-like tissue, which is capable of evenly distributing the 
applied loads. Understanding this conceptual structure of articular cartilage helps us to further 
understand the degeneration of this tissue.  
 
 
Degeneration 
 
 
Osteoarthritis caused by the degeneration of articular cartilage is one of the most common 
causes of pain and disability in middle-aged and older people (Buckwalter and Mankin, 1998). 
Articular cartilage does not contain blood vessels (Fig. 111). It is nourished by either the 
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diffusion from subchondral bone vessels or the diffusion from the synovial fluid (Jackson and 
Gu, 2009). Many people suggest that nutritional deficiencies might be one of the main 
reasons for degeneration of articular cartilage (Grimshaw and Mason, 2000; Homer and 
Urban, 2001; Razaq et al., 2003; Jackson and Gu, 2009). Therefore, once cartilage is aged or 
damaged, it has limited abilities to repair itself. At the same time, high-impact and torsional 
loads can also increase the risk of cartilage and joint degeneration.  
 
 
 
Figure 111: Breakdown of cartilage surface (Jackson and Gu, 2009). 
 
 
Articular cartilage is composed of chondrocytes surrounded by a multicomponent matrix 
consisting of proteoglycans and collagen fibres. Age-related changes in these three main 
components result in the degeneration of articular cartilage. Normal cartilage function 
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depends on a high proteoglycan aggregate content, high glycosaminoglycan substitution and 
large aggregate size (Roughley, 2006). Cleavage of the core protein decreases the negative 
charge of proteoglycan aggregates, which reduces the absorption of water molecules. 
Therefore, either the stiffness of the tissue is reduced because the tissue is no longer swollen 
enough to resist the load, or the abilities of the tissue to constantly bear load is reduced 
because it cannot recharge itself quickly with water. Hyaluronic acid decreases aggregate size 
and allows the proteoglycans to flow through the gaps of the collagen meshwork and de-
stabilises the gel-like structure. The concentration of proteoglycans also fluctuates greatly in 
normal cartilage and degenerated cartilage. All of these contribute to the loss of cartilage 
integrity in osteoarthritis (Roughley, 2006).  
 
 
Collagen fibres may break and become untangled due to aging or overexercising. Under this 
condition, the collagen meshwork will no longer be able to constrain the swelling 
proteoglycans effectively leading to non-physiological swelling. The open spaces formed by 
the untangled and broken collagen meshwork also provide for an increased permeability that 
is less frictionally resistant to the exudation of fluid. Thus, the tissue will no longer be able to 
support the same load as healthy cartilage. Once the ability of chondrocytes to produce 
proteoglycans and repair collagen fibres is reduced due to age-related changes, articular 
cartilage will degenerate. Initially, it cannot support the same load as healthy cartilage. 
Eventually, the surface of articular cartilage roughens, splits and wears away.  
 
  312 
Appendix B - Creative Work Documentation  
 
This section elucidates the process of applying the proposed analytical framework of “visual 
consonance” to the workflow of a short 3D biomedical animation visualising complex 
knowledge regarding human articular cartilage (Figs. 112–125). Documenting this creative 
work allows an example of how visual consonance can provide guidance for contemporary 
3D biomedical animators during the decision-making processes of animation production. 
This PhD research will not produce a full-length 3D biomedical animation since the 
animation is not the contribution of this research. However, it will produce a short 3D 
biomedical animation that is capable of demonstrating key decision-making processes, such 
as identifying focal points and cognitive context from scripts as well as achieving evident 
perception, believable movement and comprehensive cognition in animation. The identified 
constructional elements of 3D biomedical animation in this research will also be applied in an 
experimental animation of human articular cartilage. While these constructional elements are 
being applied in the animation, this section explains the reasons why certain elements are 
applied in certain parts of the animation based on their effects as identified in the proposed 
analytical framework of visual consonance.  
 
 
The workflow of 3D biomedical animation comprises three main phases and various stages. 
As discussed in the literature review (Chapter 2), each of these stages impacts the final 
outcome of 3D biomedical animation. However, visual consonance is proposed in this 
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research to achieve a visual stage of cognitive consonance for 3D biomedical animation as an 
instructional approach. Currently, this analytical framework can only provide guidance for 
the 3D biomedical animation workflows and production stages that require decision-making 
in visual design. This analytical framework does not discuss sound design, script writing, 
voice-over or production schedule reviews; therefore, these tasks are not documented in this 
appendix.  
 
 
Since the aim was not to produce a full-length animation, a full-length script for this 
animation was not required. To initiate the animation workflow, a short script that contains 
information of the overall structure of human articular cartilage, as well as the individual 
behaviour and interactions among its components, has been completed. By animating the 
contents of this short script the aim is to demonstrate the process of applying visual 
consonance to the creative process of a short 3D biomedical animation. Meanwhile, it will 
also document the decision-making process of applying the constructional elements of 3D 
biomedical animation in this experimental animation according to their effects. The short 
script of this experimental animation is reproduced below: 
 
 
Human articular cartilage covers the surfaces of our freely 
moveable joints, such as the knee. They are soft and semi-
translucent materials that function as biological gels to distribute 
loads between opposing bones, which makes our daily activities 
such as walking and running possible by reducing friction. 
Around 65–80% of articular cartilage is composed of water 
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molecules. The remainder of this tissue is a solid 3D matrix 
composed of cells called chondrocytes, tangled collagen fibres 
and aggregated proteoglycans. Chondrocytes are oval-shaped 
cells with a diameter of 10–30 μm. These cells synthesise and 
repair the solid matrix of articular cartilage.  
 
 
The purpose of this short experimental animation is to visually communicate basic 
knowledge of human articular cartilage to the general public. This animation will be very 
challenging for viewers to process since people require relative prior knowledge in their long-
term memories to process the newly acquired knowledge. When people cannot process visual 
information conveyed through an animation, they are likely to become psychologically 
uncomfortable and lose their cognitive capability to learn. Since this audience would not 
know how these cells and molecules should look or behave, it is not designed to achieve 
absolute accuracy. This audience is not concerned about the academic accuracy; rather, they 
require cognitive encouragement to process the complex and abstract knowledge of human 
articular cartilage from the animation. Therefore, this animation is designed to help the 
viewer feel connected, comfortable and encouraged to process the presented visual 
information.  
 
 
The following sections document the creative process involved in designing this animation. 
This documented workflow covers the pre-production, production phase and post-production 
phases of the design process. In addition, rationale is provided for applying the principle of 
visual consonance and the identified constructional elements at each phase. The contents of 
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this experimental animation are modelled, textured, rendered in Maya 2016 and composed in 
After Effects CC 2014. The next section documents the decision-making process during the 
storyboarding stage.  
 
Script line 1 
 
“Human articular cartilage covers the surfaces of our freely moveable joints, such as the 
knee”.  
 
 
Figure 112: Animation storyboard for body figure and human skeleton. 
 
 
Figure 113: Final animation screenshots for body figure and human skeleton. 
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Pre-production phase 
 
 
In this sentence, “human articular cartilage” is the focal point while the remaining 
information is the context for where the focal point is introduced. Visual consonance requires 
the focal point to be evidently perceived by viewers within a familiar context. In this sentence, 
the familiar context for viewers is the knee. However, taking into consideration that the 
general public might not be familiar with the human skeleton, I plan to introduce the knee 
within a semi-transparent human figure. On-screen, this semi-transparent human figure sets a 
context for the knee that is recognised and familiar to the viewer. This familiarity then allows 
viewers to process the focal point of “human articular cartilage”. This scene is captured by a 
tracking camera that zooms in on the section of articular cartilage. This directs viewers’ 
attention to the focal point (human articular cartilage) on the screen. The tracking camera 
starts with a mid-range shot to introduce the semi-transparent human figure with its visible 
skeleton inside. The semi-transparent human figure is a light shade coldish colour and the 
skeleton a brighter and warmer colour. This colour contrast draws viewers’ attention onto the 
human skeleton. When the tracking camera zooms in to the articular cartilage of the knee, it 
establishes a focal point on the screen to draw viewers’ attention to the cartilage. To further 
establish an evident focal point on the screen, the human figure and skeleton will be centrally 
framed with a single-coloured background. In this first scene, the focal point, human articular 
cartilage, is evidently perceived by viewers based on the context of the human figure and 
skeleton, tracking camera motion and other visual strategies, such as colour contrast and 
central framing.  
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Production phase 
 
 
The background colour was decided to be light-blue to deliver a strong scientific feel. The 
cold colour background draws viewers’ attention to the warmer content on the screen. The 
male human figure is modelled realistically to provide a familiar context for viewers who are 
not familiar with the inner human skeleton. It is textured under a semi-transparent material to 
simulate a microscopic look. This material is set to be transparent when the human mesh is 
facing the virtual camera and gradually less transparent when the mesh surface is turning 
away from the virtual camera. As a result, the human figure is transparent in the middle to 
show the inner human skeleton, with realistic edges to give it a microscopic look. The human 
skeleton is textured with a light and warm grey subsurface scattering material to also provide 
a natural and life-like look. The lighting in this scene is even and bright so viewers can 
perceive the details of the human skeleton. This is achieved using eight directional lights 
arranged in a circle and focused on the top part of the skeleton in the centre. Another eight 
directional lights are arranged in a circle to focus on the bottom part of the skeleton, 
especially the knee section. One more directional light illuminates details of the head. This 
scene is rendered in an overall colour layer, an occlusion layer for the human figure and an 
occlusion layer for the human skeleton. This scene sets a realistic and familiar context for 
viewers so that articular cartilage as the central focus and focal point of this 3D biomedical 
animation can be introduced based on an established context and so comprehensive cognition 
can be achieved. As mentioned in the pre-production phase, this scene is captured under a 
tracking camera that zooms in on the knee cartilage. This directs viewers’ attention away 
from the overall human figure and skeleton and towards the location of articular cartilage.  
 
  318 
 
Post-production phase 
 
 
In this scene, the human figure and skeleton are rendered under one Maya file. The occlusion 
layer for the human figure and the occlusion layer for the human skeleton will be composed 
together with the overall colour layer using the “multiple overlapping” option to create a solid 
and three-dimensional look.  
 
Script line 2 
 
“They are soft and semi-translucent materials that function as biological gels to distribute 
loads between opposing bones”. 
 
 
Figure 114: Animation storyboard for close-ups of the knee and articular cartilage. 
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Figure 115: Final animation screenshots for close-ups of knee and articular cartilage. 
 
 
Pre-production phase 
 
 
The first scene fades out and a close-up and stationary frame of knee and cartilage shown. 
The next scene starts with the cartilage and knee facing the camera directly. The semi-
translucent effect is expressed by applying a white and subsurface scattering texture to the 
cartilage. The information for “soft” and “biological gels” is presented using shape 
deformation of the cartilage under load. The femur and tibia move towards each other to 
create a load inside the joint. This load will be distributed by the articular cartilage, as 
communicated by its shape deformation. Thus, this changing shape motion and the texture of 
articular cartilage are the focal points in scene. A context has already been established based 
on the contents from the previous scene. For example, the viewers have already realised that 
the human articular cartilage is the central focal point in this animation and they already 
know where articular cartilage is located. Although a context has been established, viewers 
still need help perceiving the focal point on the screen evidently. As with the previous scene, 
the knee and articular cartilage are centrally framed, with the same uniform background. The 
background also functions as constant context, which helps viewers focus on the newly 
introduced content in this scene. The cartilage and the knee then slowly rotate about 45 
degrees to the left, which gives the viewer a more solid and three-dimensional view of the 
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area. The cartilage and the knee then move to the left, leaving an off-balanced composition on 
the screen.  
 
 
Production phase 
 
 
The close-up of the knee section and the articular cartilage is centrally framed to achieve 
evident perception. The articular cartilage is modelled based on an understanding on this 
tissue’s appearance. It is textured with a white subsurface scattering material to deliver a 
natural look. Within the squeezing motion between the femur and tibia, the touching areas of 
articular cartilages deform accordingly to simulate the load distribution effect. The cartilage 
is animated in an exaggerated way so it behaves like gel in order to convey its soft and elastic 
characteristics. In real life, the distribution of motion within cartilage is not as obvious as the 
deformation movement in this animation. However, to represent this animated movement in 
an evident and believable way, it has been exaggerated based on reasonable context. The 
overall background remains the same in this scene to maintain the established context from 
the previous scene. The lighting in this scene is even and bright so that viewers can perceive 
details of the knee and articular cartilage. This is achieved using eight directional lights 
arranged in a circle and focused on the knee and articular cartilage at centre-screen. One more 
directional light is used to illuminate the inner surface of the cartilage. This scene is rendered 
in a uniform colour, with an occlusion layer for the knee and articular cartilage. The femur 
and tibia are key-framed to perform the squeezing motion. Shape deformation of the cartilage 
is animated with “blend shape”. 
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Post-production phase 
 
 
In this scene, the knee cartilage is rendered under one Maya file. The occlusion layer for the 
knee and cartilage is composed together with a uniform colour layer, with the “multiple 
overlapping” option to create a solid and three-dimensional look.   
 
Script line 3 
 
“…which makes our daily activities, such as walking and running possible by reducing 
friction”. 
 
Figure 116: Animation storyboard for close-up of articular cartilage and a running human 
skeleton. 
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Figure 117: Final animation screenshots for close-up of articular cartilage and a running 
human skeleton. 
 
 
Pre-production phase 
 
 
A running human skeleton is displayed to the right of the screen where, due to the previous 
off-balanced composition, viewers are anticipating new on-screen elements to appear. As a 
result, when the running human skeleton is introduced on the screen it will be evidently 
perceived. The running human skeleton functions as a familiar context to further implant 
social awareness in the scene. As viewers feel connected with these human-related 
movements and gestures, their sense of social awareness is raised and so they can feel more 
connected to the close-up shot of the knee and cartilage to the left. While the human skeleton 
is running, knee joint in the close-up articulates accordingly. This helps viewers understand 
how articular cartilage behaves when distributing a load. This thesis has discussed that 
displaying the focal point along with its context on the screen simultaneously reduces 
cognitive pressure for viewers as they mentally connect the contents from the previous scene 
as cognitive context for the newly introduced content. The balanced screen composition 
might also potentially cause confusion as viewers might lose focus of the focal point by 
shifting their attention between the context and the focal point too often. Creating contrast in 
the visual properties of different elements avoids this situation. This animation displays the 
running human skeleton at a smaller scale; in this way, contrast will be established by the size 
difference to keep the focus on the relatively magnified cartilage.  
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Production phase 
 
 
This scene is composed using two Maya files: one includes the knee and the articular 
cartilage and the other carries the human figure and skeleton. The human figure is rigged by a 
control system inside Maya to animate a believable running cycle. The same animation rig 
also controls the knee joint to perform the same running motion simultaneously with the 
running human figure. The articular cartilage is “parented” to the knee joint so it moves with 
the joint. During the running motion, shape deformation of the cartilage is achieved using the 
“blend shape” function in Maya. The same lighting system from the previous scene is applied 
to maintain consistency between these two files. All the contents are rendered in colour and 
the occlusion layers with transparent channels so that they can be composed together during 
post-production phase.  
  
 
Post-production phase 
 
 
The colour layer of the knee and articular cartilage were used as a base. The running human 
figure is rendered with transparent channels to permit an overlay to the knee and cartilage. 
The occlusion layers are composed together with their corresponding colour layers using the 
“multiple overlapping” option to create a solid and three-dimensional look. When the running 
human figure appears in the scene, the knee and articular cartilage will be highlighted using 
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an animated “curve effect” in After Effect. In this way, viewers’ attention will be drawn to the 
lighter area on the screen where the focal point is located, thus promoting evident perception.  
 
Script line 4 
 
“Around 65–80% of articular cartilage is composed of water molecules”. 
 
 
Figure 118: Animation storyboard for cartilage and 3D matrix with water molecules. 
 
 
 
Figure 119: Final animation screenshots for cartilage and 3D matrix with water molecules. 
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Pre-production phase 
 
 
The articular cartilage and the knee turn back to the straight position and the knee structure 
fades out to leave only the cartilage on-screen. The articular cartilage remains left-of-screen 
and slowly rotates. This functions as context for the incoming content. A three-dimensional 
cube appears right-of-screen to represent the three-dimensional matrix of articular cartilage at 
a micro scale. This is an abstract and exaggerated representation of articular cartilage that 
demonstrates the volume of this tissue and the inner space among its components. This 
abstract cube might be confusing for viewers to understand. However, when it is displayed 
next to the realistic representation of articular cartilage on the left as a reference, it can be 
actively processed by viewers. As with the previous scene, for viewers to perceive the cube as 
the focal point evidently, the cube will be displayed at a larger scale compared with the 
cartilage on the left. Since the cube will be introduced inside the frame, it effectively attracts 
viewers’ attention. In this script line, the number of water molecules inside the cartilage 
matrix is the focal point on the screen. Fluid is coloured a vivid blue and fills the inner 
volume of the cube. In text, the word “"water” is displayed inside the cube to help viewers 
process the newly introduced information. 
 
 
Production phase 
 
 
The knee joints are animated to fade away. The articular cartilage is left in the scene and 
animated with a self-rotation motion on the y-axis. This file is rendered as the basis for 
  326 
overlay of the file containing a 3D cube. The cube is textured with the same microscopic look 
applied to the human figure. It is built with more transparency in the middle, with immediate 
fade off to the edges to create a glass-like effect. The water molecules are created using 
another 3D cube positioned tightly inside the “matrix” cube, which is textured with a light 
transparent blue material. The “water cube” is animated to appear inside the matrix cube 
according to the voice-over time frame. The matrix cube and the water cube are rendered 
with transparent channels so they can be overlaid on the cartilage layer later. The lighting in 
the matrix scene is even and bright so viewers can easily perceive the incoming elements 
being placed inside the matrix cube. This is achieved using eight directional lights arranged 
in a circle and focused on the matrix cube in the centre. One more directional light 
illuminates the matrix cube from the top to signal incoming inner elements of cartilage matrix. 
 
 
Post-production phase 
 
 
I used the layer of the cartilage as a base to overlay the layer of the matrix cube and the water 
cube with transparent channels in After Effects. The on-screen text “Water” is added inside 
the cube according to the voice-over time frame.  
 
“The remainder of this tissue is a solid 3D matrix composed of cells called chondrocytes”. 
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Figure 118: Animation storyboard for cartilage and 3D matrix with chondrocytes. 
 
Figure 119: Final animation screenshots for cartilage and 3D matrix with chondrocytes. 
 
 
Pre-production phase 
 
 
The fluid remains inside the cube where the chondrocytes will appear. As the focal point, the 
chondrocytes are introduced within an already established context composed of the remaining 
self-rotating articular cartilage and the three-dimensional cube. They are also coloured in a 
vivid colour to attract viewers’ attention. Although it is only an abstract representation of 
chondrocytes, their appearance and arrangement are designed based on an understanding of 
this tissue. The chondrocytes are generally more “flattened” near the surface of articular 
cartilage and become more rounded in the deeper regions of the cartilage tissue.  
 
Production phase 
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Chondrocytes are created in the matrix scene; therefore, they will carry the established 
lighting system into this scene. The abstract representation of chondrocytes is composed of 
two meshes that represent different parts of the cell. Each part of these chondrocytes is 
animated to behave like they are slowly floating inside the matrix cube to represent their 
aqueous environment. During the floating motion they exhibit slight shape deformation and 
various motion rates and paths; in this way, believable movement is achieved.  
 
 
Post-production phase 
 
 
As with the previous scene, the layer of matrix cube, water cube and chondrocytes was 
overlaid onto the cartilage layer. The on-screen text “Chondrocytes” is displayed below the 
cube to trigger viewers’ awareness. 
 
 
Script line 5 
 
“Tangled collagen fibres”. 
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Figure 120: Animation storyboard for cartilage and 3D matrix with chondrocytes and 
collagen fibres. 
 
Figure 121: Final animation screenshots for cartilage and 3D matrix with chondrocytes and 
collagen fibres. 
 
Pre-production phase 
 
 
The chondrocytes remain in the cube and a representation of collagen fibres appears in the 
cube. As with the scene of chondrocytes, the collagen fibres are introduced based on the 
context of self-rotating articular cartilage and the three-dimensional cube that contains the 
already introduced chondrocytes. They are also a vivid colour to attract viewers’ attention. 
Their appearance and arrangement are also designed based on an understanding of this 
component. Near the bottom of the cube is the area representing where the articular cartilage 
connects to the underlying bone collagen fibres, which are oriented radially and arranged in 
tightly packed bundles. From the upper deep area into the middle area, the radial orientation 
becomes less distinct. At the top area of the cube that represents the articular surface of 
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cartilage, the collagen fibres are finer and their alignment is mostly parallel to the articular 
surface. Since collagen fibres are the newest introduced elements the screen, they will 
automatically draw viewers’ attention.  
 
 
Production phase 
 
 
The collagen fibres are created in the matrix scene. These also carry the established lighting 
system into the scene. The abstract representation of collagen fibres is composed of two 
groups: one group represents collagen fibres close to the articular surface of cartilage. They 
are modelled with fine cylinder-shaped mesh and their alignments are parallel to the top of 
the matrix cube. The other group represents the collagen fibres that are near the bottom of the 
cartilage, in the middle zone. These fibres are thicker, cylinder-shaped meshes oriented 
radially to the bottom of the cube and their radial orientation becomes less distinct in the 
middle of the cube. These fibres are textured with a red microscopic-looking material. Each 
of these collagen fibres is animated to behave like they are slowly floating inside the matrix 
cube to represent the aqueous environment. During the floating motion, they exhibit slight 
shape deformation and various motion rates and paths to achieve believable movement.  
 
Post-production phase 
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As with the previous scene, the layer of matrix cube, water cube, chondrocytes and collagen 
fibres is overlaid to the layer of the cartilage. The on-screen text “Collagen Fibres” is 
displayed below the cube to trigger viewers’ awareness. 
 
 
Script line 6 
 
“..and aggregated proteoglycans”. 
 
 
Figure 122: Animation storyboard for cartilage and 3D matrix with chondrocytes, collagen 
fibres and proteoglycans. 
 
 
Figure 123: Final animation screenshots for cartilage and 3D matrix with chondrocytes, 
collagen fibres and proteoglycans. 
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Pre-production phase 
 
 
The collagen fibres and chondrocytes remain in the cube while a representation of 
proteoglycans appears in the cube. As with the previous two scenes, the proteoglycans are 
introduced based on the context of self-rotating articular cartilage and the three-dimensional 
cube containing the already introduced collagen fibres and chondrocytes. Since proteoglycans 
are the newest introduced element the screen they automatically draw viewers’ attention. 
Under the microscope, proteoglycans exhibit a bottlebrush-like or centipede look. They are 
designed in a similar form in this abstract representation. They are also vividly coloured to 
attract viewers’ attention.  
 
 
Production phase 
 
 
Proteoglycans are also created in the matrix scene so that they, too, carry the established 
lighting system into this scene. The abstract representation of proteoglycans is a bottlebrush-
like mesh that carries a vivid purple microscopic-looking material. All the proteoglycans are 
animated to slowly float inside the matrix cube to simulate the aqueous environment. During 
the floating motion, they exhibit slight shape deformation and various motion rates and paths 
to achieve believable movement.  
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Post-production phase 
 
As with the previous scene, the layer of matrix cube, water cube, chondrocytes, collagen 
fibres and proteoglycans is overlaid to the layer of the cartilage. The on-screen text 
“Proteoglycans” is displayed below the cube to trigger viewers’ awareness. 
 
 
Script line 7 
 
“Chondrocytes are oval-shaped cells with a diameter of 10–30 μm. They synthesise and 
repair the solid matrix of articular cartilage”.  
 
 
Figure 124: Animation storyboard for cartilage matrix and the realistic representations of 
chondrocytes and collagen fibres. 
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Figure 125: Final animation screenshots for cartilage matrix and the realistic representations 
of chondrocytes and collagen fibres. 
 
 
Pre-production phase 
 
 
The self-rotating cartilage fades out to leave only the 3D matrix containing the collagen fibres, 
chondrocytes and proteoglycans on the right side of the screen. Since this line of script 
introduces the micro components of articular cartilage at a more detailed scale, the abstract 
representations of these micro components need to remain inside the cube to function as 
context for the incoming realistic representations. An area of the matrix is selected and 
highlighted. This area of the matrix is magnified to show chondrocytes and collagen fibres at 
a nano scale. At this level, the aim is to deliver the focal points of the chondrocytes’ realistic 
appearance and their synthesis and repair motions on the collagen fibres. Since it is a unique 
experience for viewers to directly perceive the appearance and motion of chondrocytes at the 
nano level, they require the abstract representations of chondrocytes and collagen fibres 
inside the cube to function as context to process this unfamiliar information. Depth of field, 
rule of thirds and vignette are applied at the nano scale to establish evident perception. The 
realistic representation of chondrocytes and collagen fibres is created based on an 
understanding of these components.  
 
 
Production phase 
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In the nano scene, chondrocytes and collagen fibres are modelled in a much more detailed 
way. The collagen fibres are modelled as “X”, “Y” and “I” -shaped nodular meshes and 
textured with red microscopic-looking material, with a 3D fractal texture map. Groups of 
chondrocytes and collagen fibres are created in the scene. One group is closer to the camera 
while the other one is further away. The furthest group of chondrocytes and collagen fibres is 
blurred in post-production to create a depth of field effect. The lighting in this scene is 
different from the previous scenes. To create an underwater-like feeling, a directional light is 
created with light fog. Another point light with decreasing light fog is created to light the 
middle of the frame and create a vignette effect. Both of these effects attract viewers’ 
attention to the focal point on the screen to create evident perception. The background colour 
is set to blue to simulate the underwater environment. All the components are animated to 
slowly float along to represent an aqueous environment. During the floating motion, they 
exhibit slight shape deformation with various motion rates and paths to deliver believable 
movement.  
 
 
Post-production phase 
 
 
Since the cartilage fades away in this scene, the scene with the matrix cube becomes the new 
base for the nano scene to be overlaid. In the nano scene, depth of field and vignette are 
achieved in After Effects to achieve evident perception. On-screen text “Nano (10-10 m–10-9 
m)” is displayed below the nano scene to help viewers to understand the magnified scale of 
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chondrocytes and collagen fibres. On-screen text “Chondrocytes” and an arrow are displayed 
to draw viewers’ attention onto the focal point.  
 
 
Summary  
 
Here concludes the documented workflow for the experimental animation of human articular 
cartilage. This section documented the pre-production, production and the post-production 
phases of this short 3D biomedical animation. It has also demonstrated the application of 
visual consonance to these phases and reveals the decision-making process involved when 
applying the constructional elements of a 3D biomedical animation based on knowledge of 
their effects. Please copy the link below in your browser to view the animation online.  
 
Animation online viewing link: https://vimeo.com/133929416 
 
