We study large deviation probabilities for a sum of dependent random variables from a heavy-tailed factor model, assuming that the components are regularly varying. We identify conditions where both the factor and the idiosyncratic terms contribute to the behaviour of the tail-probability of the sum. A simple conditional Monte Carlo algorithm is also provided together with a comparison between the simulations and the large deviation approximation. We also study large deviation probabilities for stochastic processes with factor structure. The processes involved are assumed to be Lévy processes with regularly varying jump measures. Based on the results of the first part of the paper, we show that large deviations on a finite time interval are due to one large jump that can come from either the factor or the idiosyncratic part of the process.
Introduction
This paper is devoted to the study of large deviations of sums of dependent random variables and processes, where the dependence is generated through a factor model. Factor models are important in both financial theory and practice, because this form of structural dependence is both realistic and tractable. From a theoretical point of view, different types of factor models give intuition to economic phenomena: the Capital Asset Pricing Model (CAPM) and the Arbitrage Pricing Theory (APT) are examples where factor structure is a fundamental property (see e.g. Cochrane (2001) ). From an applied point of view, factor models are useful as approximations of other models and for dimension reduction. In many cases, reducing the number of dimensions of a model can make it tractable in practice.
Often, the random variables or vectors involved are assumed to be normally distributed, or at least light-tailed. A random variable X is called light-tailed if its tail-distribution P (X > λ) tends to zero faster than e −cλ for some c > 0. Empirical studies of financial time series often conclude that data are heavytailed, i.e. the previous condition is not satisfied (see e.g. Cont (2001) for a review of some of these empirical findings). Consequently, light-tailed factor models may not be suited for describing the tail-properties of financial data. Therefore, it is of interest to incorporate the assumption of heavy tails into a factor model. As we will see, heavy-tailed factor models display qualitatively different behaviour from standard light-tailed models.
In the first part of the paper, we restrict ourselves to the class of regularly varying random variables and vectors. This class is fairly rich and includes popular distributions such as Pareto and student's t. See e.g. Embrechts et al. (1997) and Resnick (2004) for treatments of the univariate and multivariate case, respectively. A random variable X is regularly varying if there exist α ≥ 0 and p ∈ [0, 1] such that lim x→∞ P (X > tx) P (|X| > x) = pt −α and lim
for t > 0. We refer to p as the tail balance parameter. The definition can also be formulated in terms of sequences instead of a continuous parameter x. Clearly, regularly varying random variables are heavy-tailed according to the above definition.
Since we will allow for dependence between factors, we also need the corresponding class of random vectors. For random vectors, regular variation is defined through convergence of measures. Specifically, an R d -valued random vector X is said to be regularly varying if there exist a sequence a n → ∞ and a measure µ on R d such that
and µ(B) < ∞ for every Borel set B ⊂ R d satisfying 0 / ∈ B and µ(∂B) = 0, where B and ∂B denote the closure and boundary of B, respectively. We write X ∈ RV(α, µ). See Hult and Lindskog (2006) for details about equivalent definitions of regular variation.
Using this class of distributions, we define a factor model for the vector (R 1 , . . . , R n ) by letting
where
T is a regularly varying random vector, ε i are i.i.d. regularly varying random variables and L i = (L i1 , . . . , L id ) are i.i.d. random vectors.All the random variables and vectors involved are assumed to be independent. The components of F d are referred to as factors, L ij as factor loadings and ε i as idiosyncratic components.
A sum of variables from this model can be expressed as
The tail probability P (S n > λ) exhibits different asymptotic behaviour depending on the relation between the tail indices of the independent sums
Recall that (see e.g. Embrechts et al. (1997) ) if two independent regularly varying random variables X and Y have different tail indices, 0 < α X < α Y , then
which means that the random variable with heaviest tail, or smallest tail index, dominates the tail probability of the sum. On the other hand (see e.g. Embrechts et al. (1997) ), if X 1 , X 2 , . . . are i.i.d. regularly varying random variables with tail balance parameter p, we have with n fixed,
is still valid when n → ∞ if λ = λ n increases sufficiently fast. Asymptotic probabilities of this kind are called large deviation probabilities.
For an appropriate choice of λ n we have
We refer to Mikosch and Nagaev (1998) for details about the choice of sequence λ n under different distributional assumptions.
In this paper we consider regularly varying random variables with tail indices larger than 2, for which it was shown in Nagaev (1970) that if λ n is such that √ n log n/λ n → 0 as n → ∞, then Relation (6) holds. Similarly, for tail probabilities of the sum S n given by (4), we have two different situations. As n → ∞ with λ n ∼ n, the tail behaviour of S n is determined by the tail probability of the sum n i=1 d j=1 L ij F j , whereas, when λ → ∞ with n fixed, it is determined by the sum with the heaviest tail.
To obtain an expression where both sums contribute to the tail behaviour of S n , we study the influence of the choice of λ n on the behaviour of large deviation probabilities of the form P (S n > λ n ), when n → ∞. In the main result of the paper, Theorem 1, we identify conditions under which there exists a sequence λ n such that both sums contribute to the large deviation probability of S n . In particular, ε i should have heavier tail than F d . We also show that the i.i.d. random vectors L i only contribute through their expectations.
Using the obtained results, we also study sums of heavy-tailed processes with factor structure. We adapt results from Hult and Lindskog (2005) to our case and derive a large deviation principle for our processes on D([0, 1], R), the space of real-valued càdlàg functions on [0, 1]. Here we note that extreme events during a finite time interval occur due to one large jump. Moreover, using 1, we conclude that this large jump can come from either the factor or the idiosyncratic part of the process.
The paper is organised as follows. In Section 2, we derive a large deviation result for sums of dependent random variables from a heavy-tailed factor model. Section 3 contains a numerical example where, under some further assumptions on the factor model, we derive a conditional Monte Carlo algorithm. Moreover, we compare the simulation results with the analytical approximations. Section 4 deals with large deviation results for heavy-tailed Lévy processes with factor structure. Some proofs and technical results are collected in Section 5.
Large Deviations for Heavy-Tailed Factor Models
In this section we investigate under which conditions both the factors and the idiosyncratic components in (4) contribute to the large deviation probability
Consider the model given by (3), which in matrix notation reads
. We assume that the vector of risk-factors
for Borel sets B ⊂ R d satisfying 0 / ∈ B and µ(∂B) = 0, where µ is given and has tail index α F > 2. Furthermore, the rows of the matrix of factor loadings Λ n , L i , are independent copies of a random vector L = (L 1 , . . . , L d ) with E|L j | αF +δ < ∞ for j = 1, . . . , d and some δ > 0. The elements ε 1 , . . . , ε n of the idiosyncratic term are i.i.d. and regularly varying random variables with tail index α ε > 2.
By the law of large numbers,
as n → ∞, which suggests that
To verify this, we use Lemmas 1 and 2, below.
Then, for 0 < λ n ↑ ∞ and x > 0, we have
Proof. See Section 5.
Proof. The result follows directly from the L p maximum inequality for martingales, see eg. Durrett (1996) . Lemma 2 is needed to verify the conditions of Lemma 1. Indeed, under the integrability assumptions
αF +δ < ∞. Now, applying Lemma 1, we conclude that for fixed x > 0
We now consider the tail-behaviour of the sum S n . If F d and ε 1 have the same tail indices, we expect F d to dominate the extremal behaviour, i.e. we expect the idiosyncratic components to become less relevant as n grows due to the law of large numbers. Thus, the variation of the sum is mainly due to variation of the factors. If we want to use large deviation probabilities as approximations for finite n, we should try to avoid this behaviour. In the following Theorem, which is the main result of the paper, we state the behaviour of the tail probability of our sum under different assumptions.
, and ε i be a sequence of i.i.d. regularly varying random variables, ε i ∈ RV(α ε ), with tail balance parameter p. Consider the factor model given in (7) and the sum S n in Equation (8) .
then for 0 ≤ C < ∞,
and for C = ∞,
Remark 1. Theorem 1 (c) provides a choice for λ n that, given the tail indices of F and ε, yields the asymptotic behaviour (11) . Qualitatively, it also shows that for both parts to contribute to the large deviation behaviour, the idiosyncratic part must have heavier tail than the factors.
Remark 2. Condition (10) can be difficult to verify. The slowly varying functions of the norms are often not known, and are not easy to calculate explicitly. Examples where Condition (10) is satisfied include:
Example 1. As an illustration of the application of Theorem 1, we consider the case of independent Pareto-distributed factors and idiosyncratic components. Assume that d = 10, i.e.
Before proving Theorem 1, we state a partial result. − − → A = 0. Furthermore assume that A n , Y i and X are independent for all i and n.
Consider the tail probabilities
where x > 0. Assume that there exists a sequence λ n ≫ n such that
and
where, µ A −1 = µ(A −1 (1, ∞)). If Q is zero or infinite, we interpret the right hand side of relations (14)- (15) as limits.
Proof. See Section 5.
Proof of Theorem 1. We only derive Relation (11), the other relations are proved in a similar fashion. First, we compute Q in (13) . This gives us the sequence λ n via the tail indices. We then apply Lemma 3 to obtain the results.
We have, with
I3
.
From (6) we get I 1 → px −αε and, by assumption, I 2 → C. For simplicity, we restrict ourselves to the case I 3 = 1. This condition gives the expression for λ n . We then have Q = pC. Applying Lemma 3 we obtain, with
and we arrive at relation (11).
The above results rely on the regular variation of the components involved. In the case of light-tailed random variables, the decomposition in Theorem 1 is no longer valid. We illustrate this in the following corollary by assuming light-tailed factors. Corollary 1. Let X > 0 be a light-tailed random variable with tail distribution
, where g(x) − cx → ∞, as x → ∞ for some c > 0. Let Y i , i = 1, 2, . . . be a sequence of i.i.d. regularly varying random variables with tail-index α > 0, Y i ∈ RV (α). Then, for any sequence λ n such that λ n /n → ∞,
Proof. Considering Equation (13), we have
Hence, using Equation (15) we obtain the result.
Simulation
To see how the approximations derived in the previous section behave, we will present a short simulation study. Since tail probabilities are rare events, naive Monte Carlo Simulation can be very slow. To achieve a given relative error, a huge number of simulations are often needed. Methods of variance reduction are therefore crucial for obtaining a satisfactory estimation. We present a method for estimating the tail probability of a sum of variables from our factor model, under certain restrictive conditions.
Variance reduction algorithms for sums of heavy-tailed random variables are often based on the observation that, asymptotically, a sum is determined by its largest term. This is then used for conditioning or change of measure, importance sampling. 
and assuming that the all variables are continuous, we have
Conditioning yields
If the distributions of ε and S L n,d F d are known, these probabilities can be calculated explicitly. Alternatively, conditioning on Λ n and calculating the last probability by simulation only requires knowledge of the marginal distribution of F d .
In Table 1 , we compare the analytical approximation of the tail probability in Example 1 to simulations using the above algorithm. Since it is a large deviation result, the approximation performs best when we consider regions far out in the tail, i.e. when λ n x = n 2 x is large. The resulting probabilities in these regions range from small to extremely small. As expected, we obtain the worst results for x = 0.1 and n = 10
3 . Table 1 : Estimates of P (S n > λ n x) using conditional Monte Carlo for the model in Example 1 with λ n = n 2 . The number of factors is d = 10 and L ij = 1. 10000 iterations are used for all estimates. The LD-estimate uses Equation (12) from Example 1.
In Theorem 2 we establish a large deviation result for the process
Theorem 2. Assume that F d (t) is a d-dimensional Lévy process and that
ε i (t), i = 1, . . . ,
n are i.i.d. Lévy processes. Furthermore, assume that their Lévy measures are regularly varying with tail indices satisfying
and assume that L |F | (x) and L |ε| (x) satisfy condition (10) in Theorem 1. Then,
Moreover,m puts all mass on step functions with one step, i.e.
That is, any extreme event during the interval is due to one large jump of either the factor or the idiosyncratic part of the process.
The proof of Theorem 2 is given in Section 5, below. We end this section with an example. Example 2. Let F d (t) and ε(t) be compound Poisson processes 
The conditions of Theorem 2 being satisfied, we get γ n P (S n ∈ λ n B) →m(B), wherem puts all its mass on step functions with one step. Moreover,
is explicitly given by (see (11) , above)
Proofs and Technical Results
To prove Lemma 1, we use the following multivariate version of Breiman's Lemma proved by Basrak, Davis and Mikosch (2002).
Lemma 4 (Breiman's lemma). Let X be a d×1 regularly varying random vector and let
for any Borel set B ⊂ R d satisfying 0 / ∈ B and µ(∂B) = 0.
Proof of Lemma 1. We split X into positive and negative parts, X = X + − X − , where 
The same argument also provides a lower bound,
The probability P (A n X > λ n x)/P (|X| > λ n ) is thus bounded from above and below. To determine these bounds, we need to show regular variation of the vector (
and define the continuous transformation
Any relatively compact set K 2 of E 2 is of the form
, it is obvious that the inverse images of these sets in R d \{0} are bounded away from 0 as well.
Therefore, vague convergence of a sequence of measures µ n on E 1 implies vague convergence of the induced measuresμ n = µ n • T −1 on E 2 . Specifically, since |T (x)| = |x| and T (ax) = aT (x) for any a > 0,
Therefore, the vector T (X) = (X + , −X − ) T is regularly varying.
Since, E sup n |A n | ∞ < ∞ it follows that E|(sup k>M A k , inf k>M A k )| ∞ < ∞, so we can use the multivariate version of Breiman's lemma to determine the bounds (17) and (18). This yields
Since A n a.s.
remains to verify that we can evaluate these limits inside the expectations. We have
A similar calculation applies to the lower bound in equation (19), with the same limit. Letting M → ∞ in that equation yields the conclusion.
Proof of Lemma 3. We first note that if U and V are independent random variables, we have
Therefore, setting U = nA n X and
Furthermore, since for δ ∈ (0, 1/2) we have
it follows that
Relation (14) is then obtained by dividing both sides in (20) and (21) by F 1 (λ n ), and inverting.
The lower bound consists of two parts. The first part is
where we have used Lemma 1 and the fact that n/λ n → 0, as n → ∞, i.e. λ n is in the large deviation region which imlpies that (cf. Proposition 3.1 in Mikosch and Nagaev (1998))
The second part is
using Assumption (13) and Lemma 1.
The upper bound is treated similarly, although it consists of three parts. The first part is treated using Lemma 1 as above. The second part is
The third and last part is 
