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Abstract
We examine the problem of dynamic reserving for risk in multiple currencies under a general
coherent risk measure. The reserver requires to hedge risk in a time-consistent manner by trading in
baskets of currencies. We show that reserving portfolios in multiple currencies V are time-consistent
when (and only when) a generalisation of Delbaen’s m-stability condition [5], termed optional V-m-
stability, holds. We prove a version of the Fundamental Theorem of Asset Pricing in this context. We
show that this problem is equivalent to dynamic trading across baskets of currencies (rather than just
pairwise trades) in a market with proportional transaction costs and with a frictionless final period.
1 Introduction
Coherent risk measures (CRMs) were introduced in [1]. A key example was based on the Chicago
Mercantile Exchange’s margin requirements. The Basel III accords mandate the use of Average Value at
Risk (a coherent risk measure unlike the widely-used Value at Risk (VaR)measure, which is not coherent)
for reserving risk-capital for certain derivatives-based liabilities [14]. Many financial institutions have
regulatory or other reasons for testing their reserves and a dynamic version of coherent risk measures is
a model for this process.
In [8] we outlined an approach to reserving for risk based on CRM’s. The potential drawback of
reserving with CRM’s, as has been pointed out repeatedly, is the problem of time-consistency (see, for
example [2] and references therein): one can view the time-t reserve for a liability payable at a later time
T as itself a liability, payable at time t. A serial version of this shows that (for example) a regulator
who imposes the reserving requirements implicit in the CRM is actually requiring a sequence of reserves
ρt(X) – one at each time-point where reserves are audited– for a liability X , and consequently it can
be argued that one actually needs an initial reserve of ρ0 ◦ · · · ◦ ρT−1(X). Delbaen [5] gave a necessary
and sufficient condition, termed multiplicative stability (henceforth m-stability), for this latter quantity
to equal ρ0(X), which does not hold in general, although the inequality
ρ0 ◦ · · · ◦ ρT−1(X) ≥ ρ0(X)
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does. In particular, Average- or Tail-Value at Risk (also known as Expected Shortfall) is not, in general,
time-consistent.
It is normally assumed, in the context of CRM’s, that assets and liabilities are discounted to time-0
values. Since CRM’s are measures of monetary risk for amounts payable at time t, we think it is clearer
to take the prospective view that liabilities are expressed in terms of time-T units and so at time 0, the
risk or reserve is expressed in terms of units of a zero-coupon bond (or currency) payable at T . Of course,
as soon as one adopts this approach it is clear that our assets need not just correspond to the unit of
account and we should consider the possibility of holding multiple currencies or assets to perform the
reserving function. In [8] we showed how multiple currencies allowed the possibility of an extended version
of time-consistency: predictable V-time consistency. We envisaged a set of assets numbered 0, 1, . . . , d
with random terminal values V = (v0, v1, . . . , vd) (given in the distinguished unit of account) and gave a
necessary and sufficient condition (Theorem 2.15 of [8]) for time-consistent, multi-asset reserving to work
for any specific CRM.
Examples of CRMs include superhedging prices in incomplete frictionless markets and (as we shall
see) minimal hedging endowments in markets with proportional transaction costs.
In this paper we consider a stronger version of multi-asset time-consistency which corresponds to
explicitly adjusting portfolios (and which therefore seems appropriate to situations where trading of the
assets held as reserves is possible) which includes both these situations. We term this version optional
time-consistency, and see it as the appropriate setting for many situations, including those mentioned
above.
We shall give necessary and sufficient conditions for A, the cone of acceptable claims corresponding
to a CRM, ρ, to be expressible as the (closure in the appropriate topology of the) sum, over times t,
of trades in the underlying assets which are acceptable at time t (Theorem 3.13). We will then show
that under this condition we obtain a version of the Fundamental Theorem of Asset Pricing for CRMs
(Theorem 4.5). Finally, in Theorem 6.1 we shall show the equivalence between optionally time-consistent
CRMs and a generalisation (corresponding to permitting trades in baskets of assets) of the models for
trading with proportional transaction costs introduced by Jouini and Kallal [10], developed by Cvitanic
and Karatzas [4], Kabanov [11], Kabanov and Stricker (see [13]) and further studied by Schachermayer
[15] and Jacka, Berkaoui and Warren [9], amongst others. For more recent developments see Bielecki,
Cialenco and Rodriguez [3] and their survey paper [2].
2 Preliminaries
Insurers reserve for future financial risks by investing in suitably prudent and sufficiently liquid assets,
typically bonds, or any other asset universally agreed always to hold positive value. We call such assets
nume´raires, examples of which include paper assets, such as currencies, and physical commodities. Re-
serving a sufficient amount ensures that the risk carried by the insurer is acceptable to the insurer and
(possibly) to regulatory authorities, customers and their agents. In some circumstances, the choice of
nume´raire is clear; in others, it is not, for example when insurers reserve for claims in multiple currencies.
It is common to calculate reserves by a “prudent” calculation of expected value in a pessimistic or “worst
realistic case” scenario. We assume that the minimal amount sufficient to form the reserve is modelled
by a coherent risk measure (CRM); see [7] for an introduction to CRM’s.
We assume the availability of a finite collection of nume´raires numbered (0, . . . , d). We examine the
problem of reserving for a risk at a terminal time T , through adjusting the reserving portfolio held in
the nume´raire “currencies” at discrete times t = 0, 1, . . . , T . The terminal value of the nume´raires (in
units of account) is denoted V = (v0, v1, . . . , vd), and we assume that each vi is a strictly positive, FT -
measurable, bounded random variable, with the Euclidean norm of V bounded away from 0. Thus, to
value any portfolio Y of holdings in the elements in V, we take the inner product Y ·V and, conversely,
any bounded X may be written in the form Y · V with Y bounded . We regard the portfolio Y as
corresponding to a liability of Y ·V at terminal time T .
A coherent risk measure is a reserving mechanism: we assume that an insurer is reserving for risk
according to a conditional coherent risk measure ρt, at each time t. They reserve the amount ρt(X) for
a random claim X . Thus the aggregate position of holding the risky claim X and reserving adequately
should always be acceptable to the insurer. The set At of acceptable claims at time t consists of those FT -
measurable bounded random variables with non-positive ρt. We shall say that the portfolio Yt reserves
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at time t for a claim X if
X − Yt ·V ∈ At.
2.1 Notation
We fix a terminal time T ∈ N, a discrete time set T := {0, 1, . . . , T }. We fix a probability space
(Ω,F ,P), where P is the reference measure or objective measure. The filtration (Ft)t∈T describes the
information available at each time point. The space of all F -measurable random variables is denoted
L0 = L0(Ω,F ,P); we denote L0(Ω,Ft,P) by L
0
t . The space of all P-integrable (respectively P-essentially
bounded) Ft-measurable random variables is L1t (resp. L
∞
t ). The space of Ft-measurable (respectively
integrable; essentially bounded) Rd+1-valued random variables is denoted L0t = L
0(Ω,Ft,P;Rd+1) (resp.
L1t ; L
∞
t ). A subscript ‘+’ denotes the positive orthant of a space, and ‘++’ denotes strict positivity; for
example, the set of non-negative (respectively strictly positive) essentially bounded random variables is
L∞+ (resp. L
∞
++). Similarly, a subscript ‘-’ denotes the negative orthant of a space.
2.2 Definitions and well-known results
We recall some definitions and concepts. At each time t ∈ T, we wish to price monetary risks using all
information available at that time. The following definition is adapted from [6]:
Definition 2.1. A map ρt : L
∞ → L∞t for t ∈ T is a conditional convex risk measure if, for allX,Y ∈ L
∞,
it has the following properties:
• Conditional cash invariance: for all m ∈ L∞t ,
ρt(X +m) = ρt(X) +m P-almost surely;
• Monotonicity: if X ≤ Y P-almost surely, then ρt(X) ≤ ρt(Y );
• Conditional convexity: for all λ ∈ L∞t with 0 ≤ λ ≤ 1,
ρt(λX + (1− λ)Y ) ≤ λρt(X) + (1 − λ)ρt(Y ) P-almost surely;
• Normalisation: ρt(0) = 0 P-almost surely.
Furthermore, a conditional convex risk measure is called coherent if it also satisfies
• Conditional positive homogeneity: for all λ ∈ L∞t with λ ≥ 0,
ρt(λX) = λρt(X) P-almost surely.
Our interest lies chiefly in reserving for and pricing liabilities. We see a positive random variable X
as a liability to be hedged, and a negative X as a credit, which explains our (non-traditional) choice of
sign in the cash invariance property, and the direction of monotonicity.
Definition 2.2. A convex risk measure satisfies the Fatou property if, for any bounded sequence (Xn)n≥1 ⊂
L∞ converging to X ∈ L∞ in probability, we have
ρt(X) ≤ lim inf
n→∞
ρt(X
n).
The Fatou property is equivalent to continuity from above: ρt is continuous from above if, whenever
(Xn)n≥1 ⊂ L∞ is a non-increasing sequence such that Xn → X P-a.s., then
ρt(X
n)→ ρt(X) P-a.s. as n→∞
As shown in [1], whenever the Fatou property holds, we may represent ρt as
ρt(X) = ess sup
Q∈Q
EQ[X |Ft].
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The representing set of probability measures Q is dominated by P, that is, that Q≪ P for any Q ∈ Q. In
this and the subsequent sections we identify the probability measures Q of the set Q with their Radon-
Nikodym derivative, or density, with respect to P, dQ
dP
. We trust that which version is being used will be
clear from the context. We will also denote the density of Q by ΛQ and the density of the restriction of
Q to Ft by Λ
Q
t . Recall that the resulting process is a P-martingale.
The time-t acceptance set of a conditional convex pricing measure ρt : L
∞ → L∞t is
At = {X ∈ L
∞ : ρt(X) ≤ 0}.
For the following results, we refer the reader to [7] and [6]. We equip the space L∞ with the weak∗
topology σ(L∞, L1), so that the topological dual will be L1. Recall that a set C of claims is arbitrage-free
whenever
C ∩ L∞+ ⊆ {0},
or more precisely C ∩ L∞+ ⊆ {[0]}, where [0] denotes the equivalence class of random variables which are
almost surely equal to 0.
Proposition 2.3. Define (At)0≤t≤T to be the acceptance sets of the dynamic conditional coherent pricing
measure ρt : L
∞ → L∞t satisfying the Fatou property and set A0 = A.
Then At is a weak∗-closed1 convex cone that is stable under multiplication by bounded positive Ft-
measurable random variables, contains L∞− , and is arbitrage-free.
Remark 2.4. In general, dynamic conditional coherent risk measures are defined on a stream of payments
(Xt)0≤t≤T . However the standard trick of extending the reference measure P to a probability measure on
Ω × {0, . . . T } enables us to reduce our study to the single payment case (see section 3.3 of [8] for more
details of how this is done).
3 Optional representation and multi-currency time consistency
3.1 Time-consistency
An insurer who has insured the claim X needs to hold a sequence of portfolios Y0, Y1, . . . , YT (one for
each time point at which a reserve calculation is to be made) so that the risk is adequately reserved for,
and so that no unacceptable risk is assumed in any one exchange of portfolios. That is to say, in the
optional case, from time t− 1 until just before time t, the insurer holds a portfolio Yt−1 ∈ L∞(Ft−1) of
the nume´raires as an acceptable reserve for X , and will wish to exchange to a new reserving portfolio Yt.
The insurer may only exchange to the new portfolio Yt if the risk of the adjustment is acceptable, i.e.
ρt(Yt ·V − Yt−1 ·V) ≤ 0. Thus all the transfer of risk occurs instantaneously at time t (we shall see in
section 6 that the analogy with a trading set-up is no coincidence). This is in contrast to the predictable
case developed in [8], where the idea is that the time-(t−1) reserve is an adequate reserve for the hedging
portfolio needed at time t. In the predictable case, the acceptable risk is carried between the time points
t− 1 and t, whereas in the optional case an explicit exchange of known amounts of the nume´raires needs
to take place at time t to update the reserve portfolio.
We shall say that the dynamic risk measure is (optionally) V-time-consistent if this property holds
(at least in a limiting sense) for each claim X , starting from an initial reserve ρ0(X).
Definition 3.1. A dynamic convex risk measure ρ = (ρt)t=0,...,T is optionally V-time-consistent if, for
any X ∈ A, we may find a sequence Xn in A and a sequence pin = (pint )t=0,...,T−1 such that pi
n
t ∈ L
∞(Ft)
for each t, and
(i)
Xn → X almost surely (1)
(ii) for each t,
ρt(pi
n
t ·V) ≤ 0 P a.s.;
1in L∞, i.e., At is closed in the topology σ(L∞t , L
1
t )
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(iii) for each n ∈ N,
T−1∑
t=0
pint ·V = X
n P-almost-surely.
Remark 3.2. By the subsequence property, we can replace the almost sure convergence in (1) by con-
vergence in L0 without affecting the definition. We think of
∑t
0 pi
n
t as the reserve held at time t for the
liability Xn.
3.2 Representability of claims
We may view optional V-time-consistency as a condition on the sequences of portfolios that can super-
hedge a claim X . Given a V-time-consistent dynamic CRM (ρt), we may (at least in a limiting sense)
express X as the sum of the initial reserve ρ0(X) and the (T +1) adjustments at times 0, 1, . . . T (where
we set Y−1 to be any vector in L0 with ρ0(Y.V) = ρ0(X), for example
ρ0(X)
ρ0(V.1)
1):
X = ρ0(X) +
T∑
t=0
(Yt − Yt−1) ·V,
where each adjustment satisfies ρt((Yt − Yt−1) ·V) ≤ 0. Each adjustment Yt − Yt−1 is an Ft-measurable
portfolio with t-acceptable valuation; we call the set of such portfolios Kt(A,V). We seek to answer the
question “Is it possible to represent every claim in A by a series of such adjustments?”
Given any cone D in L∞ and our vector V of nume´raires, we define the collection of portfolios
attaining D to be
D(V) = {Y ∈ L∞ : Y ·V ∈ D}.
The set of time-t acceptable portfolios that are Ft-measurable is denoted
Kt(A,V) := At(V) ∩ L
∞(Ft). (2)
Definition 3.3. The cone A in L∞ is said to be optionally V-representable if
A(V) = ⊕Tt=0Kt(A,V), (3)
where the closure is taken in the weak∗ topology. If this is the case, we also say that A is optionally
represented by V. When V is fixed, we also say that A(V) is optionally represented if (3) holds.
Remark 3.4. It is an easy exercise to show that
Kt(A,V) = {X ∈ L
∞(Ft,R
d+1) : αX ∈ A for any α ∈ L∞+ (Ft)}. (4)
This characterisation is used repeatedly in what follows and in the proof of Theorem 3.18.
From now on, where there is no ambiguity, we shall write Kt for Kt(A,V)
3.3 Stability
We recall Delbaen’s m-stability condition, on a standard stochastic basis (Ω,F , (Ft)t=0,...,T ,P):
Definition 3.5 (Delbaen [5]). A set of probability measures Q ⊂ L1(Ω,F ,P) is m-stable if for elements
Q1,Q2 ∈ Q, with associated density martingales ΛQ
1
t = E
[
dQ1
dP
∣∣∣Ft] and ΛQ2t = E [ dQ2dP ∣∣∣Ft], and for
each stopping time τ , the martingale L defined as
Lt =
Λ
Q1
t for t ≤ τ
ΛQ
1
τ
ΛQ
2
τ
ΛQ
2
t for t ≥ τ
defines an element, Q, in Q. The probability measure Q is also defined by the properties that
Q
∣∣
Fτ
= Q1
∣∣
Fτ
and Q(·|Fτ ) = Q
2(·|Fτ ) Pa.s.,
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so Q pastes together the laws Q1 and Q2 at time τ .
We generalise m-stability by allowing extra freedom over one time period when pasting two measures
together and by only pasting measures satisfying a consistency condition relating to V:
Definition 3.6. Let τ be a stopping time, and Q1,Q2 be two probability measures absolutely continuous
with respect to P. The set Q1 ⊕optτ Q
2 of optional pastings of Q1 and Q2 consists of all Q˜ such that
(i) Q˜
∣∣
Fτ
= Q1
∣∣
Fτ
,
and
(ii) for any A ∈ FT , Q˜(A|F(τ+1)∧T ) = Q
2(A|F(τ+1)∧T ).
We make explicit the freedom over the time period (τ, τ +1] by writing any optional pasting in terms
of the two measures being pasted, and a “one-step density”:
Lemma 3.7. For τ a stopping time, and Q1, Q2 two probability measures,
Q1 ⊕optτ Q
2 =
{
Q˜≪ P : ΛQ˜ = ΛQ
1
τ R
ΛQ
2
ΛQ
2
(τ+1)∧T
, for some R ∈ L1+(F(τ+1)∧T ) s.t. E [R | Fτ ] = 1
}
Definition 3.8. The set of probability measures Q is optionally V-m-stable if, whenever τ is a stopping
time, Q1,Q2 ∈ Q, and Q˜ ∈ Q1 ⊕optτ Q
2 has the (additional) property that
E
Q˜
[V|Fτ ] = EQ1 [V|Fτ ], (5)
then Q˜ is also in Q.
Example 3.9. It is easy to check that given an (Ft)0≤t≤T -adapted and bounded processX , the collection,
QX , of Equivalent Martingale Measures for X is optionally XT -m stable.
Note that a set that is optionally 1-m-stable is automatically m-stable but the converse is false.
The following proposition gives an equivalent definition of optional V-m-stability in terms of the dual
cone A(V)∗.
Proposition 3.10. Suppose, without loss of generality that the set of pricing measures, Q, is convex and
closed (so the set of densities is closed in the topology of L1), and let D = A(V)∗. The following are
equivalent:
(i) Q is optionally V-m-stable
(ii) for each t ∈ {0, 1, . . . , T }, whenever Y,W ∈ D are such that there exists Z ∈ D, an event F ∈ Ft,
positive random variables α, β ∈ L0+(Ft+1) with αY, βW ∈ L
1 and X := 1FαY + 1F cβW satisfies
E [X | Ft] = E [Z | Ft] , (6)
then X is a member of D.
The proof can be found in Appendix A.1.
Definition 3.11. We shall say that an arbitrary cone D˜ ⊆ L1T satisfying condition (ii) of Proposition 3.10
is optionally m-stable.
Lemma 3.12. Suppose that V is a collection of d+1 nume´raires, and D is a convex cone in L∞. Then
D(V)∗ = D∗V.
The proof can be found in Appendix A.1.
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3.4 An Equivalence Theorem
Our first result is a set of conditions equivalent to optional V-time-consistency, including a precise
statement ofV-representability, and a dual characterisation which pertains to the convex set of probability
measures Q that define the risk measure.
This result resembles that obtained in [8] for predictable versions of these concepts.
To show the equivalence of V-m-stability and V-representability, we find the dual of each Kt, which
we call the optional pre-image of A(V)∗ at time t. Aside from its utility in proving the equivalence of
V-optional representability and optional V-m-stability, the optional pre-image of an optionally m-stable
convex cone A(V)∗ at time t is a concrete description of the dual of the set of portfolios held at time t
in order to maintain an acceptable position at time t.
We fix the vector of nume´raires V, a coherent pricing measure ρ = (ρt)t with a closed, convex
representing set of probability measures Q, and take At to be the acceptance set of ρt for t ∈ T. One of
our two main results is
Theorem 3.13. The following are equivalent:
(i) (ρt)t∈T is optionally V-time-consistent;
(ii) A is optionally represented by V;
(iii) Q is optionally V-m-stable.
Example 3.14. [A generic example] Given a positive X ∈ L1T , and a sequence of random, closed, convex
sets I := (It)t=0,...,T in Rd+1, each measurable with respect to E(Rd+1,Ft), the relevant Effros σ-algebra
(see Remark 4.2 of [9]), let
QXI := {Q ∼ P : EQ[X |Ft] ∈ It for each t},
then QXI is optionally X-m-stable. Note that X need not be in L
∞.
To recover the case of EMMs, simply take X to be MT , the terminal value of a positive P-martingale
and It to be the singleton {Mt}. Of course, MT is not necessarily in L∞, but we may rectify this by
taking V = (v0, . . . , vd), where vi =
MiT∑
j
M
j
T
, and letting Q be defined as the set Q := {Q : ΛQ =
∑
j M
j
T∑
j
E
Q˜
M
j
T
ΛQ˜ for some Q˜ ∈ QMTI }.
We give the proof of Theorem 3.13 in two steps. First, we will show equivalence of optional V-
representability and optional V-m-stability. The proof of the equivalence of optional V-time-consistency
and optional representability is given after we have proved Theorem 4.5 – a version of the Fundamental
Theorem of Arbitrage Pricing.
Definition 3.15. For D ⊂ L1+, we define, for each time t, the optional pre-image of D by
Mt(D) := {Z ∈ L
1 :∃αt ∈ L
0
t,+, ∃Z
′ ∈ D
such that αtZ
′ ∈ L1(Rd+1) and E [Z | Ft] = αtE [Z
′ | Ft]}. (7)
The optional pre-image of a set D ⊂ L1+ is key in understanding optionally stable convex cones, as
shown in the following two lemmas:
Lemma 3.16. Suppose D ⊂ L1+. If D is an optionally stable convex cone, then
D =
T⋂
t=0
Mt(D).
If S ⊂ L1, we denote by the conv(S) the closure in L1 of the convex hull of S.
Lemma 3.17. Suppose D ⊂ L1+, and define
[D] :=
T⋂
t=0
(convMt(D)) ,
(where Mt(D) is as defined in (7)). Then
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(a) [D] is the smallest stable closed convex cone in L1 containing D;
(b) D = [D] if and only if D is a stable closed convex cone in L1.
We prove both these lemmas in Appendix A.1. The proof of equivalence of statements (ii) and (iii)
of Theorem 3.13 is dependent on the following
Theorem 3.18. For any t ∈ {0, 1, . . . , T − 1},
Kt = (Mt(A(V)
∗))∗. (8)
The proof is given in Appendix A.1.
Thus we characterise each “summand” in the representation (cf. Definition 3.3) as the dual of the
optional pre-image of the dual of the set of acceptable portfolios in V.
Proof of Theorem 3.13, equivalence of (ii) and (iii). By assumption, A(V) is a weak∗-closed convex cone
in L∞(Rd+1) which is arbitrage-free, so that A(V)∗∗ = A(V). Recall that A(V) is optionally repre-
sentable if
A(V) = ⊕Tt=0Kt.
Thanks to Proposition 3.10, we must show the equivalence of the two conditions
(ii’) A(V) is optionally representable; and
(iii’) A(V)∗ is optionally V −m-stable.
(ii’) ⇒ (iii’): Assuming A(V) is optionally representable, it follows from Theorem 3.18 that
A(V) = ⊕tKt = ⊕tMt(A(V)∗)∗.
Taking the dual, we find that
A(V)∗ = ∩tMt(A(V)
∗)∗∗ = ∩tconvMt(A(V)
∗)
where the second equality follows from the Bipolar Theorem. Hence, A(V)∗ = [A(V)∗], and so by
Lemma 3.17, A(V)∗ is optionally stable.
(iii’) ⇒ (ii’): Assuming A(V) is a weak∗-closed convex cone, note that A(V)∗ is a convex cone closed
in (L1, σ(L1,L∞)). Assuming further that A(V)∗ is stable,
A(V)∗ = ∩tMt(A(V)
∗) by Lemma 3.16
= ∩tK
∗
t by eq. (8).
Now we may apply the Bipolar Theorem to deduce
A(V) ≡ A(V)∗∗ = ⊕tKt
and A(V) is optionally representable, as required.
4 The Fundamental Theorem of Multi-currency Reserving
As announced in the introduction, we now discuss closure properties in L0 of the decomposition of a
V-optionally representable acceptance set A.
By analogy to the definition in [15], we define a trading cone as follows:
Definition 4.1. C ⊂ L0(Rd+1,Ft) is said to be a (time-t) trading cone if C is closed in L0 and is closed
under multiplication by non-negative, bounded, Ft-measurable random variables.
We recall Lemma 4.6 of [9] which we quote here (suitably rephrased) for ease of reference:
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Theorem 4.2. Let C be a closed convex cone in L0(F), then
C is stable under multiplication by (scalar) elements of L∞+ (F) (9)
if and only if there is a random closed cone MC such that
C = {X ∈ L0(F) : X ∈MC a.s.}. (10)
We shall demonstrate that if A is V-representable then (K0t )0≤t≤T , the L
0-closures of the cones Kt,
are trading cones, whose sum is closed, and equal to the L0-closure of A(V), which is is arbitrage-free.
This is a version of the (First) Fundamental Theorem of Asset Pricing (FTAP).
For the rest of this section closures in L0 or L0 will be denoted by a simple overline, whereas weak∗
closure of a set S will be denoted S
w
We set A0(V) := A(V), the closure of A(V) in L0. Recall that
A0(V) is arbitrage-free whenever
A0(V) ∩ L0+ = {0},
and define the trading cone
Ct = {X ∈ L
0
t : cX ∈ A
0(V) for all c ∈ L∞+ (Ft)}.
Note that closure in L0 of Ct follows immediately from the closure of A
0(V).
Lemma 4.3. For each t, K0t is a trading cone and if X ∈ L
0
t then X ∈ K
0
t iff X.EQ[V |Ft] ≤ 0 for all Q ∈
Q.
Proof. Now if X ∈ L∞t then X ∈ Kt if and only if EQ[X.V |Ft] = X.EQ[V |Ft] ≤ 0 for all Q ∈ Q. It
follows that K0t = {X ∈ L
0
t : X.EQ[V |Ft] ≤ 0 for all Q ∈ Q} and this is obviously a trading cone.
It follows from Theorem 4.2 and Lemma 4.3 that
Lemma 4.4. There are random closed cones MCt and M
K
t such that
Ct = {Y ∈ L
0
t : Y ∈M
C
t a.s.}
K0t = {Y ∈ L
0
t : Y ∈M
K
t a.s.}
and the polar (in Rd+1) of MKt is cone({EQ[V|Ft] : Q ∈ Q}), the random closed cone generated by
{EQ[V|Ft] : Q ∈ Q}.
We now give the main theorem of this section:
Theorem 4.5. The set G := ⊕tCt is closed in L0, arbitrage-free and equals H := ⊕tK0t (A,V). Moreover,
if A is V-representable, then their common value is A0(V) and then A0, the closure in L0 of A is given
by
A = A0(V).V = ⊕tK
0
t (A,V).V. (11)
Proof. The proof is in three steps. We will show that:
1. G is closed in L0.
2. Ct = K
0
t (A,V) (and G is arbitrage-free) establishing equality of G and H.
3. A0(V) = H if A is V-representable and A0 = A0(V).V.
Proof of 1. We recall Definition 2.6 and Lemma 2.7 (suitably rephrased) from [9]
Definition 4.6. Suppose J is a sum of convex cones in L0:
J =M0 + . . .+MT .
We call elements ofM0× . . .×MT whose components almost surely sum to 0, null-strategies (with respect
to the decomposition M0 + . . .+MT ) and denote the set of them by N (M0 × . . .×MT ).
For convenience we denote C0 × . . .× CT by C .
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Lemma 4.7. (Lemma 2 in Kabanov et al [12]) Suppose that
J = M0 + . . .+MT
is a decomposition of J into trading cones; then J is closed if N (M0 × . . .×MT ) is a vector space and
each Mt is closed in L0.
Since we have already established that each Ct is a trading cone, applying Lemma 4.7 to the decom-
position of G, we only need to prove that the null strategies N (C ) form a vector space. The argument is
standard: since G is a cone, we need only show that ξ = (ξ0, . . . , ξT ) ∈ N (C ) implies that −ξ ∈ N (C ).
To do this, given ξ ∈ N (C ), fix a t and a bounded non-negative c ∈ L0t with a.s. bound b. Then, since ξ
is null,
−cξt = bξ0 + . . . bξt−1 + (b − c)ξt + bξt+1 + . . .+ bξT ,
and each term in the sum is clearly in the relevant Cs and hence in A
0. Since c and t are arbitrary,
−ξt ∈ Ct for each t and so −ξ ∈ N (C ).
It is clear from (4) that Kt ⊆ Ct and hence, by closure of Ct that K0t ⊆ Ct. Thus H ⊆ G.
Proof of 2. Recall from [9] that consistent price processes for H are those martingales valued in (MKt )
∗
at each time step. Since ΛQt V
Q
t is such a martingale (for any Q ∈ Q), the collection of consistent price
processes for the sequence of trading cones K0t (A,V) is non-empty and so, by Theorem 4.11 of [9], H is
arbitrage-free.
The consistent price processes for ⊕tCt are those martingales valued in (MCt )
∗ at each time step. We
now claim that, for each t,
(MCt )
∗ = (MKt )
∗.
Once we establish this, equality follows on taking the random polar cones in Rd+1.
First, observe that Ct ⊇ K0t (A,V) implies (M
C
t )
∗ ⊆ (MKt )
∗ almost surely. So, assume that (MCt )
∗
is a strict subset of (MKt )
∗. Then there exists Q ∈ Q such that
P(EQ[V|Ft] 6∈M
C
t ) > 0.
For this Q, we form the consistent price process Zt = Λ
Q
t EQ[V|Ft] ∈ (M
K
t )
∗. Form the frictionless
trading cones
Ct(Z) := {X ∈ L
0
t : X · Zt ≤ 0}
and we have an arbitrage-free and closed cone A˜ = ⊕tCt(Z) from the FTAP. Clearly A˜ contains A0(V),
and so Ct(Z) is contained in Ct, whence Zt ∈MCt a.s., contradicting the assumption of strict inclusion.
Proof of 3. If A is V-representable then
A0(V) = (⊕tKt)
w
= ⊕tK0t = H
but, as we have already established, H is closed. Finally, since A ⊃ Kt.V it is clear that A0 ⊇ H.V.
Conversely, since A0 = A(V).V = ⊕Kt
w
.V = ⊕Kt.V, it follows that A0 ⊆ H.V
5 Completing the Proof of Theorem 3.13
Proof of Theorem 3.13: the equivalence of (i) and (ii). We shall use the result from Theorem 4.5 that if
optionally V-representable then
A0(V) = ⊕tK
0
t (A,V)
and
A0 = ⊕tK
0
t (A,V).V, (12)
where the superscript 0 represents closure in L0 or L0. Now define
condition (iv):
A ⊆ ⊕tK
0
t (A,V).V. (13)
Clearly (12)⇒(13) and hence (ii)⇒(iv). It is clear that (iv)⇒(i). Conversely, from Theorem 4.5, ⊕tK0t
is closed in L0, whereas (i) tells us that A ⊂ ⊕Kt.V = ⊕tK0t so we conclude that (i)⇒(iv). Now it is
sufficient to prove that (iv)⇒(ii).
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Suppose (iv) holds. We shall show that A ⊆ ⊕tKt.V or, equivalently (since A is a closed convex
cone), that
(⊕tKt.V)
∗ ⊆ A∗. (14)
Define
Gt = (⊕
T
s=tKs.V)
∗ and Bt := L
∞ ∩ ⊕Ts=tK
0
s .V
Now, since (L∞ ∩
(
⊕tK0t .V
)
)∗ ⊆ A∗ we may show (14) by proving, by induction that
Gt ⊆ B
∗
t for each t. (15)
Clearly (15) holds for t = T since KT = {X ∈ L
∞ : X.V ≤ 0 a.s. } and K0T = {X ∈ L
0 : X.V ≤ 0 a.s.}
so BT = L
∞
− = KT .V.
Now suppose that (15) holds for t = u+1. Take arbitrary Z ∈ Gu and X ∈ Bu. Then X = αu.V+Y ,
for some Y ∈ ⊕Ts=u+1K
0
s .V and αu ∈ K
0
u. For integer n > 0, set Fn = {||αu|| ≤ n}, then αu1Fn ∈ Ku and
Y 1Fn = X1Fn −αu1Fn ∈ L
∞ (since X ∈ L∞). Since, for any t ≥ u, K0t is closed under multiplication by
1Fn , it follows that Y 1Fn ∈ Bu+1 with X1Fn = αu.V1Fn+Y 1Fn and hence X1Fn ∈ Bu. Since Z ∈ Gu+1
it follows from the induction hypothesis that EZX1Fn = EZ(Y 1Fn + αu.V1Fn) ≤ EZ(αu.V1Fn). Now
αu.V1Fn ∈ Ku.V and Z ∈ (Ku.V)
∗ so E[ZX1Fn ] ≤ 0. Thus, by dominated convergence, E[ZX ] ≤ 0 and
since X is an arbitrary element of Bu it follows that Z ∈ B
∗
u and so Gu ⊆ B
∗
u, establishing the inductive
step.
We have actually proved something extra:
Corollary 5.1. If A is V-representable then B0 is weak* closed and equal to A.
Proof. From Theorem 4.5, If A is V-representable then A0 = ⊕Ts=0K
0
s .V, so
B0 = L
∞ ∩ (⊕Ts=0K
0
s .V) = L
∞ ∩ A0 ⊃ A.
Now since A is V-representable, A = ⊕tKt.V ⊃ B
∗∗
0 , from (15), but B
∗∗
0 = B0 so
A = B0 = B0.
Remark 5.2. Of course, if A is V-m-representable then we could replace the almost sure convergence in
the definition of optional time consistency by weak∗-convergence, at the cost of taking a net rather than
a sequence.
It follows from the corollary that if A is V-time-consistent then, given X ∈ A we can form a sequence
of reserves Rt such that RT .V = X, and each increment pit := Rt − Rt−1 is in K0t so that pit is the
almost sure limit of elements of Kt.
6 Associating a pricing mechanism to a market with propor-
tional transaction costs
Having made the connection in Section 4 between optionally-representable CRM’s and trading cones,
in this section, we directly associate the reserving mechanism to a hedging strategy in a market with
transaction costs. This is achieved by adding an extra time period (T, T+1] to the market with transaction
costs, in which all positions are cashed out into a base nume´raire v0. We do this by imposing nume´raire
risks that are so disadvantageous as to force a risk-averse agent to sell-up at time T , rather than in the
additional period.
Let e0 = (1, 0, . . . , 0), . . . , ed = (0, . . . , 0, 1) denote the canonical basis of R
d+1. Recall that in a
market with transaction costs the basic set-up has a collection of assets (labelled 0, . . . , d) and random
bid-ask prices pii,jt at each trading time t ∈ {0, . . . , T }. Thus pi
i,j
t is the number of units of asset i that
can be exchanged for one unit of asset j at time t. The corresponding trading cone, which we denote
by K˜0t (pit) is generated by these trades together the possibility of consumption so that K˜t(pit) is the
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(closed) cone generated by non-negative Ft-measurable multiples of the vectors −ei and ej − pi
ij
t ei, for
i, j ∈ {0, 1, . . . , d}. The set of claims available from zero endowment is then
BT (pi) =
T⊕
t=0
K˜0t (pit).
We (initially) assume that the closure of BT (pi) in L0 is arbitrage-free. Note that thanks to Theorem 1.2
of [9] we may (and shall) then assume that, by amending the bid-ask prices if necessary, Bt(pi) is closed.
The proof of this theorem also establishes that the null strategies for the resulting trading cones form a
vector space.
We denote the L0-closure of the set of acceptable claims under a risk measure generated by a collection
of absolutely continuous probability measures,Q, by A0Q. We will show that each market corresponds to
a CRM
Theorem 6.1. For the sequence of transaction cost matrices (piijt )t=0,1,...,T , , there is a stochastic basis
(Ω˜, F˜ , F˜, P˜), a vector of nume´raires V ∈ L∞(Ω˜, F˜ , P˜;Rd+1), and a set of optionally V-m-stable probability
measures Q such that the closure (in L0) of the corresponding set of FT -measurable attainable claims is
the collection of claims attainable by trading in the underlying assets:
BT (pi) = A
0
Q(V) ∩ L
0(FT ).
The key element in the proof is to add an extra trading period (T, T + 1] at the end in which all
positions are cashed out into asset 0. However, we impose nume´raire risks that are so disadvantageous
as to force the agent to sell up in the preceding time period, rather than in the additional period. To
generate the final, frictionless prices, we add on a simple “coin spin” for each other asset. We encode
the d binary choices (either buy or sell each of the other d nume´raires) as {0, 1}d, and define µ to be the
uniform measure on ({0, 1}d, 2{0,1}
d
). Thus, we define the augmented sample space Ω˜ := Ω×{0, 1}d, and
define the product sigma-algebra and measure:
F˜ := F ⊗ 2{0,1}
d
),
P˜ := P⊗ µ.
We augment the filtration trivially, by setting F˜t := Ft⊗{∅, {0, 1}d}. We employ the obvious embedding
of L∞(Ω,Ft,P) in L∞(Ω˜, F˜t, P˜); it should be clear from context to which version of L0 we are referring.
Fix 0 < ε < 1 small. Define the Rd+1-valued random variable V˜ = (v˜0, v˜1, . . . , v˜d), for ω ∈ Ω,
ω′ ∈ {0, 1}d, by
v˜0(ω, ω′) = 1, (16)
v˜i(ω, ω′) = (1− ω′i)(1− ε)
1
pii,0T (ω)
+ ω′i(1 + ε)pi
0,i
T (ω). (17)
The interpretation of V˜ is this: arriving at time T at a bid-ask spread
[
1
pi
i,0
T
(ω)
, pi0,iT (ω)
]
for nume´raire
i in state ω, we spin a coin. If the coin shows heads (ω′i = 1), the (T +1)-price of asset i is slightly higher
than the T -ask price, and any negative holding of i to time T + 1 makes a loss compared to cashing out
at time T . If the coin shows tails (ω′i = 0), the (T + 1)-price of asset i is slightly lower than the T -bid
price, and any positive holding of i makes a loss. Any risk-averse agent will seek to avoid these losses by
cashing out into asset 0 at time T .
Now we define the frictionless bid-ask matrix at time T + 1 by
piijT+1 :=
v˜j
v˜i
.
The trading cone K˜0T+1(piT+1) is generated by positive FT+1-measurable multiples of the vectors −ei
and ej − pi
ij
T+1ei, for i, j ∈ {0, 1, . . . , d}. Define the cone BT+1(pi) = BT (pi) + K˜
0
T+1(piT+1).
The collection of consistent price processes for the original set of claims BT (pi) is
B◦T (pi) = {Z ∈ L
1
T (R
d+1) : E[Z|Ft] ∈ K˜
0
t (pit)
∗ a.s. for t = 0, 1, . . . , T }.
By Theorem 4.11 of [9], since BT (pi) is closed and has no arbitrage, there exists at least one consistent
price process Z for BT (pi). The following proposition shows that the cone BT+1(pi) is arbitrage-free.
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Proposition 6.2. There is a consistent price process for BT+1(pi).
Proof. We extend any consistent price process for BT (pi) to a consistent price process for BT+1(pi) by
multiplying by the Radon-Nikodym derivative for the martingale measure for each coin spin. For any
Z ∈ B◦T , define λ
Z > 0 such that the one-period process
(
Zi/Z0, λZ v˜i
)
is a P˜-martingale for each i. Then
ZT+1 = Z
0λZV˜ (18)
defines a consistent price process for the cone BT+1(pi).
We first show that such a λZ always exists. Note that Z ∈ K˜0T (piT )
∗ gives that, ω-a.e.,
ZjT (ω)
ZiT (ω)
≤ piijT (ω) ≤ pi
i,0
T (ω)pi
0,j
T (ω) <
1 + ε
1− ε
pii,0T (ω)pi
0,j
T (ω) =
v˜j(ω, 1)
v˜i(ω, 0)
,
with v˜j(ω, 1) understood to be v˜j(ω, ω′)
∣∣
ω′
j
=1
etc. Fixing ω ∈ Ω and i 6= 0, we see that
Z
i
T (ω) :=
ZiT (ω)
Z0T (ω)
∈ (v˜i(ω, 0), v˜i(ω, 1)).
The martingale measure for such an one-period binary tree model is determined by the probability of
“heads”
θ(ω, i) =
Z
i
T − v˜
i(ω, 0)
v˜i(ω, 1)− vi(ω, 0)
.
Now set
λZ(ω, ω′) = 2d
d∏
i=1
θ(ω, i)ω
′
i(1− θ(ω, i))1−ω
′
i
Clearly, λZ is a.s. positive and bounded, E˜[λZ |FT ] = 1 and ZiT+1 ∈ L
1 since E˜[ZiT+1] = E˜[λ
ZV˜iZ
0
T ] =
E[ZiT ] by the the positivity of Z
i
T+1, Fubini’s Theorem and the definition of µ and λ
Z
Similarly, for any XT ∈ L∞T (R
d+1),
E
P˜
[XT · ZT+1] = EP[XT · Z
0
TEP˜[(λ
ZV˜)|FT ]] = EP[XT · ZT ]. (19)
Setting XT = 1Aei for A ∈ FT , for any i, we see that ZT = EP˜[ZT+1|FT ], and ZT+1 is thus a consistent
price process as required.
Proposition 6.3. The cone BT+1(pi) := ⊕
T+1
t=0 K˜
0(pit) is closed in L
0, and is arbitrage-free.
Proof. From Theorem 4.11 of [9], we have that the closure of BT+1(pi) in L0 is arbitrage-free. We will
show that the set of null strategies N (K˜00 (pi0), . . . , K˜
0
T (piT ), K˜
0
T+1(piT+1)) is a vector space, and conclude
from Lemma 4.6 that the cone BT+1(pi) is closed in L0, and we are done.
Take
(x0, . . . , xT+1) ∈ N (K˜
0
0 (pi0), . . . , K˜
0
T (piT ), K˜
0
T+1(piT+1)).
Let
x = x0 + · · ·+ xT , so that x+ xT+1 = 0. (20)
We see that xT+1 is an FT -measurable element of K˜0T+1(piT+1). We claim that xT+1 ∈ BT (pi): since
xT+1 ∈ BT+1, for any consistent price process Z for the cone BT+1(pi), and any n ∈ N,
0 ≥ E[ZT+1xT+11{||xT+1||<n}] = E[ZTxT+11{||xT+1||<n}] =,
so xT+11{||xT+1||<n} ∈ BT (pi) for all n, and so xT+1 ∈ BT (pi) by closure of BT (pi).
Since xT+1 ∈ BT (pi), there exist y0 ∈ K˜00 (pi0), . . . , yT ∈ K˜
0
T (piT ) with xT+1 = y0 + · · · + yT . Then,
rewriting (20), we see that
(x0 + y0) + . . .+ (xT + y + T ) = 0.
Since each term in this sum is in the relevant trading cone, we see that (x0 + y0), . . . , (xT + yT )) is in
N (K˜00 , . . . , K˜
)
T . Now, by assumption, this is a vector space so that each −(xt + yt) ∈ K˜
0
t (pit), and so,
since K˜0t (pit) is a cone containing yt, each −xt is in K˜
0
t (pit).
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The bid-ask prices are frictionless at time T + 1, so xT+1 ∈ K˜0T+1(piT+1) may be written as u1 − u2,
where u1 ∈ lin(K˜0T+1(piT+1)), and u2 ≥ 0. Note that
0 ≤ u2 = u1 − xT+1 = u1 + x ∈ BT (pi),
but since BT (pi) is arbitrage-free, u2 = 0, and so −xT+1 ∈ K˜0T+1(piT+1) and thus the set of null strategies
is a vector space.
The final prices V˜ above are, in general unbounded, so we transform these by normalising, setting
V = (v0, . . . , vd) where vi :=
v˜i∑
j v˜j
.
Finally, we define the set of measures
Q = {QZ : Z is a consistent price process for BT (pi)}, where
dQZ
dP˜
:=
Z0Tλ
ZT (v˜0)∑
j Z
j
0
.
It is easy to check that these are probability measures from the fact that the Z’s are consistent price
processes and hence strictly positive, vector-valued martingales.
The proof of the main result is now clear:
Proof of Theorem 6.1. We observe that
K0t (AQ(V)) = {X ∈ L
0
t : X.EQ[V|Ft] ≤ 0 a.s. for all Q ∈ Q}
= {X ∈ L0t : X.Zt ≤ 0 a.s. for all consistent Z}
It follows that
K0t (pit) = {Y ∈ L
0
t : Y.Zt ≤ 0 a.s. for all consistent Z} = {Y ∈ L
0
t : Y ∈ K
0
t (Q)}
and so
BT = A
0
Q
References
[1] Philippe Artzner, Freddy Delbaen, Jean-Marc Eber, and David Heath. Coherent measures of risk.
Mathematical Finance, 9(3):203–228, 1999.
[2] Tomasz R. Bielecki, Igor Cialenco, and Marcin Pitera. A survey of time consistency of dynamic risk
measures and dynamic performance measures in discrete time: LM-measure perspective. Probability,
Uncertainty and Quantitative Risk, forthcoming(4):669–709, 2017.
[3] Tomasz R. Bielecki, Igor Cialenco, and Rodrigo Rodriguez. No-arbitrage pricing for dividend-paying
securities in discrete-time markets with transaction costs. Mathematical Finance, 25(4):673–701,
2015.
[4] Jaksˇa Cvitanic´ and Ioannis Karatzas. Hedging and portfolio optimization under transaction costs:
a martingale approach. Mathematical Finance, 6(2):133–165, 1996.
[5] Freddy Delbaen. The structure of m–stable sets and in particular of the set of risk neutral measures.
In In Memoriam Paul-Andre´ Meyer, pages 215–258. Springer, 2006.
[6] Kai Detlefsen and Giacomo Scandolo. Conditional and dynamic convex risk measures. Finance and
Stochastics, 9(4):539–561, 2005.
[7] Hans Fo¨llmer and Alexander Schied. Stochastic Finance: an introduction in discrete time. Walter
de Gruyter, 2011.
14
[8] Saul Jacka, Abdelkarem Berkaoui, and Seb Armstrong. On representing and hedging claims for
coherent risk measures. http://arxiv.org/pdf/1703.03638, 2017.
[9] Saul Jacka, Abdelkarem Berkaoui, and Jon Warren. No arbitrage and closure results for trading
cones with transaction costs. Finance and Stochastics, 12(4):583–600, 2008.
[10] Elye`s Jouini and He´di Kallal. Martingales and arbitrage in securities markets with transaction costs.
Journal of Economic Theory, 66(1):178 –197, 1995.
[11] Yuri M Kabanov. Hedging and liquidation under transaction costs in currency markets. Finance
and Stochastics, 3(2):237–248, 1999.
[12] Yuri M. Kabanov, Miklos Rasonyi, and Christophe Stricker. On the closedness of sums of convex
cones in L0 and the robust no-arbitrage property. Finance and Stochastics, 7(3):403–411, 2003.
[13] Yuri M Kabanov and Christophe Stricker. The Harrison–Pliska arbitrage pricing theorem under
transaction costs. Journal of Mathematical Economics, 35(2):185–196, 2001.
[14] Basel Committee on Banking Supervision. Fundamental review of the trading book: A revised
market risk framework. Bank for International Settlements: Basel, Switzerland, 2013.
[15] Walter Schachermayer. The fundamental theorem of asset pricing under proportional transaction
costs in finite discrete time. Mathematical Finance, 14(1):19–48, 2004.
A Appendix
A.1 Proofs of subsidiary results
Proof of Lemma 3.12. First take Z ∈ D∗. For any X ∈ D(V) we have E[ZV · X ] ≤ 0 and so
ZV ∈ D(V)∗, thus D(V)∗ ⊇ D∗V.
For the reverse inclusion, denote by ei the ith canonical basis vector in R
d+1. First, since V ·α(viej−
vjei) = 0, we have
α(viej − v
jei) ∈ D(V) ∀α ∈ L
∞.
Take Z ∈ D(V)∗. Now, for any i, j ∈ {1, . . . , d}, α ∈ L∞, we have
E[Z · α(viej − v
jei)] ≤ 0.
Reversing i and j in the above, we may write E[Z · α(viej − vjei)] = 0, and allowing first α =
1{Z·(viej−vjei)>0} then α = 1{Z·(viej−vjei)<0}, we see that in fact,
Z · (viej − v
jei) = 0 a.s. for any i, j,
and so, taking i = 0 we have Zj = Z0vj a.s. for each j, thus any Z ∈ D(V)∗ must be of the form Z0V
for some Z0 ∈ L1. Now, given C ∈ D, take X such that X ·V = C (which implies that X ∈ D(V)), then
0 ≥ E[WV ·X ] = E[WC],
and since C is arbitrary, it follows that W ∈ D∗. Hence D(V)∗ ⊆ D∗V.
Proof of Proposition 3.10. By Lemma 3.12, we may write D = cone{ dQ
dP
V : Q ∈ Q}.
(i) =⇒ (ii): We suppose that (i) holds, and fix t ∈ {0, 1, . . . , T }, Y,W,Z ∈ D, F ∈ Ft, α, β ∈ L0+(Ft+1)
and X ∈ L1+ as in the hypothesis of (ii). We show that X ∈ D by applying (i) twice. First, take
τ = t1F + T1F c , and define Q
Z and ΛZt via
dQZ
dP
=
Z0
E[Z0]
and ΛZt = E
[
dQZ
dP
∣∣∣∣Ft]
and analogously for QY , ΛY . Note that Z = E[Z0]ΛZV. We now form an optional pasting of QZ and
QY at time τ , as Q̂, via
Λ̂ = ΛZt
(
αE[Y 0]ΛYt+1
E[Z0]ΛZt
)
ΛY
ΛYt+1
1F + Λ
Z
1F c .
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This is an optional pasting, thanks to eq. (6): on F , we have E
[
αY 0
∣∣Ft] = E [Z0 ∣∣Ft], and so the
factor in parentheses has conditional Ft-expectation of 1 on F . We shall apply (i) to deduce that Q̂ ∈ Q,
and for this we must show that
E
Q̂
[V|Fτ ] = EQZ [V|Fτ ].
We compute the left hand side to be
E
Q̂
[V|Fτ ] =
1
Λ̂t
E
[
Λ̂V
∣∣∣Ft]1F +V1F c
= E
[(
αE[Y 0]ΛYt+1
E[Z0]ΛZt
)
ΛY
ΛYt+1
V
∣∣∣∣Ft]1F +V1F c
=
1
E [Z0 | Ft]
E [αY | Ft]1F +V1F c
Condition (6) shows that, on F , E [αY | Ft] = E [Z | Ft], so we conclude that Q̂ ∈ Q. We repeat the
above steps for stopping time σ = T1F + t1F c , measures Q̂ and Q
W ,
Λ˜ = Λ̂1F + Λ̂t
(
βE[W 0]ΛWt+1
E[Z0]ΛZt
)
ΛW
ΛWt+1
1F c .
Condition (6) gives that E
Q˜
[V|Fτ ] = EQ̂[V|Fτ ], and so Q˜ ∈ Q by (i). It is simple to show that X =
E[Z0]Λ˜V, and thus X ∈ D as required.
(ii) =⇒ (i): Say (ii) holds; then (i) holds for when τ = T trivially. Now suppose that (i) holds for
any stopping time τ ≥ k+1 a.s., and proceed by backward induction on the lower bound of the stopping
times. Fix an arbitrary stopping time τ˜ ≥ k a.s., and define F = {τ˜ ≥ k + 1} and the stopping time
τ∗ := τ˜1F + T1F c . Note that τ
∗ ≥ k + 1, since F c = {τ˜ = k}.
We shall now take Q1,Q2 ∈ Q and Q˜ ∈ Q1 ⊕optτ˜ Q
2 that satisfy eq. (5), and aim to show that Q˜ is
indeed an element of Q, with the help of condition (ii). Define Λi = dQi/dP for i = 1, 2. Take a pasting
of Q1 and Q2 at time τ∗, Q∗ ∈ Q1 ⊕optτ∗ Q
2, with Radon-Nikodym derivative
Λ∗ = Λ1τ∗R
∗ Λ
2
Λ2(τ∗+1)∧T
with R∗ ∈ L1+(F(τ∗+1)∧T ) and E [R
∗ | Fτ∗ ] = 1. We note that Λ˜ := dQ˜/dP can be written as
Λ˜ = Λ1τ˜ R˜
Λ2
Λ2(τ˜+1)∧T
= Λ1τ∗R˜
Λ2
Λ2(τ∗+1)∧T
1F + Λ
1
1F c .
Set X = Λ˜V, W = Z = Λ1V, Y = Λ2, α = R˜/R∗, β = 1 to satisfy the hypothesis of (ii). Thus, X ∈ D,
whence Q˜ ∈ Q. This completes the inductive step.
Proof of Lemma 3.16. The inclusion D ⊂ ∩Tt=0Mt(D) is trivial. In the following, we write Z|t for
E [Z | Ft].
Now Z ∈ ∩Tt=0Mt(D), and we aim to show that Z ∈ D. So, for all t ∈ {0, 1, . . . , T }, there exist
βt ∈ L0t,+ and Z
t ∈ D such that βtZ ∈ L1 and Z|t = βtZt|t.
Define
ξT = ZT
ξt = 1Ftκtξ
t+1 + 1F ct Z
t for t ∈ {0, 1, . . . , T − 1},
where Ft = {βt > 0} and κt = βt+1/βt.
Note Z = Z|T = βTZT |T = βT ξT and
Z = β0κ0κ1 · · ·κT−2ξ
T−1 = β0ξ
0.
Thus we only need to show ξ0 is in the cone D to deduce that Z = β0ξ
0 is in D.
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Claim For all t ∈ {0, 1, . . . , T }, we have ξt|t = Zt|t and ξt ∈ D.
We shall proceed by backwards induction, starting from the observation ξT = ZT ∈ D. Suppose that
for s ≥ t+ 1, we have ξs|s = Zs|s and ξs ∈ D.
ξt|t = E
[
1Ftκtξ
t+1 + 1F ct Z
t
∣∣Ft]
= E
[
1FtκtZ
t+1 + 1F ct Z
t
∣∣Ft]
Now, if βt > 0, i.e. on the event Ft,
E
[
κtZ
t+1
∣∣Ft] = 1
βt
E
[
βt+1Z
t+1
∣∣Ft] = 1
βt
E [Z|t+2 | Ft] =
Z|t+1
βt
= Zt|t
allowing us to conclude
ξt|t = E
[
1FtZ
t|t + 1F ct Z
t
∣∣Ft] = Zt|t.
By hypothesis D is stable, so by the alternative definition of stability (Proposition 3.10), we see that
ξt ∈ D.
Proof of Lemma 3.17. It is clear that [D] is a closed convex cone in L1. To see that [D] is stable, we
use Proposition 3.10. Fix t ∈ {0, 1, . . . , T }, and suppose Y,W ∈ [D] are such that there exists Z ∈ [D], a
set F ∈ Ft, positive random variables α, β ∈ L0(Ft) with αY, βW ∈ L1(Rd+1) and
X := αY 1F + βW1F c
satisfies E [X | Ft] = E [Z | Ft]. We aim to show X is also a member of [D], that is,
X ∈ convMs(D) ∀0 ≤ s ≤ T − 1.
First consider s ∈ {0, 1, . . . , t− 1}. From the definition of Ms(D),
Z ∈ convMs(D) and E [X | Ft] = E [Z | Ft] =⇒ X ∈ convMs(D),
since the membership of an integrable Z inMs(D) only depends on its conditional expectation E [Z | Fs].
More generally, we show
Z ∈ convMs(D) and E [X | Ft] = E [Z | Ft] =⇒ X ∈ convMs(D).
Take a sequence (Zn) ⊂ convMs(D) such that Z
n → Z in L1. Define the sequence
Xn := E [Zn | Ft] +X − E [X | Ft] .
Note that Xn → X as n → ∞ and for each n, E [Xn | Ft] = E [Zn | Ft]. So Xn ∈ convMs(D), thus
X ∈ convMs(D).
Now consider s ∈ {t, t + 1, . . . , T − 1}. We begin by choosing sequences (Y n), (Wn) ⊂ convMs(D)
such that Y n → Y and Wn → W in L1. Define, for n,K ∈ N,
Xn,K := 1{α≤K}αY
n
1F + 1{β≤K}βW
n
1F c .
The fact that Xn,K ∈ convMs(D) follows from the following two elementary properties:
1. if Z ∈ convMs(D) and g ∈ L∞+ (Ft), then gZ ∈ convMs(D);
2 and
2. if Zi ∈ convMs(D) for i = 1, 2, then Z1 + Z2 ∈ convMs(D).
2Let Z ∈ Ms(D). Then
∃αt ∈ L
0
t,+,∃Z
′ ∈ D such that αtZ ∈ L
1 and Z|t = αtZ
′|t
=⇒ ∃αtg ∈ L
0
t,+,∃Z
′ ∈ D such that αtgZ ∈ L
1 and gZ|t = αtgZ
′|t
and then take convex hulls.
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Now, for anyK fixed, 1{α≤K}αY
n → 1{α≤K}αY as n→∞, and similarly 1{β≤K}βW
n → 1{β≤K}βW .
Since αY and βW are integrable, we now send K →∞ to see that
X = lim
K→∞
lim
n→∞
Xn,K ∈ convMs(D)
which completes the proof that X is indeed a member of [D].
To show minimality of [D] in the class of stable closed convex cones containing D, we note that if
D ⊂ D′ then [D] ⊂ [D′]. Taking D′ to be another stable closed convex cone containing D, we have
D′ = [D′] by Lemma 3.16, and so D′ contains [D]. To show the equivalence in statement (b), the forward
implication is due to the stability of [D], and the reverse is Lemma 3.16.
Proof of Theorem 3.18. We set B = A(V), as above.
First we prove thatMt(B∗) ⊂ Kt(B)∗. For arbitraryZ ∈Mt(B∗), there exist Z ′ ∈ B∗ and α ∈ L0+(Ft)
with αZ ′ ∈ L1 and Z|t = αZ ′|t.
Note that, for any X ∈ Kt(B),
E[Z ·X ] = E[Z|t ·X ] = E[αZ
′|t ·X ] = lim
n→∞
E[(α1{α≤n}X) · Z
′|t] ≤ 0,
since α1{α≤n}X ∈ B and Z
′ ∈ B∗. Hence Z ∈ Kt(B), and since Z is arbitrary, we have shown that
Mt(B∗) ⊂ Kt(B)∗.
For the reverse inclusion, Mt(B∗)∗ ⊂ Kt(B), note that B∗ ⊂Mt(B∗) implies Mt(B∗)∗ ⊂ B, and
L∞+ (Ft)Ms(D) =Ms(D) =⇒ for X ∈ Mt(B
∗)∗, g ∈ L∞+ (Ft), E[X · gZ] ≤ 0
=⇒ L∞+ (Ft)Mt(B
∗)∗ =Mt(B
∗)∗.
Define
Bt := {X ∈ L
∞(FT ,R
d+1) : gX ∈ B for any g ∈ L∞+ (Ft)}.
Thus Mt(B∗)∗ ⊆ Bt. To finish the proof, we need only show that X ∈ Mt(B∗)∗ is Ft-measurable, since
Bt ∩ L∞(Ft,Rd+1) = Kt(B).
To this end, note that for any Z ∈ L1(Rd+1), it is true that Z−Z|t ∈Mt(B
∗), whence E[(Z−Z|t)·X ] ≤
0. We deduce that
E[(Z − Z|t) ·X ] = E[(X −X |t) · Z] ≤ 0 ∀Z ∈ L
1(Rd+1),
and X = X |t P-a.s.
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