ABSTRACT. In this paper, we discuss the construction of C 1 -rational cubic fractal interpolation function (RCFIF) and its application in preserving the constrained nature of a given data set. The C 1 -RCFIF is the fractal design of the traditional rational cubic interpolant of the form p i (θ)/q i (θ), where p i (θ) and q i (θ) are cubic and quadratic polynomials with three tension parameters. We present the error estimate of the approximation of RCFIF with the original function in C k [x 1 , xn], k = 1, 3. When the data set is constrained between two piecewise straight lines, we derive the sufficient conditions on the IFS parameters of the RCFIF so that it lies between those two lines. Numerical examples are given to support the theoretical results.
Introduction.
Visualization of discrete scientific data in a continuous manner plays a significant role in the fields of science and engineering. Data obtained from scientific experiments or complex phenomena are broadly classified as positive, monotone, convex or concave, constrained by curves or surfaces and their combinations based on the values of data according to their graphs. For example, the amounts of products obtained in chemical experiments are positive, the resistivity of metals increases monotonically with increasing temperature, the resistivity of semiconductors decreases monotonically with increasing temperature, path of a projectile with some initial velocity and angle of projection is always concave and amplitude of alternating current with respect to time shows convex and concave properties in some particular time period. Splines have proved to be enormously important in smooth curve representations of discrete data in a continuous manner. In the introductory period of spline theory, polynomial splines were extensively studied for different types of shaped data in the literature, see for instance [3, 9, 20, 32] and the references therein. Since the classical polynomial spline interpolant representation available in the literature is unique for given data, and it simply depends upon the data points, it is difficult to preserve all of the hidden shape properties of the given data, and consequently, is not suitable for interactive curve/surface design problems. For this reason, a user needs interactive and efficient shape preserving smooth interpolation schemes for a given shaped data. By introducing a shape parameter in each sub-interval, Delbourgo and Gregory [22] and Gregory and Sarfraz [23] developed shape preserving piecewise rational spline interpolants for local shape modification. Rational splines play an important role in geometric modeling, computer graphics, CAGD and reverse engineering due to the flexibility offered by the shape parameters in each subinterval of the domain function. Using this technique, variants of shape preserving rational interpolants with shape parameters have been developed, see for instance, [2, 25, 30, 31, 33] and the references therein.
Although the classical splines, for example polynomial, exponential, rational, B-splines, etc., interpolate data smoothly, certain derivatives of the classical interpolants are either piecewise smooth or globally smooth in nature. Therefore, classical interpolants are not suitable for approximating functions that have an irregular nature or fractality in their first order derivatives. Extremely misguided results, violating the inherited features of the data, can be seen when undesirable oscillations occur, for example, the fall of a spherical ball in a warm micellar solution [26] , the motion of a pendulum on a cart in an electromechanical system [16] and the motion of electrons inside a cyclotron [24] . On the other hand, fractal interpolation is an ideal tool in such a scenario as well. In addition to the theoretical interest, fractal interpolants possess fractality (or irregularity) in the functions or their derivatives so that they can very accurately approximate the above types of non-linear phenomena.
Fractal interpolation is a modern and advanced technique for analyzing various scientific data obtained from some complicated unknown functions and scientific phenomena. Barnsley [5] coined the term fractal interpolation function (FIF) which was constructed based on the theory of iterated functions system (IFS). An IFS ensures an attractor which is the graph of a continuous function that interpolates the given data points. FIFs are the fixed points of the Read-Bajraktaverić operator [5, 28] , defined on suitable function spaces. By using FIFs, not only the rough but also the smooth structures may be constructed, whose derivatives have non-integer dimensions [6, 21, 27] that vary according to the IFS parameters. Barnsley In this paper, we wish to study the interpolation and approximation of a data generating function for constrained data. Constrained data interpolation has wide applications in real world problems: (i) to eliminate undesigned bumps or wiggles in the prominent lines of the roof of a car; (ii) to eliminate any oscillations which could affect the aerodynamic properties of the resulting surface of network curves consisting of the surface of the tail of an aircraft; (iii) to eliminate high contrast temperature distribution during cold water reignition into a hydro-thermal reservoir; and (iv) to prevent oscillations and overshoot at intermediate points in engineering applications. . Motivated by the work of Duan in constrained interpolation, we have proposed the smooth RCFIF such that it can be used for shape preservation. In particular, when the interpolation data set lies in between the two given piecewise straight lines, the IFS parameters of the proposed RCFIF are restricted so that our interpolant lies between those straight lines. Development of RCFIF has many advantageous features such as: it does not require any additional knots and it is useful for the visualization of data with or without slopes at the knots.
The paper is organized as follows. In Section 2, the general theory of FIF for a given data set is reviewed. The construction of C 1 -RCFIFs passing through a set of data points is discussed in Section 3. In Section 4, we deduce the error estimation of the RCFIF with an original function for convergence results. In Section 5, the range of scaling factors and shape parameters is restricted according to sufficient conditions so that the developed RCFIF lies between two piecewise straight lines. In Section 6, we address the data locality of the rational fractal interpolation by perturbing the data, followed by conclusions in Section 7.
2. Preliminaries of FIF theory via IFS theory. Let P : {x 1 , x 2 , . . . , x n } be a partition of the real compact interval I = [x 1 , x n ], where x 1 < x 2 < · · · < x n . Denote Λ := {1, 2, . . . , n − 1} and Λ * := {1, 2, . . . , n}. Let a set of data points {(
Let C = I × K, and consider n − 1 mappings F i : C → K which are continuous in the first argument and are contractions in the second argument, satisfying
Since ω i are contractions, the set-valued Hutchinson map
is a contraction map on the set of non-empty subsets of C. Then, {C; ω i , i ∈ Λ} is called a hyperbolic IFS. 
The above function g is called an FIF associated with the IFS {C; ω i (x, f ), i ∈ Λ}. The functional representation of g follows from the fixed point of the Read-Bajraktarević operator T [28] . The FIF g satisfies the following functional equation:
where 
and q i (x) are chosen polynomials of degree r and s, respectively, and
C
1 -rational cubic fractal interpolation function. In this section, we construct the RCFIF with three shape parameters in each subinterval with the aid of Theorem 2.2. Let {(x j , f j ), j ∈ Λ * } be a given set of interpolation data for an original function Ψ such that 
, where d i denotes the first order derivative of Ψ with respect to x at knot x i . The attractor of the above IFS will be the graph of a C 1 -rational cubic FIF. From (2.3), it may be observed that our FIF can be written as:
where
and u i , v i and w i are positive shaped parameters. In order to ensure that the rational cubic FIF is C 1 -continuous, the following interpolation conditions are imposed:
From (3.2) and (3.3), it is clear that, at x = x 1 , we get
Similarly, computing Φ ′ (L i (x)) at x = x n and using (3.3), we obtain
, we obtain the required C 1 -RCFIF with the numerator,
In most applications, the derivatives d j (j ∈ Λ * ) are not given and hence must be calculated either from the given data or by some numerical methods. In this paper, we have calculated d j , j ∈ Λ * , from the given data using the arithmetic mean method.
Note that an FIF is recursively defined using the implicit functional equation (2.3) and, to obtain the actual interpolant, it is necessary to continue the iterations indefinitely. However, a small number of iterations usually gives sufficiently good approximations.
It is worthwhile mentioning here that points are generated through the maps (L i , F i ), i ∈ Λ. From the given n data points, we introduce new n − 2 points in each of the n − 1 subintervals through the maps (L i , F i ) in the first iteration. Consequently, we have a total of (n − 1)(n − 2) + n = (n − 1) 2 + 1 data points at the end of the first iteration. Similarly, we have (n − 1)((n − 1) 2 − 1) + n = (n − 1) 3 + 1 points at the end of the second iteration. By induction, it follows that, at the rth iteration, we have values of the FIF g exactly at (n−1) r+1 +1 distinct points of the interpolation interval; thus, the computation of points is of exponential order and an overall view of the function is quickly obtained.
Remark 3.2. When u i = v i = 1 and w i = 2, the RCFIF reduces to the standard cubic Hermite FIF:
Remark 3.3. The RCFIF (3.2) can be rewritten in the form:
If α i → 0 + , then the affine RCFIF transforms into a straight line segment in the interval [x i , x i+1 ]. Hence, the RCFIF may be used to preserve the fundamental shape properties of interpolation data.
Convergence analysis.
In this section, we deduce the error bound for the uniform distance between the developed RCFIF and the data generating function Ψ in C k , k = 1, 3. Due to the implicit expression of the RCFIF Φ, it is difficult to compute the uniform error bound ∥Φ − Ψ∥ ∞ by using any standard numerical analysis techniques. Hence, we derive an upper bound of the uniform error through the use of the classical counterpart S (of Φ) with the aid of
where S is given by (3.4).
Theorem 4.1. Let Ψ be the original function, and let S be the classical rational cubic interpolant defined in (3.4) .
are defined in (4.9), (4.11) and (4.13), respectively.
Proof. From (3.4), we observe that
Consequently,
where Ω(Ψ, h) is the modulus of continuity of Ψ.
This completes the proof of (a). Now, the error estimation in (b) between the original function Ψ ∈ C 3 [x 1 , x n ] and the classical rational cubic function S in an arbitrary subinterval I i = [x i , x i+1 ] can be found by using the Peano-Kernel theorem. The pointwise error in each subinterval I i is given by
Since Ψ ∈ C 3 (I), (4.5) yields
] is called the Peano-Kernel, which is given by
It is clear that 
Here, (4.7) takes the form
Integrating and simplifying the above expression, we obtain
Case 2. z ≤ z * ≤ 1 and v i < w i . Here, (4.7) takes the form
Integrating and simplifying the above expression, we obtain 
Integrating and simplifying the above expression, we obtain (4.13)
Thus, the upper bound of the pointwise error between the original interpolant and the classical rational cubic interpolant follows from (4.8)-(4.13). 
Then, the following estimates are valid :
(4.14)
where c = max
and c i is defined in Theorem 4.1.
Proof. Consider the space
From (2.2) and (3.2), the Read-Bajraktarević operator
for the RCFIF can be written as
Note that Φ is the fixed point of T * α with α ̸ = 0 and S is the fixed point of T * 0 . Since T * α is a contractive operator with the contraction factor |α| ∞ , we have
,
where the mean value theorem for the functions of several variables is used in this calculation.
Now, we wish to discover the error bounds of the terms on the right side of (4.18) . From the classical rational cubic function (3.4), it is easy to see that
It is also easy to verify that
we obtain the following inequality:
Using the above results in (4.19), we obtain
{|d j |}.
Since the above inequality is true for all i ∈ Λ, we obtain the following estimation:
Since q i (x) is independent of α i , from the first term on the right side of (4.18),
Now, by applying a similar argument, the following bound can be obtained:
Substituting (4.20) and (4.21) in (4.18), we have
Since the above result is valid in every subinterval, we get
Using (4.17) and (4.22) in
0 S∥ ∞ , we have the following estimate:
Using the results of Theorem 4.1 and (4.23) in (4.1), we obtain the desired upper bounds in (4.14)-(4.15).
Convergence result.
Assume that max 1≤j≤n |d j | is bounded and K * > δ, for every partition of the domain I, where δ is a real positive number. Since α i < a i implies that |α| ∞ < h/ℓ, Theorem 4.2 proves that the RCFIF Φ uniformly converges to the original function
5. Constrained C 1 -RCFIF. In this section, we discuss the construction of constrained RCFIFs whose graphs lie strictly in between two piecewise straight lines L u and L b when the given interpolation data is found to be distributed between L u and L b . In general, an RC-FIF may not lie in between L u and L b with an arbitrary choice of IFS parameters. In order to avoid this circumstance, we deduce sufficient data-dependent restrictions on the scaling factor α i and on the shape parameters u i , v i and w i in subsection 5.1 so that the RCFIF preserves the shape of the constrained data. Examples of constrained C 1 -RCFIFs are discussed in subsection 5.2.
Theory of the constrained RCFIF. Suppose that the line L
and
Let {(x j , f j ) : j ∈ Λ * } be the given set of data points lying strictly in between the straight lines L u and L b . Then,
Since L u and L b are the FIFs associated with the IFSs {R;
The RCFIF Φ will lie between the piecewise straight lines L u and L b , it is clear from (5.2) that, for the next generation of interpolation points, the following inequalities should be satisfied:
i . However, from (5.2), we have
For the validity of r
i , we need to impose the following conditions from (5.3):
Therefore, the RCFIF lies in between the straight lines L u and L b if
for all θ ∈ [0, 1], for every i ∈ Λ, j ∈ Λ * . After some algebraic simplifications, Ω 1,i (θ) is reformulated as 
the choice of
Similarly, since v i > 0 and
• the scaling factors are chosen as
• the shape parameters are chosen as u i > 0, v i > 0; and
Using similar arguments as above, we deduce that 
Thus, the RCFIF preserves the constraining nature of given data and lies between the straight lines if the IFS parameters are selected according to (5.11) and (5.12). The above discussion is encapsulated in the next theorem. for i ∈ Λ, j ∈ Λ * , then the data lies above the x-axis, i.e., the data is positive such that the RCFIF (3.2) preserves the positivity feature of the given data with respect to the restricted IFS parameters calculated from Theorem 5.1. Since r * j i = ∞, there is no need of captivating the RCFIF from above by a piecewise straight line.
Numerical example.
A numerical example is presented here to illustrate the construction of the C 1 -RCFIFs and the related constrained interpolation problem discussed in the previous subsection. For this, we consider the interpolating data set {(0, 1), (1, 0.7), (2, 0.8), (3, 0.6), (4, 0.9)} which is constrained in between the two piecewise straight lines taken as: The derivative values at the knots are calculated using the arithmetic mean method. We have iteratively generated eight C 1 -RCFIFs using the IFS parameters given in Table 1 . For simplicity, we fixed two of the shape parameters u i = 1 and v i = 1, i = 1, 2, 3, 4. For an arbitrary choice of rational IFS parameters, the RCFIF Φ 1 may not preserve the constrained nature of the given data, see for instance, Figure 1(a) . Thus, by implementing Theorem 5.1, we have calculated the restrictions on the IFS parameters that satisfy the constrained inequalities (5.11) and (5.12) such that the RCFIF (3.2) must be Table 1 . Figure 1(b) is generated as the graph of such an RCFIF Φ 2 which preserves the constrained nature of given data for specific restricted IFS parameters. Figure 1(b) is used as the standard reference curve.
Figures 1(c)-1(g) are generated by modifying the rational IFS parameters as shown in boldface letters in Table 1 . The constrained RCFIF Φ 3 in Figure 1 (c) is generated with a perturbation in the scaling factor α 1 , and it has major effects in first subinterval, while the changes in second subinterval are also noticeable in comparison with Φ 2 . These effects are distributed according to the code space related with map L 1 in the given domain. Next, we modify only α 2 with respect to IFS parameters of Φ 2 to generate Φ 4 . The perturbation effects of scaling parameter(s) on the shape of Φ 4 are to be noted in comparison with the shape of Φ 3 (Φ 2 ). By changing the shape parameter w 2 with respect to the IFS parameters of Φ 4 , we have constructed the constrained RCFIF Φ 5 in Figure 1 Table 2 . RCFIF Φ 4 is the best uniform approximant for the original function Φ 2 , whereas RCFIF Φ 5 is the best C 1 -approximant for Φ 2 per the error estimation in Table 2 . We believe that flexibility in the choice of the interpolant and fractality in the first derivative of the interpolant inherent with the proposed scheme can be exploited in some nonlinear and nonequilibrium phenomena [16, 26]. Fractality in the derivative may be quantified in terms of the box counting dimension or the Hausdorff 
dimension, and this number can be used as an index for the complexity of the underlying phenomenon.
6. Data locality of RCFIFs. In this section, we study the data locality of developed RCFIFs with a small perturbation in interpolation data. Data locality is the property that measures the effect of small local change in the positioning of one data point at a distance along the interpolant. Table 3 . We make a change in the x-coordinate x 3 by ϵ x = 0.1, which gives a new data set P x . Then, the values of RCFIF Φ 8 change only in the intervals [1, 2] and [2, 3] that share the partition point in traditional interpolation techniques like Hermite interpolation. Figures 3(a), 3(c) and 3(e) show the data locality in xcoordinate (x 3 ) of Φ 8 , Φ 9 and the corresponding classical counterpart S, respectively, and they are denoted by Φ 8,x3+ϵx , Φ 9,x3+ϵx and S x3+ϵx . We conclude that data locality in a perturbation with respect to the independent variable x is restricted only to the immediate adjacent subintervals of perturbed x-values. Since an RCFIF is implicitly defined, the change in y-coordinate affects the values of the interpolant in the entire domain. We make a change in the y-coordinate y 4 by ϵ y = 0.1, which gives a new data set P y . Then, the values of RCFIF Φ 8 change in the domain [0, 4] of the interpolant. Figures 3(b) , 3(d) and 3(f) show the data locality in y-coordinate (y 4 ) of Φ 8 , Φ 9 and the corresponding classical counterpart S, respectively, and they are denoted by Φ 8,y4+ϵy , Φ 9,y4+ϵy and S y4+ϵy . We conclude that data locality in a perturbation with respect to the dependent variable y is spread over the subintervals where the scaling factors are not too small, see Figure 3 
Conclusions.
In this paper, we have constructed C 1 -RCFIFs to preserve the constrained aspect of given data. The RCFIF reduces to the traditional rational cubic interpolant by setting all scaling factors to zero. The RCFIF thus developed converges uniformly to the data generating original function as h → 0, and additionally, if |α i | < a 3 i , then the order of convergence is O(h 3 ). We have developed the sufficient data-dependent conditions on the rational IFS parameters to preserve the shape of the given data in such a way that the RCFIF lies between two piecewise straight lines. Out of the three shape parameters, the two shape parameters (u i , v i ) may be used as desired, and the remaining shape parameters and scaling factors can be used for interactive smooth curve design. The affects of the rational IFS parameters on the shape of the RCFIFs are illustrated with respect to the modified IFS parameters. Data locality of the proposed RCFIFs with respect to both independent and dependent parameters were also investigated. The RCFIF developed herein can be used for the visualization of data with or without slopes at the knots. In particular, the proposed method should be an ideal tool in shapepreserving interpolation problems where the data set originates from a constrained data interpolating function Φ ∈ C 1 , although its derivative is a continuous and nowhere differentiable function. Applications of the proposed RCFIF in geometric modeling problems are under investigation.
