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ABSTRACT
In this paper we use recently developed phase-space transport theory coupled with a so-
called classical spectral theorem to develop a dynamically exact and computationally efficient
procedure for studying escape from a planetary neighbourhood. The ‘planetary neighbourhood’
is a bounded region of phase space where entrance and escape are only possible by entering or
exiting narrow ‘bottlenecks’ created by the influence of a saddle point. The method therefore
immediately applies to, for example, the circular restricted three-body problem and Hill’s
lunar problem (which we use to illustrate the results), but it also applies to more complex,
and higher-dimensional, systems possessing the relevant phase-space structure. It is shown
how one can efficiently compute the mean passage time through the planetary neighbourhood,
the phase-space flux in, and out, of the planetary neighbourhood, the phase-space volume of
initial conditions corresponding to trajectories that escape from the planetary neighbourhood,
and the fraction of initial conditions in the planetary neighbourhood corresponding to bound
trajectories. These quantities are computed for Hill’s problem. We study the dependence of
the proportions of these quantities on energy and dimensionality (two-dimensional planar and
three-dimensional spatial Hill’s problem). The methods and quantities presented are of central
interest for many celestial and stellar dynamical applications such as, for example, the capture
and escape of moons near giant planets, the formation of binaries in the Kuiper belt and the
escape of stars from star clusters orbiting about a galaxy.
Key words: methods: N-body simulations – celestial mechanics – planets and satellites:
formation – planetary systems: formation.
1 I N T RO D U C T I O N
Escape from a ‘planetary neighbourhood’ is a fundamental problem
in celestial mechanics. The crux of the problem lies in giving a pre-
cise definition of what is meant by ‘the neighbourhood of a planet’,
and with this in hand one can then consider the dynamical issues
associated with entrance to, and exit from, this neighbourhood. Now
there are many papers on escape and capture in celestial mechan-
ics settings (see, for example, Heppenheimer & Porco 1977; Petit
& He´non 1986; Murison 1989; Tanikawa, Kikuchi & Sato 1991;
Belbruno & Marsden 1997; Cordeiro, Martins & Leonel 1999;
Heggie 2001; Winter & Neto 2001; Yu & Tremaine 2001; Astakhov
et al. 2003; Astakhov & Farrelly 2004; Mako´ & Szenkovits 2004),
which would lead one to question what we will develop here that
is really new. This can be answered by focusing on the quantities
that we wish to compute. For example, consider the mean passage
time for trajectories that enter and exit a planetary neighbourhood.
Computing this quantity requires knowledge of a specific type of
E-mail: H.Waalkens@bris.ac.uk (HW); A.Burbanks@bris.ac.uk (AB);
S.Wiggins@bris.ac.uk (SW)
trajectory (or else the averaging leads to inaccuracies). Of course,
brute-force Monte Carlo sampling can be used to approximate such
results. However, there are still two points to be made here. One
is that knowledge of a certain type of trajectory is still required,
which can be obtained with a sufficient brute-force sampling. The
second point, which follows from the very last remark, is that, for
three dimensions, brute-force approaches such as Monte Carlo may
be prohibitively time-consuming, and expensive. Another quantity
that we wish to compute is the flux of trajectories into, or out of,
the planetary neighbourhood. The flux is the volume of trajectories
crossing a surface per unit time. This definition also implies con-
sideration of a trajectory exhibiting a specified type of behaviour.
However, there is slightly more: a surface that defines entrance, or
exit, to the planetary neighbourhood. Such a surface must be care-
fully chosen because a bad choice might easily lead to trajectories
that cross the surface and immediately turn back. Taking account of
such trajectories in the calculation of the flux of entering or escaping
trajectories will lead to an overestimation of this quantity.
These exact same issues have received a great deal of attention
in the chemistry literature, where the ‘transference of allegiance’
from one planet to another is analogous to a chemical reaction. The
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theory, and was first described by Eyring (1934) and Wigner (1937,
1938), and was applied in a two-dimensional celestial mechanics
setting related to asteroid capture by Jaffe´ et al. (2002). The central
problem with applying this theory is the construction of a ‘sur-
face of no return’. For two-dimensional systems this was solved by
Pollak, Child & Pechukas (1980), Child & Pollak (1980), Pechukas
& McLafferty (1973), Pechukas & Pollak (1978) and Pechukas
(1976). In making the transition to three dimensions, and higher,
fundamentally new problems arise, and these have been addressed in
a series of papers (Wiggins 1990b, 1992, 1994; Wiggins et al. 2001;
Uzer et al. 2001; Waalkens, Burbanks & Wiggins 2004), which form
the theoretical framework for the results of this paper. In three di-
mensions the surface of no return must be constructed in phase space
(it can be argued that such a surface cannot generally be constructed
in configuration space), and an algorithm for its construction exists.
With this surface in hand, one can then compute flux and the mean
passage time, described above. Combining these two results with
a result which, in the chemistry literature, is known as a classical
spectral theorem (Pollak 1981) allows us to compute the volume
of initial conditions corresponding to trajectories that escape from
the planetary neighbourhood. This result, along with the volume of
the planetary neighbourhood, allows us to compute the fraction of
initial conditions in the planetary neighbourhood that lead to bound
(i.e. non-escaping) trajectories.
Returning to the statements at the beginning of this introduction,
while we have discussed a ‘surface of no return’ and quantities
related to trajectories that cross it, we have not given a precise de-
scription of what we mean by a ‘planetary neighbourhood’ and how
the surface controls access to this neighbourhood. This is an issue
that is both problem- and energy-dependent, and requires an under-
standing of the global structure of the energy surface. Saddle points
also play an important role (but the influence of the saddle must be
coupled with knowledge of the global structure of the energy sur-
face). In the circular restricted three-body problem (CRTBP) and
Hill’s lunar problem for energies ‘near’ L1 and L2 the zero velocity
surfaces (ZVS) in configuration space contribute to a natural defini-
tion of planetary neighbourhood in a way that is easily transferred
to the relevant structures in phase space. For simplicity of intro-
duction of our phase-space transport approach to planetary escape
and capture, we consider Hill’s lunar problem in this paper. How-
ever, the application to the CRTBP, and other problems exhibiting
the relevant phase-space structure, is straightforward. This paper is
organized as follows.
In Section 2 we provide a general description of the phase-space
structures governing transport in the three-dimensional Hill’s prob-
lem. We then turn to the planar Hill’s problem where in Section 3.1
we compute the structures governing transport in phase space and
show their projections into configuration space. In the process we
illustrate some of the misconceptions that can arise from attempting
to deduce dynamical consequences from projections into configura-
tion space. In Section 3.2 we show how one can compute the mean
passage time, flux, volume of initial conditions corresponding to
escaping trajectories, and the fraction of initial conditions corre-
sponding to trajectories that remain trapped, in a way that avoids
brute-force sampling of the planetary neighbourhood. We do this
for three different energies. In the process we describe the origin of
a fractal structure associated with these trajectories described ear-
lier by Murison (1989) through the choice of an ‘optimal’ surface
of section. The problem of the appropriate choice of a surface of
section that will reveal dynamical phenomena of interest is well
known, and we provide such a choice for studying capture and es-
cape that is easily constructed for either two or three dimensions.
We next turn our attention to the spatial problem and in Section 4.1
we compute the phase-space structures governing transport in phase
space and show their projections into configuration space. It is here
where we get a first glimpse of the fundamental differences in the
capture and escape problem between two and three dimensions.
In Section 4.2 we compute the mean passage time, flux, volume
of initial conditions corresponding to escaping trajectories, and the
fraction of initial conditions corresponding to trajectories that re-
main trapped for the same three energies that we considered for the
2d problem. Finally, in the conclusions, we compare the capture and
escape problem for two and three dimensions and give a discussion
of the computational effort required with our approach compared
with brute-force Monte Carlo sampling.
2 H I L L ’ S P RO B L E M A N D T H E P H A S E - S PAC E
S T RU C T U R E N E A R L1 A N D L2
The CRTBP models the motion of a tiny particle under the grav-
itational influence of one (large) primary mass and one (smaller)
secondary mass both in circular orbits about their common centre
of mass (Murray & Dermott 1999). Hill’s problem is a limit version
of the CRTBP which describes the motion of the particle in a neigh-
bourhood of the secondary mass. The dimensionless spatial Hill’s




p2x + p2y + p2z
)+ ypx − xpy − x2
+ 1
2
(y2 + z2) − 3
r
(1)
where r = (x2 + y2 + z2)1/2. We will also consider the planar Hill’s
problem; the invariant two-degrees-of-freedom (2-DOF) subsystem
which has z = pz = 0. Among other things, we are interested in the
differences between the 2-DOF and the 3-DOF systems.
Hill’s equations are not invariant under time reversal, due to the
Coriolis forces, which Hill’s problem inherits from the rotating coor-
dinate system in the CRTBP. However, Hill’s equations are invariant
under the transformation S that maps the phase space coordinates
and time according to
S : (x, y, z, px , py, pz, t) → (−x, y, z, px , −py, −pz, −t). (2)
It is well known that the spatial Hill’s equations have two equilib-
ria at (x , y, z, px, py, pz) = (−1, 0, 0, 0, −1, 0) and (x , y, z, px, py, pz)
= (1, 0, 0, 0, 1, 0); the Lagrange points L1 and L2 which are related
by the symmetry (2). The energy of L1 and L2 is E 0 =−4.5. The ma-
trices associated with linearizing Hamilton’s equations about each





7 + 1, and two pairs of pure imaginary com-




7 − 1. This means
that L1 and L2 are equilibria of saddle–centre–centre type. The









i.e. the equilibria are of saddle–centre type.
A detailed theory for phase-space transport near saddle–centre
–. . .–centre equilibrium points (which we refer to as ‘saddles’ for
short in the following) has been developed in recent years (Wiggins
1990b, 1992, 1994; Uzer et al. 2001; Wiggins et al. 2001; Waalkens
et al. 2004). For energies slightly above that of the saddle, on each
(2n − 1)-dimensional energy surface with n being the number of
degrees of freedom, there exists an invariant (2n − 3)-dimensional
sphere S2n−3 of saddle stability type. This (2n − 3)-sphere is
significant for two reasons, as follows.
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(i) It is the ‘equator’ of a (2n − 2)-dimensional sphere, the so-
called dividing surface. The equator separates the dividing surface
into two hemispheres which have the structure of open (2n − 2)-
dimensional balls. Except for the equator (which is an invariant
manifold), the dividing surface is locally a ‘surface of no return’ in
the sense that trajectories which have crossed the dividing surface
must leave a certain neighbourhood of the dividing surface before
they can possibly cross the dividing surface again. For energies
‘sufficiently close’ to the energy of the saddle, the dividing surface
satisfies the bottleneck property. This means that the energy surface
has locally the geometrical structure of S2n−2 × I , i.e. (2n − 2)-
sphere × interval, and the dividing surface divides the energy surface
into two disjoint components. Moreover, the only way a trajectory
can pass from one component of the energy surface to the other in
the forward direction is through one hemisphere and the only way to
pass in the backward direction is through the other hemisphere. The
hemispheres thus are the gateways to the exit and entrance channels
for the energy surface components. The forward and backward flux
through the hemispheres are of equal magnitude and opposite sign
so that the total flux through the dividing surface is zero. However,
for our particular choice of dividing surface, the directional flux is
minimal in a sense made precise by Waalkens & Wiggins (2004).
(ii) The (2n − 3)-sphere is a normally hyperbolic invariant man-
ifold (NHIM; Wiggins 1994). Normal hyperbolicity means that the
expansion and contraction rates of the dynamics on the (2n − 3)-
sphere are dominated by those transverse to it. Just like a ‘saddle
point’ the NHIM therefore has stable and unstable manifolds. In this
case, the stable and unstable manifolds are (2n − 2)-dimensional,
having the structure of spherical cylinders, S2n−3 × I , where I is
an interval. Hence, they are of one less dimension than the energy
surface and act as ‘separatrices’; they ‘enclose’ a volume of the en-
ergy surface. Their key dynamical significance is that the only way
that trajectories can pass through the dividing surface is if they are
inside a certain region of the energy surface enclosed by the stable
and unstable spherical cylinders.
For n = 2 DOF the NHIM is a one-dimensional sphere S1; it is
the unstable periodic orbit, the so-called Lyapunov periodic orbit,
associated with the saddle. The Lyapunov periodic orbits associated
with L1 and L2 in the planar Hill’s problem correspond to orbit fam-
ilies c and a, respectively, in the nomenclature of He´non (1969) and
Stro¨mgren. There exist various elaborate methods for computing
the periodic orbit as well as its stable and unstable manifolds (see,
for example, Simo´ & Stuchi 2000; Henrard & Navarro 2001, and
references therein, for an application to the planar Hill’s problem).
In the 1970s and in the context of chemical reactions, Pechukas &
McLafferty (1973), Pechukas & Pollak (1978) and Pollak et al.
(1980) showed how, for 2-DOF systems of type ‘kinetic-plus-
potential’, the periodic orbit can be used to construct a dividing
surface, the so-called periodic orbit dividing surface (PODS), which
has the bottleneck property mentioned above. Although the PODS
theory can be extended to certain types of 2-DOF systems which
are not of the simple type kinetic-plus-potential (Jaffe´, Farrelly &
Uzer 1999, 2000), we here follow a different approach based on a
Poincare´–Birkhoff normalization procedure. This approach has the
advantage that, unlike the PODS construction, it has no principle
limitations concerning the number of DOF or type of Hamiltonian
function (Uzer et al. 2001).
For n = 3 DOF the NHIM is a 3-sphere S3, its stable and unstable
manifolds are spherical cylinders S3 × R and the dividing surface
is a four-dimensional sphere S4. As we will explain in more detail
in Sections 3.1 and 4.1, the Poincare´–Birkhoff normalization pro-
cedure gives explicit formulae for the NHIM, its stable and unstable
manifolds, and the dividing surface in terms of ‘normal form co-
ordinates’ (Uzer et al. 2001). The phase-space structures are then
mapped into the original coordinates by the inverse of the normal
form (NF) transformation.
Because the NFs about L1 and L2 are related by the symmetry (2)
it is sufficient to compute explicitly only the NF about L1. As a result
of the two complex eigenvalues associated with the equilibria being
rationally independent, the NF for the spatial Hill’s problem, to any
desired finite order of computation, is completely integrable with
integrals given by I = p1q1, Jk = (1/2)(q2k + p2k ), k = 2, 3. Here
the (qk, pk), k = 1, 2, 3, are the canonically conjugate pairs of coor-
dinates for the normal form. The corresponding Hamiltonian can be
written solely as a function of the integrals, HNF = HNF(I, J2, J3),
and Hamilton’s equations decouple into the product of independent
linear systems
(q˙1, p˙1) = ∂HNF
∂I (q1, −p1),
(q˙k, p˙k) = ∂HNF
∂Jk
(pk, −qk), k = 2, 3. (3)
In terms of the NF coordinates it can be shown that the planar
Hill’s problem again appears as an invariant subsystem of the spa-
tial problem. This is a consequence of the fact that for the linearized
equations of motions the (z,pz) DOF decouple from the planar sys-
tem. We order the NF coordinates so that the planar system has q 3
= p3 = 0. Accordingly, the NF Hamiltonian for the planar system
is HNF;planar(I, J2) = HNF(I, J2, 0).
It is important to understand how the normal form is used to com-
pute phase-space structures because, in general, we do not expect
the normal form expansion to converge (see Birkhoff 1927; Siegel
1952, 1954; Ru¨ssmann 1964; Gustavson 1966; Arnol’d, Kozlov &
Neishtadt 1988, for an overview). The goal is to obtain a neigh-
bourhood of the saddle in phase space that is as large as possible,
in which the approximation resulting from the truncation of the NF
(to some finite order) yields the ‘desired accuracy’. What we mean
by ‘desired accuracy’, and how we determine it, will be explained
shortly. This ‘neighbourhood of validity’ of the NF in phase space
has to be large enough to contain the dividing surface (and hence
the NHIM, which is itself contained in the dividing surface) for
the energy of interest. The larger the neighbourhood of validity, the
higher one can go in energy above the energy of the saddle in or-
der to compute the dividing surface, the NHIM, and the local parts
of its stable and unstable manifolds. For a given neighbourhood of
an equilibrium point, we take the NF computation to successively
higher orders until either no improvement in accuracy is seen with
increasing order, or the desired accuracy is reached.
Using the transformations back and forth between the NF coordi-
nates and the original phase-space coordinates, the accuracy of the
NF is determined by a battery of checks, which include the conser-
vation of the original Hamiltonian on the computed dividing surface
(which contains the NHIM), invariance of the computed NHIM un-
der the original Hamiltonian flow, and conservation of the integrals
resulting from the NF along trajectories computed by integrating the
original equations of motion as they pass through the neighbourhood
under consideration.
We note that existence, and persistence, of the NHIM are in-
dependent of any NF computation. At high enough energy, how-
ever, the NHIM might undergo a bifurcation (little is known about
bifurcations of normally hyperbolic 3-spheres). For smaller ener-
gies, it is also true that the motion on the NHIM might become
more complicated than that described by the NF. For example, by
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arguments from KAM theory one expects the tori that foliate the
NHIM to break up. The existence of the Lyapunov periodic orbit
(planar problem) or, more generally, the NHIM (spatial problem) is
only a necessary but not a sufficient condition for the construction
of our dividing surfaces. We take a pragmatic approach and sug-
gest, therefore, that when the level of accuracy is insufficient for a
particular application, then one varies the degree to which the NF
computation is taken to detect whether sufficient accuracy can be
reached for the chosen energy.
We perform the NF computation, using the computer-algebra sys-
tem MATHEMATICA, up to degree 18 (i.e. the NF Hamiltonian may be
written as a sum of homogeneous polynomials of degree up to 18
in the normal form coordinates). As a result, the NF Hamiltonian
is a sum over 219 multivariate monomials in (I, J2, J3). Each com-
ponent of the mapping between NF coordinates and the original
phase-space coordinates involves sums over about 50 000 multivari-
ate monomials. For this NF and for the energies considered below,
the integrals (I, J2, J3) are conserved to 12 digits and more along
trajectories as they traverse through the neighbourhood of validity
that we define for this NF.
For some of the considerations below it is important to note
that, up to the energies we consider, HNF(I, J2, J3) is a monoton-
ically increasing function with respect to each of its components,
i.e. ∂HNF/∂I,∂HNF/∂J2,∂HNF/∂J3 > 0.
The high quality of the local NF approximations of the local
parts of the stable and unstable manifolds of the NHIM allows us to
extend or ‘globalize’ these manifolds far away from the neighbour-
hood of validity of the NF by integrating the original equations of
motion. At this stage we mention that we perform a regularization
of the collision singularity in the original equations of motion by the
Kustaanheimo–Stiefel transformation (Stiefel & Scheifele 1971).
3 P L A NA R H I L L ’ S P RO B L E M
For the planar system, the motion in configuration space is confined
by the level sets of the effective potential energy
V ≡ H − 1
2
[






These so-called zero velocity curves are shown in Fig. 1. For ener-
gies less than the energy E0 of the Lagrange points, the zero velocity








Figure 1. Planar Hill’s problem. Zero velocity curves for energies E =
E 0 + nE , with E = 0.05 for n = −3, . . . , 3 and E = 0.5 for n = −10,
. . . , 5. L1 and L2 have configuration space coordinates (x , y) = (−1, 0)
and (x , y) = (1, 0), respectively.
curves delimit a neighbourhood of the planet from which trajecto-
ries cannot escape. For energies slightly above E0 the neighbour-
hood opens near L1 and L2, i.e. trajectories passing near L1 or L2
can escape or enter the planetary neighbourhood. As we will dis-
cuss in detail in the following section, the dividing surfaces near
L1 and L2 are the bottlenecks to escape and capture. For an energy
slightly above E0 the dividing surfaces divide the energy surfaces
into three disjoint components: the unbound region, which projects
to the left of L1 in Fig. 1; the unbound region, which projects the
right of L2 in Fig. 1; and a bound region by which we define the
planetary neighbourhood for an energy E > E 0.
3.1 Phase-space conduits for transport across the bottlenecks
near L1 and L2 in the planar system
As mentioned in Section 2, the local phase-space structure and dy-
namics near L1 and L2 can be unfolded using the NF. For a fixed
energy E slightly above E0, Fig. 2 shows the various manifolds
mentioned in Section 2 for the saddle L1 as projections to the saddle
plane (q 1, p1) and the centre plane (q 2, p2). The projection of the
energy surface is marked light blue. In the saddle plane (q 1, p1) the
projection of the energy surface is bounded by the two branches of
the hyperbola p1q1 = I (outer blue lines in Figs 2a and c) with I
being implicitly defined by HNF;planar(I, 0) = E ; it is unbounded in
the centre plane (q 2, p2).
The dividing surface 2-sphere, which we denote by S2ds(L1), has
p1 = q 1. In the saddle plane, S2ds(L1) projects to the segment q 1 = p1
(solid red/green line segment in Fig. 2c) with endpoints q1 = p1 =













Figure 2. Planar Hill’s problem. Schematic plot of the manifolds near L1
as projections to the NF coordinate planes. (a) and (b) show the projections
of the NHIM and its stable and unstable manifolds to the saddle and centre
plane, respectively. (c) and (d) show the projections of the dividing surface,
the capture and escape cylinders and the capture and escape volumes they
enclose (see text). (c) and (d) also show representative orbits: the dashed
yellow line marks a captured orbit, the blue dashed line marks an escaping
orbit, and the red and green dashed lines correspond to orbits that are not
captured and do not escape, respectively.
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projection of S2ds(L1) to the centre plane is a disc (marked dark red in
Fig. 2d) with boundary (p22 + q22)/2 = J 2 with J2 being implicitly
defined by H NF;planar(0, J2) = E . The dividing surface locally divides
the energy surface into two components p1 − q 1 > 0 and p1 −
q 1 < 0. In physical space these components correspond to (pieces of)
the unbound region of negative x and the planetary neighbourhood,
respectively.
The NHIM near L1 is the Lyapunov periodic orbit of L1 and we
denote it by S1NHIM(L1). It has q 1 = p1 = 0 and hence projects to the
origin in the saddle plane (the blue point at the origin in Fig. 2a).
In the centre plane, it projects to the circle (marked blue in Fig. 2b)
that bounds the projection of S2ds(L1). The periodic orbit S1NHIM(L1)
separates S2ds(L1) into two hemispheres: a capture hemisphere
B2c(L1) and an escape hemisphere B2e(L1). The hemispheres have
the structure of two-dimensional open discs, or equivalently, two-
dimensional open balls. In the saddle plane, they project to the parts
q 1 = p1 > 0 and q 1 = p1 < 0, respectively, of the segment p1 =
q 1 = 0 that corresponds to S2ds(L1) (see the red and green line seg-
ments in Fig. 2c). All trajectories which enter the planetary neigh-
bourhood from the unbound region of negative x have to cross the
capture hemisphere B2c(L1); all trajectories which escape from the
planetary neighbourhood into the unbound region of negative x have
to cross the escape hemisphere B2e(L1).
The NHIM has stable and unstable manifolds W s(L1) and W u(L1)
with the structure of cylinders S1 ×R. They have q 1 = 0 and p1 = 0,
respectively. Their projections to the saddle plane coincide with the
coordinate axes; their projections to the centre plane coincide with
the projection of the NHIM (see Figs 2a and b). The stable and un-
stable manifolds each have two branches which we call escape and
capture branches, respectively. We denote the stable capture branch
q 1 = 0, p1 > 0 by W sc(L1) and the unstable capture branch which has
q 1 > 0, p1 = 0 by W uc(L1). The stable and unstable escape branches
are denoted by W se(L1) (q 1 = 0, p1 < 0) and W ue(L1) (q 1 < 0, p1 =
0), respectively. We call the union of the capture branches W sc(L1) ∪
W uc(L1) the capture cylinder and the union of the escape branches
W se(L1) ∪ W ue(L1) the escape cylinder associated with L1. The sig-
nificance of the capture and escape cylinders is that they enclose
the volumes which contain all captured and all escaping trajecto-
ries, respectively. These volumes project to the region enclosed by
the hyperbola branches of the projection of the energy surface in the
second and third quadrants of the saddle plane, respectively (marked
light red and light green in Fig. 2c); their projections to the centre
plane coincide with the projection of the dividing surface.
Fig. 3 shows the manifolds computed from the NF as projections
to the (x , y) configuration space of the original coordinates. The
colour scheme is the same as in Fig. 2. It is worth mentioning that
the boundaries of the configuration space projection of the volumes
enclosed by the escape and capture cylinders do not coincide with
the boundaries of the configuration space projection of the escape
and capture cylinders themselves. In fact, the configuration space
projection of the enclosed volumes is larger, as can be seen from
comparing Figs 3(d), (e) and (f). This leads, at first sight, to the con-
fusing effect that a trajectory, which, in phase space, is contained
in the volume enclosed by the escape or capture cylinder, may not
project to the region in configuration space covered by the projec-
tion of that cylinder. Note that a similar effect already occurred for
the projection to the saddle plane in Fig. 2(a) in which the cylin-
ders project to lines, i.e. they do not bound the projection of the
volume they enclose in phase space from both sides (see Fig. 2c).
The effect for the configuration space projection can be viewed
as a strong indication that the often taken purely configuration


















Figure 3. Planar Hill’s problem. Manifolds near L1 as projections to the
(x , y) configuration space: (a) the NHIM (the Lyapunov periodic orbit);
(b) the capture dividing surface hemisphere B2c (L1); (c) the complete di-
viding surface S2ds(L1); (d) the stable and (e) the unstable capture branches
W sc(L1) and W uc (L1); (f) the projection of the energy surface volume of cap-
tured orbits enclosed by the capture cylinder W sc(L1) ∪ W uc (L1). The colour
scheme is the same as in Fig. 2. The energy is E = −4.4.
space oriented point of view may not be conclusive or may even be
wrong.
The manifolds associated with L2 can be obtained from the sym-
metry transformation S defined in equation (2) which relates the
manifolds associated with L1 and L2 according to
S1NHIM(L1) ↔ S1NHIM(L2), S2ds(L1) ↔ S2ds(L2),
B2e (L1) ↔ B2c (L2), B2c (L1) ↔ B2e (L2),
W se (L1) ↔ W uc (L2), W ue (L1) ↔ W sc (L2),
W sc (L1) ↔ W ue (L2), W uc (L1) ↔ W se (L2). (5)
Here we have used ‘↔’ to indicate that, due to S−1 = S, the
manifolds are mapped to each other by S in either direction.
3.2 Escape from the planetary neighbourhood
in the planar system
For fixed values of the energy E above E0 we now study the es-
cape from the planetary neighbourhood defined above. More pre-
cisely, we will determine the portion of initial conditions in the
planetary neighbourhood, which when integrated with Hill’s equa-
tions lead to trajectories that eventually escape from the planetary
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neighbourhood. For comparison we start with a computationally
expensive brute-force approach in which we sample phase-space
points in the planetary neighbourhood and integrate them to find
out whether they escape or not. We then compare the results ob-
tained this way with our approach which utilizes the phase-space
structures explained above. As we will show, the latter approach is
not only much more elegant but also computationally cheaper than
the brute-force sampling of the first method.
For the first approach we initialize phase-space points uniformly
with respect to the measure δ(E − H ) dx dy dpx dpy in the planetary
neighbourhood for the energy E under consideration and integrate
them in time until they either reach one of the dividing surfaces
S2ds(L1) and S2ds(L2) or reach a large fixed cut-off time which is
chosen such that escape after this time is very unlikely. For the planar
case, we find that the cut-off time t cut−off = 200 is suitable for this
purpose. In order to sample the initial conditions uniformly with
respect to the energy surface measure it is useful to transform the
‘shifted’ momenta (px + y, py − x) to polar coordinates according
to
p cos ϕ = px + y, p sin ϕ = py − x . (6)
This gives
δ(E − H ) dx dy dpx dpy = p δ(E − H ) dx dy dp dϕ
= dx dy dϕ (7)
with the understanding that the p integration has been carried out
to remove the δ function and that the last measure is to be con-
sidered on the respective energy surface. Equation (7) means that
the energy surface measure is constant in terms of (x , y, ϕ). The
uniform distribution in the planetary neighbourhood can hence be
obtained from an equidistribution in (x , y, ϕ). Because the boundary
of the planetary energy surface component does not have a simple
parametrization in terms of the variables (x , y, ϕ), we at first choose
a box [x min, x max] × [ymin, ymax] which contains the complete pro-
jection of the planetary neighbourhood to configuration space. We
then sample points (x , y, ϕ) randomly with an equidistribution in
[x min, x max] × [ymin, ymax] × [0, 2π] and check whether [x , y, px =
x + p cos (ϕ), py = y − p sin ϕ] with p = [2(E − V )]1/2 is contained
in the planetary neighbourhood. To check this we have to find out
whether (x , y) lies between the zero velocity curves for the energy
under consideration and, for points near L1 and L2, we have to find
out whether they are on the correct side of the dividing surfaces.
The latter check requires the transformation to NF coordinates.
For the energies E = −4.4, E = −4.35 and E = −4.3, Fig. 4
shows the resulting normalized histograms, or survival probabili-
ties, P s(t) of trajectories remaining in the planetary neighbourhood
up to time t. The curves are monotonically decreasing and there is
an ongoing debate whether the decay is exponential or algebraic
(Heggie 2001). Rather than studying the functional form of the de-
cay, we want to focus on the energy-dependent values Ps;∞ at which
the survival probabilities saturate for t → ∞. For each energy the
value Ps;∞ can be interpreted as the fraction of the total energy
surface volume of the planetary neighbourhood which consists of
bound initial conditions, i.e. initial conditions which, when inte-
grated in time, lead to trajectories which do not escape. Similarly,
1 − Ps;∞ is the fraction of initial conditions which do escape.
The main point of this paper is to present a procedure to compute
the energy surface volume of escaping initial conditions which is
simpler and computationally cheaper than the brute-force method
above. This procedure utilizes the phase-space structures mentioned
in Sections 2 and 3.1 and, as we will see in Sections 4.1 and 4.2, a
generalization of this method also applies to the spatial system. To













Figure 4. Planar Hill’s problem. Survival probability curve P s(t) for a
uniform distribution of initial conditions in the planar planetary neighbour-
hood. The limiting values (horizontal lines) are computed from the procedure
described in Section 3.2.
understand the procedure, it is important to note at first that, except
for a set of measure zero, all escaping initial conditions not only
lead to escape when integrated forward in time but also leave the
planetary neighbourhood when integrated backward in time. This is
essentially a consequence of Liouville’s theorem on the conserva-
tion of phase-space volume (Arnold 1978) and means that almost all
escaping trajectories coincide with capture trajectories, i.e. with tra-
jectories which enter the planetary neighbourhood from the unbound
region through either of the dividing surfaces S2ds(L1) or S2ds(L2) and
become temporarily trapped in the planetary neighbourhood.
As mentioned in Section 3.1, the escaping trajectories and cap-
tured trajectories are enclosed by the escape and capture cylinders,
respectively. These cylinders become extremely distorted if they are
followed from the neighbourhood of the Lagrange points far into
the planetary neighbourhood. In fact, the ‘inward’ branches of the
stable and unstable manifolds, i.e. the branches W se(L1), W se(L2),
W uc(L1) and W uc(L2) directed from the NHIMs into the planetary
neighbourhood, intersect in a highly complex way forming a homo-
clinic and a heteroclinic tangle, the paradigms of chaos (Wiggins
1988, 1990a). Still, as will show in more detail, the stable and un-
stable manifolds separate escaping from non-escaping trajectories,
and, for the escaping trajectories, determine for how long they be-
come temporarily trapped in the planetary neighbourhood. In order
to demonstrate this, we introduce an important concept, which is
based on taking the dividing surfaces near L1 and L2 as surfaces
of section. We call these surfaces of section ‘dividing surfaces of
section’ (DSOS). In general, the choice of a surface of section in-
volves a great deal of arbitrariness. However, for transport across a
saddle the special choice of taking the dividing surface as the sur-
face of section is singled out by its direct physical significance as
the bottleneck to escape and capture. In fact, the usual restriction
to one direction of traversal leads to either an escape or a capture
hemisphere. These hemispheres are good surfaces of section in the
sense of Birkhoff (1917, 1922) as they are everywhere transverse to
the Hamiltonian flow except for their boundaries (the NHIM) which
themselves are invariant under the flow. A DSOS can be considered
as a surface of section which is ‘dual’ to the more familiar choice
which is transverse to the NHIM. The latter is used to study the
homoclinic and/or heteroclinic tangle and it is the starting point for
studies of phase-space transport in terms of lobe dynamics (Wiggins
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1992). However, we note that it is not always possible to define a
surface of section ‘sufficiently global’ for which the lobe dynamics
approach can be applied. The problem becomes even more severe
in three dimensions.
More precisely, we study initial conditions on the capture hemi-
sphere B2c(L1), i.e. initial conditions which lead to trajectories that
leave the neighbourhood of L1 and enter the planetary neighbour-
hood. We integrate the equations of motion for these initial condi-
tions for the time it takes the resulting trajectory to reach either of
the dividing surfaces near L1 and L2. The resulting time is thus the
passage time, i.e. the time a trajectory spends in the planetary neigh-
bourhood between entering the planetary neighbourhood through
the dividing surface S2ds(L1) and escaping the planetary neighbour-
hood through either S2ds(L1) or S2ds(L2). Note that for the above men-
tioned reasons of phase-space volume conservation, the trajectories
for all but a set of measure zero of initial conditions on B2c(L1) have
to escape the planetary neighbourhood after spending some time in
the planetary neighbourhood. This way we obtain a passage time
map B2c (L1) → R, (q2, p2) → t(q2, p2) where we use the NF co-
ordinates (q 2, p2) to parametrize B2c(L1). Fig. 5 shows the contours
of this map for the same energies as in Fig. 4. Initial conditions
that lead to escape through the dividing surface near L2 are marked
blue with the time increasing from light blue to dark blue. Initial
conditions that lead to escape through the dividing surface near L1
are marked yellow/red with the time increasing from yellow to red.
The colour (and hence the passage times) changes smoothly
within stripes and tongue shaped patches. The boundaries of the
patches are double spirals. This means that if a boundary line is
followed from a fixed starting point on the line, then the line starts
to swirl, in a fashion reminiscent of a trajectory approaching a limit
cycle, as it comes closer to the boundary of the DSOS B2c(L1). The
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Figure 5. Planar Hill’s problem. Passage time contours on the DSOS
B2c (L1) for different energies E (a), (c) and (d). Yellow/red regions cor-
respond to escape through the dividing surface near L1 with the passage
time increasing from yellow to red. Light blue/dark blue regions correspond
to escape through the dividing surface near L2 with the passage time in-
creasing from light to dark blue. For E = −4.3 (b) shows the intersections
of the stable manifolds of the Lyapunov periodic orbits near L1 and L2 with
the DSOS.
passage time diverges at these double spirals. In fact, the double
spirals are the intersections of the stable manifolds of the Lyapunov
periodic orbits (the NHIMs) near L1 and L2 with B2c(L1). In order to
show this, we compute these intersections by ‘globalizing’ W se(L1)
and W se(L2) obtained from the NF in the neighbourhoods of L1 and
L2 using Hill’s equations as described in Section 2. The result of this
computation is shown in Fig. 5(b). It shows a clear agreement with
the structure of the DSOS in Fig. 5(a). The swirling of the double
spirals can now be understood from the behaviour of homoclinic
and heteroclinic orbits, i.e. those orbits contained in W se(L1) and
W se(L2), respectively, that, backward in time, are asymptotic to the
Lyapunov periodic orbit of L1. These orbits approach the Lyapunov
orbit in a spiralling manner with the rate of spiralling logarithmi-
cally diverging upon approach of the Lyapunov periodic orbit. The
closer the points in the intersections of W se(L1) and W se(L2) with
the DSOS are to the boundary of the DSOS, the stronger the corre-
sponding orbits temporarily imitate the homoclinic and heteroclinic
orbits.
In order to see more clearly the divergence of the passage time
upon approach of the stable manifold branches in the DSOS, Fig. 6
shows the passage times along the line p2 = 0 of the DSOS with
energy E = −4.4 in Fig. 5. The picture shows rather flat plateaux
interrupted by logarithmic singularities of the passage time. The
singularities correspond to orbits which in time are forward asymp-
totic to either of the Lyapunov periodic orbits near L1 and L2, i.e. to
orbits which are contained in the escape branches W se(L2) (blue) or
W se(L1) (red). The plateaux, and similarly the patches in Fig. 5, cor-
respond to different families of orbits which, besides the exit S2ds(L1)
or S2ds(L2) through which they escape, are basically characterized
by the number of loops their configuration space projection perform
about the planet. Fig. 7 shows as representative examples the orbits
marked by the arrows in Fig. 6. As can be seen from the magni-
fications in Fig. 6, the stable manifolds organize these families in
a complex self-similar structure that is well known from classical
scattering theory; see the focus issue ‘Chaotic Scattering’ in 1997,
Chaos, 3(4). In fact, between each two logarithmic singularities of
the passage times, there is an infinity of further singularities which
organize infinitely many plateaux of decreasing size.
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Figure 6. Planar Hill’s problem. Passage times along the line p2 = 0 in
the DSOS with energy E = −4.35 in Fig. 5(c). As in Fig. 5, red segments
of the graph correspond to exit through the dividing surface near L1 and
blue segments correspond to exit through the dividing surface near L2. The
middle and bottom panels show successive magnifications.
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Figure 7. Planar Hill’s problem. Configuration space projections of repre-
sentative orbits as marked in the top panel of Fig. 6. The shaded regions are
classically forbidden.
Each light blue/dark blue patch in B2c(L1) is mapped continuously
to a patch in B2e(L2). Similarly, each yellow/red patch in B2c(L1) is
mapped continuously to a patch in B2e(L1). We want to compute the
energy surface volume swept out by letting the Hamiltonian flow
act upon a patch in B2c(L1) until it reaches its image in B2e(L1) or
B2e(L2), i.e. we want to compute the volume of the orbit segments
with starting points in a patch in B2c(L1) and endpoints in B2e(L1) or





t dp2 dq2, (8)
i.e. the volume is given by the integral of the passage time t(q 2,
p2) over the patch in B2c(L1). The divergence of the passage time
at the boundary of the patches is too weak to spoil the existence of
this integral. In fact, we can even sum over the infinite number of
patches to obtain the volume vole of the set of initial conditions in
the planetary neighbourhood occupied by initial conditions which
lead to escape. More precisely, the sum of the volumes (8) over all
patches in B2c(L1) gives at first the volume of all orbit segments
in the planetary neighbourhoods which correspond to trajectories
that entered the planetary neighbourhood through B2c(L1). Due to
the symmetry (2), this volume is equal to the volume of all orbit
segments in the planetary neighbourhoods which correspond to tra-
jectories that entered the planetary neighbourhood through B2c(L2).
We thus find the total volume of escaping initial conditions in the




t dp2 dq2. (9)














Table 1. Planar Hill’s problem. For different energies E the table gives
the results for the energy surface volume of the planetary neighbourhood
vol0, the mean passage time through the planetary neighbourhood 〈t〉B2c (L1)
for trajectories started on the dividing surface hemisphere B2c (L1), the flux
φB2c (L1) through B
2
c (L1), the volume of escaping initial conditions in the
planetary neighbourhood vole computed according to equation (12), the
fraction of bound initial conditions 1 − vole/vol0, and for initial conditions
in B2c (L1), the probability P 1→1 of the corresponding trajectory to escape
the planetary neighbourhood through the dividing surface S2ds(L1) near L1.
E vol0 〈t〉B2c (L1) φB2c (L1) vole 1 − vole/vol0 P 1→1
−4.4 12.21 7.31 0.30 4.44 0.64 30 per cent
−4.35 13.05 5.67 0.46 5.18 0.60 41 per cent
−4.3 13.56 4.88 0.61 5.94 0.56 49 per cent
being the flux through B2c(L1) (see MacKay 1990; Waalkens &
Wiggins 2004), we can rewrite equation (9) as
vole = 2φB2c (L1)〈t〉B2c (L1). (12)
The computation of the volume of escaping initial conditions in
the planetary neighbourhood thus reduces to the computation of the
flux φB2c (L1) and the mean passage time 〈t〉B2c (L1). This result, together
with its generalization to the spatial Hill’s problem in Section 4.2,
is a key tool used in this paper.
The flux is easily computed from the NF. Applying the Stokes
theorem yields the well-known result that the flux is given by the




p dq = 2πJ2, (13)
where we obtain J2 from the NF as the solution of E = H NF;planar(0,
J 2). The results for φB2c (L1) for the same energies as considered
before in Fig. 4 are listed in Table 1.
The integral equation (10) can be computed by averaging the
passage times over a sufficiently dense equidistant (p2, q 2) grid in
B2c(L1). Using the data that lead to the DSOS in Fig. 5, which consist
of approximately 200 000 grid points for each energy, we obtain the
results listed in Table 1. As expected, the mean passage 〈t〉B2c (L1)
decreases with energy while the flux φB2c (L1) increases with energy.
With a procedure to compute vole we are now in a position to
estimate the saturation values Ps;∞ of the survival probabilities in
Fig. 4. To this end it only remains to compute the energy surface
volumes of the planetary neighbourhoods vol0. However, these vol-
umes are easily obtained as a byproduct of the procedure described
above to compute the survival probability curves (see Section 4.2
which contains more details for the analogous computations for the
spatial system). The results for vol0 are also listed in Table 1.
According to our earlier reasoning, the saturation values Ps;∞ of
the survival probability curves should be equal to 1 − vole/vol0.
In order to make this comparison, Fig. 4 shows (as the horizontal
lines) the values 1 − vole/vol0 for the corresponding energies. In
spite of our relatively naive procedure to compute the highly singular
integral in equation (10), the agreement is excellent.
Moreover, using the data that lead to Fig. 5 we can compute the
probability for a trajectory initialized in B2c(L1) to escape, after pass-
ing through the planetary neighbourhood, through dividing surface
S2ds(L1) or S2ds(L2). Note that due to the symmetry (2) the initial
conditions sampled uniformly in the planetary neighbourhood have
equal probability to escape through the dividing surfaces S2ds(L1) or
S2ds(L2). However, this does not imply an equiprobability for initial
conditions in B2c(L1) to escape through S2ds(L1) or S2ds(L2). Table 1
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Figure 8. Planar Hill’s problem. Passage time distribution P pt (t) for initial
conditions on the DSOS B2c (L1).
lists the results for the probabilities P 1→1 for a trajectory started in
B2c(L1) to escape through S2ds(L1). The probability P 1→2 to escape
through S2ds(L2) simply is 1 − P 1→1 . P 1→1 is related to the ‘over-
lap’ between the stable and unstable manifold branches W se(L1) and
W uc(L1). Table 1 shows a remarkable dependence of this overlap on
energy with P 1→1 decreasing as the energy decreases.
It is also interesting to compute the distributions P pt(t) of passage
times t for initial conditions on the DSOS B2c(L1). We show these
distributions for the same three energies we used above in Fig. 8.
The peaks of P pt(t) can be identified with the biggest stripes and
tongue-shaped patches in Fig. 5. To understand the peak structure it
is important to note that the passage time varies only a little across a
large part of a single patch, as can be seen from the flat plateaux of
the passage times in Fig. 6. A single patch is therefore characterized
essentially by a single passage time, which in turn corresponds to
a single type of orbit like those shown in Fig. 7. For small times t,
this enables us to assign the peaks by the orbits in Fig. 7. For large
times, the distributions P pt(t) consist of contributions from many
different types of orbits so that an assignment of individual peaks
in terms of representative orbits becomes impossible.
4 S PAT I A L H I L L ’ S P RO B L E M
For the spatial Hill’s problem, the motion in configuration space is
confined by zero velocity surfaces, which are the level sets of the
effective potential energy
V ≡ H − 1
2






and which are shown in Fig. 9. For E < E 0 they bound a closed
region about the origin. As in the planar case, this region opens for
energies E > E 0. The bottlenecks to escape and capture are again
given by the dividing surfaces near L1 and L2, which divide the
energy surfaces for E > E 0 into three disjoint components. Again
we use the middle component in our definition of the planetary
neighbourhood for E > E 0.
4.1 Phase-space conduits for transport across the bottlenecks
near L1 and L2 in the spatial system
For a fixed energy E slightly above E0, Fig. 10 shows the general-
izations of the manifolds near the saddle L1 discussed in Section 3.1
for the planar system to the case of three DOF, now as projections
x
y
za    b
Figure 9. Spatial Hill’s problem. Zero velocity surfaces of the spatial Hill’s
problem for energies E = E 0 + n0.25, n = −1, 0, 1 (a). The red balls mark
L1 and L2. (b) shows a magnification of the region about L1 in (a). For



















Figure 10. Spatial Hill’s problem. Schematic plot of the manifolds near
L1 as projections to the NF coordinate planes. (a), (b) and (c) show the
projections of the NHIM and its stable and unstable manifolds to the saddle
and centre planes, respectively. (d), (e) and (f) show the projections of the
dividing surface, the capture and escape cylinders and the volumes they
enclose (see text). (d), (e) and (f) also show representative orbits: the dashed
yellow line marks a captured orbit, the blue dashed line marks an escaping
orbit, and the red and green dashed lines correspond to orbits that are not
captured and do not escape, respectively. The colour scheme is the same as
in Fig. 2.
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to the saddle plane (q 1, p1), and the centre planes (q 2, p2) and (q 3,
p3). The colour scheme is the same as in Fig. 2. The projection of
the energy surface is again marked light blue. In the saddle plane
(q 1, p1) the projection of the energy surface is bounded by the two
branches of the hyperbola p1q1 = I with I restricted to energy
E implicitly defined by HNF(I, 0, 0) = E ; it is unbounded in the
centre planes (q 2, p2) and (q 3, p3).
The dividing surface 4-sphere, which we denote by S4ds(L1), has
p1 = q 1. In the saddle plane, S4ds(L1) projects to the segment q 1 =
p1 with endpoints q1 = p1 = ±
√I with I restricted to energy E
implicitly defined by HNF(I, 0, 0) = E . The projection of S4ds(L1)
to the centre planes are discs with boundaries (p22 + q22)/2 = J 2
with J2 implicitly defined by H NF (0, J 2, 0) = E in the centre plane
(q 2, p2) and with boundary (p23 + q23)/2 = J 3 with J3 implicitly
defined by H NF (0, 0, J 3) = E in the centre plane (q 3, p3).
The NHIM near L1 is now a three-dimensional sphere and we
denote it by S3NHIM(L1). It has q 1 = p1 = 0 and hence projects
to the origin in the saddle plane. In contrast to the planar case,
the projection of the NHIM to the centre planes gives discs which
coincide with the projections of the dividing surface S4ds(L1). The
reason for this difference is that the spatial system has two centre
DOF between which the energy can be arbitrarily distributed. For
the NHIM in the planar system, all the energy has to be in the single
centre DOF.
The NHIM S3NHIM(L1) divides S4ds(L1) into two hemispheres: a
capture hemisphere B4c(L1) and an escape hemisphere B4e(L1). The
hemispheres have the structure of four-dimensional open balls. In
the saddle plane, they project to the parts q 1 = p1 > 0 and q 1 =
p1 < 0, respectively, of the segment that corresponds to S4ds(L1).
All trajectories which enter the planetary neighbourhood from the
unbound region of negative x have to cross the capture hemisphere
B4c(L1); all trajectories which escape from the planetary neighbour-
hood into the unbound region of negative x have to cross the escape
hemisphere B4e(L1).
The NHIM has stable and unstable manifolds W s(L1) and W u(L1)
with the structure of spherical cylinders R × S3. They have q 1 =
0 and p1 = 0, respectively. Their projections to the saddle plane
coincide with the coordinate axes; their projections to the centre
planes coincide with the projections of the NHIM and the dividing
surface. As in the planar case, the stable and unstable manifolds each
have two branches, which we again call capture and escape branches,
respectively. Their identification in terms of the NF coordinates is the
same as in the planar case. We use these branches to define capture
spherical cylinder and escape spherical cylinder in the analogous
way as in the planar case. These spherical cylinders now enclose
the five-dimensional volumes of escaping and captured trajectories,
respectively. These volumes project to the region enclosed by the
branches of the hyperbola of the projection of the energy surface
in the second and third quadrants of the saddle plane, respectively;
their projections to the centre planes coincide with the projections
of the dividing surface and the NHIM.
As mentioned in Section 2, for the linearized equations of motion
near the Lagrange points the equations for (z, pz) decouple from the
planar system. The linear frequency associated with (z, pz) is 2 and




7 − 1 ≈ 2.07
associated with the Lagrange points in the planar system. As a result,
for energies E slightly above E0, the value J2 defined by H NF (0,
J 2, 0) = E is slightly smaller than the value J3 defined by H NF
(0, 0, J3) = E . The projections of the dividing surface S4ds(L1) and
the NHIM S3NHIM(L1) to the centre plane (q 2, p2) are hence slightly
smaller than their projection to the centre plane (q 3, p3).
Figure 11. Spatial Hill’s problem. High-dimensional cell-complexes
(meshes) constructed on manifolds near L1 projected to the (x , y, z) config-
uration space: (a) the NHIM S3NHIM(L1); (b) a piece of the unstable capture
branch W uc (L1); (c) pieces of the pairs of branches of the spherical cylinders
W s(L1) and W u(L1); (d) the overlapping projections of the capture (red) and
escape dividing surface hemisphere B4c (L1) and B4e (L1); (e) a piece of the
projection of the energy surface volume enclosed by the capture spherical
cylinder W sc(L1) ∪ W uc (L1); (f) pieces of the overlapping projections of the
energy surface volumes enclosed by the capture spherical cylinder W sc(L1)
∪ W uc (L1) and the escape spherical cylinder W se(L1) ∪ W ue (L1). The colour
scheme is the same as in Fig. 10. The energy is E = −4.4.
Fig. 11 shows the manifolds computed from the NF as projections
to the physical coordinates (x , y, z).
4.2 Escape from the planetary neighbourhood
in the spatial system
We perform a study of escape for the spatial Hill’s problem analo-
gously to the planar case in Section 3.2. We start with a brute-force
computation by sampling initial conditions uniformly in the plan-
etary neighbourhood. The energy surface volume measure for the
spatial system is δ(E − H ) dx dy dz dpx dpy dpz . In order to achieve
the uniform distribution with respect to this measure, we (succes-
sively) transform to spherical coordinates in the shifted momentum
space
p cos ϕ sin θ = px + y, p sin ϕ sin θ = py − x,
p cos θ = pz (15)
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as well as in coordinate space
r cos φ sin  = x, r sin φ cos  = y, r cos  = z. (16)
Defining ξ = −cos θ and ζ = −cos  this leads to
δ(E − H ) dx dy dz dpx dpy dpz (17)





r E + 3
2
r 3 cos2 φ(1 − ζ 2) − 1
2
r 3ζ 2 + 3
]
× dφ dζ dr dξ dϕ (19)
= dR dφ dζ dξ dϕ (20)
again with the understanding that the p integration has been carried
out to remove the δ function and that the remaining measures have to









r˜ E + 3
2
r˜ 3 cos2 
(1 − ζ 2) − 1
2
r˜ 3ζ 2 + 3
]
(21)
for r, and, having in mind Fubini’s theorem with the R integration
being carried out first, the function in equation (21) is considered to
be a function of r only. Hence, the energy surface measure for the
spatial system is constant in terms of (R, φ, ζ , ξ , ϕ). Similar to the
planar case, we sample points
(R, φ, ζ, ξ, ϕ) ∈ [0, Rmax] × [0, 2π] × [−1, 1] × [−1, 1] × [0, 2π]
(22)
where Rmax = 1.3 is a constant, which we have chosen sufficiently
large so that the hypercube (22) includes the complete planetary
neighbourhood for the energy under consideration. For each such
point, we then check whether the corresponding point (x , y, z, px,
py, pz) on the energy surface H = E is contained in the planetary
neighbourhood. This check is slightly more involved than in the
planar case because it requires us to invert equation (21) to compute
r from (R, φ, ζ , ξ , ϕ). Near L1 and L2, the check again requires the
transformation to NF coordinates in order to see whether the point
is on the correct side of the dividing surfaces S4ds(L1) and S4ds(L2),
respectively. The points in the planetary neighbourhood are then
integrated in time until they reach either one of the dividing surfaces
near L1 and L2 or a large fixed cut-off time which we choose to be
t cut−off = 50 000.
Fig. 12 shows the resulting survival probability curves. As in the
planar systems, the survival probabilities saturate for t → ∞ at
values Ps;∞ which depend on the energy. A significant difference
to the planar case is the much longer time the survival probabilities
take to saturate in the spatial case. A possible explanation is that for
the energies under considerations there still might exist an extended
Arnol’d web of invariant tori in which the trajectories can become
trapped for long times before they escape (see Simo´ & Stuchi 2000
for a study of the survival of tori in the planetary neighbourhood for
energies above E0 in the planar Hill’s problem). As in the planar case
we want to focus on the values Ps;∞ and not on the functional form of
the decay of the survival probabilities. As we will demonstrate, the
values Ps;∞ can be computed from a generalization of the procedure
explained in Section 3.2. In fact, the classical spectral theorem of
Pollak (1981) applies to systems with an arbitrary (finite) number of
DOF. Accordingly, the volume of initial conditions in the planetary













Figure 12. Spatial Hill’s problem. Survival probability curve Ps(t) for a
uniform distribution of initial conditions in the spatial planetary neighbour-
hood. The limiting values (horizontal lines) are computed from the procedure
described in Section 4.2.
Table 2. Spatial Hill’s problem. The analogous results of Table 1 now for
the spatial Hill’s problem.
E vol0 〈t〉B4c (L1) φB4c (L1) vole 1 − vole/vol0 P 1→1
−4.4 33.05 28.87 0.05 2.60 0.92 30 per cent
−4.35 34.34 17.90 0.11 3.86 0.89 33 per cent
−4.3 35.71 13.25 0.19 5.23 0.86 39 per cent
neighbourhood which lead to escaping trajectories can be computed
from the 3-DOF version of equation (12), i.e.
vole = 2φB4c (L1)〈t〉B4c (L1), (23)
where φB4c (L1) is now the flux through the four-dimensional dividing
surface hemisphere B4c(L1) and 〈t〉B4c (L1) is the average passage time
defined analogously to equation (10) but now as an integral over the
four-dimensional hemisphere B4c(L1).
The flux is easily obtained from the NF. According to Waalkens
& Wiggins (2004) it is given by
φB4c (L1) = (2π)2A (24)
with A being the area in the space of the actions (J 2, J 3) enclosed
by the contour H NF (0, J 2, J 3) = 0. We list the results in Table 2.
We compute 〈t〉B4c (L1) from a Monte Carlo computation. We there-
fore randomly start a large number n of trajectories in B4c(L1) with a
uniform distribution with respect to the measure dp2 dp3 dq 2 dq 3.
Note that B4c(L1) can be parametrized by the NF coordinates (q 2, q 3,
p2, p3) and that the measure dp2 dp3 dq 2 dq 3 is the right measure
for computing the flux (MacKay 1990; Waalkens & Wiggins 2004).
For these points we compute the passage times tk, k = 1, . . . ,
n, by integrating trajectories with these initial conditions until they







Fig. 13 illustrates the convergence of this procedure. Table 2 lists
the ‘limiting values’ which we define to be 〈t〉B4c (L1);1 500 000 as well as
the resulting volumes of escaping initial conditions vole computed
according to equation (23).
In order to determine the saturation values Ps;∞ of the survival
probability curves, we also need the total energy surface volume of
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Figure 13. Spatial Hill’s problem. Convergence of the mean passage time
〈t〉B4c (L1);n for a Monte Carlo computation using equation (25). The dotted
horizontal lines mark 〈t〉B4c (L1);1 500 000.
the planetary neighbourhood. As in the planar case, this volume can
be obtained from the same sampling procedure we used to compute
the survival probability curves. The difference is that we do not
integrate the sampling points in time but only check whether they are
contained in the planetary neighbourhood or not. The computational
effort is therefore considerably smaller than in the computation of
the survival probability curves. We thus consider the limiting value
of
vol0;n = #[(xk, yk, zk, px ;k, py;k, pz;k) ∈ N : k  n]
n
volhcube (26)
where N is the planetary neighbourhood and volhcube = 16Rmaxπ2 is
the volume of the hypercube (22). Fig. 14 illustrates the convergence
of this procedure. Table 2 lists the ‘limiting values’ for which we
take the values vol0;500 000.
As in the planar case, we compare our results for the volume
of escaping initial conditions 1 − vole/vol0 obtained by the above
procedure with the saturation values of the survival probabilities P
s;∞ by plotting them as horizontal lines in the survival probability
graphs (see Fig. 12). The agreement is again very good.
It is worth mentioning that the escape branches W se(L1) and
W se(L2) of the stable manifolds of the NHIMs at L1 and L2 partition
the DSOS B4c(L1) [and analogously the DSOS B4c(L2)] in the spatial















Figure 14. Spatial Hill’s problem. Convergence of the planetary energy
surface volume vol0;n for a Monte Carlo computation using equation (26).
The dotted horizontal lines mark vol0;500 000.


















Figure 15. Spatial Hill’s problem. Passage time distribution Ppt(t) for initial
conditions on the DSOS B4c (L1).
Hill’s problem in a similar way as in the planar system for which we
illustrated the partitioning in Figs 5 and 6. In the spatial case, the in-
tersections of W se(L1) and W se(L2) with the four-dimensional DSOS
are three-dimensional. Due to the high dimensionality it is only pos-
sible to show sections through or projections of the four-dimensional
DSOS. For example, the passage time along a one-dimensional line
in B4c(L2) would give a picture similar to Figs 6. In fact, the line
of initial conditions which leads to Figs 6 is also contained in the
spatial DSOS (the spatial system contains the planar system as an in-
variant subsystem). Instead of providing a picture of another section
for the spatial case, we present in Fig. 15 the passage time distri-
bution P pt(t) for initial conditions on the DSOS B4c(L1). It shows
a similar peak structure as in the planar case with the peaks being
broader, and hence of less height, than in the planar case, which
is due to motion in the z-direction that is not present in the planar
case.
5 C O N C L U S I O N S
In this paper we have shown how one can give a precise dynamical,
and quantitative, description of escape and capture from a plan-
etary neighbourhood using ideas from phase-space transport the-
ory. In particular, dividing surfaces of (locally) no return have been
constructed, which control transport into and out of the planetary
neighbourhood. The construction method, via normalization, yields
explicitly the parts of these surfaces responsible for capture and
escape. Sampling only these parts of the dividing surfaces gives
an efficient method to quantitatively study escape from a planetary
neighbourhood. By making use of the classical spectral theorem of
Pollak (1981), the methods we present allow one to compute, for
example, the volume of unbound orbits in the planetary neighbour-
hood. The methods in this paper provide a highly computationally
efficient alternative to procedures based on time-consuming brute-
force Monte Carlo sampling of the entire planetary neighbourhood.
We have illustrated the methods by applying them to escape
from the planetary neighbourhood in the two-dimensional and three-
dimensional Hill’s problem. The results of our computations, which
we carried out for three different energies, are summarized in
Tables 1 and 2.
As one might expect, in both the planar and the spatial Hill’s prob-
lem, the proportion of initial conditions that lead to bound motion in
the planetary neighbourhood decreases with energy (or equivalently,
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the proportion of initial conditions that lead to unbound motion in-
creases with energy). However, for each energy studied in this paper,
the proportion of bound initial conditions in the spatial system is
about 50 per cent larger than it is in the planar case. Similarly, the
mean time that trajectories started on a dividing surface near one
of the Lagrange points spend in the planetary neighbourhood (the
mean passage time) decreases with energy. For the energies studied
in this paper, the mean passage time for the spatial system is about
three times larger than it is for the planar system. Moreover, we have
studied the probability for a trajectory that is started on a dividing
surface near one Lagrange point to escape the planetary neighbour-
hood, at a later point in time, through the same dividing surface, i.e.
‘across’ the same Lagrange point ‘across’ which it entered. In both
the planar and spatial systems, this probability is well below 50 per
cent and it increases with energy, where the increase is stronger in
the planar case.
We remark that the results presented in this study are applica-
ble to any problem with the same type of phase-space structure.
This structure must be relevant to a particular transport question,
which is generally a problem-dependent question. In particular, the
results for the volume of escaping initial conditions also apply to
scattering systems with several, not necessarily symmetry-related,
entrance/exit channels. In this case equations (12) and (23) are re-
placed by a sum over the flux and mean passage times of the different
entrance channels.
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