Abstract. This paper proposes and analyzes a class of weak Galerkin (WG) finite element methods for stationary natural convection problems in two and three dimensions. We use piecewise polynomials of degrees k,k−1, and k (k ≥ 1) for the velocity, pressure, and temperature approximations in the interior of elements, respectively, and piecewise polynomials of degrees l,k,l (l = k−1,k) for the numerical traces of velocity, pressure and temperature on the interfaces of elements. The methods yield globally divergence-free velocity solutions. Well-posedness of the discrete scheme is established, optimal a priori error estimates are derived, and an unconditionally convergent iteration algorithm is presented. Numerical experiments confirm the theoretical results and show the robustness of the methods with respect to Rayleigh number.
Introduction
Let R d (d = 2,3) be a polygonal or polyhedral domain with a polygonal or polyhedral subdomain Ω f ⊂ Ω and Ω s := Ω\Ω f , we consider the following stationary natural convection (or conduction-convection) problem: seek the velocity u = (u 1 ,u 2 ,··· ,u d ) T , the pressure p, and the temperature T such that
where ⊗ is defined by u⊗v = (u i v j ) d×d for v = (v 1 ,v 2 ,··· ,v d ) T , j is the vector of gravitational acceleration with j = (0,1) T when d = 2 and j = (0,0,1)
(Ω) are the forcing functions, and Pr, Ra denote the Prandtl and Rayleigh numbers, respectively,.
The model problem (1.1), arising both in nature and in engineering applications, is a coupled system of fluid flow, governed by the incompressible Navier-Stokes equations, and heat transfer, governed by the energy equation. Due to its practical significance, the development of efficient numerical methods for natural convection has attracted a great many of research efforts; see, e.g. [1] , [2] , [3] , [29] , [23] , [12] , [15] , [18] , [20] , [19] , [21] , [22] , [25] , [26] , [28] , [38] , [39] . In [2, 3] , error estimates for some finite element methods were derived in approximating stationary and non-stationary natural convection problems. [19, 20] applied Petrov-Galerkin least squares mixed finite element methods to discretize the problems. [25, 26] developed a nonconforming mixed element method and a Petrov-Galerkin least squares nonconforming mixed element method for the stationary problems. In [37] , three kinds of decoupled two level finite element methods were presented. [38, 39] applied the variational multiscale method to solve the stationary and non-stationary problems.
In this paper, we consider a weak Galerkin (WG) finite element discretization of the model problem (1.1). The WG method was first proposed and analyzed to solve secondorder elliptic problems [30, 31] . It is designed by using a weakly defined gradient operator over functions with discontinuity, and then allows the use of totally discontinuous functions in the finite element procedure. Similar to the hybridized discontinuous Galerkin (HDG) method [11] , the WG method is of the property of local elimination of unknowns defined in the interior of elements. We note that in some special cases the WG method and the HDG method are equivalent (cf. [6] [7] [8] ). In [6] , a class of robust globally divergence-free weak Galerkin methods for Stokes equations were developed, and then were extended in [40] to solve incompressible quasi-Newtonian Stokes equations.We also refer to [9, 10, 13, 16, 17, 24, [32] [33] [34] [35] [36] 41] for some other developments and applications of the WG method. This paper aims to propose a class of WG methods for the natural convection problems. The methods include as unknowns the velocity, pressure, and temperature variables both in the interior of elements and on the interfaces of elements. In the interior of elements, we use piecewise polynomials of degrees k,k−1, and k (k ≥ 1) for the velocity, pressure, and temperature approximations, respectively. On the interfaces of elements, we use piecewise polynomials of degrees l,k,l (l = k−1,k) for the numerical traces of velocity, pressure and temperature. The methods are shown to yield globally divergencefree velocity approximations.
The rest of the paper is organized as follows. Section 2 introduces the WG finite element scheme. Section 3 shows the existence and uniqueness of the discrete solution. Section 4 derives a priori error estimates. Section 5 discusses the local elimination property and the convergence of an iteration method for the WG scheme. Finally, Section 6 provides numerical examples to verify the theoretical results.
Throughout this paper, we use a b (a b) to denote a≤Cb (a≥Cb), where the constant C is positive independent of mesh size h,h K ,h e and the Pr, κ and Rayleigh number.
WG finite element scheme

Notation
For any bounded domain D ∈ R s (s = For integer k 0, P k (D) denotes the set of all polynomials on D with degree no more than k. We also need the following spaces:
Let T s h and T f h be shape-regular simplicial decompositions of the subdomains Ω s and Ω f , respectively. Then T h := T s h ∪T f h = {K} is a shape-regular simplicial decomposition of Ω. Let ε s h and ε f h be the sets of all edges (faces) of all elements in T s h and T f h , respectively, and set ε h := ε s h ∪ε f h = {e}. For any K ∈ T h , e ∈ ε h , we denote by h K and h e the diameters of K and e, respectively, and set h := max K∈T h h K . Let n K and n e be the outward unit normal vectors along the boundary ∂K and e. We denote by ∇ h and ∇ h · the piecewise-defined gradient and divergence with respect to T h . We also introduce the mesh-dependent inner products and mesh-dependent norms:
Weak problem
We first introduce the space
and the following bilinear and trilinear forms: for any u,v,w
c(w;u,v) := ((w·∇)u,v), c(w;T,s) := ((w·∇)T,s).
It is easy to see that, for u ∈ W,
Then the variational problem of (1.1) reads as follows:
where
A(u;T,s) = a(T,s)+c(u;T,s).
, the weak problem (2.1) has at least one solution. In addition, it admits a unique solution (u,
c(w;T,s) |w| 1 |T| 1 |s| 1 .
In what follows, we assume that the solution (u, p,T) is unique and, more precisely, there exists a fixed constant δ > 0 such that
Discrete weak operators
In order to design a WG finite element scheme for the problem (1.1), we introduce the discrete weak gradient operator ∇ w,r and the discrete weak divergence operator ∇ w,r · as follows.
Definition 2.1. For any
Then we define the global discrete weak gradient operator ∇ w,r by 
Then we define the global discrete weak divergence operator ∇ w,r · by
, we define its discrete weak divergence ∇ w,r ·w by ∇ w,r ·w = (∇ w,r ·w 1 ,··· ,∇ w,r ·w d ) T .
WG finite element scheme
For any K ∈ T h ,e ∈ ε h and any integer j ≥ 0, let Q 0 j : L 2 (K) → P j (K) and Q b j : L 2 (e) → P j (e) be the usual L 2 projection operators. We shall use Q b j to denote Q b j for vector spaces. For any integer k ≥ 1 and l = k−1,k, we introduce the following finite dimensional spaces:
h , define the following bilinear and trilinear forms:
It is easy to see that
The WG finite element scheme for (1.1) is then given as follows:
T , and m is an integer with k−1 ≤ m ≤ l. Remark 2.1. It's easy to show that the scheme (2.3) yields globally divergence-free velocity approximation u h0 . In fact, let K 1 ,K 2 ∈T h be any two adjacent elements with a common face e, introduce a function r hb ∈ L 2 (ε h ) with
and set c 0 :
This indicates u h0 ∈ H(div,Ω f ) and ∇ h ·u h0 = ∇·u h0 = 0, i.e. the velocity approximation u h0 is globally divergence-free in a pointwise sense.
3 Well-posedness of the discrete scheme
Some basic results
For the projections Q 0 j and Q b j with j ≥ 0, the following stability and approximation results are standard. 
By using the trace theorem, the inverse inequality, and scaling arguments metioned in [27] , we can get the following lemma.
Lemma 3.2.
For all K ∈ T h , w ∈ H 1 (K), and 1 ≤q ≤ ∞, we have 
We introduce the following semi-norms: for any
Here we recall that τ| ∂K =h
−1
K . It is easy to see that the above three semi-norms are norms on V 0 h , Q 0 h and S 0 h , respectively (cf. [6] ). In addition, from the lemma above it follows
Remark 3.1. We note that the estimates (3.1), (3.2) , and (3.3) also hold for all s h ∈ S 0 h due to the fact that
From this lemma it follows that, for all v h0 ∈ V h0 = {v h0 : Proof. For all v h ∈ V 0 h , we apply the Sobolev embedding theorem and Poincáre inequality to get
From (3.5), (3.3) , the definition of · , and the projection property of Q b l , it follows
Using the Sobolev embedding theorem and the inverse inequality once again, by the properties of the projection-mean operator (
and the fact that 2 ≤q < ∞ when d = 2 and 2 ≤q ≤ 6 when d = 3, we
which, together with (3.8) and (3.9), yields the desired estimate (3.6).
Similarly, we can obtain (3.7). This finishes the proof.
For any nonnegative integer j and any K∈T h , we introduce the local Raviart-Thomas(RT) element space
Lemmas 3.6-3.8 show some properties of the RT projection which can be founded in ( [5] .Page 9-10).
j v·n e ,w j e = v·n e ,w j e , ∀w j ∈ P j (e),e ∈ ∂K, (3.10)
If j =0, P RT j v is determined only by (3.10). Moreover, the following approximation holds:
Lemma 3.8. The operator P RT j defined in Lemma 3.7 satisfies 
(3.14)
Stability conditions
Lemma 3.10. For any u h ,v h ∈ V h , and T h ,s h ∈ S h , the following inequalities hold:
, Cauchy-Schwarz inequality and Lemma 3.5, we can easily get (3.15), (3.17) , and (3.21).
In light of Hölder's inequality and Lemma 3.5, we obtain
From Hölder's inequality, Lemma 3.2, Lemma 3.5, and the inverse inequality, it follows
Similarly, we can get
As a result, the estimate (3.19) holds. The estimate (3.20) follows similarly.
By (2.2), Lemma 3.10, and the definitions of the trilinear forms A h (·;·,·) and A h (·;·,·), we easily get the following continuity and coercivity results.
Lemma 3.11. For any w
By following the same routine as in the proof of ( [6, Theorem 3.1]), we can obtain the following inf-sup inequality.
Lemma 3.12. For any
(v h ,q h ) ∈ V 0 h ×Q 0 h , it holds sup v h ∈V 0 h b h (v h ,q h ) v h q h .
Existence and uniqueness results
We define a space
and introduce the following discretization problem:
It is easy to see that, by Lemma 3.12 and the theory of mixed finite element methods [5] , the following conclusion holds.
Lemma 3.13. The problems (2.3) and (3.26) are equivalent in the sense that (i) and (ii) hold:
In what follows we shall discuss the existence and uniqueness of the solution to the problem (3.26) . To this end, we set
From Lemma 3.10 we easily know that N h ,M h are bounded from above by a positive constant independent of the mesh size h. 
Proof. First, by Lemma 3.11 it is easy to see that, for a given u h ∈ W h , the bilinear form A h (u h ;·,·) is continuous and coercive on S 0 h ×S 0 h . Hence, by Lax-Milgram theorem there is a unique T h ∈ S 0 h such that the second equation of (3.26) holds. Define a mapping F :
Then the thing left is to show that there exists at least one u h ∈ W h such that
Take s h = T h in the second equation of (3.26), and apply (3.30) and (3.25) to get
Take v h = u h in (3.31), and we obtain
This indicates
By Lemma 3.10 and (3.29), we also have
Now we introduce another mapping, A :
Clearly, u h is a solution to (3.31) if it is a solution to
To show this system has a solution, from the Leray-Schauder's principle it suffices to prove the following two assertions: (i) A is a continuous and compact mapping; (ii) for
Subtracting (3.36) from (3.35), and taking v h = w := w 1 −w 2 , we get
Substitute T h =F(u 1h ) and T h =F(u 2h ) into the second equation of (3.26), respectively, and subtract the two resultant equations each other, then, in view of (2.5), we have 
As a result, from (3.37) and (3.33) it follows 
which implies
This completes the proof.
We now give a global uniqueness criteria for the case of small data (small Rayleigh number Ra).
Then the problem (3.26) admits a unique solution (u h ,T h ) ∈ W h ×S 0 h with T h = F(u h ).
Proof. By Theorem 3.1, let u 1h ,u 2h ∈ W h be two solutions to the problem (3.31). Then it suffices to show u 1h = u 2h . In fact, we have
Subtracting the above two equations each other with v h = u 1h −u 2h , and using (2.2), we obtain
which, together with Lemma 3.10, (3.38) and (3.33), yields
If u 1h = u 2h , then, by the assumption (3.39), we further have
which contradicts. Therefore u 1h = u 2h .
A priori error estimates
This section is devoted to the error estimation of the WG scheme (2.3). We set
We recall that k ≥ 1 and l = k,k−1.
Proof. From the definition of weak divergence and Green's formula, we have
which, together with the definition of the trilinear form c h (·;·,·), yields (4.1).
Similarly, we can obtain (4.2). 
Proof. We only prove (4.3), since the estimates (4.4)-(4.6) follow similarly. For 1 ≤ r ≤ j+1, by the triangle inequality, the inverse inequality, Lemma 3.1, and Lemma 3.7, we get 
Proof. From the hölder inequality, the sobolev inequality, and the projection properties, we have
For l = k when d = 2,3, and for l = k−1 when d = 2, we have
Similarly, we can obtain
For l = k when d = 2,3, and for l = k−1 when d = 2, we have 
As a result, the two desired results follow from the definitions of E N (u;u,v h ), E N (u;T,s h ) given in Lemma 4.1.
Lemma 4.4. Let (u, p,T) be the solution to the problem (1.1), then it holds
In addition, it holds
Proof. We first show (4.9). In fact, for all K ∈ T h , ϕ ∈ P k (K), by Lemma 3.8 we get
Thus, the result (4.9) follows from Lemma 3.6.
By the definition of a 0 (·,·), A(·,·) and d h (·,·), we obtain
From the commutativity property (3.12), the definition of weak gradient, Green's formula, the property of the projection Q b l , and the relation ∇u·n,v hb ∂T h = 0, it follows
By the definitions of the projections Q b l and Q 0 k , we have
By (4.1), we get
The commutativity property (3.13) gives
In view of (4.10), (3.10) , and the definitions of d h (·,·) and weak gradient, we obtain
Finally, the desired relation (4.7) follows from the combination of (4.11)-(4.17) and the first equation of (1.1).
Similarly, we can get the relation (4.8). This completes the proof.
Proof. By Lemma 3.1 and the definition of Q 0 m , we have
i.e. (4.18) holds. The estimate (4.19) follows similarly.
be the solutions to the problem (1.1) and the WG scheme (2.3), respectively. Then, under the assumption (3.39) with (4.20) it holds the following estimates: for l = k when d = 2,3, and for l = k−1 when d = 2,
Proof. From (2.3) and Lemma 4.4 we easily get the following error equations: 
By (2.2) and (3.33), it holds
which, together with (4.26), (4.20), Lemma 4.3, and Lemma 4.5, leads to
i.e. (4.21) holds. Similarly, we can obtain
i.e. 
5 Local elimination property and iteration scheme
Local elimination
In this subsection, we shall show that in the WG scheme (2.3), the velocity, pressure, and temperature approximations, (u h0 , p h0 ,T h0 ), defined in the interior of the elements, can be locally eliminated by using the numerical traces, (u hb , p hb ,T hb ), defined on the interface of the elements. Therefore, after the local elimination the resultant system only involves degrees of freedom of (u hb , p hb ,T hb ) as unknowns.
We rewrite the scheme (2.3) as the following form:
we can get the following local problem:
For any K ∈ T h , we define the following semi-norms:
It is easy to see that the above semi-norms are norms on the local spaces [P k (K)] d and P k (K), respectively.
By following the same routine as in Section 3 for the global problem (2.3), we can obtain the following existence and uniqueness results for the local problem (5.1).
Theorem 5.1. For any given u hb , p hb and T hb , and any K∈T h , the local problem (5.2) admits at least one solution. In addition, it admits a unique solution if
Iteration scheme
Since the WG scheme (2.3) is nonlinear, we introduce the following Oseen's iteration scheme: given u 0 h , for n = 1,2,··· , and
We have the following convergence theorem. Proof. Set e n u := u n h −u h ,e n p := p n h − p h ,e n T := T n h −T h , then, from (2.3) and (5.3), we have, for 
Numerical experiments
In this section, we shall show some numerical results to examine the performance of the proposed WG methods for the natural convection equations. The Oseen's iteration scheme (5.3) with initial guess u 0 h = 0 is used in all the numerical experiments. We consider three cases of our WG methods with k = 1,2: 
in Ω f , p = x 6 −y 6 in Ω f , T = (x−1)(x+1)y(y−1)
in Ω.
with Pr = 1,κ = 1,Ra = 10. Regular triangular meshes are used for the computation (see Figure 1 ). Tables 1 and 2 show the history of convergence for the velocity u h0 , pressure p h0 , and temperature T h0 . Results of div h U h =: max • The convergence rates of ∇u−∇ h u h0 0 , p−p h0 0 , and ∇T−∇ h T h0 0 for the proposed WG methods with k=1,2 are of k th orders, as is consistent with the theoretical results. In addition, the convergence rates of u−u h0 0 and T−T h0 0 are of (k+1) th orders.
• Since ∇ h ·u h0 0,∞ max
K ∇·u h0 0,K , the velocity approximations obtained by our methods are globally divergence-free, which are conformable to the conclusion in Remark 2.1. For different Rayleigh numbers, i.e. Ra=10 3 ,10 4 ,10 5 ,10 6 ,10 7 , we use the WG-I method with k = 1,2 to compute the following quantities at different mesh sizes: u1 max the maximum horizontal velocity on the vertical mid-plane of the cavity u2 max the maximum vertical velocity on the horizontal mid-plane of the cavity Nu the average Nusselt number throughout the cavity Nu max the maximum value of the local Nusselt number on the boundary at x=0 Nu min the minimum value of the local Nusselt number on the boundary at x=0
The results are listed in Table 3 and compared with the famous benchmark solutions of de Vahl Davis [12] and of some other authors such as Manzari [21] , Massarotti et al [22] , Wan et al [29] , and Zhang et al [38] . Figure 3 and Figure 4 show the contour maps of the stream function and the isotherms of the flow. We have the following observations:
• From Table 3 we can see that the WG-I method gives good results for all the quantities for different Rayleigh numbers. In particular, the method with k = 2 behaves very well at the coarsest mesh 40×40.
• Figure 3 demonstrates that, as Rayleigh number Ra increases, the circular vortex at the cavity center begins to deform into an ellipse and then breaks up into two vortices, and then there's a big vortex in the center.
• Figure 4 shows that, when Rayleigh number Ra is small, the heat transfer mainly depends on heat conduction (isotherms almost vertical), with the increasing of Ra, the heat transfer pattern gradually turns to heat convection and boundary layers appear around the two walls (isotherms almost horizontal at the center). Ref. [12] Ref. [38] Ref. [21] Ref. [22] Ref. [ 
Conclusions
In this paper, we have developed a class of weak Galerkin finite element methods with globally divergence-free velocity approximation for the steady-state natural convection problems. Well-posedness of the discrete scheme is analyzed, and optimal error estimates for the velocity, temperature and pressure approximations are derived. The proposed Oseen's iteration algorithm is unconditionally convergent. Numerical experiments verify the theoretical results.
