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Abstract-we consider a class of matrices, that we call nearly Toeplitz, and show that they 
have interesting spectral properties. More precisely, we show that the eigenvectors of certain nearly 
Toeplitz matrices give complete information about the structure of the symmetric group Sk, i.e., the 
group of permutations of the integers 1,. . . , k. Obtaining this kind of information is a central task in 
two seemingly unrelated branches of mathematics, namely the Character Theory of the Symmetric 
Group and the Polya’s Theory of Counting. 
1. INTRODUCTION 
In this paper we consider a class of matrices, that we call nearly Toeplitz, and show that they 
have interesting connections with certain topics in group theory. A nearly Toeplitz is a lower 
triangular matrix that is almost Toeplitz, in the sense that while the i, jth entries outside the 
main diagonal depend on the difference i - j only (Toeplitz property), the elements along the 
main diagonal form an arithmetic progression with positive ratio d. 
Perhaps the best known nearly Toeplitz matrix is the following 
1 
Sl 2 
S = a2 s1 3 
ii I . . *. . . . . . sn_l . . . s2 s1 n 
The matrix S arises, for instance, in the Leverrier’s method (see, e.g., [l]). Given an n x n ma 
trix A, the Leverrier’s method relates the coefficients of the characteristic polynomial of A to the 
trace sk (i.e., the sum of the elements along the main diagonal) of the matrix A”, for k = 1,. . . , n. 
More precisely, the coefficients, cl,. . . , cn, of det(XI - A) are the solution to the system SC = -s, 
where c = [cl , . . . , c,JT and s = [sr , . . . , s,JT. We also observe that solving a linear system with S 
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2. PROPERTIES OF THE MATRIX L@) 
Let d be any nonnegative integer, and let Ltd) denote the following n x n matrix 
1 
Sl l+d 
L(d) = 
i! 
s2 Sl 1 + 2d 
. . . . . . 
. . . S,_l . . . s2 SI 1 + (n - 1)d I 
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as the coefficient matrix is a central task to efficiently solve in parallel a number of computational 
problems (notably matrix inversion [2]). 
In this paper, we are mainly concerned with the properties of the eigenvectors of nearly Toeplitz 
matrices. We prove that any nearly Toeplitz matrix A can be diagonalized by means of a lower 
triangular Toeplitz similarity transformation; that is, we show that there exists a nonsingular 
matrix T which is lower triangular Toeplitz and such that T-lAT is diagonal. We deal with this 
aspects in Section 2 and the beginning of Section 3. 
We also prove that if A is a nearly Toeplitz matrix with ratio 1, then the elements of T, viewed 
as polynomials in the elements of A, give detailed information on the structure of the symmetric 
group (i.e., the group of permutations of a finite set). More precisely, we prove that the (Ic+l, l)th 
element of T-’ is the cycle index of the symmetric group Sk (Section 3.1), and that the entries 
of both T and T-l can be used to easily (at least in principle) compute the character table 
of Sk, k = 1,. . . , n - 1 (Section 3.2). We observe that obtaining such information is the central 
task in two branches of combinatorial mathematics, namely the Polya’s Theory of Counting [3] 
and the Character Theory of the Symmetric Group [4]. 
(1) 
whose elements sl, I = 1,2,. . . , n - 1, belong to a given field K containing the integers. In 
the following, we will denote by L cd) both the class of matrices (1) and any generic element in 
the class. We call the integer d the distance between two consecutive elements along the main 
diagonal. 
When the distance is 0, we obtain the well-known class L lo) of lower triangular Toeplitz matrices 
over K with unitary spectral norm: 
1 
Sl 1 
L(O) = 
i: 1 
s2 Sl 1 
. . . . *. . . . 
&-I . . . s2 Sl 1 
For d > 0 we call nearZy Z’oeplitz the matrices of the form (1). The class of nearly Toeplitz 
matrices has some interesting properties, which we describe in the following. 
PROPOSITION 1. Let Ltd) be an n x n nearly Toeplitz matrix. Then, for any d E N, there is a 
lower triangular Toeplitz matrix L(O) such that 
L(d) = L(‘J)~(4LW1, 
where Dtd) = diag(1, 1 + d, 1 + 2d, . . . , 1 + (n - 1)d). 
PROOF. Clearly Led) can be diagonalized, since its eigenvalues, Xi = 1 + (i - l)d, i = 1,. . . , n, 
are all distinct. We prove that the eigenvectors of L td) form the columns of a lower triangular 
Toeplitz matrix. Let V denote the matrix whose ith column, xi, is the eigenvector corresponding 
to the eigenvalue Xi, i = 1,. . . , n, and let 
II1 =(l ai u2...un_1) T . 
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Note that we have normalized 2, by letting its first component be 1. Since 
(L(d) - I) g, = Q, 
the following equalities hold: 
j-l 
sj + C sj-1 ~1 + d j aj = 0, j=1,2 ,..., n-l. (2) 
l=l 
To prove the claim that V belongs to the class L(O), we must show that the eigenvector vi 
(corresponding to the eigenvalue Xi) is 
y = (0.. 10 1 al.. . a& 
T 
. 
Clearly the claim is satisfied if the following equality holds: 
L(O) tag = [l + (i - 1) d] ‘i. 
In matrix form, we have 
from which it 
Xl 
s1 
1: sn-i %-1 
is easy to 
x2 
. . . 
31 
Sn-i 
L-i+1 
. . . 
see that (3) holds if and only if 
j-l 
h-i, 
= xi 
0 
0 
1 
a1 
h-i, 
Sj + Csj_lal + djaj = 0, j=1,2 ,..., n-i. 
l=l 
But this is clearly true in view of (2). I 
Proposition 1 shows that any nearly Toeplitz matrix is diagonalized by a certain lower trian- 
gular Toeplitz matrix. Proposition 2 below proves that the converse is also true. 
PROPOSITION 2. Let A = JC(O)D(~)L(O)-~, where (as before) Did) = diag(1, 1 +d, 1+2d,. . . , 1+ 
(n - 1)d). Then A is a nearly Toeplitz matrix with diagonal entries 1 + d(i - l), i = 1,. . . , n. 
PROOF. 
(3) 
, 
The inverse of a lower triangular Toeplitz is still lower triangular; so we assume that 
1 
‘wl 
ii 
1 
w2 ‘wl 1 
*. ‘. *. . . . 
W,_l . . . w2 201 1 
82 A. BERNASCONI et al. 
Note that the following relations hold: 
if i > j, L(O) [ 1 i,j = C&-j 
if i = j, L(O) 
[ 1 = a0 = 1 and L(O)-l i,i [ 1 i,i = w. = 1, 
ifi<j, L(O) =O 
[ 1 and L(O)-l = 0. if [ 1 i,j 
[ 1 D(d) i,j = 11 + (j - 114 &,j, 
P 
c up-1 WI = 0, p= 1,2 ,...) n-l, 
I=0 
i 
c a&k wk-j = 6i,j, 
i,j = 1,2 ,..., n. 
k=j 
(4 
(5) 
(6) 
(7) 
We prove that the (i, j)th entry of the matrix A is 
{ 
0, if i < j, 
&,j = 1 + (j - l)d, if i = j, 
Si-j, if i > j, 
where si-j is a quantity that depends on the difference i - j only. First of all, from the equali- 
ties (4) and (5), we have that the (i, j)th entry of the product L(“)D(d) is 
[~(o)D(d)]~,~ = & [L(“)]i,k [Dtd)] k j = 2%k[l + (j - l> 4 ‘b,jj 
k=l 
i.e., 
0, if i < j, 
1 + (j - l)d, if i = j, 
C&j [l+ (j - l)dl, if i > j. 
Then, from (4), (5) and (7), we have that 
7% 
Ui,j = CT 
k=l 
d")Dcd)] i,k [L(O)-I] k,j 
= k&-k[l + (k - l)d?h’k-j 
k=j 
= (1 -d) kai-kwk-j i-d&k a&k?.&-j 
k=j k=j 
= (1 - d)&,j + dk k ai_kwk_j, 
k=j 
or, equivalently, 
&,j = 
if i < j, 
if i = j, 
if i > j. 
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To prove the proposition, we are then left with the problem of showing that the quantity 
i 
Si-j = d c k a&k Wk-j 
k=j 
only depends on the difference i - j. Let i = j + p (p = 1,2,. . . , n - 1) and 1 = k - j. We have 
P 
ai,j = d c a,4 wi Cl+ j) 
l=O 
=dj~ap_rwl+d~l ap-4 2~~. 
l=O l=O 
Finally, from (6), we obtain 
P 
ai,j = d c 1 a,_1 Wl = Sp = Si-ja 
l=O 
I 
Propositions 1 and 2 give us a precise characterization of the class of nearly Toeplitz matrices, 
i.e., a matrix A is nearly Toeplitz if and only if A can be diagonalized by means of a lower 
triangular Toeplitz similarity transformation. 
We can extend the above result to a more general class of nearly Toeplitz matrices, namely, 
matrices in which the distance is an arbitrary element of the ground field K, rather than an 
integer. However, as in the case of integer distances, the ground field cannot be an arbitrary 
finite field. In fact, if the ground field is finite, we are no longer guaranteed that the diagonal 
entries are all distinct. On the other hand, if K has characteristic 0 the result does generalize. 
PROPOSITION 3. Let K be a field with characteristic 0, and, for any T E K, let 
sn_1 . . . S2 Sl SO + (n - 1)r I* 
A matrix A belongs to the class LcT) if and only if there exists a lower triangular Toeplitz matrix T 
such that 
A = TD+‘-l, 
so 
Sl SO + r 
LW = s2 51 
ii 
So + 2T 
*. *. *. 
- . * 
where DC’) = diag(l, 1 + f, . . . , 1 + (n - 1)~). I 
3. THE CLASS L(l) 
1 > 
In this section, we focus our attention on the class L(l) of nearly Toeplitz matrices with 
distance d = 1. Our goal is to understand the dependence of the elements of L(O) and L(O)-l on 
the entries of L(l). We will prove interesting relationships between the matrices L(O) and L(O)-l 
and certain “objects” in seemingly unrelated areas, such as the Character Theory of Symmetric 
Groups and Polya’s Theory of Counting. To this end, we first recall some results about the 
combinatorial properties of certain sets of symmetric functions. 
Consider the function 
f(t)=ii(1+sit)=1+clt+c2t2+...+c,tn, (8) 
i=l 
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which is called the generating function for combinations. Clearly, 
depend on the n variables 21, 52,. . . , z,; more precisely, the 
elementary symmetric function of the n variables x1, x2,. . . ,x,: 
the coefficients ci, i = 1,. . . , n, 
coefficient Ck of t” is the kth 
Ck (Xl, X2 ,...,x,) =tx& X&.-.X&r 
0) 
the summation being extended over all sets of k integers {XI, X2,. . . , &} such that 1 5 Xr < 
x2 < -0. < xk 5 n. Therefore, each ck exhibits the combinations, k at a time, of the n let- 
ters x1, xs,...,x,: 
CIJ =l 
Cl =x1 + x2 + . * * + xn 
c2 =x1 x2 + x1 x3 + * - * + Xpl x* 
C, =XlX2X3...X,. 
Using the basic generating function for combinations, we can define other functions which generate 
(via power series expansion) interesting sets of symmetric functions. The generating finction for 
combinations with repetition, h(t), is given by 
h(t) = __&&qt)-‘= 1+wlt+w2t2+...+Wktk+‘.. 
2=1 
where 
wk (Xl, X2,. . a, Xc,> = CXpt Xpa “‘Xpk, 
(PI 
with the summation ranging over all sets of k integer (~1, ~2,. . . , pk} that satisfy 1 5 ~1 5 ~2 L: 
. . . 5 pk 5 n. wk is called the homogenous product sum symmetric function of weight k, k = 
1,2,. . . These functions show the combinations, k at a time, of the n letters xl, 22,. . . , x,, with 
repetition allowed, i.e., 
wo =l 
wr =cr = x1 + x2 + * * * + zn 
w? ‘2: + x; + * *. + x; + c2 
where cl and c2 are the elementary symmetric functions introduced above. 
The last set of symmetric functions we consider is that of the szlm of powers 
generated by the function 
Observing that 
g(t) = f’(4 
f C-4 
=sl+s2t+S3t2+...+Sktk--l+“’ (10) 
f’(-4 
f c--t> = -$logf(-t), 
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we get the following equality: 
g(t) = --$ $log (1 - xi t) = 2 A, 
r=l i=l 1 - xi t 
The three sequences {ck}, {wk} and {sk} are related in a way that can be fairly easily derived 
using their generating functions f(t), g(t), and h(t). To this end, it is convenient to introduce 
still another sequence, say {uk}, which is obtained simply by replacing t with -t in (8): 
f(-t) = fi (l- xi t) = 1 + ai t + a2 t2 + - ’ * + a, tn. 01) 
i=l 
It is easy to see that 
Uk = (-l)kQ. 
In the first place, we observe that the product of f(-t) and g(t) equals f/(-t). Therefore, by 
taking the derivative of (8) at -t and replacing ck with (-l)“ak, we easily see that: 
f(-t)g(t) = - (a1 + 2uz t + 3u3 t2 + * * * + nun P-l) . 
By equating the above expression with the product of the formal series (10) and (ll), we obtain 
a recurrence involving the sequences {uk} and {sk}: 
Observe that if we assume that the sequence {sk} is given, then there is a unique sequence {uk} 
that satisfies the recurrence (12). 
Next, we multiply h(t) by f(-t) and pick the coefficient of tk, for k 2 1. Since h(t)f(-t) = 1, 
it follows that 
~k+~l~k-l+~2~k-2+“.+~k-l~1+~k=O. (13) 
Note, as before, that if we assume that the sequence {ok} is given, then there is a unique 
sequence {Wk} that satisfies the recurrence (13). 
The unique solutions {Uk} and {Wk} ( once the Sk are given) to the recurrences (12) and (13) 
can be obtained in the following way. From the Taylor series, at to = 0, of log(1 f xit) it is easy 
to see that 
log f(t) = 2 log@ + xi t) = &)“-‘~ tk, 
i=l k=l 
and that 
log lb(t) = log ~=~-log(l-xi t)=@t”. 
r=l k=l 
Using the above equalities, we then have 
f(t) = fi exp { (-l)k-l$ tk} 
k=l 
(_l)az+ar+-+ar 
Crl! a2!. . . ak! 
(i?)“’ (!?)“’ . . . (f%)ak} tk, (14) 
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where iE equals k or k - 1, depending on whether k is even or odd, respectively, and the summations 
range over all sets of nonnegative integers {al, a~,. . . , ak} satisfying 
al+ 2az+.**+kcxk= k. 
In the same way, we have 
h(t) = fiexp{? tk} 
k=l 
= (g- (g’... ($y-} tk, (15) 
with the summation ranging over the same sets of integers ss in (14). By equating the coefficients 
of (14), with t substituted for -t, and (ll), and observing that the parity of k = a1+2a2+. . .+kak 
is the same as the parity of al+ (~3 + . . . + a$ (with k = k if k is odd, and k = k - 1 otherwise), 
we obtain: 
where 
and 
ak = ; c (-l)al+az+“‘+ak ha& Sa,k, 
- (a) 
h 
k! 
a’k = la1 Crl! 2Qz a~!. . . kak ak! ’ 
(16) 
S ak a,k=+~...Sk . 
Similarly, by equating the coefficients of (9) and (15), we have: 
wk = 2 ’ c ha,k Sa,k- 
(a) 
(17) 
We are now ready to prove our main lemma, which relates the entries of L(O) and L(O)-l to the 
elements of L(l). 
LEMMA 1. Let 
1 
Sl 2 
L(l) = s2 Sl 3 I 1 7 -. *. *. . . . &-I . . . s2 s1 n 
and let L(O) be the matrix whose ith column is the eigenvector corresponding to the eigenvalue i 
normslized so that its first nonzero entry (the ith) is 1. For k = 1,2,. . . , n - 1, let ak and Wk 
denote the (k + 1, l)th entries of the matrices L(O) and L(o)-*, respectively. Then ak and Wk are 
given by the expressions (16) and (17). 
PROOF. It is sufficient to prove that the sequences {ak} and {wk} satisfy the recurrences (12) 
and (13). This is easily done. In fact, according to the hypotheses, the first column of L(O) is 
1 
al 
2, = a2 I a,- 1 I 
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and satisfies the equation 
This actually means that 
Sk + al Sk-1 + U2 Sk-2 + * * * + a&l sl + k ak = 0, k=1,2 ,..., n-l. 
The same conclusion follows from the general relations (2), with d = 1. 
Moreover, the first column of L(O)-’ is 
1 
WI 
211 = II W2 , Wn-1 
and satisfies the equation 
This gives rise to the recurrence sought 
Wk + al wk_1 + a2 Wk_2 + . . a + a&l wl + ak = 0, k=1,2 ,..., n-l. I 
The class {L(l)} p resents interesting relationships with some topics in Group Theory. Actually, 
the polynomials Wk, the first four of which we write out explicitly 
Wl =s1 
w2 =; (ST + s2) 
w3 =$ (St + 3sl sp + 253) 
w4 =$ (s’: + 6s: s2 + 891 s3 + 3s; + 6s4), 
are of remarkable importance in the Pdlya’s Thwy of counting and in the Character Theory of 
the Symmetric Group. We explore these connections in the next subsections. 
3.1. The Cycle Index and the P6lya’s Theory of Counting 
In this section, we quickly review the definition of the cycle index of the symmetric group & 
(i.e., the group of all the k! permutations of the set {1,2,. . . , k}), and show that it coincides 
with the polynomial Wk defined above. This will prove that the eigenvectors of a nearly Toeplitz 
matrix with distance 1 give complete information about the structure of the symmetric group. 
Let G be any permutation group. Let g be the order of G (i.e., the number of permutations in G) 
and let k be the degree of G (i.e., the number of objects being permuted). We define gOIQ1...Qk 
as the number of permutations with oj cycles of order j, for all j between 1 and k. Since each 
element being permuted occurs in one and only one cycle, we must have 
1%+2W+**-+kcxk=k. 08) 
For each galaa...ak we take the product sy’ sp . . . st“, of the k variables si, ~32,. .  , Sk. Taking 
the sum of these terms, over all the sets of integers CX~ satisfying (18), and dividing by the order 
of G, we get the polynomial 
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pG(sl, 3271.. , Sk) = ; c &lag...crb $’ sg2 . . . Sik, 
(a) 
which is called the cycle index of G. 
The simplest case is relative to the group that contains only the identity permutation. We 
have k cycles of length 1, and the cycle index is st .
For the symmetric group Sk, it is fairly easy to find that 
k! 
9 alaz...ak = 101cri! 2aza2!...kaka 1’ k- 
Since the order of Sk is k!, we get the polynomial in the k variables sj 
psk (‘1, ‘2 ,...,Sk) = $, c 
k! 
ak 
la1 al! 2=2 crz! . . . kak ak! 
$1 s;2 . . .Sk ) 
* ((2) 
which is defined exactly as our polynomial Wk of the k variables Sk (see (17)). We formally state 
this result in the following proposition. 
PROPOSITION 3. Let S be a matrix belonging to the class L(l), i.e., 
S= 
1 
31 
s2 
%I-1 
2 
Sl 3 
. . 
s2 Sl n 
where the sk are variable symbols, k = 1,. . . , n - 1, and Jet T be a lower triangular Toeplitz 
matrix with unit diagonal entries such that T-‘ST is a diagonal matrix. Then the 
(k + 1, l)th entry, Wk, of T-l, k = 1,. . . , n - 1, is the cycle index of the symmetric group Sk, 
i.e. Wk = Ps,,. I 
In view of Proposition 3, Ps, turns out to be equal to the coefficient of tk in the series (15), 
i.e., h(t) is the generating function for the cycle index of the symmetric group. 
The cycle index has several applications in enumerative combinatorial analysis. It turns out to 
be the main tool in the framework of the so-called Pdlya’s Theory of Counting (see, e.g., [3,5]), 
which deals with the problem of counting, for a given set of “‘objects” (such as the set of connected 
trees on n vertices, or the set of colorings of a graph with n nodes), the number of elements that 
are non equivalent with respect to a given permutation group. 
3.2. The Character Theory of the Symmetric Group 
The polynomials Wk are of fundamental importance also in the Character Theory of the Sym- 
metric Group. To analyze this relation, we need some definitions and some results about the 
theory of Group Flepresentation (see [4] for further details). 
A Representation of a group G is a group homomorphism 
e : G H r, 
where l? is, e.g., a group of permutations, matrices, or linear transformations. Our interest is in 
the following kind of homomorphisms 
A : G + GLm(K), 
where GL,(K) is the general linear group of degree m over the field K, i.e., is the set of all 
nonsingular m x m matrices with coefficients in K. 
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Suppose that we associate to each element 2 E G an m x m nonsingular matrix, A(z) = (aij (z)), 
with coefficients in a field K, with the property that 
4~) A(Y) = A(xY), x,y~ G. 
Then, A(z) is called a mat& representation of G of degree (or dimension) m over K. 
Two matrix representations A(x) and B(x) of the group G are equivalent over K, written 
4x1 N B(x), 
if they have the same degree m and there exists a nonsingular matrix T E GL,(K) such that 
B(x) = T-l A(x) T, 
for all z E G. 
Let A(z) be a matrix representation of G. The character of A(x) is a function 
x(x) : G + K, 
such that 
x(x) = Trace A(x), Vx E G, 
where Trace A(x) denotes the sum of the diagonal entries of A(x). It is easy to see that characters 
enjoy the following properties 
(i) equivalent representations have the same character; 
(ii) if x and y are conjugate elements in G, i.e., there exists t E G such that y = t-l x t, 
then x(x) = X(Y). 
It follows from property (ii) above that x can be viewed as a function mapping the conjugacy 
classes of G (i.e., the sets of conjugate elements of G) into K. These invariant features make the 
character a meaningful concept in the group representation theory. 
A matrix representation A(x) is said to be redzlcible over K if there is a nonsingular matrix T 
over K such that 
B(x) = T-’ A(x) T = 
( 
;I;; &) , 
for all x E G. 
For a given finite multiplicative group G, the number of inequivalent irreducible matrix repre- 
sentations equals the number of conjugacy classes of G. 
PROPOSITION 4. (see 141) Let G be a group of order g, and let K be an algebraically closed 
field. Let T be the number of conjugacy classes, that we identify by Cl, . . . , Cr. Then G has r 
inequivalent irreducible matrix representations over K: 
F(l), F(2), .. . ) N. 
We adopt the convention that Ci is the conjugacy class containing only the identity of G, and 
that F(l)(x) = 1 for all x E G. J’(l) is called the trivial representation. 
It follows from Proposition 4 that there are r distinct characters for G over K, say xc’), . . . , ~(‘1. 
The character of the trivial representation is called the trivial character, and is usually assumed 
to be xc’). It clearly holds that x(l)(C) = 1, for any conjugacy class C. Since each character 
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is specified by its value at the T conjugacy classes of G, the complete information about the 
characters of G can be packed into a T x T matrix, called the character table for G over K. The 
rows of such matrix correspond to the T different characters, while each column contains the 
values of all characters for a particular conjugacy class. 
Now, consider the Symmetric Group Sk, with k arbitrary positive integer. Sk has the following 
properties: 
l Two elements of Sk are conjugate if and only if they have the same cycle pattern. Thus, 
each conjugacy class, C,, of Sk is determinated by its cycle pattern, which is given by, 
say, (~1 cycles of order 1, (~2 cycles of order 2, and so on. 
l By the above property, the number r of conjugacy classes equals the number of nonnegative 
integer solutions to the following equation in the unknowns (~1, . . . , ak: 
01 + 2~32 +. . . + kak = k. (19) 
Equivalently, since each permutation in Sk can be expressed as the product of at most k 
cycles with degrees pi, . . . ,pk, T is the number of nonnegative integer solutions to the 
equation 
pl +pZ+**‘+pk = k. 
The integers pi, . . . , pk are said to form a partition, p = [PI, . . . , pk], of k. Without loss of 
generality we assume that pl 2 p2 2 . . . 2 pk 2 0. 
l When C, is specified by the equation (19), the number of its elements is given by 
h, = 
k! 
1°1ar! 2=%‘2! . . . kak ak! * 
We now sketch the main ideas behind the method, due to Schur, for obtaining the character 
table Of Sk. 
Given a set of variables that depend on two integral-valued indexes, say {zij}i,.+i,...,k, we 
let det(zij) stand for the determinant of the k x k matrix whose (i,j)“h element is xij. 
Let x1,22,..., Xk be indeterminates, and let k be fixed. The polynomial 
@I = 
t-jet (x,i+k-i) 
det (x$-~) 
is called the Schur function corresponding to the partition p of k. 
For each conjugacy class C,, specified by the cycle pattern (19), consider the product 
S a = SQ’ _@a . . . Sa* 1 2 k ’ 
with 
Sj = Z:f +X:j, + *** +Xcj, (j=1,2 ,..., k). 
Then the following result holds (known as Schur’s Formula): 
(21) 
where # is the value of a certain character ~(~1 on the conjugacy class C,. Incidentally, this 
shows that the T distinct characters of G, x(l), . . . ,x(‘), can be labeled with the T different 
partitions of k, i.e., for any 1 5 i 5 T there is exactly one partition p such that ~(~1 = ~1~1. 
In order to determine a particular character x l~l for all the conjugacy classes of Sk (i.e., to 
obtain one row of the character table of Sk), we are then lead to expanding the Schur function (20) 
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in terms of si, sz, . . . , sk. In fact, it follows from (21) that the coefficient of S,, divided by h,, 
gives x&p’. In order to accomplish this task, it is sometimes useful to exploit the following equality, 
that was discovered by Jacobi several years before the work of Schur: 
&t(~~+k-i) 
det(ziei) 
= det(zo,*_a+j), 
where the Wk are the polynomials defined in (17). The previous arguments can be combined into 
the following result. 
PROPOSITION 5. (see 141) C onsider the partition p of k given by 
P : Pl L P2 2 . . . 2 Pu > 0, P,+l = ’ * * = Pk = 0, 
and assume that wt = 0 if t < 0. Then the Schur function corresponding to p is 
31pl = det(w,,_i+j) i,j = 1,2,. . . , u. 
To illustrate the applicability of Proposition 5, consider the partition [k] defined by pi = k, 
and pz = p3 = . . . = pk = 0. In this case, u = 1 and det(w,,_;+j) = wk. Hence, by the definition 
of wk we have 
31k1 = wk = $ c h, s,. 
* (a) 
Comparing this result with (20), we obtain 
and thus, xl”1 is the trivial character (i.e., xlkl = x(l)). 
When p = [l”], i.e., pi = p:! = a-. = pk = 1, we find that 
311*’ = (-l)kok, 
whence 
which is called the alternating character of Sk. 
The results of this section can be easily related with the properties of the nearly Toeplitz 
matrices that we have discussed early in this paper. 
PROPOSITION 5. Let S be a matrix belonging to the class L(l), i.e., 
2 
s1 
. . . 
3 
s2 
*. 
Sl 
where the Sk are variable symbols, k = 1,. . . , n - 1, and let T be a lower triangular Toeplitz 
matrix with unit diagonal entries such that T-‘ST is a diagonal matrix. Then 
(4 
(b) 
(cl 
the (k + 1, l)th entry of T-l, k = 1,. . . , n - 1 gives the expression of the Schur function 
31kl related to the trivial character of Sk; 
the product of the (k + 1, l)th entry of the matrix T, k = 1,. . . ,n - 1, times (-l)k, gives 
the expression of the Schur function 311’1 related to the alternating character of Sk; 
using Proposition 4 one can find, using the entries of T-l, the expression of all the other 
Schur functions. I 
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4. CONCLUSIONS 
In this paper, we have shown that complete information about the structure of the symmetric 
group Sk is contained in the spectrum of certain nearly Toeplitz matrices. This is a structural 
property; the next step is to exploit this connection from a computational point of view. This 
can be done in one of two possible directions. 
The most obvious one is to apply fast parallel algorithms for matrix inversion to obtain the 
cycle index (or the character table) of the symmetric group. Here, the difficulty stems in the 
symbolic nature of the cycle index. We should regard the entries, si, i = 1, . . . , n - 1, of the nearly 
Toeplitz matrix L(l) as indeterminates (except, of course, for the diagonal entries) and compute 
the coefficients of the entries of its eigenvectors (that are polynomials in the si). However, this is 
not necessarily an unfeasible job. Techniques such as the ones adopted in [6] to perform symbolic 
Gaussian elimination in parallel could possibly be applied. 
In the other direction, we apply fast algorithms (either sequential or parallel) for the computa- 
tion of the cycle index in order to determine the eigenvectors of L(l) without any explicit “linear 
algebraic” computation. 
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