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Caries Res 2010; 44:438-444 439 detection, e.g. the examiner's experience [Heifetz et al., 1985; Poorterman et al., 1997] , whether the examiner is right or left handed and the examiner's visual capacities. Lastly, characteristics of the patient under examination can also have an impact, e.g. the presence of plaque which may hide signs of CE [Assaf et al., 2004] , the level of cooperation of the patient, tooth-colored fillings may hamper a correct detection but also tooth position, and dentition type and surface type may affect the quality of the data.
Common measures that are used to assess the reliability of the data are sensitivity (SE) and specificity (SP) of the raters vis-à-vis a gold standard (or a benchmark scorer in the absence of a gold standard). A gold standard is an instrument (or an examiner) who is 100% error free, while a benchmark is an experienced examiner or a tested measuring instrument which is assumed to be error free or nearly so. SE and SP are statistical measures of the performance of a binary classification test. SE measures the proportion of actual positives which are correctly identified as such (e.g. the proportion of people with dental CE who are identified as having the condition). SP measures the proportion of negatives which are correctly identified (e.g. the proportion of people without dental CE who are identified as not having the condition). Estimates of SE and SP are usually obtained from calibration exercises where a sample of children is examined by the benchmark scorer and the raters producing a 2 ! 2 contingency table with the recordings from both the benchmark and the raters. Confidence intervals (CI) of SE and SP express the uncertainty with which these parameters are estimated from a sample.
To evaluate the factors that determine SE and SP, simple logistic regression models can be fitted. However, when the data are clustered, then the logistic model needs to be extended further, the reason being that the variance of the parameters is inflated due to the correlation between observations in the same cluster since they share similar characteristics [see e.g. William and Nan, 2006] . Therefore, approaches that account for this correlation should be applied. A common approach to deal with correlated data is the generalized estimating equations (GEE) approach [see e.g. Liang and Zeger, 1986] . The GEE approach is based on a marginal model where the parameters have a population average interpretation while accounting for the clustering effect in the data. In the GEE approach, an assumed working correlation is specified, but this correlation is treated as nuisance in the estimation. The parameters obtained then are consistent even if this working correlation is wrongly specified [see e.g. Liang and Zeger, 1986] . The GEE approach for estimating SE and SP with clustered data was first applied by Smith and Hadgu [1992] . If also the correlation in the data is of interest, then a multilevel model is recommended [see e.g. Leyland and Goldstein, 2001] . In contrast to the simple logistic regression and GEE, the parameters in a multilevel model have a subject-specific interpretation. For an application of the multilevel approach in the field of oral health, we refer to Burnside et al. [2007] .
The main goal of the present contribution is to investigate the factors that have an impact on the true scoring of CE (measured by SE and SP) while taking the data clustering into account. In order to do this, we apply a multilevel logistic model. This model was applied to the data that were obtained from the calibration exercises during the Signal Tandmobiel study [Vanobbergen et al., 2000] .
Materials and Methods

Epidemiological Dataset
The Signal Tandmobiel project is a longitudinal (1996) (1997) (1998) (1999) (2000) (2001) oral health project in Flanders (North of Belgium). At the first examination, the average age of the children was 7.1 years (standard deviation = 0.4) and varied from 6.12 to 8.09 years. For this project, 16 trained dentists (examiners) conducted annual examinations of 4,468 children (2,315 boys and 2,153 girls) from 179 primary schools, after parental consent had been obtained. Data on oral hygiene and dietary habits were obtained through structured questionnaires, completed by the parents. The children received a clinical examination using the standardized and widely accepted criteria as recommended by the WHO [1987] and based on the diagnostic criteria for caries prevalence surveys published by the British Association for the Study of Community Dentistry [Pine et al., 1997] . The clinical examinations took place in a mobile dental clinic, with a standard dental chair and dental artificial light. Detection was performed by visual-tactile method, using a disposable mouth mirror, visual-tactile and a WHO/CPITN type E probe. No radiographs were taken. For a more detailed description of the Signal Tandmobiel study we refer to Vanobbergen et al. [2000] .
Calibration Data
Training sessions for scoring CE were organized and the scoring behavior of each of the 16 dental examiners was compared to that of the benchmark scorer (last author). The benchmark scorer was trained by a BASCD trainer in 1990. It is recommended that once every 2 years, the benchmark scorers or trainers from different districts should meet to undertake a national training and calibration amongst themselves, see the BASCD [Pine et al., 1997] . However, this was not possible in our case due to logistical constraints. During the study period (1996) (1997) (1998) (1999) (2000) (2001) , 3 calibration exercises for scoring CE (1996 CE ( , 1998 CE ( , 2000 , involving 92, 32 and 24 children, respectively, were organized. A large number of children was involved in 1996 compared to the other years. Four sessions were organized in 1996 with each session comprising approximately 25 children. For practical reasons, a more efficient organization was needed with only a single session for the years 1998 and 2000. Note that the age of the children for the calibration exercises of 1998 and 2000 was not recorded in the database. However, the ages of the children examined in 1996, 1998 and 2000 were age-matched with the school children in the 1st, 3rd and 5th class, respectively. During the calibration exercises, the children were not sampled at random from the main study. Rather, a school was selected where a relatively high prevalence of CE could be expected. At the end of each of the 3 calibration exercises, the SE and SP of each dental examiner were determined. In the present work, data of the 3 calibration exercises were combined. A multilevel logistic model specified in the next section was fitted to this calibration data set.
Uncertainty on Estimation of SE and SP
The traditional way of presenting the uncertainty of an estimate is through its CI. A CI gives an estimated range of values which is likely to include an unknown population parameter, the estimated range being calculated from a given set of sample data. The width of the CI gives us an idea about how uncertain we are about the unknown parameter. Consider a 2 ! 2 table below where G (0 = no caries and 1 = caries) represents the gold standard or benchmark score, E (0 = no caries and 1 = caries) is the score given by the examiner and n ij is the number of subjects with score i according to the examiner and j according to the benchmark scorer:
00 01 10 11
The naive estimates of SE and SP of the examiner are 11 00 11 00 11 01 00 10 and n nn n n n , respectively, with corresponding variances 11 11 00 00 11 00 11 01 00 10 1 1 and .ˆˆvar var n n n n Note that naive refers to the estimates that assume that the observations are independent. In calculating the CI of an estimate, we assume that the estimate follows a normal distribution for large samples. Hence the 100(1 -␣ )% CI is estimated by:
where ␥ ˆ is the estimate of SE or SP and z 1 -␣ /2 is the upper ␣ /2 percentile of the standard normal distribution. The methodology for estimating variance and CI explained above assumes that the data are independent. However, this naive binomial approach to estimate variance tends to underestimate the variance if there is a positive correlation between responses and this results in too narrow CI, hence a possibility of inaccurate conclusions [see e.g. William and Nan, 2006] . Due to this shortfall, approaches such as GEE are opted for in order to obtain estimates with corrected variances and CI. Under the GEE approach, the most commonly used working correlations are (i) exchangeable, which assumes that any 2 observations in the same cluster have the same correlation; (ii) autoregressive, which indicates that 2 observations taken close in time within an individual tend to be more correlated than 2 observations from the same individual taken far apart in time, and (iii) independence, which is similar to the simple logistic model. The GEE is fitted using the SAS procedure GENMOD (SAS version 9.2). The multilevel model is another way to deal with clustering. In this approach we are further interested in making inferences on the random effects which explain the variability due to the clustering. In multilevel models, the total variance in the outcome or response variable is decomposed into variances of random effects associated with each level. For example in the analysis of CE, we decompose the total variance into mouth and tooth level variability. The intracluster correlation coefficient is used to measure the proportion of variance attributed to each level of the data.
Statistical Modeling
The SE and SP of scoring CE can be affected by many factors. In order to investigate the impact of these factors one can use a simple logistic model. This model assumes independence of the data. However, the CE for surfaces of the same tooth are correlated since they are exposed to similar characteristics, similarly for the teeth that belong to one mouth resulting in a hierarchical structure. In the first part of this section, we will introduce the multilevel model. We will then describe the estimation of the parameters for this model in the second part of this section. Note that in this section we illustrate the multilevel model for SE only. The model for SP has a similar structure.
Multilevel Logistic Model Specification Our methodology is explained for a binary outcome of CE of each surface, that is CE is 1 if the surface shows CE and 0 if not. Since the response is binary, a popular model to apply is logistic regression. In this section we describe the multilevel logistic model for SE, which is an extension of the simple logistic model. The model uses stme , which is the SE of scoring CE on surface s within tooth t and mouth m , by examiner e . More details of the model are given in the appendix. The multilevel logistic model relating p regressors to the SE is given by:
where x 1, stme , x 2, stme , ..., x p, stme are the covariates with the associated regression coefficients ␤ = ( ␤ 0 , ␤ 1 , ..., ␤ p ). The quantities u m , u tm and u e are random intercepts at mouth, tooth (nested in mouth) and examiner level, respectively. The binary covariates included in our study were: dentition type (deciduous = 0, permanent = 1), position in the mouth (2 variables were used), i.e. jaw (lower = 0, upper = 1) and quadrant (left = 0, right = 1). The nominal covariates included were: tooth type (incisor = 0, canine = 1, premolar = 2, molar = 3), surface type (buccal = 0, distal = 1, mesial = 2, lingual = 3, occlusal = 4) and year (1996 = 0, 1998 = 1, 2000 = 2) . The nominal covariates were recoded into binary covariates when used in the logistic regression models. Mea n = Posterior mean; SD = posterior SD; 2.5%, 97.5% = 95% credible intervals; ICC = intracluster correlation coefficient.
Random effects regression models are popular when analyzing clustered data. An important feature of this model is that inference can be made on the variability at each level in the data hierarchy. Further, in multilevel models, the intracluster correlation coefficient can be calculated to measure the proportion of variance which is attributable to each level in the data. For example, at mouth level for SE the intracluster correlation coefficient can be calculated as 2 m /( 2 m + 2 t + 2 /3). The value 2 /3 is the approximate variance of the logistic regression model assuming that the underlying continuous variable follows a logistic distribution.
Estimation of Parameters
To estimate the parameters in model (2), a Bayesian approach will be used. In a Bayesian approach the prior knowledge about the parameters is combined with the observed data (likelihood) to yield the posterior distribution. The posterior summary measures of the parameters are obtained using a sampling approach called the Markov-Chain Monte Carlo (MCMC) approach [see e.g. Spiegelhalter et al., 1996] . Here we used noninformative or vague priors which express that we do not have prior information on the parameters. A popular software to perform the MCMC calculations is WinBUGS 1.4.3 [Lunn et al., 2000] . This software was also used here. Three MCMC chains were run, each for 100,000 iterations for all the models. The convergence of these MCMC was checked using the CODA package [see Plummer et al., 2008] in R. In particular, we used the Gelman and Rubin diagnostics measure R and this value was close to 1 for all the parameters, which means there was no evidence against convergence. Technical details of parameter estimation are given in the appendix.
Results
A total of 4,797 deciduous tooth surfaces was involved in the analysis with 424 (8.8%) showing CE according to the benchmark scorer. Out of the 4,944 permanent tooth surfaces, 95 (1.9%) showed CE according to the benchmark scorer. In our analysis, we first considered the estimates of SE and SP using different methods without including any covariates. The naive, GEE and multilevel model estimates (across examiners) of SE and SP with the 95% CI are shown in table 1 .
We then included covariates in our analysis starting with a simple logistic model for estimating the SE and SP using a Bayesian approach (results not shown). These estimates were used as starting values for the estimation of parameters in the multilevel model. The results of the multilevel model for the SE of scoring CE are shown in table 2 . In this table, a positive estimate reflects a higher SE of scoring CE compared to the reference level for categorical variables, e.g. for the variable tooth type, the scoring of CE on incisor teeth is taken as the reference. For a continuous variable a positive estimate reflects an increase in the SE with a unit increase in that variable.
Negative estimates reflect the opposite, i.e. a lower SE. The results for SP in table 2 have a similar interpretation. The last column shows the 95% credible interval for the regression coefficients. Note that an estimate is considered to be statistically significant in a Bayesian sense if its 95% credible interval does not contain 0.
There was no significant effect of the SE of scoring CE on the variables year, jaw and quadrant. However, there was a significantly lower SE of scoring CE on permanent teeth as compared to the deciduous teeth. Pertaining to the tooth type, there is a significantly higher SE of scoring CE on the molars and premolars as compared to the incisor teeth. Also, the distal, mesial and occlusal surfaces demonstrate a higher SE of scoring CE than the buccal surface. The variance estimates of the random effects show that there was more variability at tooth level than mouth level, which resulted in a higher intracluster correlation coefficient value. The estimate of the intracluster correlation coefficient shows that 39% of the variance was attributable to the variation between teeth within individuals, and 27% was attributable to variation at mouth level. This means that the correlation of any pair of surfaces belonging to one single tooth was higher compared to the correlation between any pair of teeth that belongs to one single mouth.
The results of the multilevel model for SP are shown in table 2 . A nonsignificant effect on the SP of scoring CE of the variables jaw and quadrant was observed. The process of scoring CE on permanent teeth shows a significantly higher SP than for the deciduous teeth. The scoring of CE on canines and molars shows a lower SP when compared to the incisors. One can also see the significantly lower SP of scoring on occlusal surfaces compared to the buccal surfaces. In contrast to the SE, there is a significantly lower SP for scoring CE in the calibration exercise held in the year 2000 than in 1996. More variability was observed at tooth level compared to the mouth level for SP.
Discussion
To illustrate the effect of data dependency, we estimated the SE and SP (without covariates) using the naive, GEE and multilevel approaches. The GEE and multilevel models are the most commonly used approaches for discrete repeated or clustered measurements and these models can be viewed as direct extensions of the general linear models for independent observations. Although there are similarities between the marginal and multilevel specifi-cations, the 2 approaches often produce different results [see Molenberghs and Verbeke, 2005] . The parameters in both models have completely different interpretations. When one fits a marginal model, then the parameter estimates obtained characterize the population average. In our case, the GEE and naive estimates are interpreted as the population average SE or SP. However, when one fits a multilevel model, then the parameters are specific to a subject, for example in a multilevel logistic model for SE and SP where the estimates are conditioned upon the level of the subject-specific effect or random effects. This phenomenon is shown in the results where there are discrepancies between the marginal and multilevel approaches. This is to be expected since the multilevel estimates depend on the variability at each level. In case the random intercepts variability is large, the parameters obtained from fitting the marginal and multilevel models are very different, while equal parameter values result if the variance of the random effects is 0. Further, the cluster size, e.g. the number of teeth or surfaces with CE within a subject, can be related to the outcome of interest (e.g. SE or SP), and this is referred to as nonignorable or informative cluster size and can influence the parameter estimates in models for clustered data [see Williamson et al., 2003 ]. This aspect is the subject of further research.
In our analysis, we observed that the 95% CI for GEE and multilevel are wider as compared to the naive approach since they account for the correlation in the data. One can see an increase in the SP from mouth to surface level. This is explained by the fact that if there is no CE at mouth level, there is no CE at tooth and surface level. On the other hand, we observed an increase in SE from surface to mouth level. Indeed, if there is CE at surface level, CE at tooth and mouth level is implied. While this looks plausible, there is no strict order of the results for SE. We refer to Lesaffre et al. [2009] for a detailed explanation. Note that the estimates of SE and SP in table 1 at mouth level remained constant regardless of any method applied since there is no clustering at this level.
At the time of examination for this study, most of the children had a mixed dentition type. In line with this, we discovered using the multilevel model (with covariates) that scoring CE on the permanent teeth had a significantly lower SE than on the deciduous teeth. This is possibly due to the more complex anatomy of the permanent teeth. The results also show that it is easier to detect CE on molars and premolars when it is truly present as compared to the incisors. This is possibly due to the higher CE prevalence encountered in molars and premolars than is the case in incisors. It is also interesting to see that the examiners' performance did not significantly change between 1996 and 2000, based on SE. The results for SP show that it is easier to detect non-CE on permanent teeth when it is truly non-CE compared to the deciduous teeth. Further, molars and canines are more difficult to score as non-CE when they are truly non-CE compared to the incisors. There was relatively low variability among the examiners. This is not unexpected since the examiners used a standardized procedure to do the examination, thereby introducing some homogeneity in the data.
Many epidemiological and clinical surveys involve a large number of subjects to be examined. For this reason, often several examiners are involved in the collection of data. Estimates of examiners' specific SE and SP are often used to monitor the quality of the data. Traditionally, however, researchers assume that the data are independent when estimating these parameters even when the data have a more complex structure. In this paper we have investigated the effects of several factors on scoring CE using a logistic multilevel model. The multilevel model corrects for the bias in the variance estimates when there is clustering in the data. The higher the observations are correlated in the cluster, the more likely that ignoring the clustering will result in biasedly estimated variances. We used a Bayesian approach since this can incorporate prior knowledge in the analysis if available. Also, the Bayesian software provides a more flexible way to fit more complex models. For example, we can include random effects for more levels in our model without too much programming effort. In summary, we applied multilevel modeling to CE scoring data and we hope that our results might be useful for the improvement in quality of the caries experience data.
