Abstract-As wireless systems continue to proliferate, interference management is becoming a concern in both military and commercial domains. This paper introduces a novel cognitive coexistence framework between infrastructure and adhoc networks. Based on sensing and predicting the ad-hoc network's activity, the infrastructure system allocates power and transmission time such as to minimize its impact on the ad-hoc links. This leads to an interference-aware resource allocation. A rate-constraint ensures that the infrastructure system maintains a specified quality-of-service, despite adapting its transmission behavior to accommodate ad-hoc users.
I. INTRODUCTION
The growing demand in wireless services has led to a dense spectrum allocation, which makes it difficult to accommodate emerging standards in dedicated frequency bands. Interference management is therefore becoming increasingly important as spectrum needs to be shared among heterogeneous systems. Cognitive radio (CR) presents a possible solution by promoting techniques that adapt their transmission behavior dynamically to avoid interference.
In licensed bands, CR can be used to reuse underutilized frequency bands while protecting incumbent users from interference, an approach that is referred to as dynamic spectrum access (DSA). See [1] , [2] for surveys on this topic. In unlicensed bands, where all radios have equal access rights, the same CR techniques may be used opportunistically to enable coexistence and reduce interference. The focus of this paper is to analyze a special instance of such cognitive coexistence methods.
Within this framework we address the coexistence of infrastructure (IS) and ad-hoc (AH) networks as depicted in Fig. 1 . Motivated by the fact that IS systems typically possess superior computation and communication resources, we propose a cognitive resource management protocol that, based on sensing and predicting the activity of the AH network, allocates its power and transmission time to reduce interference. Despite adapting its behavior based on the AH system, a rate constraint ensures that the IS link maintains a specified quality-of-service level.
This approach differs from typical DSA setups in which a secondary system adapts its transmission behavior subject to not interfering with primary users [1] . Instead of imposing an interference constraint we consider adapting the primary's (IS system's) behavior subject to not reducing its quality-ofservice. This leads to "best-effort" interference mitigation for the secondary (AH system).
The proposed framework applies to several practical scenarios. In the military domain, the coexistence of infrastructure links (e.g., communication with a central command) and shortrange communication systems (e.g., sensor networks) is of fundamental importance [3] . In the commerical domain, similar challenges are faced in enabling license-exempt WiMAX operation [4] , [5] or supporting peer-to-peer traffic in broadband cellular networks [6] .
A. Main contribution
The coexistence of IS and AH wireless links is addressed within a cognitive framework. Based on sensing and predicting the behavior of the AH system, the superior flexibility of the IS links is used to allocate resources such that interference is reduced. Based on an OFDMA physical-layer, this is accomplished by finding a power and time allocation that has the smallest (expected) overlap with the AH links subject to providing a specified rate (quality-of-service) across the IS link.
The optimal power and time allocation, based on per-frame sensing results, is obtained by deriving the structure of the optimal solutions. Closed-form expressions for both power and time allocation are obtained as a function of a set of Lagrange multipliers. An algorithm for finding the optimal values of these Lagrange multipliers with guaranteed convergence is provided based on the bisection method. The per-frame allocation problem is extended to an average formulation in which the long-term statistics of the ad-hoc links are known.
B. Related work
Resource allocation in multi-user multicarrier networks has received much attention. In the absence of interfering networks the optimal sub-channel and power allocation has been wellstudied for both downlink and uplink scenarios [7] , [8] , [9] . In cognitive radio networks, resource allocation typically aims at maximizing the cognitive system's throughput subject to additional interference constraints, which protect the primary system [10] , [11] . Contributions on optimal spectrum sharing and self-coexistence among secondaries include [12] , [13] , [14] , [15] .
The problem of allocating transmission time in an OFDMA system to improve coexistence has received little attention. To the best of the authors' knowledge, the optimal allocation of transmission time based on interference prediction has not been addressed before.
Within the framework of cognitive coexistence we have previously studied the optimum power allocation of IS and AH networks assuming knowledge of the interference channel [16] . The coexistence of local and personal area networks has been addressed in [17] , [18] based on Bluetooth/WLAN coexistence.
II. PROBLEM FORMULATION
This section introduces the system setup and formulates the proposed interference-aware resource allocation mathematically. This leads to a convex optimization problem, whose optimal solutions will be derived in subsequent sections.
A. System setup
Consider the system setup depicted in Fig. 1 , where a single IS link coexists with a set of AH nodes. The IS uplink transmissions may cause significant interference to AH transmissions (downlink IS transmissions are assumed out-of-band and not considered in this paper). We study the problem of reducing mutual interference by judiciously allocating power and transmission time of the IS system.
Ad-hoc system: The AH system evolves continuously in time based on a decentralized and distributed medium access protocol. Its cumulative ON/OFF behavior is modeled based on a two-state continuous time Markov chain (CTMC) X(t) with transition rates μ and λ in the ON and OFF state, respectively [17] . The problem can be easily extended to multiple ad-hoc links that operate in parallel frequency bands (as shown in Fig. 2 ).
Infrastructure links: The IS system evolves in frames of fixed duration T and uses an OFDMA physical-layer with N sub-channels as depicted in Fig. 2 . For simplicity we focus on a single IS client and its link to the base station. Our results are, however, readily extended to the case of multiple clients as long as these are served on orthogonal sets of sub-channels.
Based on detecting the activity of the AH network at the beginning of every frame, power and transmission time are System setup. An infrastructure link allocates its transmission time and power such as to create minimum interference to close-by ad-hoc networks. T the transmission time allocation (ρ i is the fraction of the frame duration for which we use sub-channel i).
Periodic spectrum sensing at the beginning of every frame is the foundation of the proposed method. We assume that the IS client senses whether the AH system is currently active (ON or OFF) but that no information on the interference channel is available. For simplicity we assume that the sensing results can be obtained perfectly without any overhead.
Resource allocation is performed subject to the constraint that the IS link maintains a specified rate requirement R. Based on the power allocation p and transmission time allocation ρ, the sum rate of the IS link is given by
where N 0 denotes the noise power, κ is a normalization factor, and β n is introduced for notational convenience 1 .
B. Interference metrics
The proposed method aims at minimizing the average interference between IS and AH links. This requires us to find the expected time overlap between transmissions of both systems which will form the cost function that is minimized by the allocation procedure.
Based on the CTMC model of the AH link, its transition matrix is given by [20, p.391 ]
If the AH system is observed in state x at time τ through spectrum sensing, [P] (x,y) is the probability of it being in state y at time τ + t. If the chain is ergodic, which we will assume hereafter, it is well-known that these probabilities converge to the stationary distribution in a monotonic fashion [20] . This property leads to the following lemma. Lemma 1: Assume that a fraction ρ n of transmission time needs to be allocated to a sub-channel n, whose ON/OFF behavior is modeled by the CTMC (2). Based on a sensing outcome at the beginning of the frame, the minimal expected overlap is achieved by
• transmitting at the beginning of the frame (i.e., during
[0, ρ n T ]) if the sensing outcome was idle and • transmitting at the end of the frame (i.e., during
if the sensing outcome was busy.
Proof: This is an immediate consequence of the monotonicity of (2) .
Define the expected overlap (normalized by T ) as φ x (ρ n ), where x ∈ {0, 1} denotes the sensing outcome (x = 1 denotes busy and x = 0 represents idle). In the idle case it is given by
where we used the transition matrix (2). In the case of a busy sensing outcome we obtain similarly,
Lemma 2: The functions φ 0 (ρ n ) and φ 1 (ρ n ) are strictly convex and increasing in ρ n .
Proof: Both φ 0 (ρ n ) and φ 1 (ρ n ) are nonnegative linear combinations of a convex and a strictly convex function. One is linear, the other an exponential function with nonzero exponent. The monotonicity can be easily verified by differentiation.
C. Minimizing interference temperature
Based on the functions φ 0 (ρ n ) and φ 1 (ρ n ), the problem of minimizing the interference power which may impact the AH links can be formulated as (given sensing outcome x)
where the objective function represents the expected transmit power that overlaps with transmissions of the AH system. Note that p n denotes the total transmit power that is allocated to a sub-channel (the peak power is therefore given by p n /ρ n ). In addition to the rate constraint (6), there is a total power constraint (7). The above optimization problem is not convex since the objective function is not convex in [p, ρ]. As a result (5)- (9) is difficult to solve. We therefore consider a convex approximation which lends itself to a more tractable solution.
D. Minimizing time overlap
The complication in (5)- (9) arises from the fact that the product
We therefore consider an approximation to the above problem which is based on the observation that due to the relatively high transmit power of the IS link, the transmission overlap primarily affects the amount of interference. This leads to the formulation (again, based on sensing outcome x)
which minimizes the expected overlap between both systems, subject to the same constraints as before. Note that the power allocation p has been eliminated only from the objective function. It is still an important factor in leveraging channel diversity based on knowledge of the channel coefficients β n . The expressions (10)- (14) form a convex optimization problem, since the objective function is convex in ρ, the rate constraint is convex in [p, ρ] (by the perspective function property [21] ), and all other functions are linear in the decision variables.
Although convex programs can be solved using general solution techniques, we will further exploit the special structure of this problem to arrive at a low-complexity solution.
III. OPTIMAL RESOURCE ALLOCATION
The paper develops the optimal resource allocation as a solution to the convex optimization problem (10)- (14) . Based on the optimality conditions, closed-form expressions for p and ρ are obtained as a function of Lagrange multipliers. An iterative algorithm based on the bisection method is used to find the optimal values for these Lagrange multipliers.
A. Optimality conditions and solution structure
The Lagrangian of the convex program is obtained by introducing Lagrange multipliers γ ≥ 0 and ≥ 0 for the rate and power constraint, respectively. This leads to
The regularity conditions p ≥ 0 and 0 ≤ ρ ≤ 1 have not been included into the Lagrangian but will be absorbed directly into the optimality conditions. The Karush-Kuhn-Tucker (KKT) optimality conditions are given by the set of constraints (11)- (14), non-negativity constraints for the Lagrange multipliers, γ ≥ 0 and ≥ 0, the slackness conditions
the condition
and
The conditions (18) and (19) can be interpreted by noting that, if p * n or ρ * n minimize L(p, ρ; γ, ), their partial derivative must vanish unless they lie on some boundary of the feasible set. Conversely, if p * n or ρ * n lie on the boundary of the feasible set, L(p, ρ; γ, ) may not decrease by moving to a point in the interior.
Solution structure for p * n : Substituting (15) into (18) and solving for p * n yields a closed-form expression for the power allocation
where (·) + denotes max{·, 0}. For any fixed value of ρ n , this is a water filling power allocation. To simplify notation in what follows, it is useful to define the water level ν := γ/ .
Solution structure for ρ * n : By substituting (15) into (19) and using the optimal power allocation (20) we obtain
where φ x (ρ n ) is the first derivative of φ x (ρ n ) with respect to ρ n . To simplify notation, we have defined
By finding the derivative and solving (21) we obtain a closedform expression for the optimal structure given an idle sensing result x = 0,
A similar result is obtained for the busy sensing case, x = 1,
where
B. Solution algorithm
The closed-form expressions for p * n and ρ * n depend on the values of the Lagrange multipliers γ and ν. In this section we develop a solution algorithm that uses bisection to obtain the optimal values γ * and ν * . The algorithm relies on the monotonicity of the objective function. We first need the following result.
Lemma 3: The function h n (ν) is non-decreasing in ν. Proof: The result can be verified by differentiation. Finding the optimal ν * given γ: We first consider the problem of choosing an optimal value for ν while keeping γ fixed. The monotonicity of h n (ν) and the closed form expression (23) imply that φ x (ρ n ) increases monotonically with ν as well. This property can be used to find the value of ν which satisfies the rate constraint with equality. In fact, the rate corresponding to an allocation vector [p, ρ] increases with ν. This can be seen by noting that for fixed p the achievable rate increases with ρ. At the same time, based on (20) it is clear that the allocated power increases as well.
This property can be exploited to find ν * (γ). The algorithm is based on the bisection method and starts by finding upper and lower bounds on the value of ν. We know that an upper bound ν u exists for any rate constraint R, since ν → ∞ implies r → ∞. Similarly, a lower bound ν l exists since ν → 0 implies r → 0.
Once ν l and ν u have been obtained, the bisection method is used to find the value ν * (γ) that satisfies the rate constraint with equality. This corresponds to the inner loop of the flow chart shown in Fig. 3 .
Finding the optimal γ * : The above algorithm finds a ν * (γ) which satisfies the rate constraint with equality for a given γ. However, the power constraint (12) may not be satisfied with equality. To find the corresponding value of γ, we study the effect of varying γ on the objective function and the sum power n p n . It is important to study this behavior for the pair of Lagrange multipliers [γ, ν * (γ)] where ν * is adjusted with γ to ensure that the rate constraint remains met at all times.
The slackness condition (16) implies that, at the optimal solution, the rate constraint must be met with equality. We therefore have
where ρ n (γ, ν * (γ)) is given by (23) or (24) depending on the sensing result. From this solution structure, it can be seen that decreasing γ requires an increase of ν in order to maintain equality in (25). It can further be shown that decreasing γ reduces the objective function (due to the fact that log(νβ n ) ≥ log(νβ n ) forν ≥ ν, decreasing γ enables us to reduce ρ n (γ, ν * (γ)) for at least some n). While decreasing γ reduces the objective function, we need to find a pair [γ, ν] which satisfies both power and rate constraints. The total allocated sum power, as a function of γ, is given by
To study the effect of reducing γ we can intuitively argue that decreasing γ requires increasing ν * (γ). However, since (25) remains constant, (26) increases since the term [ν
Therefore, reducing γ results in an allocation with higher sum power. We make this argument rigorous in the following lemma.
Lemma 4: The sum power n p n associated with allocation [γ, ν * (γ)] is a decreasing function in γ. Proof: See appendix. Based on Lemma 4, it is possible to find the optimal value γ * in an iterative manner. We know that by decreasing γ, we keep improving the objective function. However, the total power required for such an allocation grows as γ is decreased and, at some point, will exceed P . The optimal solution is obtained at this point as illustrated by the fact that all KKT conditions are satisfied.
Computationally, the optimal solution [γ * , ν * ] is again obtained through the bisection method. Similar to before, we first find upper and lower bounds γ u and γ l , respectively. Due to the monotonicity ascertained by Lemma 4 we can then find the optimal solution using the bisection method. This is illustrated by the outer loop of the flow chart shown in Fig. 3 .
IV. AVERAGE RATE FORMULATION
The previous section presented an algorithm for finding the optimal solution to (10)- (14), which minimized the expected overlap between AH and IS link subject to rate and power Initialization. Obtain bounds l , u , l , u
Find time allocation ( , )
Find power allocation p( , ) Compute achievable rate r(p, )
R-r(p, )
R r(p, )
Find power allocation p( , ) Fig. 3 . Flow chart for finding the optimal Lagrange multipliers γ and ν for problem (10)- (14) . The inner loop finds ν * (γ) which satisfies the rate constraint (11) . The outer loop determines γ * , which satisfies the power constraint (12) constraints. The formulation required, however, that the rate constraint was met on a frame-level, allocating the full rate R regardless of AH network activity. Many applications do not require the rate constraint to be met on a per-frame level. Instead, it suffices to enforce the constraint in the long-run, averaging over the ON/OFF activity of the AH link. It is clear that this relaxation has the potential to improve performance significantly, by being more conservative when the sensing outcome is busy, and more aggressive when the outcome is idle.
The average-rate formulation of problem (10)- (14) becomes
where η 0 = μ/(λ + μ) and η 1 = λ/(λ + μ) are the stationary distribution probabilities of observing an idle/busy channel, respectively.
The average problem (27)- (31) is still a convex optimization problem in the variables
Twice as many decision variables are necessary because we obtain different allocations depending on the sensing outcome. Nevertheless, the solution structure developed in Sec. III still applies since, by taking derivatives with respect to the decision variables, the problem nicely decouples. Furthermore, the solution algorithm presented in the previous section can be extended to the average case in a straightforward manner.
V. NUMERICAL RESULTS
This section presents numerical performance results for the power and timing allocation proposed in this paper. The simulation setup corresponds to Fig. 1 and consists of a single IS link with N = 5 sub-channels and frame duration T = 1 s. The AH system overlaps with all IS sub-channels and evolves according to a CTMC with parameters λ = 1 s The IS channel is assumed to be flat Rayleigh fading and for simplicity we assume that all sub-channels fade independently with identical distribution. Further, we assume that the channel varies slowly with respect to the evolution of the CTMC and consider a block fading model. It is assumed that through some feedback mechanism, the channel β n is known to the transmitter at the beginning of every frame (as frequently assumed in OFDMA systems).
The performance of the proposed method is compared with a reference scheme that only performs power but no timing allocation. Specifically, the reference scheme solves the following optimization problem
It is well-known that the above optimization problem admits a water filling solution [21] . In order to compare the expected transmission time overlaps, we assume that if a sub-channel is allocated positive power p n > 0 under the reference scheme, this sub-channel will be used for the entire frame duration. Naturally, sub-channels that are not allocated any power also have zero transmission time.
A. Average transmission overlap
The average transmission overlap between IS and AH link (normalized by the frame duration) is shown in Fig. 4 for varying IS rates. At low rates R there is much flexibility in allocating resources which is effectively used by the interference-aware scheme to suppress interference. The reference scheme, on the other hand, uses sub-channels for the entire frame duration. The average overlap is therefore dominated by the AH links steady-state behavior (the average overlap only slightly increases since for larger R, more subchannels need to be used).
The performance curves in Fig. 4 are plotted on a logarithmic scale, which demonstrates that for low rate constraints the overlap between both systems can be reduced effectively.
B. Average interference metric
In Fig. 5 both schemes are compared based on the average expected interference overlap E[ n p n /ρ n φ x (ρ n )]. This corresponds to the metric that has been introduced in the optimization problem (5)- (9) . Although, the interference-aware method does not optimize for this metric, we observe similar trends compared to the plots of the transmission time overlap. For low rate constraints, interference is again reduced. At high rates, the performance curves converge, as the IS link has less flexibility to assign resources in an interference-aware fashion.
VI. CONCLUSION
In conclusion, this paper has introduced a cognitive coexistence framework between infrastructure and ad-hoc networks. Based on sensing and predicting the AH link's activity, the IS system allocated power and transmission time such as to minimize the expected transmission overlap between both systems. In this way, we derived an interference-aware resource allocation method that reduced interference effectively. Based on the mathematical framework of convex programming, we found closed-form solutions and derived an iterative algorithm for finding the optimal values of the Lagrange multipliers. Finally, we extended our results to the average-rate scenario, in which power and rate constraints are met on average rather than on a frame-by-frame basis. The additional flexibility of allocating both across frequency and time enables further interference reduction. The proof proceeds in two steps: we first show that decreasing γ leads to a reduced value of the objective function and then use the result to prove that this implies a higher sum power.
Part 1: Consider a pair [γ, ν] which satisfies the rate constraint n ρ n (γ, ν)[log(νβ n )]
where ρ n (γ, ν) is given by (23) or (24) (depending on the sensing result). Decreasing γ toγ < γ and imposing n ρ n (γ,ν)[log(νβ n )] + = R
leads to a new pair [γ,ν] for whichν > ν. Since [log(νβ n )] + ≥ [log(νβ n )] + , ρ n (γ,ν) < ρ n (γ, ν) for some n. Due to the monotonicity and convexity of (3) and (4), this leads to a decrease in the objective value f (ρ(γ,ν)) := n φ x (ρ n (γ,ν)).
Part 2: Define p n (γ, ν) as the optimal power allocation given the pair [γ, ν]. We now show that n p n (γ,ν) ≥ n p n (γ, ν), i.e., reducing γ leads to a larger sum power allocation. Arguing by contradiction, we assume n p n (γ, ν) > n p n (γ,ν). But then, the fact that both [γ, ν] and [γ,ν] achieve the same rate, and the result from Part 1 imply that [γ, ν] is not an optimal solution for rate constraint R and power constraint n p n (γ, ν), which is a contradiction.
