Operations when no failure detected
Step 1: The source node 0 sends the D bits to each of the peers. The peers do not transmit.
Step 2: Every node i (including the source) computes h i,j = (K i,j , H(m i , K i,j )) for every j = i, where (i) K i,j is a randomly selected key of k bits, (ii) for i = 0, m i represents the D bits of the current generation received by node i, and for i = 0, m i represents the D bits of data that the source sends in step 1, and (iii) H(m, K) is the almost-universal hash function of D/k bits introduced in [1] . For convenience, we assume D to be an integral multiple of k. Then node i sends h i,j to node j.
Step 3: Every fault-free node i, on receipt of h j,i = (K j,i , h * ) from node j, computes hash of m i using key K j,i and compares it with h * in h j,i . If any of these comparisons results in a mismatch, then node i has detected inconsistency (or misbehavior by a faulty node). After receiving the hash values from all the peers, each node i broadcasts a 1-bit notification, indicating whether all hash values are consistent with m i or not, using a traditional Byzantine agreement algorithm -similar approach is used for the deterministic agreement algorithm in [5] . If no notification indicating inconsistency is received, then every node i decides on m i , and the current generation completes. If any node indicates inconsistency detected, then the extended step (described below) is added.
According to [1] , the probability for any distinct D-bit messages m i and m j to produce the same hash value H(m i , K) = H(m j , K) for a random key K of k bits is upper bounded by 2 −k D/k. For the fault-free nodes to decide on different values, at least one comparison of hash values must erroneously result in a match. Thus, the probability that the fault-free nodes will decide on different values is upper bounded by 2 −k D/k. (A better bound on this probability can potentially be derived, but this bound suffices our purpose here.) Let us assume that 2 −k D/k < 1, by proper choice of k.
Extended
Step: In the extended step, every node broadcasts all the packets it has received or has sent in steps 1 and 2, using a traditional Byzantine agreement algorithm. Using these broadcast information, identical "diagnosis graphs" are formed at all fault-free nodes. The formation and use of the diagnosis graph here is the same as the algorithm in [5] . The reader is referred to [5] for the details of the diagnosis graph.
After a failure is detected, and the extended step is finished, a new generation of D bits of new data begins. Let us say that nodes i and j accuse(trust) each other if edge ij is marked f (g) in the diagnosis graph (see [5] ). Since a fault-free node never accuses another fault-free node, a fault-free node can be accused by at most t other nodes. If a node is accused by more than t other nodes, this node is identified as faulty. If the source node 0 is identified as faulty, then the fault-free peers can terminate the algorithm and all agree on some default value. If a peer is identified as faulty, it is isolated (or removed) from the network, and the algorithm below is executed only by the remaining nodes. Now consider the case when the source node is accused by no more than t peers.
Step 1: Find a spanning tree routed at the source such that (i) the tree covers all nodes that have not been isolated, and (ii) it consists only g edges in the diagnosis graph. Then the D bits of data of the current generation is routed through this spanning tree.
Since the source node is not identified as faulty, it is connected to at least n − t − 1 > 1 peers, each with a g-edge directly. Then, to show that the required spanning tree always exists, it only left to show that if the source and all f -edges are removed, the remaining nodes that have not been isolated are all connected to each other. Consider any pair of peers i and j that are not identified as faulty. Consider two cases:
• Nodes i and j trust each other: Then edge ij between nodes i and j in the diagnosis graph must be a g-edge.
• Nodes i and j accuse each other: Since any node that is not yet isolated can accuse at most t nodes, nodes i and j each may accuse at most t − 1 of the other n − 3 peers. Thus, among the other n − 3 peers, node i trusts at least (n − 3) − (t − 1) = n − t − 2 ≥ (3t + 1) − t − 2 ≥ 2t − 1 ≥ t peers (we assume t ≥ 1). Since node j may accuse at most t − 1 of the t other peers that node i trusts, it follows that there exists at least one other peer that i and j both trust. Thus, nodes i and j are connected in the diagnosis graph with a 2-hop path consisting of g-edges.
The rest of the algorithm is the same as the case when no failure is yet detected. As a clarification, note that in step 3, only nodes that are not isolated already may send or receive messages.
Security and Complexity Analysis 4.1 Security of the Algorithm
The security of the algorithm relies on the fact that the keys are not sent in step 3 until step 2 is complete. As seen in Section 2, the probability of the misbehavior by the faulty nodes being undetected is upper bounded by 2 −k D/k. In other words, the misbehavior in a particular generation will be detected with probability at least ρ = 1 − 2 −k D/k. Then the probability that the misbehavior is always detected given that the faulty nodes misbehave in x generations is lower bounded by ρ x , which is a decreasing function in x. Notice that if first t(t + 1) instances of misbehavior is detected, then all faulty nodes will be identified and isolated (by an "instance" we mean a generation in which at least one faulty node misbehaves by sending inconsistent data). Thus, the probability that the misbehavior is always detected, i.e., the probability of achieving agreement correctly on all l bits, is
Complexity of the Algorithm
Data transmissions: Every peer receives D bits through steps 1 and 2. So (n − 1)D bits are transmitted in each generation, which leads to (n − 1)l bits for data transmissions throughout the whole algorithm.
Hash keys: Every node that is not identified as faulty sends k + D/k bits (k bit key, and D/k bit hash value) to every other node. So at most n(n − 1)(k + D/k) bits are transmitted in each generation, which leads to at most n(n − 1)(k + D/k)l/D bits throughout the whole algorithm.
Broadcasts in step 4: In step 4, every node broadcasts a 1 bit of notification. Let us denote B as the communication complexity of broadcasting 1 bit. Then the total cost for the broadcast in step 4 is nB bits, which lead to nBl/D bits over the whole algorithm.
Broadcasts in extended step: In the extended step, every node broadcasts D bits. Thus nDB bits are transmitted in each extended step. Since there will be at most t(t + 1) extended steps, the total cost of broadcasts in extended steps is at most nDBt(t + 1) bits throughout the whole algorithm. Now we have a upper bound on C(l), the total number of bits being transmitted to achieve agreement on l bits, as:
Notice that broadcast algorithm of complexity Θ(n 2 ) are known [2, 3] , so we assume B = Θ(n 2 ). Then we have
Then the per-bit communication complexity is
4.3 Achieving high probability of agreement with low per-bit complexity Now let us consider Equations 3 and 7 together. If we choose k and D such that the following conditions are all satisfied
• k and D are both unbounded increasing functions of l;
• D = o(2 k k) and D = o(l);
then P correct → 1 and α → n − 1 as l gets large. For example, we can choose k = log l and D = l 1−β for some positive constant 0 < β < 1, then
α = n − 1 + O(n 2 / log l + (n 2 log l + n 3 )l −(1−β) + n 5 l −β ).
From [4, 5] , we know that the per-bit complexity α is lower bounded by n−1. Thus, as l approaches ∞, the proposed algorithm achieves agreement of l bits with probability approaching 1, with per-bit complexity approaching the lower bound of (n − 1).
