We study positive bilinear forms on a Hilbert space which are neither not necessarily bounded nor induced by some positive operator. We show when different families of bilinear forms can be described as a generalized effect algebra. In addition, we present families which are or are not monotone downwards (Dedekind upwards) σ-complete generalized effect algebras.
Introduction
The notion of an effect algebra was presented by Foulis and Bennett in [4] as a model of quantum mechanical measurement. It allows an elegant algebraic description of the set E(H) of all Hermitian operators between the zero and identity operator in a complex Hilbert space H with a primary notion ⊕ which denotes the disjunction or the sum of two mutually excluding elements. Effect algebras were inspired by D-posets, [7] , where the primary notion is a difference of two comparable events. Both structures are equivalent, and both are bounded posets.
Many examples of effect algebras are intervals in partially ordered groups (= po-groups), for example, E(H) is the interval [O, I] in the po-group B(H) sa of all Hermitian operators on H. If the studied structure has no greatest element, we can speak about generalized effect algebras. This situation can happen for an infinite-dimensional Hilbert space H: Let B(H), T (H), and C(H) be the class of all bounded operators, trace class operators, and compact operators, respectively, on H. They are partially ordered groups and for their positive cones B(H) + , T (H) + , and C(H) + we have that they are generalized effect algebras which have no greatest element. The same is true for the class of positive trace operators under the identity or for the class of positive compact operators less than the identity. On the other hand, the class of all positive bounded operators under the identity operator I has the greatest element, namely I.
We can be recommend the monograph [3] as a basic source of information on effect algebras and generalized effect algebras.
Unbounded operators are of crucial importance for the Hilbert space quantum mechanics, see [1, 3, 11, 12, 2] . The situation with unbounded operators is from the algebraic point of view more complicated than one with bounded operators, see e.g. [9, 10, 13, 14] , where the structure of the generalized effect algebra V(H) of all positive linear operators and its properties was described.
The class of positive bilinear forms is more larger than the class of positive unbounded operators because we have bilinear forms which are not determined by any operator. Therefore, in this note we concentrate to the study of positive bilinear forms from the point of view of generalized effect algebras in a similar way as it was done for different sets of positive unbounded linear operators. We describe a structure of a generalized effect algebra on the set of positive bilinear forms as well as of important sub-classes of positive bilinear forms such as the class of regular and singular ones, the class of closed ones, etc.
Moreover, some results on convergence of sequences of bilinear forms which are monotone with respect to the partial order induced by the generalized effect algebraic partial operation in the given sub-class are given.
The paper is organized as follows. In Section 2, we recall some necessary definitions from the theory of effect algebras and Hilbert spaces, Section 3. Section 4 describes a structure of the generalized effect algebra on the set of all positive bilinear forms. We define some important subfamilies of positive bilinear forms, namely of regular, singular, closed bilinear forms and ones generated by linear operators describing a generalized effect algebra structure on each of them. We also investigate a more restricted operation of sum of bilinear forms. In Section 5, we show which of the considered structures is or is not a monotone downwards (Dedekind upwards) σ-complete generalized effect algebra.
Elements of generalized effect algebras
In the section we gather some basic definitions and facts on generalized effect algebras and effect algebras. For any unexplained notion on effect algebras or generalized effect algebras, we recommend the book [3] . Definition 2.1. A partial algebra (E; ⊕, 0) is called a generalized effect algebra if 0 ∈ E is a distinguished element and ⊕ is a partially defined binary operation on E which satisfy the following conditions for any x, y, z ∈ E:
In every generalized effect algebra E, a partial binary relation ≤:=≤ ⊕ can be defined by (ED) x ≤ y iff there exists an element z ∈ E such that x ⊕ z is defined and
Then ≤ is a partial order on E under which 0 is the least element of E. By (GEiv), the element z such that x ⊕ z = y is unique and we denote it by z = y ⊖ x.
A generalized effect algebra with the top element 1 ∈ E is called an effect algebra and we usually write (E; ⊕, 0, 1). For example, if E(H) denotes the class of all Hermitian operators between the zero operator, O, and the identity operator, I, then (E(H); ⊕, O, I), where A ⊕ B is defined whenever A + B ≤ I, and then A ⊕ B := A + B, is a prototypical example of an effect algebra.
More generally, let G be an Abelian po-group, i.e. a group G is endowed with a partial order ≤ such that if a ≤ b, then a+c ≤ b+c for every c ∈ G. The positive cone G + of a po-group G is defined as the set G + = {g ∈ G | g ≥ 0}. Endow G + with the total operation +, then (G + ; +, 0) is an example of a generalized effect algebra. If u > 0, define an interval [0, u] = {g ∈ G | 0 ≤ g ≤ u} endowed with the partial operation ⊕ defined by a ⊕ b = a + b whenever a + b ≤ u, then ([0, u]; ⊕, 0, u) is an effect algebra. Also the set [0, u) = {g ∈ G | 0 ≤ g < u}, with the partial operation ⊕ by a ⊕ b = a + b whenever a + b < u, forms a generalized effect algebra ([0, u]; ⊕, 0).
A subset Q of E is called a sub-generalized effect algebra of E iff (i) 0 ∈ Q, (ii) if out of elements x, y, z ∈ E such that x ⊕ y = z at least two are in Q, then all x, y, z ∈ Q.
Let (E; ⊕, 0) be a generalized effect algebra and Q ⊆ E its subset. By ⊕ |Q we will denote the restriction of ⊕ onto Q×Q. That is, ⊕ |Q is a partial operation on Q such that, for any x, y ∈ Q, x ⊕ |Q y is defined if and only if x ⊕ y is defined in E and x ⊕ y ∈ Q and then we set x ⊕ |Q y := x ⊕ y. Remark 2.2. Let (E; ⊕, 0) be a generalized effect algebra and S ⊆ E be a subset of E such that 0 ∈ S and whenever x ⊕ y is defined in E for some x, y ∈ S, then x ⊕ y ∈ S. Then (S; ⊕ |S , 0) is a generalized effect algebra on its own with the induced partial order ≤:=≤ |S , but it need not to be a subgeneralized effect algebra of (E; ⊕, 0), because the definition of a sub-generalized effect algebra means that if a, b ∈ S, then a ≤ ⊕ b iff a ≤ |S b. In general, a ≤ |S b implies a ≤ ⊕ b, but the converse statement is not necessarily true. For example, let E = Z + and S = {0, 4, 6, 8, 10, . . .}. Then E and S are generalized effect algebras with respect to the standard addition, but S is not a sub-generalized effect algebra of E while 4 ≤ ⊕ 6 but 4 ≤ |S 6.
We underline that every sub-generalized effect algebra Q ⊆ E is a generalized effect algebra (Q; ⊕ |Q , 0) in its own right.
Basic definitions and results on a Hilbert space and operators
A complex vector space S with an inner product (· , ·) is said to be a pre-Hilbert space. If H is a complex inner product space which is complete with respect to the induced metric · , we call it a Hilbert space. We will use a "mathematical notion" of the inner product, hence (· , ·) is linear in the left argument and antilinear in the right one. We will assume that every linear operator A on H (i.e., a linear map A : D(A) → H) has the domain D(A) which is a linear subspace dense in H with respect to the topology induced by the inner product (we are saying that A is densely defined). As it was already said, by the symbol O we mean the null operator; it is a bounded operator. By O(H) and D(H) we denote the set of all operators on H and the set of dense linear subspaces of H, respectively. A symbol S denotes the closure of a given subset S of H. An operator A is said to be positive if (Ax, x) ≥ 0 for all x ∈ D(A).
For more information on the Hilbert space theory and Hilbert space operators we recommend to consult the books [1, 11, 12, 5, 6] . We define the set
Let us define a partial operation ⊕ D on V(H) as follows: for every A, B ∈ V(H),
In [13] , it has been shown that (V(H); ⊕ D , O) is a generalized effect algebra.
Let
→ C is called a bilinear form (or a sesquilinear form) if and only if it is linear in both arguments and (αx, βy) = αβ(x, y) for all α, β ∈ C, x, y ∈ D(t), where β means the complex conjugation of β. A complex-valued functiont with the definition domain D(t) is defined byt(x) = t(x, x), x ∈ D(t) and it is said to be a quadratic form induced by a bilinear form t, [5, p. 12] . A bilinear form t is called symmetric if t(x, y) = t(y, x). The set R(t) = {t(x, x) | x ∈ D(t), x = 1} ⊆ C is called the numerical range and it is well known that t is symmetric if and only if R(t) ⊆ R. A symmetric bilinear form t is (i) semibounded if there exists m t ∈ R such that m t = inf R(t), and (ii) positive if m t ≥ 0. Let PBF (H) be the class of all positive bilinear forms. A semibounded bilinear form is called bounded if there is n t ∈ R such that n t = sup R(t). Otherwise t is called unbounded. There exists a bilinear form o with D(o) = H defined by o(x, y) = 0 for all x, y ∈ H. We denote by BF (H) the set of all bilinear forms on H.
Given a symmetric semibounded bilinear form t, we can equip its domain D(t) with an inner product (x, y) t := t(x, y) + (1 + m t )(x, y). In this way D(t) becomes a pre-Hilbert space. Whenever D(t) with (x, y) t is a Hilbert space, we call t closed.
A bilinear form s is an extension of a bilinear t iff D(t) ⊆ D(s) and, for every x, y ∈ D(t), t(x, y) = s(x, y); we will write s |D(t) = t. A bilinear form t is closable if it has some closed extension.
Given two densely defined positive bilinear forms t and s, we write t s
if and only if
Then is a partial order on PBF (H), and the bilinear form o is the least element of the class PBF (H), i.e. o t for any t ∈ PBF (H).
It is well known that there is a one-to-one correspondence between bounded linear operators and bounded bilinear forms. That is, for any bounded bilinear form t, D(t) = H, there exists unique A ∈ B(H) given by t(x, y) = (Ax, y) for all x, y ∈ H. Conversely, for any B ∈ B(H), the mapping s : H × H → C, defined by D(s) = H and s(x, y) = (Bx, y) for all x, y ∈ H, is a bilinear form.
It can be also seen that, for any A ∈ V(H), the map (Ax, y) is a bilinear form on D(A). We say that a bilinear form t corresponds to an operator A ∈ V(H) iff D(A) ⊆ D(t) and, for every x, y ∈ D(A), t(x, y) = (Ax, y). We say that t is generated by A if t corresponds to A and D(A) = D(t).
Generalized effect algebras of positive bilinear forms
The present section is the heart of the paper. We study different generalized effect algebras consisting of families of positive bilinear forms. The following is a well known fact, see e.g. [1, Proposition 3.1.1.].
Proposition 4.1. There is a one-to-one correspondence between bounded linear operators and bounded bilinear forms on H given by t(x, y) = (Ax, y) for some A ∈ B(H) and all x, y ∈ H.
For any bounded linear functional f on some inner product space S (not necessary complete), there exists a unique vector z ∈ S such that f (y) = (y, z) for all y ∈ S.
Lemma 4.3. Let t be a positive bounded bilinear form defined on some dense subspace D(t) of H. Then there exists a unique bounded bilinear form s such that D(s) = H and s |D(t) = t.
Proof. Let t be a positive bounded bilinear form defined on some dense subspace D(t) ⊆ H. Every x ∈ D(t) defines a linear functional t x by t x (y) = t(y, x). By Lemma 4.2, for every t x there exists z ∈ H such that t x (y) = (y, z) = t(y, x) for all y ∈ D(t). We can define a map A : D(t) → H by Ax = z. We show that A is an operator. Let us have arbitrary x 1 , x 2 ∈ D(t). There are z 1 , z 2 , z ∈ H such that
Similarly, choose x ∈ D(t) and arbitrary α ∈ C. Let z 1 , z 2 ∈ H be elements such that Ax = z 1 hence t(y, x) = (y, z 1 ) for all y ∈ D(t), A(αx) = z 2 hence t(y, αx) = (y, z 2 ) for all y ∈ D(t).
We have (y, z 2 ) = t(y, αx) = αt(y, x) = αt(y, z 1 ) = t(y, αz 1 ) for all y ∈ D(t), which yields z 2 = αz 1 , that is αAx = A(αx).
Hence, t(y, x) = (y, Ax) for all x, y ∈ D(t) and, for any x, y ∈ D(t), we have (y, Ax) = t(y, x) = t(x, y) = (x, Ay) = (Ay, x). We have t(x, y) = (Ax, y), x, y ∈ D(t). Therefore, A is an operator and t is generated by A.
Since A is a bounded operator, it can be uniquely extended to an operator A defined on H, i.e. D(A) = H. The operator A generates a bilinear form s, which is an extension of t defined on the whole H. If there exists another extension q of t on H, by Proposition 4.1, there exists an operator B which generates q. We have A |D(t) = A = B |D(t) , hence by Theorem 3.1, A = B.
On the set of all bilinear forms, BF (H), we can define a usual sum t + s for any t, s on
, and the multiplication by a scalar α ∈ C by (αt)(x, y) := αt(x, y) for x, y ∈ D(αt) := D(t).
Lemma 4.4. Let t and s be positive bilinear forms. Then, for the numerical range R(t + s), we have R(t + s) ⊆ {x + y | x ∈ R(t), y ∈ R(s)}.
Proof. Clear.
Using Lemma 4.3, the definition of a class of bilinear forms V f (H) in the next theorem is an analogy with the definition of the set of operators V(H) from [13] .
Theorem 4.5. Let H be an infinite-dimensional complex Hilbert space. Let us define the set of bilinear forms
Let us define a partial operation ⊕ on V f (H) by for t, s ∈ V f (H), t ⊕ s is defined if and only if t or s is bounded or D(t) = D(s) and then t ⊕ s = t + s.
Proof. Let us have two bounded bilinear forms t, s ∈ V f (H). Then t ⊕ s = t + s is by Lemma 4.4 also bounded and
If t is unbounded and s bounded, we have t ⊕ s = t + s is unbounded with D(t + s) = D(t) ∩ H = D(t), i.e. t ⊕ s is densely defined and t ⊕ s ∈ V f (H). Whenever t and s are both unbounded, then t ⊕ s is defined iff
The commutativity of ⊕ holds since the usual sum + is commutative. (GEiii) is also clear because o is bounded and
Let us show the positivity (GEv) of the operation ⊕ on V f (H). The proof follows ideas from [10] . Let us have s,
For any x, y ∈ H, it holds 0 = t(x + y, x + y) = t(x, x) + t(x, y) + t(y, x) + t(y, y) = t(x, y) + t(y, x) and similarly 0 = t(x + ıy, x + ıy) = t(x, x) + ıt(x, y) + ıt(y, x) + t(y, y) = ı(t(x, y) − t(y, x)), hence t(x, y) = t(y, x) = 0 and t = o.
(GEii) Let us have r, s, t ∈ BF (H) such that (r ⊕ s) ⊕ t is defined.
(i) Let r, s, t be all unbounded, hence D(r) = D(s) = D(t). Then (r⊕s)⊕t = (r(x, y) + s(x, y)) + t(x, y) = r(x, y) + (s(x, y) + t(x, y)) = (r ⊕ s) ⊕ t for all x, y ∈ D(t). The other cases are similar.
(ii) Let r be bounded and s, t unbounded. Then
(iv) It is not hard to see that if two of three bilinear forms r, s, t ∈ V f (H) are bounded and the third one is unbounded, then the both sides of the equation of the associativity are defined and we have the same domains which equal to the domain of the unbounded bilinear form. The case when t, r, s are all bounded immediately follows from the associativity of the usual sum (and of the associativity of complex numbers, respectively).
(GEiv) Let t ⊕ r = t ⊕ s. Let t, r, s be all bounded. Then t(x, y) + r(x, y) = t(x, y) + s(x, y) for all x, y ∈ H, which is equivalent to r(x, y) = s(x, y) for all x, y ∈ H hence r = s.
Let t be bounded and r unbounded. Then s has to be unbounded and
. By the same argument as in the previous case (restricted on D(r)) we have r = s.
Let t be unbounded and r bounded. Then D(t) = D(t + r) = D(t + s). For every x, y ∈ D(t), it holds t(x, y) + r(x, y) = t(x, y) + s(x, y). Hence, r(x, y) = s(x, y), that is s |D(t) = r |D(t) . Since r is on D(t) bounded, s is also bounded and by Lemma 4.3, s can be extended on H in a unique way, that is s = r.
Let t be unbounded and r unbounded. D(t) = D(r) = D(t + r) = D(t + s) and in the same way as in the previous case, s |D(t) = r |D(t) . Since r is unbounded, s is also unbounded. Because t ⊕ s is defined, we have
Theorem 4.6. [12, Thm X.23] Let t be a bilinear form. If it is generated by some linear operator A, then t is closable.
Remark 4.7. Let ≤:=≤ ⊕ be the partial order derived from the generalized effect algebra (V f (H); ⊕, o). Then t ≤ s means that there is an r ∈ V f (H) such that t ⊕ r = s. In addition, we have then also t s, where is defined by (1) . We note that the statement "t ≤ ⊕ s" and the statement "t s" and "[D(t) = H or D(t) = D(s)]" are equivalent. 
where t r is the largest closable bilinear form less than t in the ordering . 
We notice that for singular parts the statement if "s t, then s s t s " does not hold, in general.
The following example presents a nonzero everywhere defined positive singular symmetric bilinear form, see also [2, Ex 1.6.14].
Example 4.10. Let {e n } be an orthonormal basis of an infinite-dimensional Hilbert space H which is a part of a Hamel basis {e i } i∈I of H consisting of unit vectors from H. Fix an element e i0 , i 0 ∈ I, which does not belong to the orthonormal basis {e n }, and define a linear operator T on H by
where α i0 is the scalar corresponding to e io in the decomposition x = i α i e i , x ∈ H, with respect to the given Hamel basis. Then T is an everywhere defined unbounded linear operator. If we define a bilinear form t with D(t) = H via t(x, y) = (T x, T y), x, y ∈ H,
then t is a nonzero everywhere defined positive singular symmetric bilinear form.
A criterion of singular bilinear forms, [8] , see also [2, Lem 1.6.13], says: A positive symmetric bilinear form t with a dense domain D(t) in H is singular if and only if, for any non-zero x ∈ H, there exists a vector y ∈ D(t) such that
Previous Theorem 4.8 is crucial. From Theorem 4.6 we know that every positive bilinear form which can be created by some densely defined positive linear operator is closable. Hence, there do not exist positive linear operators that can define singular bilinear forms different of o, and the class of all positive bilinear forms is much richer than the class of positive operators. 
Theorem 4.12. Let H be an infinite-dimensional complex Hilbert space. Then
is a sub-generalized effect algebra of the generalized effect algebra (V f (H); ⊕, o).
Proof. Let r, s ∈ B f (H), then we have defined r ⊕ s = r + s = t. Since both r and s are bounded, with Lemma 4.4 so is t. Whenever r + s = t for some t, r ∈ B f (H), s ∈ V f (H), then s(x, x) = t(x, x) − r(x, x) for all x ∈ H. Since r is positive, we have s(x, x) ≤ t(x, x) for all x ∈ H. This gives n s ≤ n t for suprema n s , n t of the numerical ranges of s and t, hence s is bounded.
Theorem 4.13. Let H be an infinite-dimensional complex Hilbert space. Then
is a generalized effect algebra, but it is not a sub-generalized effect algebra of the generalized effect algebra (V f (H); ⊕, o).
Proof. 
Theorem 4.14. Let H be an infinite-dimensional complex Hilbert space. Then (G f (H); ⊕ |G f (H) , o) is a sub-generalized effect algebra of (V f (H); ⊕, o) and is isomorphic to the generalized effect algebra (V(H); ⊕ D , 0).
Proof. Clearly o(x, y) = (Ox, y). Let us have
and s(x, y) = t(x, y) + r(x, y) = (Ax, y) + (Bx, y) = ((A + B)x, y) for all x, y ∈ D(s), hence s ∈ G f (H). In the same way we deal with the case when t, s ∈ G f (H), r ∈ V f (H). An isomorphism can be seen immediately from definitions. A closed bilinear form t is said to be associated with a unique self-adjoint operator A t from Theorem 4.16.
The previous Theorem 4.16 is an important result from the theory of Hilbert spaces. In other words, it says that there is a one-to-one correspondence between positive self-adjoint operators SA(H) and closed positive bilinear forms C f (H) (for more details, see [11] , [1, Thm 4.6.8.] ).
Moreover, for closed positive bilinear forms s 1 , s 2 , if the usual sum s 1 + s 2 =: s is densely defined, i.e. D(s) = H, then s is closed. According to [1] , we can define a form sum "+" for associated self-adjoint operators A s1 , A s2 ∈ SA(H)
This allows us to extend our result about closed positive bilinear forms C f (H) to the set of all positive self-adjoint operators SA(H) as follows. Lemma 4.18. Let H be an infinite-dimensional complex Hilbert space. For any t, s ∈ V f (H) such that t ⊕ s is defined, the following statement hold:
(ii) (t + s) r = t r + s r if and only if (t + s) s = t s + s s .
(iii) t r + s r ≤ (t + s) r .
(iv) t = s if and only if t r = s r and t s = s s .
Proof. (i) follows from the definition. For (ii), let t, s ∈ V f (H), t ⊕ s be defined and (t + s) r = t r + s r . Then (t r + t s ) + (s r + s s ) = t + s = (t + s) r + (t + s) s = t r + s r + (t + s) s hence (t + s) s = t s + s s . For (iii) recall from Theorem 4.13 that the usual sum t r + s r of two regular bilinear forms t r , s r is regular. Hence, we have t r + s r = (t r + s r ) r ≤ (t + s) r . (iv) follows from the definition of the regular and singular parts.
Theorem 4.19. Let H be an infinite-dimensional complex Hilbert space. Let us define a partial operation ⊕ on V f (H) by for t, s ∈ V f (H), t⊕s is defined if and only if t⊕s is defined and (t+s) r = t r +s r and then t⊕s = t ⊕ s.
is a generalized effect algebra.
Proof. First, we show the commutativity. Let us have t, s ∈ V f (H) such that t⊕s is defined. Then (s + t) r = (t + s) r = t r + s r = s r + t r and t ⊕ s = s ⊕ t is defined hence t⊕s = s⊕t. Let t, s, u ∈ V f (H), (t⊕s)⊕u be defined. We have (t ⊕ s) ⊕ u = t ⊕ (s ⊕ u) is defined. Then from (t + s) + u = t + (s + u) we get by Lemma 4.18 (iv), (t + (s + u)) r = ((t + s) + u) r = t r + (s r + u r ). Using Lemma 4.18 (iii), the inequalities t r + (s r + u r ) ≤ t r + (s + u) r ≤ (t + (s + u)) r holds. Hence, by the previous facts, t r + (s r + u r ) = t r + (s + u) r = (t + (s + u)) r . Therefore, t⊕(s⊕u) is defined and because ⊕ is a restriction of ⊕, we have t⊕(s⊕u) = (t⊕s)⊕u.
Since t = t + o and t r = t r + o r = (t + o) r for all t ∈ V f (H), the axiom (Giii) is also satisfied. Axioms (Giv) and (Gv) are trivial consequences of the fact, that the partial operation ⊕ is the restriction of ⊕. Proof. We have R f (H) ∩ S f (H) = {o}. From Theorem 4.13 the usual sum t r + s r of two regular bilinear forms t r , s r is regular. Let t, u ∈ R f (H), s ∈ V f (H) \ B f (H) such that t⊕s = u. Then (t + s) r = t r + s r , hence t + s = u = u r = (t + s) r = t r + s r = t + s r that is t + s = t + s r . Since t ⊕ s is defined and s is unbounded, we have D(t + s) = D(s) hence D(s) = D(s r ) and s = s r . Now let us assume that, for t, s ∈ S f (H), t⊕s is defined. By Lemma 4.18 (ii) (t + s) s = t s + s s = t + s. The proof of closedness of the subtraction is analogous to the regular case.
Remark 4.21. It is easy to see that a partial operation ⊕ coincides with ⊕ on
is a sub-generalized effect algebra of (V f (H); ⊕, o), but it is not a sub-generalized effect algebra of (V f (H); ⊕, o) and the corresponding restricted generalized effect algebras (R f (H);
Monotone convergence
In the section, we will study some monotone Dedekind upwards (downwards) σ-complete properties of different kinds of generalized effect algebras of bilinear forms corresponding to the induced order ≤:=≤ ⊕ . It is necessary to recall that some monotone convergence theorems for bilinear forms were studied in [15, 6] , however not with respect to generalized effect algebras and their induced partial order ≤=≤ ⊕ , but rather with respect to the partial order of bilinear forms defined by (1) .
We say that a generalized effect algebra E is (i) monotone Dedekind upwards σ-complete if, for any sequence x 1 ≤ x 2 ≤ · · · , which is dominated by some element x 0 , i.e. each x n ≤ x 0 , the element x = n x n is defined in E (we write {x n } ր x), (ii) monotone Dedekind downwards σ-complete if, for any sequence x 1 ≥ x 2 ≥ · · · , the element x = n x n is defined in E (we write {x n } ց x). If E is an effect algebra, both later notions are equivalent. In addition, we say that a generalized effect algebra E is upwards directed if, given a 1 , a 2 ∈ E, there is a ∈ E such that a 1 , a 2 ≤ a.
Lemma 5.1. Let (E, ⊕, 0) be a generalized effect algebra. If E is Dedekind upwards monotone σ-complete, then (E, ⊕, 0) is Dedekind downwards monotone σ-complete. If, in addition, E is upwards directed, then E is Dedekind upwards monotone σ-complete if and only if E is downwards monotone σ-complete.
Proof. (1) Assume E is upwards monotone σ-complete. Let us have a sequence {a n } n∈N ∈ E such that a 1 ≥ a 2 ≥ · · · . Then the non-decreasing sequence {a 1 ⊖ a n } n∈N is dominated by a 1 . Hence, there exists a ′ = n∈N {a 1 ⊖ a n }. Since a 1 ≥ a 1 ⊖ a n for all n ∈ N, then a 1 ≥ a ′ , i.e., a 1 ⊖ a ′ is defined. We have a n = a 1 ⊖ (a 1 ⊖ a n ) ≥ a 1 ⊖ a ′ , hence a 1 ⊖ a ′ is a lower bound of the sequence {a n } n∈N . Let us assume that there exists b ∈ E such that b ≤ a n for all n ∈ N.
Now let E be upwards directed and downwards monotone σ-complete. Assume {a n } n∈N is a non-decreasing sequence of elements of E. Let b 1 be any upper bound of {a n } n∈N . Then there exists n∈N 
which proves that n∈N a n exists in E and
Theorem 5.2. Let H be an infinite-dimensional complex Hilbert space. Then the generalized effect algebra (V f (H); ⊕, o) is monotone Dedekind downwards σ-complete.
Proof. From Theorem 4.12, we can see that if s, t ∈ V f (H), s ≤ t and t is a bounded bilinear form, then s is a bounded bilinear form as well.
Let, for a sequence of positive bilinear forms {t n } n∈N from V f (H), we have t 1 ≥ t 2 ≥ · · · . The sequence is bounded from below e.g. by the bilinear form o. Whenever t n is a bounded bilinear form for some n ∈ N, then t m is bounded for all m ∈ N, m ≥ n. We can use [6, Thm VIII 3.3] which states that there exists t ∈ PBF (H) with D(t) = H such that t ≤ t n for all n ∈ N and lim n→∞ t n (u, v) = t(u, v) for every u, v ∈ H. With Remark 4.7 it can be seen that t = n t n .
Let us consider a case when t n is an unbounded bilinear form for any n ∈ N. According to the definition of ⊕, we have D(t n ) = D(t m ) for all n, m ∈ N. We show that t given by t(u, v) = lim n→∞ t n (u, v) for all u, v ∈ D(t 1 ) is the requested positive bilinear form with D(t) := D(t 1 ).
The expression t(u, u) is defined for all u ∈ D(t n ) since {t n (u, u)} n∈N is for all u ∈ D(t n ) a non-increasing sequence bounded by 0. Using the polarization formula on t n , we can see that also t(u, v) ∈ C is defined for every u, v ∈ D(t n ). The bilinearity of t follows from properties of limits of sequences of complex numbers.
The sequence {t n } n∈N is non-increasing and t is its lower bound. Since t(u, u) is a limit of {t n (u, u)} n∈N , we have t = n t n . Example 5.4. Let H be a separable complex Hilbert space with an orthonormal basis E = {e j } j∈N and let T be an operator defined by T e j =: je j for all n ∈ N on
T is an unbounded, positive and self-adjoint linear operator. Define operators T n e j := je j for every j ≤ n and T n e j = 0 otherwise. Clearly T n is bounded, i.e. it can be uniquely extended onto H and T n ≤ T for all n ∈ N. Moreover, lim n→∞ T n x = T x for every x ∈ D(T ).
Let us take the restriction T |span(E) . We have also T n ≤ T |span(E) , but T and T |span(E) are not comparable.
Let us consider bilinear forms t, t |span(E) , t n generated by T, T |span(E) , T n for every n ∈ N. We have t n ≤ t and t n ≤ t |span(E) for all n ∈ N, but t and t |span(E) are incomparable. Since both are regular and generated by a linear operator, it
Dedekind upwards σ-complete. Note that t t |span(E) , which makes a difference between a case considered in [6] and [15] .
On the other hand, according to Remark 4.7, for any t, s ∈ V f (H), if t ≤ s, then t s.
Recall an example from [6] . and let us define, for every integer n ∈ N, a bilinear form t n by
Then for every n ∈ N, t n is positive and closed on D(t n ), which is given by u ∈ D(t n ) whenever u ′ ∈ L 2 (0, 1). Moreover, t n ≥ C f (H) t n+1 since t n − t n+1 is a positive closed bilinear form. But
which is known to be a singular bilinear form.
On the other hand, consider the sequence {t 1 − t n } n∈N . It is an upwards monotone sequence of closed positive bilinear forms dominated by t 1 , i.e. t 1 ≥ (t 1 − t n ) for every n ∈ N. Let us set
Then t ′ is a closed bilinear form and t ′ ≥ (t 1 − t n ) for all n ∈ N since t ′ − (t 1 − t n ) is defined (and closed). Note that t ′ t 1 and also Proof. Let us consider a sequence {s n } n∈N ∈ C f (H) given by s n := t 1 + t n − t 0 , where t n 's are the bilinear forms from the previous example. Namely:
Then s n ≥ |C f (H) s n+1 (s n ≥ |R f (H) s n+1 , respectively) for all n ∈ N. Clearly t 1 ≤ |C f (H) s n and t ′ ≤ |C f (H) s n , but t 1 and t ′ are mutually incomparable in the ordering given by ≤ |C f (H) and ≤ |R f (H) . Since t ′ ≤ t 1 and t 1 = n∈N s n in (V f (H); ⊕, o), they also have no join r which would satisfy r ≤ |C f (H) s n for all n ∈ N. That is, the infimum of {s n } n∈N does not exist. Proof. Let us consider the sequence {s n } n∈N from the proof of Theorem 5.6. Since R f (H) is a sub-generalized effect algebra of (V f (H); ⊕, o), we have s n ≥ ⊕ s n+1 , s n ≥ ⊕ t 1 and s n ≥ ⊕ t ′ for all n ∈ N. Inequality t ′ ≤ t 1 gives that t 1 − t ′ ∈ V f (H). Then t 1 = (t 1 ) r = ((t 1 − t ′ ) + t ′ ) r = (t 1 − t ′ ) r + (t ′ ) r = o + (t ′ ) r = t ′ . Hence, (t 1 − t ′ )⊕t ′ is not defined and we have t ′ ⊕ t 1 . Considering t ′ ≤ t n , we can see that t 1 and t ′ are incomparable in the ordering given by ≤ ⊕ . Since t 1 = n∈N s n in (V f (H); ⊕, o), they also have no join r which would satisfy r ≤ ⊕ s n for all n ∈ N. That is, the infimum of {s n } n∈N does not exist in (V f (H); ⊕, o).
Lemma 5.1 implies that if a generalized effect algebra E is not monotone Dedekind downwards σ-complete, then it is not monotone Dedekind upwards σ-complete. Therefore, from the previous theorems we conclude the following corollary.
Corollary 5.9. Let H be an infinite-dimensional complex Hilbert space. In what follows, we show that if instead of the order ≤:=≤ ⊕ induced by the addition ⊕ in a generalized effect algebra of positive bilinear forms we use the order defined by (1), we can have a monotone upwards Dedekind σ-complete poset.
Theorem 5.10. Let H be an infinite-dimensional complex Hilbert space. Then (C f (H); ⊕ C f (H) , o) is a monotone Dedekind upwards σ-complete poset under the partial order , but which is not a monotone Dedekind upwards σ-complete generalized effect algebra.
Proof. Assume that we have a sequence {t n } n∈N of positive closed bilinear forms which is dominated by t 0 ∈ C f (H), that is, t 1 t 2 · · · t 0 . Therefore, we have D(t 0 ) ⊆ D(t n+1 ) ⊆ D(t n ). If we denote D(t) = {x ∈ n D(t n ) | sup n t n (x, x) < ∞}, then by [15, Thm 3.1] , the function t(x, x) = lim n t n (x, x) defines a closed bilinear form t such that D(t 0 ) ⊆ D(t). It yields t n t for any integer n ∈ N. Now let t ′ ∈ C f (H) be such that t n t ′ for any n ∈ N. Then as in the first part, we have D(t ′ ) ⊆ D(t) and t(x, x) ≤ t ′ (x, x) for any x ∈ D(t ′ ), which proves that t t ′ , and t is the least upper bound of {t n } n∈N with respect to the order .
