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Abstract—In the information-theoretic literature, it has been
widely shown that multicell processing is able to provide high
capacity gains in the context of cellular systems and that the
per-cell sum-rate capacity of multicell processing systems grows
linearly with the number of Base Station (BS) receive antennas.
However, the majority of results in this area has been produced
assuming that the fading coefficients of the MIMO subchannels
are totally uncorrelated. In this direction, this paper investigates
the ergodic per-cell sum-rate capacity of the MIMO Cellular
Multiple-Access Channel under correlated fading and multicell
processing. More specifically, the current channel model considers
Rayleigh fading, uniformly distributed User Terminals (UTs) over
a planar cellular system and power-law path loss. Furthermore,
both BSs and Uts are equipped with correlated multiple antennas,
which are modelled according to the Kronecker model. The
per-cell sum-rate capacity closed form is derived using a Free
Probability approach and numerical results are produced by
varying the cell density of the system, as well as the level of
correlation.
I. INTRODUCTION
In the information-theoretic literature, the majority of mul-
ticell processing capacity results has been produced based
on the simplifying assumption that the fading coefficients of
the MIMO subchannels are totally uncorrelated. In general,
correlation in MIMO point-to-point channels can be caused
by inadequate antenna separation and/or poor local scattering
[1]. More specifically, if the components of an antenna array
are separated by a distance less than half of the communication
wavelength, then the fading coefficients appear correlated.
Furthermore, if the number of local scatterers is insufficient,
then the regularities between the multiple paths can lead to
correlated fading. In a typical macrocellular scenario, the
inadequate antenna separation mainly affects the UTs due to
their size limitations, whereas poor local scattering affects
the BSs due to their elevated position. Assuming that there
are no keyhole effects, the channel matrix can be written
as H = R1/2R GR
1/2
T where G is a Gaussian matrix. The
matrices RR and RT , a.k.a. the receive and transmit cor-
relation matrix, depend on the angle spread, the antenna
beamwidth and the antenna spacing at the receive and the
transmit end respectively. This channel matrix represents the
Kronecker correlation model, since the covariance of the
vectorized channel matrix can be written as the Kronecker
product of the receive and transmit correlation matrix, namely
cov (vec (H)) = RR ⊗ RT . According to the Kronecker
correlation model, the transmit correlation is independent of
the receive antenna and vice versa. Furthermore, the cor-
relation between two subchannels equals to the product of
the corresponding transmit and receive correlation. From a
physical point-of-view, the Kronecker model appears when
the antennas are arranged in regular arrays and the correlation
vanishes fast with distance. It has been well established in the
literature [2] that the Kronecker model can be transformed into
a separable correlation model, while studying the eigenvalue
distribution of HH†. More specifically, if RR = UDRU†
and RT = VDRV† are the eigenvalue decompositions of
the receive and transmit correlation matrices respectively, then
the eigenvalue distribution of HH† = R1/2R GRTG†R
1/2
R
is equivalent to the one of D1/2R GDTG†D
1/2
R . In this di-
rection, the equivalent MIMO channel matrix can be written
as H  D1/2R GD1/2T where  denotes equivalence of the
eigenvalue distribution of HH†. The performance of multi-
antenna channels was originally investigated in [3] and it
was shown that the capacity grows linearly with min (nr, nt),
where nr and nt are the number of receive and transmit
antennas respectively. However, the correlated fading amongst
the multiple antennas can compromise the capacity perfor-
mance w.r.t. the independent fading case. In the literature,
the majority of the approaches consider the asymptotic setting
where correlation affects both transmit and receive end and
the numbers of both transmit and receive antennas grow
large together while preserving a fixed ratio. Although the
asymptotic analysis comprises an approximation for matrices
of finite dimensions, it is often employed in order to isolate
the effect of specific physical parameters and to produce
analytical closed forms. This setting is particularly suitable for
studying the uplink channel of multicell processing cellular
systems, since the ratio of transmit and receive antennas
is a constant proportional to the per-cell number of UTs
K. In [2], the capacity of the Kronecker MIMO channel is
expressed as a fixed-point equation based on the Steltjes’
transform of the asymptotic eigenvalue distribution (a.e.d.) of
HH†. In the same direction, authors in [4] study the capacity
of the Kronecker MIMO channel based on the principles
of Random Matrix Theory [5]. The derivation results in a
fixed-point equation including functionals of the SINR and
MMSE. In [6] and [7], the expectation and the variance
of the capacity are evaluated using closed forms based on
the solution of 2 × 2 equation systems. In [8], the principles
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of majorization theory are applied in order to show that the
average mutual information is a Schur-concave function with
respect to the ordered eigenvalue vector of the correlation
matrix. In addition, the Kronecker MIMO channel for Toeplitz
correlation matrices is analyzed in [9] based on the concept
of linear spectral statistics. Finally, in [10] the performance
of Kronecker correlated MIMO channels is studied using
the replica method, which originates in theoretical physics.
It should be noted that the aforementioned results focus on
the point-to-point correlated MIMO channel. Subsequently,
we describe the channel matrix characteristics of a cellular
multiple-access channel which forms the basis of modelling
the uplink channel of multicell processing cellular systems. It
should be noted that when the transmitter has no Channel State
Information (CSI), the capacity of MIMO channel with uni-
form power allocation coincides with the capacity of a MIMO
Multiple Access Channel (MAC). However, the channel model
of the cellular channel is affected by an additional variance
profile which is dictated by the considered path loss model.
The rest of this section describes the evolution of the path-
loss variance profile in the context of multicell processing
literature. The description starts with single-antenna cellular
systems and concludes with the extension of the channel model
for multiple-antennas at both transmit and receive ends.
Initially, Wyner [11] introduced the concept of interference
factor a, which quantifies the amount of intercell interfer-
ence with the first interfering tier. Subsequently, Somekh and
Shamai [12] introduced the independent identically distributed
(i.i.d.) fading coefficients. Multiple tiers of interference were
introduced by Letzepis [13], which has considered variable
interference factors depending on the distance from the inter-
fering tier and the power-law path loss. Finally, Chatzinotas
et al [14] have alleviated the assumption of collocated UTs by
introducing user distribution. In the latter model, by assuming
power-law path loss, flat fading and uniformly distributed
users, the received signal at cell n = 1 . . . N , at time index t,
is given by:
yn[t] =
N∑
m=1
K∑
k=1
ςnmk g
nm
k [t]x
m
k [t] + z
n[t], (1)
where xmk [t] is the tth complex channel symbol transmitted
by the kth UT of the mth cell and {gnmk } are independent,
strictly stationary and ergodic complex random processes,
which represent the flat fading processes experienced in the
transmission path between the nth BS and the kth UT in the
mth cell. The fading coefficients are assumed to have unit
power, i.e. E[‖gnmk [t]‖2] = 1 for all (n,m, k) and all UTs are
subject to an average power constraint, i.e. E[‖xmk [t]‖2] ≤ P
for all (m, k). The interference factors ςnmk in the transmission
path between the mth BS and the kth UT in the nth cell are
calculated according to the “modified” power-law path loss
model [13]: ςnmk =
(
1 + dnmk
)−η/2
, where η is the path
loss exponent. Dropping the time index t, the aforementioned
model can be compactly expressed as a vector memoryless
channel of the form: y = Hx+ z. The channel matrix H can
be written as
H = Σ  G, (2)
where Σ is a N × KN deterministic matrix and G ∼
CN (0, IN ) is a Gaussian N × KN matrix, comprising the
corresponding Rayleigh fading coefficients. The entries of the
Σ matrix are defined by the variance profile function
ς
(
u, v
)
=
(
1 + d (u, v)
)− η2 , (3)
where u ∈ [0, 1] and v ∈ [0,K] are the normalized indexes for
the BSs and the UTs respectively and d (u, v) is the normalized
distance between BS u and user v. In the case of multiple UT
and/or BS antennas (nUT and nBS respectively), the channel
matrix H can be written as, H = ΣM GM , where GM ∼
CN (0, INnBS ) is a complex Gaussian NnBS×KNnUT ma-
trix, comprising the Rayleigh fading coefficients between the
KNnUT transmit and the NnBS receive antennas. Similarly,
ΣM is a NnBS ×KNnUT deterministic matrix, comprising
the path loss coefficients between the KNnUT transmit and
the NnBS receive antennas. Since the multiple antennas of
each UT / BS are collocated, ΣM can be written as a block
matrix based on the variance profile matrix Σ of Equation (2)
ΣM = Σ⊗ J, where J is a nBS × nUT matrix of ones.
II. CHANNEL MODEL & ANALYSIS
Assume that the K UTs are uniformly distributed in each
cell of a planar cellular system comprising N base stations
and that each BS and each UT are equipped with nBS and
nUT antennas respectively. Under conditions of correlated flat
fading, the received signal at cell n, at time index t, will be
given by:
yn[t] =
N∑
m=1
K∑
k=1
ςnmk (RR
nm
k )
1
2 Gnmk [t] (RT
nm
k )
1
2 xmk [t]
+ zn[t] (4)
where xmk [t] is the tth complex channel symbol vector nUT×1
transmitted by the kth UT of the mth cell and {Gnmk }
is a nUT × nUT random matrix with independent, strictly
stationary and ergodic complex circularly symmetric (c.c.s.)
i.i.d. elements. RTnmk and RRnmk are deterministic transmit
and receive correlation matrices of dimensions nUT × nUT
and nBS × nBS respectively. In this context, the following
normalizations are considered in order to ensure that the
correlation matrices do not affect the path loss gain of the BS-
UT links: tr (RTnmk ) = nUT and tr (RRnmk ) = nBS for all
(n,m, k). The matrix product (RRnmk )1/2Gnmk [t](RT
nm
k )
1/2
represents the multiple-antenna correlated flat fading processes
experienced in the transmission path between the nBS receive
antennas of the nth BS and the nUT transmit antennas of
the kth UT in the mth cell. The fading coefficients are
assumed to have unit power, i.e. E[Gnmk [t]Gnmk [t]†] = I for all
(n,m, k) and all UTs are subject to a power constraint P , i.e.
E[xmk [t]x
m
k [t]
†] 	 PnUT InUT for all (m, k). It should be noted
that the UTs are assumed to be totally ignorant of the channel
state information (CSI). In case the UTs had perfect of even
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statistical CSI, input optimization strategies could be used to
maximize the ergodic capacity. The variance coefficients ςnmk
in the transmission path between the mth BS and the kth
UT in the nth cell are calculated according to the “modified”
power-law path loss model. Dropping the time index t, the
aforementioned model can be compactly expressed as a vector
memoryless channel of the form Y = HX+Z, where the vec-
tor Y = [y(1)... y(N)]T with y(n) = [y1... ynBS ] represents
received signals by the BSs, the vector X = [x(1)(1) . . . x
(N)
(K)]
T
with x(n)(k) = [x
1... xnUT ] represents transmit signals by
all the UTs of the cellular system and the components of
vector z=[z(1)... z(N)]T with z(n) = [z1... znBS ] are i.i.d
c.c.s. random variables representing AWGN with E[zn] =
0, E[zn[t]zn[t]†] = σ2I. Based on the a.e.d. equivalence, the
channel matrix can be rewritten as:
H = ΣM 
((
IN ⊗RR 12
)
GM
(
IKN ⊗RT 12
))
 ΣM 
(
D˜
1
2
RGMD˜
1
2
T
)
= ΣM 
(
d˜†Rd˜T
) 1
2  GM (5)
where D˜R and D˜T are the diagonal eigenvalue matrices of
IN×N ⊗RR and IN×N ⊗RT respectively and d˜R and d˜T
are row vectors containing the diagonal elements of D˜R and
D˜T respectively. As it can be seen, the MIMO correlation
model has been transformed into an uncorrelated model with
a variance profile Ω = ΣM(d˜†Rd˜T)1/2, which is neither row
regular [5, Def. 2.10] nor separable. The rest of this section
describes a free probability approach which can be utilized
to find the a.e.d. in the case of single-side and double-side
Kronecker correlation. Free probability has been also used in
[15] to investigate the case of point-to-point MIMO channels
correlated on a single side according to the exponential model.
According to [5], the asymptotic sum-rate capacity Copt for
the uncorrelated model assuming a very large number of cells,
is given by
Copt = lim
N→∞
1
N
I (x;y | H ) (6)
= lim
N→∞
E
[
1
N
NnBS∑
i=1
log
(
1 +
γ˜
KnUT
λi
(
1
N
HH†
))]
= nBS
∫ ∞
0
log
(
1 +
γ˜
KnUT
x
)
dF 1
N HH
†(x)
= nBSV 1
N HH
†
(
γ˜
KnUT
)
= nBSKnUTV 1
N H
†H
(
γ˜
KnUT
)
where γ˜ = KNγ and γ = P/σ2 are the system- and
UT-transmit power normalized by the receiver noise power
respectively, λi (X) denotes the eigenvalues of matrix X and
VX(y) is the Shannon transform [5] of a random square
Hermitian matrix X, whose a.e.d. has a cumulative function
denoted by FX(x). For a Gaussian matrix G, the a.e.d. of
1
N G
†G converges almost surely (a.s.) to the nonrandom a.e.d.
of the Marcˇenko-Pastur law
V 1
N G
†G(y)
a.s.−→ VMP(y,K). (7)
However, considering the uncorrelated MIMO cellular channel
it applies that H = ΣM  GM. In this case, the a.e.d. of
1
N HH
† is derived based on the analysis in [13] and using
tools from the discipline of Free Probability. In this direction,
1
N H
†H can be written as the sum of KNnUT ×KNnUT unit
rank matrices, i.e.
1
N
H†H =
NnBS∑
i=1
h†ihi (8)
where hi ∼ CN (0,Vi) denotes the ith 1 × KNnUT row
vector of 1√
N
H, since the term 1N has been incorporated in
the unit rank matrices. The covariance matrix equals Vi =
1
N (diag(σi))
2
, where diag(σi) stands for a diagonal matrix
with the elements of vector σi across the diagonal with σi
being the ith row of ΣM. The unit-rank matrices Wi = h†ihi
constitute complex singular Wishart matrices with one degree
of freedom and their density according to [16] is
fVi(Wi) = B
−1
Vi
det (Wi)
1−KnUT N e−tr(V
−1
i
Wi)
BVi = π
KnUT N−1det (Vi) . (9)
It can be easily seen that if Vi = I, the matrices would be uni-
tarily invariant and therefore asymptotically free [5, Example
2.46]. Although in our case Vi = 1N (diag(σi))
2
, we assume
that the asymptotic freeness still holds. Similar approximations
have already been investigated in an information-theoretic con-
text providing useful analytical insights and accurate numerical
results [17], [18]. In this context, the R-transform of each unit
rank matrix [5, Example 2.28] is given by
Rhi†hi(w) =
1
KNnUT
‖hi‖2
1− w ‖hi‖2
. (10)
and the asymptotic R-transform of 1N H
†H is equal to the sum
of the R-transforms of all the unit rank matrices [5, Th. 2.64]
lim
N→∞
R 1
N H
†H(w)  lim
N→∞
NnBS∑
i=1
Rhi†hi(w) (11)
= lim
N→∞
1
KNnUT
NnBS∑
i=1
‖hi‖2
1− w ‖hi‖2
.
Since the variance profile function of Equation (3) defines
rectangular block-circulant matrix with 1 × K blocks which
is symmetric about u = Kv, the channel matrix H is
asymptotically row-regular and thus the asymptotic norm of
hi converges to a deterministic constant for every BS, i.e ∀i
lim
N→∞
‖hi‖2 = lim
N→∞
1
N
KNnUT∑
j=1
ς2ij =
∫ KnUT
0
ς2(u, v)dv
(12)
where ςij is the (i, j)th element of the ΣM matrix. In addition,
based on the row-regularity it can be seen that
nBS
∫ KnUT
0
ς2(u, v)dv =
∫ nBS
0
∫ KnUT
0
ς2(u, v)dudv.
(13)
This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the IEEE ICC 2009 proceedings
Therefore, the R-transform can be simplified to [5, Th. 2.31,
Ex. 2.26]
lim
N→∞
R 1
N H
†H(w) (14)
 1
KnUT
∫ nBS
0
∫KnUT
0
ς2(u, v)dv
1− w ∫KnUT
0
ς2(u, v)dv
du
=
1
KnUT
∫ nBS
0
∫KnUT
0
ς2(u, v)dudv
nBS − w
∫ nBS
0
∫KnUT
0
ς2(u, v)dudv
= q(ΣM)
1
1− KnUTnBS wq(ΣM)
= Rq(ΣM) 1N GM†GM(w)
where q(ΣM )  ‖ΣM‖2/(KN2nUTnBS) is the Frobenius
norm of the ΣM matrix ‖ΣM‖ 
√
tr{ΣM†ΣM} normalized
with the matrix dimensions and
‖ΣM‖2 = tr
{
(Σ⊗ J)† (Σ⊗ J)
}
= ‖Σ‖2 nUTnBS . (15)
Thus, it can be seen that q(ΣM ) = q(Σ) = ‖Σ‖2 /
(
KN2
)
.
In the asymptotic case, q(Σ) is given by limN→∞ q(Σ) =
1
K
∫K
0
ς2(u, v)dv. The a.e.d. of 1N H
†H follows a scaled
version of the Marcˇenko-Pastur law and hence the Shannon
transform of the a.e.d. of 1N H
†H can be approximated by
V 1
N H
†H
(
γ˜
KnUT
)
 VMP
(
q(Σ)
γ˜
KnUT
,KnUT
)
. (16)
As a result, the per-cell capacity is given by
CoptnBSKnUTVMP
(
q (Σ)
γ˜
KnUT
,KnUT
)
. (17)
1) UT-side correlation: In this case, we assume that RT
has the same eigenvalues for all UTs. The following analysis
can be easily generalized to encompass the case of different
transmit correlation matrix at each UT, but we keep this
assumption to simplify the notations. Assuming that there is
no receive correlation at the BS side i.e RR = I, the channel
matrix of Equation (5) can be rewritten as follows:
1√
N
H =
(
W
(
IKN ⊗RT 12
))

(
W
(
IKN ⊗DT 12
))
where W = 1√
N
ΣM GM and therefore
1
N
H†H =
NnBS∑
i=1
h†ihi (18)

NnBS∑
i=1
(
IKN ⊗DT 12
)
w†iwi
(
IKN ⊗DT 12
)
=
NnBS∑
i=1
((
1KN ⊗ λ
1
2
T
)
wi
)† ((
1KN ⊗ λ
1
2
T
)
wi
)
where wi denotes the ith 1 × KNnUT row vector of W,
1KN is a 1×KN row vector of ones and λT is a row vector
containing the eigenvalues of RT. Hence, the R-transform can
be written as
lim
N→∞
R 1
N H
†H(w) = Rq(Ω) 1N GM†GM(ω) (19)
where q (Ω) = ‖hi‖
2
KNnUT
=
∥∥∥(1KN ⊗ λ 12T)wi∥∥∥2
KNnUT
=
1
nUT
nUT∑
j=1
λT(j) · 1
K
∫ K
0
ς2
(
u, v
)
dv = q (Σ) (20)
As a result, the per-cell capacity is given by (17) which
coincides with the case of uncorrelated multiple antennas.
Therefore, we can conclude for large values of K (K  nUT )
transmit correlation has no effect on the system’s performance.
This ascertainment is expected, since the capacity scaling is
dictated by the rank of the channel matrix H, which depends
on the number of BS antennas in a cellular scenario.
2) BS-side correlation: In this case, we assume that RR
has the same eigenvalues for all BSs. The following analysis
can be easily generalized to encompass the case of receive
different correlation matrix at each BS. Assuming that there
is no transmit correlation at the UT side i.e. RT = I, the
channel matrix of Equation (5) can be rewritten as follows:
1√
N
H =
((
IN ⊗RR 12
)
W
)

((
IN ⊗DR 12
)
W
)
and 1
N
H†H =
1
N
N∑
i=1
H†iHi
=
N∑
i=1
W†iDRWi =
nBS∑
j=1
λR(j)
N∑
i=1
w†iwi (21)
where Hi and Wi are submatrices of H and W respectively
with dimensions nBS × KNnUT and λR is a row vector
containing the eigenvalues of RR. Based on the previous
analysis, the a.e.d. of A =
∑N
i=1 w
†
iwi follows a scaled
version of the Marcˇenko-Pastur law. Hence, the R-transform
of A can be written as
RA(w)  Rq(Σ) 1N G˜†G˜(w) =
q(Σ)
1−KnUTwq(Σ) (22)
where G˜ ∼ CN (0, IN) is a N × KNnUT Gaussian matrix
The R-transform of 1N H
†H is based on [5, Th. 2.31,2.64]
RH†H(w) =
nBS∑
j=1
λR(j)RA(λR(j)w). (23)
The asymptotic eigenvalue pdf (AEPDF) of 1N H†H
is obtained by determining the imaginary part of the
Cauchy transform G for real arguments f∞(x) =
limy→0+ 1πI {G(x+ jy) } , considering that the Cauchy trans-
form is derived from the R-transform as G−1(w) = R(−w)−
1
w . However, in order to calculate the channel sum-rate capac-
ity, the AEPDF of 1N HH
† is needed. The matrices 1N HH
†
and 1N H
†H have the same non zero eigenvalues, but their
sizes differ by a factor of KnUT /nBS . This implies that
f∞HH†(x) = K
nUT
nBS
f∞H†H(x). Finally, the per-cell capacity is
Copt = nBS
∫ ∞
0
log
(
1 +
γ˜
KnUT
x
)
f∞1
N HH
†(x)dx
= KnUT
∫ ∞
0
log
(
1 +
γ˜
KnUT
x
)
f∞1
N H
†H(x)dx. (24)
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Fig. 1. Per-cell sum-rate capacity vs. the normalized cell Radius R
varying the number of BS antennas nBS for 2 values of receive correlation
ρR = [0, 0.8] (solid and dashed line respectively). Parameters: K = 4, γ =
10, nUT = 2, η = 2.
3) Double-side correlation: By combining the two previous
cases, it can be easily seen that the a.e.d. for the double-
side Kronecker correlation model coincides with the BS-side
correlation case, since UT-side correlation has no effect on the
a.e.d. of 1N HH
†
.
III. NUMERICAL RESULTS & CONCLUSION
The analytical results have been verified by running Monte
Carlo simulations. More specifically, for each system instance
the channel matrix is constructed by randomly generating
correlated fading coefficients according to the exponential
model [15] with ρR and ρT being the receive and transmit
correlation coefficient respectively. Subsequently, the path-loss
variance profile is constructed by randomly placing the UTs
according to the considered distribution in the coverage area
of each cell and by calculating the variance profile coefficients
using Equation (3). In the context of the mathematical analysis,
the UTs are assumed to be positioned on a uniform planar grid.
The simulated sum-rate capacity is calculated using [3]
Copt(γ) =
1
N
E
[
logdet
(
INnBS +
γ
nUT
HH†
)]
. (25)
Figure 1 depicts the per-cell sum-rate capacity vs. the normal-
ized cell radius R varying the number of BS antennas nBS for
2 values of receive correlation ρR = [0, 0.8] in a planar cellular
system with uniformly distributed UTs. As it can be seen,
the receive correlation decreases the degrees of freedom due
to the multiple receive antennas and therefore compromises
the capacity performance of the system. It also becomes
clear that correlation does not affect the linear multiplexing
gain with the number of receive antennas nBS . Nevertheless,
correlation results in a decreased growth rate with respect to
the uncorrelated case.
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