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Nearest-neighbour antiferromagnetic interaction as a limiting factor
for critical temperature in model DMS system
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In numerous diluted magnetic semiconductor (DMS) systems, the competition takes place between
the short-range antiferromagnetic (AF) superexchange interactions and the long-range Ruderman-
Kittel-Kasuya-Yosida (RKKY) coupling mediated by the charge carriers. Such a situation strongly
influences the critical temperature, the maximization of which constitutes a challenging task in DMS
physics and technology. The aim of the paper is to discuss theoretically the limiting effect of AF in-
teractions between nearest-neighbour magnetic ions on the stability of inhomogeneous ferromagnetic
state in a model diluted magnetic system reflecting some crucial features of DMS.
The modified molecular field-based model is constructed to account for the magnetic inhomogene-
ity. The behavior of the system is studied as a function of the ratio of superexchange integral to
effective ferromagnetic coupling integral, including the possibility of clustering/anticlustering ten-
dency for the magnetic ions. The ground state of the system is analysed. The critical temperature
is found to change non-monotonically with the concentration of magnetic ions and decrease severely
for larger concentrations. The behavior of the system significantly differs from the predictions of
the usual homogeneous mean-field model. Brief comparison with selected experimental results for
(Zn,Mn)Te is provided.
Keywords: diluted magnetic semiconductors, critical temperature, antiferromagnetic interactions, phase di-
agrams, ZnMnTe
I. INTRODUCTION
Maximization of the critical temperature of DMS is of
paramount importance from applicational point of view.
One of the known obstacles is the presence of short-range
superexchange interactions competing with the charge
carrier-mediated RKKY interaction supporting the fer-
romagnetic state in those systems [1]. This results in
significant reduction of effective magnetic moment and
concentration of magnetically active impurity ions, which
is observed experimentally. From the theoretical point of
view, such systems are challenging due to the presence
of magnetic frustration, positional disorder, and thus ap-
pearance of inhomogeneous magnetic orderings. Our aim
is to construct a simple model of a disordered system with
competing interactions (capturing some essential features
met in DMS systems) and study its mean-field solution,
focusing on the critical temperature.
II. MODEL DMS SYSTEM AND ITS
THERMODYNAMICS
We consider a model site-diluted magnetic system con-
sisting of spin S impurity ions, distributed over the N
fcc lattice sites, with atomic concentration equal to x.
This reflects the situation in typical DMS systems, where
∗kszalowski@uni.lodz.pl
the substitutional ions of magnetic impurities occupy the
sites of fcc (or slightly distorted fcc) lattice. The Hamil-
tonian of the model is the following:
H = −
1
2
∑
i,j
J (Rij) ξi Si ξj Sj . (1)
The site dilution is introduced by the occupation number
operators ξi, which take the value of 1 for a lattice site
occupied by a magnetic impurity ion and 0 otherwise.
The interaction between the spins is characterized by
the exchange integral J (Rij). This interaction includes
a long-range carrier-mediated RKKY coupling (driving
the possible ferromagnetic order in DMS) and as well
the antiferromagnetic (AF) interaction originating from
superexchange mechanism, limited to nearest-neighbour
(NN) magnetic ions [1].
In a strongly diluted magnetic system, the dominant
(or at least significant) number of impurity ions either
lacks NN (single magnetic ions) or is involved in pairs
without NN (isolated pairs) [2]. Therefore, the single
magnetic ions experience only the long-range interaction,
while the ions in pairs are additionally coupled antiferro-
magnetically. As a result, conditions for inhomogeneity
in the magnetic ordering arise in the system.
In order to take this feature into account in the thermo-
dynamic description, we develop a modified molecular-
field approximation (MFA) approach, proceeding along
the lines sketched in our work [3]. The population of all
magnetic impurities is divided into single ions and NN
isolated pairs. The probability that a given impurity is
an isolated ion equals to p. Therefore, the probability
1
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that it belongs to a NN pair reads 1− p. All the clusters
of larger size are neglected in the present approach.
Let us note that the lattice site occupations by mag-
netic impurities may not be purely random. The pres-
ence of an impurity in a given lattice site modifies the
probability of occupying the NN sites, which then equals
to x (1 + α), where α is a Warren-Cowley parameter for
NN, fulfilling some necessary inequalities [4]. Therefore,
the probability p reads in general p = [1− x (1 + α)]
12
for fcc lattice with 12 NN.
MFA is known to work well in presence of the long-
range interactions. Therefore, the density matrices de-
scribing the quantum states of single spins are assumed
to take the MFA form (see e.g. [4]).
For the spin of a single ion we use the density matrix
ρ(1) =
1
Z(1)
exp
(
λ(1)
kBT
S
z
)
, Z(1) = Tr exp
(
λ(1)
kBT
)
,
(2)
depending on the molecular field parameter λ(1) and
yielding the magnetization m(1) = SBS
(
S λ
(1)
kBT
)
. Here,
T is the absolute temperature, kB is the Boltzmann con-
stant and SBS is a Brillouin function for spin S. For the
ions belonging to NN pairs we accept the density matri-
ces
ρ
(2)
± =
1
Z
(2)
±
exp
(
λ
(2)
±
kBT
S
z
)
, Z
(2)
± = Tr exp
(
λ
(2)
±
kBT
)
(3)
with the parameters λ
(2)
± and m
(2)
± = SBS
(
S
λ
(2)
±
kBT
)
, re-
spectively. The signs + and − allow to distinguish be-
tween the non-equivalent ions in a pair. The total mag-
netization of a pair reads m(2) = m
(2)
+ +m
(2)
− . The total
magnetization of the system per lattice site is a sum of
contributions from the single ions and the pairs, namely
m = 〈〈Sz〉〉r = pm
(1) + (1− p)m(2)/2.
Let us denote by 〈· · · 〉 the thermodynamic average over
a canonical ensemble, while the configurational average
over atomic disorder is 〈· · · 〉r. Calculation of the thermo-
dynamic and configurational average of the Hamiltonian
(1) is performed by using the postulated density matri-
ces. The way of calculating the two-site configurational
averages over the disorder reflects the inhomogeneity in
the system. For the sites i and j being NN, we assume
〈〈ξi Si ξj Sj〉〉r = x (1− p)m
(2)
+ m
(2)
− /2. For a pair of non-
NN sites 〈〈ξi Si ξj Sj〉〉r = x
2
[
p2
(
m(1)
)2
+ p (1− p) m(1)m(2)/2 + (1− p)
2 (
m(2)
)2
/4
]
.
The internal energy of the system U = 〈〈H〉〉r yields:
U
N
= −x2JF
[
p2
2
(
m(1)
)2
+
p (1− p)
2
m(1)m(2)
+
(1− p)2
8
(
m(2)
)2]
−
1− p
2
xJAF m
(2)
+ m
(2)
− . (4)
The parameter JF =
∑∞
k=2 zk J
RKKY (rk) character-
izes in a convenient way the long-range RKKY interac-
tion, which is assumed to yield the net ferromagnetic
coupling JF > 0. Here, zk denotes the number of sites
for k-th coordination zone in the fcc lattice, having the
radius of rk.
The entropy can be expressed as:
S
N
= x
{
kB
[
p lnZ(1) +
1− p
2
(
lnZ
(2)
+ + lnZ
(2)
−
)]
−
1
T
[
pλ(1)m(1) +
1− p
2
(
λ
(2)
+ m
(2)
+ + λ
(2)
− m
(2)
−
)]}
. (5)
Knowing the above, the Helmholtz free energy can be cal-
culated as F = U − ST . From the variational minimiza-
tion of the Helmholtz energy with respect to the three
molecular field parameters, the following set of equations
is obtained:
λ(1) =
(
pm(1) +
1− p
2
m(2)
)
xJF
λ
(2)
+ = JAFm
(2)
− +
(
pm(1) +
1− p
2
m(2)
)
xJF
λ
(2)
− = JAFm
(2)
+ +
(
pm(1) +
1− p
2
m(2)
)
xJF . (6)
Solving the equations self-consistently allows to find the
magnetizations of all the subsystems.
A. Ground state
FIG. 1: The ground-state phase diagram of the model as
dependent on the concentration of magnetic impurities x and
the relative strength of AF coupling JAF /JF for various values
of a Warren-Cowley parameter for NN, describing the non-
randomness in the distribution of impurities.
The ground-state of the system (at the temperature
T = 0) can be determined basing on the minimization
2
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FIG. 2: The temperature dependencies of the magnetization components for JAF /JF = −0.05, for the magnetic impurity
concentration x = 0.05 corresponding to the phase F-AF (a) and x = 0.09 corresponding to the phase F-F (b).
of the internal energy given by Eq. (4). Such a proce-
dure shows the existence of two possible magnetic order-
ings: a phase with the ferromagnetic order of the single
ions and the antiferromagnetic order within the pairs of
ions (F-AF) and a frustrated phase with all the spins
ordered ferromagnetically (F-F), depending on the rela-
tive strength of antiferromagnetic and ferromagnetic cou-
plings JAF /JF and the concentration of magnetic compo-
nent x. The phase boundary follows from the comparison
of the internal energies of both phases and is described
by the expression
(JAF /JF )c = −
1
2
xc
{
1 + [1− xc (1 + α)]
12
}
. (7)
In the Fig. 1 the stability ranges of both phases are il-
lustrated for purely random distribution of the magnetic
ions as well as for the clustering (α > 0) and anticluster-
ing (α < 0) tendency. Let us note that the stability range
of F-F phase may be expected to shift toward larger con-
centrations x when the larger clusters of AF-coupled ions
are included in the model.
B. Temperature magnetization curves
By solving numerically the self-consistent set of equa-
tions (6) together with the relations between magnetiza-
tions and molecular field parameters following from the
choice of the density matrices, the temperature depen-
dence of the magnetization can be found. Since the sys-
tem of equations has in general more than one solution, it
is necessary to select the one consistent with the ground
state (discussed above). All the further calculations as-
sume S = 5/2.
Fig. 2 presents the example calculations performed for
a rather weak AF interactions, JAF /JF = −0.05. For
the lower concentration (corresponding to F-AF state),
an interesting feature is that the increase of the tempera-
ture causes the appearance of net non-zero magnetization
m(2) of the ion pairs. The magnetization of the single ion
systemm(1) vanishes at certain temperature Tc, together
with the net magnetization of the pairs m(2) and hence
the total magnetization of the system m. However, m
(2)
±
do not vanish itself and the spins of ions in pairs remain
antiferromagnetically polarized up to the Ne´el temper-
ature TN > Tc. The situation is quantitatively differ-
ent for the larger concentration x, corresponding to F-F
ground state. As visible in Fig. 2, both the single ions
and the pairs are ferromagnetically polarized up to the
critical temperature Tc and the magnetizations of all the
subsystems vanish simultaneously.
C. Critical temperature
For the homogeneous ferromagnetic state (i.e. for
JAF = 0) we get the reference critical temperature
Tc = S (S + 1)xJF /3kB. On the other hand, in the limit
of a rather strong superexchange we deal with two com-
pletely decoupled systems and then only the single mag-
netic ions contribute to the ferromagnetic state, leading
to the critical temperature of Tc = S (S + 1)x pJF /3kB.
The usual procedure of finding the critical tempera-
ture within MFA approach relies on the linearization of
the relations between magnetization and molecular field
parameters resulting from the choice of the density matri-
ces [4]. It is tempting to apply this procedure here, how-
ever it should be preceded by the careful analysis of the
temperature magnetization curves, since the magnetiza-
tions of the subsystems in the F-AF phase do not vanish
simultaneously. As a consequence, the critical temper-
3
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FIG. 3: The normalized critical temperature (at which the to-
tal magnetization of the system vanishes) as a function of the
magnetic impurities concentration x, for various relative mag-
nitudes of AF coupling JAF /JF and for randomly distributed
impurities.
ature Tc should be determined numerically on the basis
of the temperature magnetization curves. As for T > Tc
the magnetization m(1) is zero, then for finding the Ne´el
temperature the usual linearization procedure can be uti-
lized, leading to the result TN = S(S + 1) |JAF | /3kB,
being independent of the existence of the ferromagnetic
interactions in the system. On the other hand, for F-F
phase, all the components of magnetization vanish to-
gether and the linearization procedure gives
Tc =
S (S + 1)
6kB
[√
x2J2F + 2xJFJAF (1− 2p) + J
2
AF
+ xJF + JAF
]
. (8)
Fig. (3) presents the dependence of the normalized crit-
ical temperature kBTc/JF (at which the total magnetiza-
ton of the system vanishes) on the atomic concentration
of the magnetic component x. A purely random, uncor-
related distribution of the magnetic impurity ions over
the lattice is assumed (α = 0). The plot is prepared for
varying relative strength of AF interaction, the figure of
merit being the ratio of NN antiferromagnetic exchange
constant JAF to the ferromagnetic long-range interaction
parameter JF . Both the asymptotes - the homogeneous
MFA result neglecting the existence of AF interaction
and the limiting behavior of Tc for strong JAF - are shown
with the bold lines. It is visible that the presence of JAF
always lowers the critical temperature below its homoge-
neous MFA value. Within the range of F-AF phase, for
weak JAF the critical temperature increases monotoni-
cally with x. Increasing the strength of AF interaction
causes the critical temperature to exhibit a local maxi-
mum for certain value of x and then significantly drop.
On the other hand, for F-F phase, Tc changes almost
perfectly linearly with x, however its value is reduced
FIG. 4: The normalized critical temperature as a function of
the magnetic impurities concentration x, for JAF /JF = −0.05
and for various values of the Warren-Cowley parameter for
NN.
over a constant depending on JAF . It is noticeable that
for JAF /JF < −0.059 the critical temperature exhibits
a jump with increasing x, between F-AF and F-F phase
(as shown by the dotted vertical lines). The envelope of
the maximum critical temperatures Tc (xc) achieved in
the F-AF phase within this range is also shown.
The influence of the clustering or anticlustering ten-
dency of magnetic ions is analysed for the weak JAF in
the Fig. 4. It can be observed that the effect of clustering
(α > 0) limits the Tc value and is similar to the result of
increasing the strength of AF coupling. On the contrary,
the tendency of anticlustering (α < 0) reduces the influ-
ence of AF interaction, and in the limiting case of α = −1
(without NN) restores the ordinary homogeneous MFA
result for Tc. This indicates the significant importance
of the possible non-randomness of the magnetic ions dis-
tribution in DMS in presence of the superexchange.
III. COMPARISON WITH EXPERIMENTAL
DATA FOR (Zn,Mn)Te
It might be instructive to present briefly some results of
application of our model to a representative DMS system.
For this purpose we selected the p-doped Zn1−xMnxTe,
a II-VI semiconductor exhibiting charge carriers-driven
ferromagnetism, which has been subject to experimental
and theoretical studies of Ferrand et al. [5].
In order to calculate the parameter JF , we make use
of the RKKY exchange integral in the following form:
JRKKY (r) =
mha
6 (N0β)
2
8pih
k4F e
−r/λ
×
sin (2kFr) − (2kFr) cos (2kFr)
(2kFr)
4 . (9)
After the work [5], we assume the interaction to be me-
4
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FIG. 5: The critical temperature of p-doped (Zn,Mn)Te, for ph = 1.2× 10
20 cm−3 (a) and ph = 3× 10
19 cm−3 (b). The predic-
tions of our model are shown with solid lines (critical temperature) and dashed lines (characteristic ferromagnetic temperature).
The corresponding experimental values (after [5]) are marked with empty and filled circles, respectively.
diated dominantly by the heavy holes of effective mass
mh = 0.60me, therefore kF =
(
3pi2ph
)1/3
is a wavevector
for the heavy holes in the valence band. The spin-hole ex-
change integral N0β = −1.1 eV and the lattice constant
a = 6.1 A˚ are accepted. The limited mean free path of
the holes in a disordered system is reflected by an expo-
nential damping of RKKY coupling with a characteristic
length λ.
The dominant AF superexchange integral for the NN
in (Zn,Mn)Te equals to JAF = −9 K (after the Ref. [6]).
However, the same experimental results indicate that the
AF interaction between Mn impurities in this DMS is
not limited to NN ions. Thus, the exchange integrals
JAF (rk), known up to the distance of the fifth neighbors,
are included in the calculation of JF , so that finally JF =∑∞
k=2 zk
[
JRKKY (rk) + J
AF (rk)
]
.
In the Fig. 5 we present the comparison of our model
predictions with the experimental data for two represen-
tative samples studied in the Ref. [5]. For both samples
the Curie-Weiss temperature (close to the critical tem-
perature Tc) was measured and the temperature TF char-
acterizing only the ferromagnetic charge carriers-driven
interactions was evaluated. In the model of Ferrand et al.
is was done using the empirical characteristic tempera-
ture TAF , determined from the experiments on the sam-
ples with sufficiently low concentrations of charge car-
riers. In the Fig. 5 the temperatures Tc and TF taken
from [5] are marked by empty and full circles, respec-
tively. The experimentally determined concentrations of
Mn impurities x and holes ph are indicated in the plots.
For both samples also the effective concentration of mag-
netic impurities was obtained from the low-temperature
saturation magnetization, what allowed us to establish
the value of p and thus calculate the Warren-Cowley pa-
rameter α necessary to reproduce p for the given concen-
tration x.
Using the above-mentioned parameters, we reproduce
the experimentally observed critical temperatures us-
ing the characteristic damping lengths λ slightly larger
than the lattice constant, as given in the plots. More-
over, the same set of parameters allows us to calcu-
late the characteristic ferromagnetic temperature TF =
xS (S + 1)
∑∞
k=2 zk J
RKKY (rk)/3 (which does not in-
clude AF superexchange interactions, to conform with
the meaning of experimentally determined TF in the work
[5]). The values of Tc and TF were calculated numerically
as a function of magnetic impurity concentration (assum-
ing constant α).
It can be observed that for the sample with lower Mn
concentration x = 0.019 (Fig. 5(a)), we reproduce well
both the value of the critical temperature and the charac-
teristic ferromagnetic temperature within our model. On
the other hand, for the sample with higher Mn concen-
tration x = 0.038 (Fig. 5(b)), the value of TF is slightly
overestimated. Such a difference might be attributed
to the influence of larger clusters of the magnetic ions,
which is more pronounced for larger x. Especially, the
clusters containing odd number of the ions contribute
to the ground-state magnetization (contrary to the AF-
polarized pairs of ions) and thus have an impact on the
value of p extracted from the experimental data.
Let us emphasize that in our model we do not make use
of the empirically determined characteristic temperature
TAF , but we use only the values of superexchange and
RKKY exchange integrals present in the Hamiltonian (1).
5
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IV. CONCLUSIONS
For our model DMS system, it is noticeable that the
critical temperature is rather sensitive to the presence
and the relative strength of the AF interactions between
NN as well as to the clustering or anticlustering of the
magnetic ions. Application of the model to (Zn,Mn)Te
indicates that the experimental results can be satisfacto-
rily reproduced, especially for low concentrations of mag-
netic impurities, by constructing the systematic thermo-
dynamic treatment of the system Hamiltonian.
The future developments of the model may especially
include taking into account the existence of the larger
clusters of magnetic ions (e.g. triples), since the relative
abundance of such clusters rises rapidly with the con-
centration of impurities. It may also be worthwhile to
include the AF interactions between further neighbors in
the magnetic sublattice.
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