This paper investigates the reliability of SVARs to identify the dynamic effects of news shocks. We show analytically that the dynamics implied by SVARs, using both long-run and short-run restrictions, are biased. However, the bias vanishes as long as news shocks account for most of the variability of the endogenous variable and the economy exhibits strong forward-looking behavior. Our simulation experiments confirm these findings and further suggest that the number of lags is a key ingredient for the success of the VAR setup. Furthermore, a simple correlation diagnostic test shows that news shocks identified using both restrictions are found to exhibit a correlation close to unity, provided that news shocks drive an overwhelming part of aggregate fluctuations.
Introduction
This paper contributes to the expanding literature towards the empirical relevance of anticipated shocks, labeled as news shocks. Using a structural vector error correction model for total factor productivity (TFP) and stock prices, Portier (2005, 2006) suggest an identification procedure allowing to uncover anticipated shocks. They find out that innovations in the growth rate of TFP are largely anticipated. Furthermore, these news shocks on TFP account for more than half of the forecast error variance of consumption, output and hours. In a similar framework, Beaudry and * Address: Université de Toulouse 1, Aile Jean-Jacques Laffont, 21 Allée de Brienne, 31000, Toulouse, France. email: patrick.feve@univ-tlse1.fr. We thank the Co-Editor, D. McMillin, and an anonymous referee for helpful comments and suggestions. We also thank M. Dupaigne, R. Farmer, J-P. Florens, G. Lorenzoni, R. Pancrazi, P. Pintus, F. Portier, G. Saint-Paul and A. Seymen for for fruitful discussions. We also thank participants at the Macro Workshop (Toulouse, march The objective of this paper is to answer to the following question: under which conditions are Structural Vector AutoRegressions (SVARs) successful at identifying news shocks and their dynamic effects?
Two arguments motivate this question. The first is that SVARs are widely used as useful tools for the validation and estimation of DSGE models. Accordingly, failures of SVARs to provide reliable results transmit into wrong model selection and erroneous policy prescriptions (see Christiano et al., 2006) .
Second and more importantly, identifying news shocks in the SVAR setup happens to be a tedious task. 2 Indeed, the presence of news shocks in the economy may induce a non-fundamental time series representation of the data (see Fève, Matheron and Sahuc, 2009 and Leeper, Walker and Yang, 2009 ).
Such non fundamentalness corrupts the identification of structural shocks from past and current data, an assumption taken as given in the VAR analysis. 3 To identify and understand the implications of news shocks, we use a SVAR setup with two observable variables under the solution of a simple linear forward-looking model with rational expectations. The first observable variable can be interpreted in several ways: growth rate of TFP (as in Beaudry and Portier, 2006) , fiscal policy (see Leeper, Walker and Yang, 2009 ), dividend growth rate or any stochastic forcing variable that can be subjected to news shocks. The second observable variable represents an endogenous decision variable that heavily depends in a forward looking fashion on the anticipated and unexpected shocks. In spite of its abusive simplicity, the structural model considered here as the Data Generating Process (DGP) allows us to understand the implications of news shocks in a SVAR framework given its analytical tractability. Furthermore, we adopt the approach proposed by Portier (2005, 2006) . Their empirical analysis consists in two steps. First, they apply sequentially long-run and short-run restrictions on the VAR model to identify the news shocks. Second, they compute the correlation between the two news shocks recovered from the two identification strategies.
Such an indicator is intended to show the power of the two identification approaches to uncover the relevance of the identified news shocks. 4 In Portier (2005, 2006) , this procedure is actually shown to identify correctly the structural shocks in that the empirical correlation is found to be positive and close to one, suggesting that positive news shocks in productivity are preceded by stock market booms.
1 A large part of the business cycle literature tackles also the issue of news shocks using Dynamic Stochastic General Equilibrium (DSGE) models among which Davis (2007) , Fujiwara and Shintani (2008) , Schmitt-Grohé and Uribe (2008) and Khan and Tsoukalas (2009) . For example, Schmitt-Grohé and Uribe (2008) show that standard RBC models augmented with real rigidities (habits formation in consumption and leisure, investment adjustment costs and variable capacity utilization) generate news driven business cycles and anticipated shocks explain more than two thirds of the predicted aggregate fluctuations.
2 See Beaudry and Portier (2005) and (2006) and Beaudry and Lucke (2009) for the estimation of news TFP shocks from SVARs. See also, e.g., Ramey (2009) and Mertens and Ravn (2009a) for quantitative investigations about the usefulness of SVARs for the identification tax policy shocks.
3 See the references in Leeper, Walker and Yang (2009) about non-fundamentalness issues in rational expectation econometrics.
4 Other empirical strategies have been implemented in a VAR setup. Barsky and Sims (2010) identify news shocks as those explaining the overwhelming fluctuations in TFP. Mertens and Ravn (2009b) propose an augmented fiscal SVAR estimator which is robust to the presence of anticipation effects.
A number of key results arise from our paper. First, we find that the estimated impulse responses function (IRF) using either a long-run or a short-run restriction are biased. This is particularly true when the news contains longer anticipation horizon. Second, a short-run restriction performs better than a long-run restriction. In particular, a SVAR model with a long-run restriction yields biased estimated responses even in the case where the VAR model does not display non-fundamentalness.
Third, the estimated bias is strongly reduced when the fraction of fluctuations in the economy driven by news shocks is substantial and the VAR model is estimated using a sufficient number of lags.
Indeed, estimating a VAR model with a number of lags smaller than the length of news implies a lag truncation-bias. Finally, performing the simple correlation diagnostic test of Beaudry and Portier, we obtain that the correlation between the innovations identified using long run restrictions and those obtained with short-run restrictions is almost equal to one when anticipated shocks mostly drive the fluctuations in the model and the economy is subject to strong forward-looking dynamic. These findings are both obtained from analytical results and simulation experiments.
The paper is organized as follows. In a first section, we expound our reference setup and we discuss non fundamentalness issues. The second section reports the identified dynamic responses using both long-run and short-run restrictions. The third section assesses the reliability of SVARs from different simulation experiments. The last section concludes.
The Setup
We use a simple model as the DGP and investigate under which conditions VAR models admit a non-fundamental representation.
The Model
The model economy takes the following form 5
where y t denotes a single endogenous variable and x t is a single exogenous variable, specified in firstdifference. E t denotes the expectation operator conditional on the information set in period t, i.e.
when agents must take their decisions about y t . The parameters a and b in the behavioral equation (1) are assumed to be non-zero. For simplicity, hereafter, we normalize b to unity. 6 Equation (1) naturally emerges from any optimization problem in stochastic equilibrium models. Typically, equations (1)- (2) define the log-linear equilibrium conditions for an asset-pricing model where y t denotes the log of the 5 We have also investigated another model economy of the form yt = aEtyt+1 + b∆xt. Our quantitative findings are almost identical. The results are available from the authors upon request.
6 Our main findings are unaffected by this normalization. The results are also available from the authors upon request.
price-dividend ratio and ∆x t the growth rate of exogenous dividends. Equation (2) Excluding sunspots (i.e. we impose |a| < 1) and bubbles (i.e. we restrict the solution to satisfy lim T →∞ E t a T y t+T = 0) and using the process (2), we obtain the solution (or reduced form) for y t
Equation (3) together with equation (2) represent the DGP. We assume that the variables ∆x t and y t are observed by the econometrician but she cannot distinguish between the two shocks driving ∆x t .
This observability problem is made more pernicious as the econometrician is faced with two permanent shocks. 7 In a more compact way our DGP writes as
where
) .
Non-fundamentalness issues
The issue of this paper is to investigate under which conditions, SVARs can properly uncover the true dynamic responses of a DGP that does not admit a fundamental times series representation. A formal definition of fundamentalness is the following (see Alessi, Barigozzi, and Capasso, 2008) 
Given H(.) in (4), we deduce
When q = 1, the determinant is given by σ u σ ε ̸ = 0 for non-zero values of σ u and σ ε . The system is accordingly fundamental. However for any anticipation 7 Notice that we follow the empirical strategy adopted by Beaudry and Portier (2005) , (2006) by assuming that the variable subject to news shocks is observed, together with yt. In their paper, the observed forcing variable xt is the log of TFP and yt is defined as the excess return on stock prices. horizon beyond two periods (q ≥ 2), the roots µ i of det H(z) are such that | ∏ q−1 i=0 µ i | = |a q−1 | < 1. This implies that at least one root lies within the unit circle. Consequently the system (4) is non fundamental as long as q ≥ 2. For example, when q = 2, we obtain |z| = 1/|a| > 1.
Estimation and Identification
The above results show that when q ≥ 2, the DGP does not admit a fundamental bi-variate representation. Then, we restrict our analytical calculations to q = 1, 2. We consider an econometrician whose objective is to identify news shocks using SVARs. For such a purpose, the econometrician first estimates an appropriate VAR(p) model from the observed variables ∆x t and y t , where p denotes the number of lags. Then she applies structural restrictions on the estimated VAR model to identify the relevant shocks.
We consider a VAR(1) model as a simple way to statistically represent the solution of our structural model. 8 The estimated VAR model is given by
where υ t = (υ 1,t , υ 2,t ) ′ is the vector of canonical errors and
The elements of the matrix A are estimated using linear projections of ∆x t and y t on their own lagged values.
The Fundamental Case
When q = 1, the DGP admits a VAR (1) representation
This VAR(1) representation suggests that the econometrician will find that current values of the endogenous variable y t may convey information useful to forecast the future values of the exogenous shock ∆x t+1 . The estimated VAR model under our DGP thus implies that the endogenous variable y t Granger causes the exogenous variable ∆x t . This represents an additional illustration of pitfalls in the use of causality test (see Hamilton, 1994 , for another example).
Before proceeding with SVARs, we compute two matrices that are useful for the identification of news shocks. The VAR(1) model admits a VMA(∞) representation, Z t = B(L)υ t , with Z t = (∆x t , y t ) ′ and 8 Analytical and tractable solutions are available only for p = 1. We provide simulation results for a higher number of lags and show that they are in line with the theoretical ones.
B(L) = (I − AL) −1 . The covariance matrix of the canonical innovations is thus given by
where θ = σ 2 u /σ 2 ε . This parameter accounts for the relative variance of standard unexpected shocks to news shocks. As we will show latter, this parameter will play a central role in the ability of the econometrician to consistently identify the news shock. We define the long-run covariance matrix (the spectral density of the vector Z t at zero frequency) as Σ LR = B(1)Ω υ B(1) ′ , where Ω υ is the covariance matrix of the canonical innovations and B(1) = (I − A) −1 . We deduce the long-run covariance matrix
′ be the vector of structural shocks. We have the struc-
where C(L) = B(L)S and S is a non-singular matrix
constructing the innovations υ t as linear combinations of structural disturbances η t . As usual, we impose an orthogonality assumption on the structural shocks, which combined with a scale normalization implies V ar(η t ) = I 2 . However, this is not enough to identify S and following Blanchard and Quah (1989), we impose a long-run restriction. The news shock is then identified as the only shock with a long-run effect of the level of x t (see Beaudry and Portier, 2006) . Given the ordering of Z t , C(1) must be lower triangular. This amounts to imposing that C(1) be the Cholesky de-
Given this identity, we can easily recover C(1) and accordingly
We assess this SVAR at identifying news shocks through the dynamic responses of ∆x t and y t . These
IRFs are given by (in parentheses, we report the true responses)
These dynamic responses are driven by θ (the relative size of standard surprise shocks with respect to news shocks) and are thus biased, if we except the response of y t at one lag. Although private agents receive news about future value of x in the DGP, the econometrician mistakenly rejects the presence of news as the variable ∆x t contemporaneously responds to η 1t . Interestingly, the smaller is θ, the smaller the bias. Hence, as the fraction of fluctuations driven by news shocks gets larger (θ → 0), the SVAR consistently identifies news shocks.
To provide an intuition for such a result, we recover the identified shock using long-run restrictions as a function of the structural shocks, ε t and u t :
The econometrician does not identify the true news shocks but rather a weighted average of the anticipated and the unanticipated shocks. Only when the relative volatility of news shocks is substantial (σ ε >> σ u or θ → 0) in the economy, will the identified shock be the true one.
Short-Run restrictions
In this setup, the econometrician uses some prior information to restrict the impact response of x t . The restriction is imposed now on the matrixC(0) = B(0)S ≡S, the matrix of contemporaneous responses (see, Sims, 1980) . Notice that we use again an orthogonality assumption on the structural shocks and a scale normalization. News shocks are assumed to have a zero impact on ∆x t . This corresponds to s 11 = 0 or to the following restriction on the canonical disturbance υ 1,t = s 12η2,t , where the vector of innovations is nowη t = (η 1,t ,η 2,t ) ′ . The previous system
In this SVAR model, the short-run variance covariance matrix of the system is givenC (0)
S is a Cholesky decomposition of the variance covariance matrix Ω υ of the canonical residuals. Using this decomposition, we obtaiñ
.
The IRFs at zero and one lag are given by (in parentheses, we report the true responses)
These responses are exactly those implied by the DGP of the underlying economy. Thus, the estimated dynamics implied by a short-run restriction are independent from θ. No matter, how these forces are allocated, the econometrician does perfectly identify the news shock. This is because the news shock is perfectly uncovered under this identification scheme (η 1t = ε t ). Beaudry and Portier (2006) have performed a test allowing to assess the empirical plausibility of the news shock hypothesis. Formally speaking, this simple diagnostic test consists in computing the correlation between the identified news shocks recovered from long-run and short-run restrictions (η 1,t andη 1,t in our previous notations) and see how this correlation evolves. Beaudry and Portier (2006) obtain a correlation close to one and conclude that this result strongly supports their empirical findings about the relevance of news shocks.
The Correlation Diagnostic Test
Using the identified news shocks from the long-run and short-run restrictions, we get
This result shows when news shocks are the dominant source of fluctuations (θ → 0), the long-run identification strategy provides accurate estimates and the correlation then tends to unity.
The Non-Fundamental Case
When q = 2, the DGP is now defined by
Using these two equations as the DGP, we assume that the econometrician seeks to estimate a VAR (1) model. 9 The resulting matrix A in (5) is given by
where ϕ = 1/(1 + a 2 ). Notice that the previous remarks about the Granger causality still apply. Given the DGP and the matrix A of the VAR model, the canonical innovations υ 1,t and υ 2,t can be expressed in terms of the structural shocks
We then deduce var(υ 1,t ) = (θ + 1 − ϕ)σ 2 ε , var(υ 2,t ) = (ϕ + a 2 )σ 2 ε and cov(υ 1,t , υ 2,t ) = −aϕσ 2 ε . The covariance matrix of the canonical innovations is thus given by:
we obtain the long-run covariance matrix
Long-Run Restriction
Applying a long-run restriction on the estimated VAR(1) model yields
The moving-average representation is obtained by computing
. .. The IRF at horizon i ≥ 1 is therefore given by the product A i S = (aϕ) i−1 AS. We concentrate our analysis on the dynamics implied by news 0, 1 and 2 periods after the shock.
On impact, we have (in parentheses, we report the true responses) 
Under these two restrictions, the estimated IRFs are unbiased. The intuition of this result is the following. First, the parameter a controls the severity of the non-fundamentalness problem as shown in section 1.2. The closer is a to unity, the less severe is the non-invertibility problem raised by news shocks (see Sims, 2009 , for a similar statement). Second, news shocks must represent most of fluctuations in the underlying economy, as in the fundamental case. Similar results follow when we consider IRF at one and two lags.
Let us now consider the responses of x and y one period after the shock
Notice that the estimated responses are biased, even if we impose θ → 0 and a → 1. A possible explanation of this result is that the VAR model does not include enough lags. Indeed, inspecting the time series properties of υ 1,t and υ 2,t in (9) shows that these two errors terms display a sizeable degree of serial correlation. This will be shown in our simulation experiments in section 3. Finally, two periods after the shock, we obtain
When θ → 0 and a → 1 , the SVAR model yields biased estimates. Our previous statement about lag truncation prevails as we will show in the next section.
Short-Run restrictions
Applying now a short-run restriction on the estimated VAR(1) model
The IRFs are given by the elements of the matrix A iS = (aϕ) i−1 AS for i = 1, 2, . . .. The identification strategy imposes a zero response of x on impact, by construction equal to the true one. The response of y on impact is (in parentheses, we report the true responses)
. When θ → 0 and a > 0, a short-run restriction allows to perfectly uncover the true impact responses of x and y to a news shock. This is in contrast with the long-run identification scheme.
One period after the shock, we obtain the following IRFs
As in the long-run restriction case, the estimated response with a short-run restriction is biased and polluted by the two key parameters θ and a. Finally, two periods after the shock, ∆x and y respond as follow
When θ → 0 and a → 1 , the estimated responses are biased, as in the case with a long-run restriction.
The Correlation Diagnostic Test Using the two previous SVARs, we can determine the relation between the two identified shocks η 1,t andη 1,t and the structural shocks of the DGP: corr(η 1t ,η 1t ) = 1.
The condition θ → 0 (σ ε ≫ σ u ) is necessary to get a correlation diagnostic test close to unity.
Interestingly, this corresponds to a situation where the two identification schemes yield dynamic responses close to the true ones. However, the ability of these two restrictions to properly uncover the true responses hinges also on the strength of the forward-looking behavior of the endogenous variable y. Higher forward-looking dimension (a → 1) allows to dilute the negative effects of nonfundamentalness on the estimated dynamics.
Simulation Experiments
We now use the model (4) to simulate artificial data, over which we estimate SVARs with long-run and short-run restrictions. To compute artificial time-series of the variables of interest, we draw N = 1000 independent random realizations of the innovations u t and ε t−q . For given values of a, σ u and σ ε , we compute N = 1000 equilibrium paths for ∆x t and y t . These simulations are conducted for different values of q, i.e q = [1, 2, 4]. In all experiments, the sample size is equal to 250 time periods, as it is usually the case with actual data. In order to reduce the influence of initial conditions, the simulated sample includes 1000 initial points which are subsequently discarded before the estimation of VAR models. For each draw, the number of lags in VAR models is set to p. It also includes the correlation between the two news shocks, identified using either a long-run restriction or a short-run restriction. Figures 1-10 illustrates the results included in Table 1 .
We investigate several issues previously raised in the analytical part of the analysis: long-run versus short-run restrictions, the relative size of shocks, the number in lags in VARs, the correlation diagnostic test and the forward-looking dimension.
10 The equally weighted cumulative MAE and RMSE at horizon h is defined as (1/h) ∑ h i=0 maei and (1/h)
2 ) 2 represent the MAE and the MSE at horizon i, respectively. irfi(model) denotes the model's impulse response and irfi(svar) = (1/N ) ∑ N j=1 irfi(svar) j the mean of impulse responses over the N simulation experiments obtained from SVARs.
Long-run versus Short-run restrictions
The SVAR model with a short-run restriction performs better than the one with a long-run restriction. The MAE and the RMSE for both x and y are always smaller. This is especially verified when the standard-error of the expected and unexpected shock are equal (σ u /σ ε = 1). In this case, the identification assumption with a long-run restriction is strongly violated since two shocks have a long run effect of the same size on the variable x. This result holds, even if the DGP does not raise any non-fondamentalness issue. To see this, consider the case where q = 1. In this situation, the DGP is invertible and admits an exact VAR(1) representation, independent from the value of a. The first part of Table 1 includes the simulation results with q = 1 for different values of p and σ u /σ ε and Figures 1 and 2 report the dynamic responses of x and y. When σ u = σ ε , a SVAR model with long-run restriction over-estimates the contribution of the news shock to x since this identification scheme cannot separate the two permanent shocks while it under-estimates the response of y (see the first panel of Figure 2 ). At the same time, the short-run restriction almost perfectly uncovers the news shock and its dynamic effect of x and y. These results are consistent with our theoretical findings in the fundamental case. Indeed, using long-run restriction the econometrician identifies a weighted average of the two permanent shocks
When a short-run restriction is applied to SVAR, the news shock is correctly identified sinceη 1,t = ε t .
This can be easily seen from Figures 1 and 2: the IRFs obtained using a short-run restriction mimic very well those of the DGP while IRFs obtained from a long-run restriction entail a bias. Consequently, the MAE et RMSE are smaller with a short-run restriction. When σ u << σ ε , the discrepancy between the two approaches is strongly reduced because the weight allocated to the news shocks is higher and then a SVAR with long-run restriction is able to properly identify the news shock.
The relative size of shocks When σ u decreases (relative to σ ε ), the MAE and RMSE of the two SVARs decrease. This is especially true when we consider non-fundamental cases (q > 1) and the SVAR model with a long-run restriction. However, this is the case only when the VAR model includes a sufficient number of lags (see Table 1 and more specifically figures 8 and 9). Indeed, when q = 1, the error (MAE and RMSE) increase with σ u /σ ε for any selected lags p ∈ [1, 8] . Conversely, when q takes larger values (say, 2 and 4), a small number of lags (p < q) does not imply a decrease in the estimation error. For example, when q = 4, selected p = 1 or p = 2, small ratio σ u /σ ε is not associated with small estimation errors. However as the number of lags in the VAR model is such that p ≥ q the error monotonically decreases with the ratio σ u /σ ε . In such a case, the correlation between the two identified news shocks increases and tends to unity for small σ u /σ ε . These results confirm our previous analytical findings that a small value of σ u /σ ε (or equivalently θ → 0) is not sufficient to obtain consistent estimated of the true dynamic responses. The correlation diagnostic test An interesting result emerging from these simulations is that the correlation diagnostic test can lead to spurious conclusions. Such misleading conclusions are drawn when the number of lags p is too small regarding the length of expected shock q. To see this, let us consider again the case where q = 2 and σ u = σ ε . When p = 1, the correlation is 0.7079, whereas it is equal to 0.6009 when p = 2 (see Table 1 ). This finding is illustrated in Figure 7 . This figure reports the value of the correlation between the two identified news shock, when σ u /σ ε varies on the [0.01, 1]
The number of lags in VARs
interval. When q = 1, the correlation unambiguously decreases with σ u /σ ε . However, when q = 2 or q = 4, this correlation is not monotonic with σ u /σ ε for p too small regarding the selected value of q.
Let us consider the case where q = 4. The last panel of Figure 7 shows that the correlation displays an hump-shaped pattern when p = 1 and p = 2. This finding is explained by Figures 8 and 9 , that report the RMSE of x for different values of σ u /σ ε and the two identification schemes. When p = q = 1, increasing σ u /σ ε unambiguously implies larger errors in the estimated responses (see the first panel of this figure) . However, when q = 2 or q = 4, this is not the case when p < q. The RMSE is only monotonic with σ u /σ ε when the VAR model includes a sufficient number of lags. These results mean that the correlation diagnostic test is meaningful only when the VAR(p) model is properly specified with respect to anticipation horizon of news shock.
The forward-looking dimension The effect of a on the reliability of SVARs is rather small when the number of lags is appropriately chosen. Conversely, when p < q, the value of a can deeply affect the correlation between the innovations (see the Table 1 ). This finding is illustrated by Figure 10 . When p = 1 and q = 4, increasing a leads to a larger correlation between the two innovations. Conversely, when p = q = 4, the effect of a on this correlation is very small. Similar findings also hold for the errors (MAE, RMSE) of the estimated responses. Notice that these findings with q = 4 echo those obtained from our analytical results with q = 1. Indeed, we have shown that when q = 1, all the results are independent from the values of a. Moreover, our simulation experiments confirm these asymptotic results in finite sample 11
Conclusion
This paper inspects under which conditions, SVARs can be used to properly identify news shocks.
Indeed, the presence of news shocks in the economy may induce a non-fundamental time series representation of the data. Such non fundamentalness corrupts the identification of shocks using SVARs.
Then the estimated IRFs obtained from long-run and short-run restrictions entail a sizeable bias.
Both analytical and simulation based results shows that the anticipation horizon, the forward-looking dimension, the number of lags in VARs and the relative size of news shocks in the economy matter for the reliability of SVARs in identifying news shocks and their dynamic effects. 
