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ABSTRACT
This work proposes a three-state microscopic opinion formation model based on
the stochastic dynamics of the three-state majority-vote model. In order to mimic the
heterogeneous compositions of societies, the agent-based model considers two different
types of individuals: noise agents and contrarians. We propose an extension of the
model for the simulation of the dynamics of financial markets.
Agents are represented as nodes in a network of interactions and they can assume
any of three distinct possible states (e.g. buy, sell or remain inactive, in a financial
context). The time evolution of the state of an agent is dictated by probabilistic
dynamics that include both local and global influences. A noise agent is subject to
local interactions, tending to assume the majority state of its nearest neighbors with
probability 1−q (dissenting from it with a probability given by the noise parameter q).
A contrarian is subject to a global interaction with the society as a whole, tending
to assume the state of the global minority of said society with probability 1 − q
(dissenting from it with probability q).
The stochastic dynamics are simulated on complex networks of different topolo-
vi
gies, including square lattices, Barabási-Albert networks, Erdös-Rényi random graphs
and small-world networks built according to a link rewiring scheme.
We perform Monte Carlo simulations to study the second-order phase transition
of the system on small-world networks. We perform finite-size scaling analysis and
calculate the phase diagram of the system, as well as the standard critical exponents
for different values of the rewiring probability. We conclude that the rewiring of the
lattice drives the system to different universality classes than that of the three-state
majority-vote model on a two-dimensional square lattice.
The model’s extension for financial markets exhibits the typical qualitative and
quantitative features of real financial time series, including heavy-tailed return dis-
tributions, volatility clustering and long-term memory for the absolute values of the
returns. The histograms of returns are fitted by means of coupled exponential dis-
tributions, quantitatively revealing transitions between leptokurtic, mesokurtic and
platykurtic regimes in terms of a nonlinear statistical coupling and a shape parameter
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I can calculate the motions of heavenly bodies, but not the madness of people.
- Sir Isaac Newton.
1.1 Motivations: Social Psychology, Financial Markets and
Networks
1.1.1 A Brief History of Physics and Finance
The fields of physics and finance have been interacting and influencing each other
for hundreds of years. Indeed, Sir Isaac Newton expressed vexation after losing a
considerable fraction of his wealth in the South Sea bubble crisis in London, a frus-
tration on being capable of deterministically predicting the motions of celestial bodies
with remarkable precision, yet being absolutely clueless on how to predict the future
behavior of markets (Malkiel, 2007).
Gauss fared considerably well in his financial activities, on the other hand, having
amassed a substantial fortune throughout his life which could not have resulted from
his basic salary. Rumours suggest that he developed the Gaussian distribution whilst
attempting to quantify the risk of default whenever he loaned money to his friends
and neighbors (Voit, 2005).
He pioneered the quantitative approach to insurance at the University of Göt-
tingen, where he taught, when he was approached by the university with a problem
concerning the pension fund of the widows of the professors. The administrators of
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the fund were alarmed at the increasing number of widows and the number of pen-
sions paid during that time, believing that the fund was in risk of ruin. Six years
of analysis and statistical calculations by Gauss allowed him to conclude that the
administrators’ concerns were largely unfounded, that the fund was in good health
and that more pensions could be granted and more members included into the fund.
In 1900, French mathematician Louis Bachelier presented his seminal dissertation,
Théorie de la Spéculation at the University of Paris, attempting to mathematically
model the price movements of bonds issued by the French government and also de-
veloped a model for the risk in the speculation of derivatives based on the bonds
(Bachelier, 1900). In this work, he successfully developed the theory of random walks
five years prior to Albert Einstein’s seminal paper on Brownian motion (Einstein,
1905). Bachelier’s contribution to the field was only recently noticed and recovered
in the mid-twentieth century and is now recognized both in finance and physics. The
study of stock market pricing via Brownian motion was furthered more recently by
the efforts of physicist M. F. M. Osborne.
American physicist Fisher Black had a decisive role in the mathematical modeling
of derivative pricing, along with Myron Scholes. Indeed, the all-important Black-
Scholes equation for derivative pricing can be shown to be identical to the diffusion
equation, which is not surprising, given Black’s background and training as a physicist
(Black and Scholes, 1973).
Over the past few decades, there has been considerable interest in the implemen-
tation of tools and methods of statistical physics for the purpose of studying the
behavior and dynamics of social and economic systems (Mantegna and Stanley, 2000;
Bouchaud and Potters, 2003; Voit, 2005; Bornholdt, 2001; Sznajd-Weron and Weron,
2002; Kaizoji et al., 2002; Krawiecki et al., 2002; Vilela et al., 2019a; Takaishi, 2005;
de Oliveira, 1992; Brunstein and Tomé, 1999; Tomé and Petri, 2002; Melo et al.,
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2010; Sornette, 2006).
1.1.2 Social Psychology and Markets as Complex Systems
Statistical mechanics studies the complex behavior of macroscopic physical systems
in terms of the basic interactions between their numerous fundamental components.
A hallmark of complexity is the emergence of collective or cooperative effects which
are not reducible to the behavior of any individual component.
Financial markets are complex systems composed of millions of individuals world-
wide, partaking of commercial activities, interacting amongst themselves for the pur-
poses of buying and selling financial assets such as stocks, bonds, options and com-
modities. The convergence of individual decisions between different financial agents
has repercussions on the behavior of macroscopic observables such as the time series
of prices of such assets.
The dynamics of financial markets ensue not only from rational action on the
part of investors, but also from emotional behaviors which are a reflection of the rich
social psychology of the influences and interactions between agents in a network of
financial investors. An example of such a phenomenon is herding, whereby individ-
uals tend to follow the opinion or behavior of their neighbors (Raafat et al., 2009;
Hong et al., 2005). Herding behavior has been suggested to play an essential role in
human societies and in the animal kingdom, in situations that range from collective
behaviors of flocks of birds and school of fish to riots, strikes, sporting events and
opinion formation (where often coherence in social imitation manifests as informa-
tional cascades (Bikhchandani et al., 1992)). In the context of financial markets, the
field of behavioral finance has identified herding as a key to the understanding of the
collective irrationality of investors (Shiller, 2015). It is carried out by so-called noise
traders. They typically follow the trends of their neighbors and have a propensity to
overreact to the arrival of news when buying or selling.
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Other agents in a market seem to follow the trends of the global minority as
an investment strategy. Thus they tend to buy when noise traders drive the prices
down and they tend to sell when noise traders drive the prices up. We shall refer to
these agents as contrarians, but they are also known as fundamentalists, sophisticated
traders or α−investors (Voit, 2005; Bornholdt, 2001; Kaizoji et al., 2002; Takaishi,
2005; Lux and Marchesi, 1999; Lux and Marchesi, 2000; De Long et al., 1990; Day and
Huang, 1990). Rational decision-making on their part tends to drive prices towards
the values suggested by the analysis of the fundamentals of an asset (expected profits
of the company, expected interests rates, dividends, future plans of the company, etc.)
The inherent uncertainty and randomness present in the behaviors of people and
economics, which stems from the complication of understanding human behavior at
the scale of an individual, need not scare social scientists or natural scientists from
attempting to study the macroscopic behavior of societies as a whole. In fact, the
aggregate and emergent large-scale behavior of societies and markets is rife with
identifiable patterns and trends that are a reflection of collective states that are
not merely reducible to the understanding of a single individual. Therefore, as in
statistical mechanics, even though the behavior of the part may be unpredictable,
the behavior of the whole tends to be robust, systematic and many of its properties
become amenable for understanding (Ball, 2002).
And this seems to be applicable not only to human societies, but to social species
all over the animal kingdom. Political scientist Michael Lind says of canines: A
friend of mine who raises dogs tells me that you cannot understand dogs unless you
have a half a dozen or more. The behaviour of dogs, when assembled in sufficient
numbers, undergoes an astonishing change. They instinctively form a disciplined
pack. Traditional political philosophers have been in the position of students of canine
behavior who have only observed individual pet dogs (Ball, 2002).
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A similar statement of this fact was coined by Belgian astronomer Adolphe Quetelet
in 1832: Whatever concerns the human species, considered en masse, belongs to the
domain of physical facts; the greater the number of individuals, the more the individ-
ual will is submerged beneath the series of general facts which depend on the general
causes according to which society exists and is conserved (Quetelet, 1835).
The rich behavior and heterogeneity of a complex system as a society or a market
can be graphically represented by means of networks or graphs, nodes in the network
representing individuals and the links between the nodes representing interactions
that take place between pairs of nodes. In the context of a society, two connected
nodes may represent the fact that a pair of individuals know each other and that
they interact with one another, talking, trading, exerting influence on another, for
example.
In this sense, one can think about the complexity of society in the very general
framework of network representations.
1.1.3 Complex Systems and Networks
The graphical representation of social systems via networks immediately reveals a rich
complexity that is manifested in the non-trivial structures and statistical patterns of
their topologies.
Social networks systematically exhibit striking features such as the small-world
effect, whereby the distance between two nodes in a vast network is remarkably small
compared to the total size of the network, which is an example of one such persistent
pattern. Moreover, that distance has been shrinking in time thanks to the ever-
increasing power and interconnectivity of the Internet, the Wold-Wide Web and social
media.
In fact, more often than naught, the structural integrity of the networks of societies
is known to depend on a rather small number of nodes in the network, hubs, that
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have a rather large number of connections to considerable numbers of nodes in the
network, whilst the majority of the remaining nodes have very few links to other
nodes. The presence of these heavily connected hubs plays a pivotal role in holding
the network together and in producing the small-world effect (Barabási, 2002).
Indeed, in the World-Wide-Web, a ubiquitous search engine such as Google is
capable of easily connecting the user to an enormous number of websites, thereby
showing the obvious role of Google as a hub that helps to bring and hold the network
together. In social media, portals like Instagram or Twitter are characterized by
having a relatively small number of users with an enormous number connections or
followers. In the modern parlance of the Web, individuals with thousands or millions
of followers are referred to as influencers. Their noticeable online presence is often
identified by marketing strategists as a useful tool for product placement, given their
active roles as hubs in the network. 1
Networks within finance are also known to exhibit properties such as the small-
world effect and the ubiquitous presence of hubs, properties that have only recently
been recognized and measured given the increasingly available data in this heavily
interconnected world (Aoyama et al., 2010).
1.1.4 Opinion Formation Dynamics and Microscopic Market Models
One of the fundamental questions on financial systems is the formulation of simple
models of microscopic dynamics capable of reproducing the essential quantitative and
qualitative statistical features of real financial time series. This task suggests an ex-
amination of the possible underlying processes and dynamics of opinion formation
in a market, which ultimately drive the financial decisions of purchase or sale of as-
sets. This process involves not merely financial considerations, but also psychological,
1 Roose, K. (2019, July 16). Don’t Scoff at Influencers. They’re Taking Over the World. The
New York Times. Retrieved from https://www.nytimes.com/.
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emotional and social factors.
The study of microscopic models of opinion formation, aided by computer simu-
lations, may shed light on the essential interaction laws between agents in a financial
market, which can give rise to the salient behavior of macroscopic financial observ-
ables as a consequence of those microscopic interactions, such as heavy-tailed return
distributions and volatility clustering. Ising-like systems have been proposed in the
past as frameworks for agent-based models for financial systems. (Voit, 2005; Sznajd-
Weron and Weron, 2002; Krawiecki et al., 2002; Bornholdt, 2001; Kaizoji et al., 2002;
Vilela et al., 2019a)
Given the inherent complexity of human behavior, its study is typically subject
to interdisciplinary considerations. Microscopic models of opinion formation do not
pretend to mimic human opinion formation dynamics in an absolutely rigorous fash-
ion. Rather, they attempt to reduce such processes to very basic interaction laws
with very few parameters in an attempt to understand possible candidates for the
fundamental mechanisms at play that give rise to such macroscopic complexity.
The majority-vote model is an agent-based, Ising-like model in statistical me-
chanics, formulated in order to study the dynamics of opinion formation in a society
(de Oliveira, 1992; Brunstein and Tomé, 1999; Tomé and Petri, 2002). In its original
version, each individual in a society has a state given by her binary opinion on a
particular issue, e.g.: to vote Democrat or Republican, to buy vanilla ice-cream or
chocolate ice-cream, to buy or sell stock.
Individuals are represented as nodes placed in a social network, interacting with
their nearest neighbors, exerting influence on them and being influenced by them in
return. In this model, with probability 1− q, the agent will agree with the majority
state of its neighbors or dissent from it with probability q. The model exhibits a
second-order phase transition in many different network topologies (Campos et al.,
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2003; Pereira and Moreira, 2005; Lima, 2006; Lima, 2007; Luz and Lima, 2007; Lima
et al., 2008).
A generalization of this model exists, whereby the states of individuals can assume
any one of three distinct states, e.g.: to vote Democrat, Republican or Libertarian;
to buy vanilla, chocolate or tutti-frutti ice-cream; to buy stock, to sell stock or to
remain inactive. This three-state majority-vote model is also known to exhibit phase
transitions and critical phenomena in many different network topologies. (Brunstein
and Tomé, 1999; Tomé and Petri, 2002; Melo et al., 2010).
In this work, we study the thermodynamics of three-state majority-vote model
on small-world networks, including the critical phenomena of its second-order phase
transitions. We also propose an extension of the majority-vote model, which we shall
call the global-vote model, that incorporates and mimics the heterogeneous behaviors
of individuals in a society by defining a second kind of agent called a contrarian, which
does not tend to follow the herd. We then further extend the global-vote model into
a microscopic market model that attempts to mimic the behavior of financial markets
and attempts to peek into the possible social psychology behind it.
1.2 Statement of the Problem
Based on the three-state majority-vote model, we propose and study a three-state
opinion formation model, which we shall call the global-vote model (Zubillaga et al.,
2019a; Vilela et al., 2019a).
Agents are represented as nodes in a complex network and they take any one of
three distinct states or opinions. These states follow stochastic dynamics defined in
terms of the influences of their nearest neighbors and the influence of the global state
of the system. In this work, we shall classify individuals in a society (or a financial
market) as either noise agents (noise traders) or contrarians, a simple scheme that
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models a society (or a mass of investors) with a heterogeneous composition. Noise
agents interact locally and tend to follow the majority state of their nearest neighbors
via herding behavior. Contrarians interact globally with the whole network and tend
to follow the state of the global minority.
Given the definitions of the local and global stochastic rules of interaction of the
agents in the network, it is possible to define macroscopic observables for this opinion
formation model which are amenable to a statistical mechanical study. For example,
a measure of magnetization is defined as an order parameter in analogy with magnetic
systems, which can then enable the study of phase transitions and critical phenomena.
In particular, it enables the calculation of critical exponents, phase diagrams and data
collapse.
Additionally, macroscopic financial observables, such as returns and volatilities,
are defined in terms of the order parameter, thus permitting the simulation of financial
time series. In this way, the social psychology of the opinion formation model serves
as a basis for the definition of a microscopic market model.
The statistical properties of the time series can be studied by means of histograms
and correlation functions and contrasted with the behavior of the time series of real
financial assets.
1.3 Research Techniques and Methodology
The basic methodology of this work requires Monte Carlo simulations of the stochastic
dynamics of the three-state majority-vote and global-vote models. The time series of
the main macroscopic observables thus generated from the computational simulations
of these dynamics permit a statistical analysis of these observables.
For the opinion formation model proper, thermodynamic averages, critical expo-
nents and phase diagrams are calculated. For the financial extension of the opinion
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formation dynamics, histograms and auto-correlation functions are calculated for time
series of returns and volatilities. Statistical analyses of real financial data are also
performed and contrasted with the results of the model.
1.4 Organization of the Body of This Work
This body of this work is organized as follows:
Chapter 2 introduces the fundamental concepts, notions and vocabulary on finan-
cial markets and opinion formation dynamics which will pervade throughout the body
of this work.
Chapter 3 presents the basic definitions on graphs and complex networks, includ-
ing the main statistical features of real networks and models of network construction
for three different topologies. It then defines a link rewiring prescription that enables
the construction of small-world networks, (interpolating a host of topologies between
lattices and randomness).
Chapter 4 describes the theoretical background of stochastic processes and Monte
Carlo simulations, as well as a set of mathematical and statistical tools for the analysis
and treatment complex and critical systems. In particular, we introduce the relevant
mathematical framework of stochastic processes, including the master equation. We
also define the relevant numerical and analytical quantities with which we shall be
concerned for the purposes of this work. We introduce the fundamental notions and
tools of the theory of finite-size scaling, which will be employed in the analyses of
the phase transitions present in the model. We describe potential problems with
the assumptions underlying finite-scaling and propose a unitary relation for critical
exponents. Lastly, we introduce the family of coupled exponential distributions, a
useful tool within nonextensive statistical mechanics for the description of complex
systems.
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Chapter 5 introduces and defines the pre-existing theoretical model of opinion
formation dynamics that is relevant to this work: the three-state majority-vote model.
We propose and define the three-state global-vote model and suggest a practical
extension of it, useful for the modeling of financial systems; in particular, we define
a three-state model for financial markets.
Chapter 6 briefly reviews the main results in the literature on the thermodynamic
behavior of the second-order phase transitions and critical phenomena of the three-
state majority-vote model in: 2-dimensional lattices, random graphs and Barabási-
Albert networks. It presents numerical results of Monte Carlo simulations on the
thermodynamics of the three-state majority-vote model in these small-world topolo-
gies, including: phase diagrams, critical exponents and data collapse.
Chapter 7 presents the numerical results of the Monte Carlo simulation of the
three-state model for financial markets, including: time series analysis, histograms
and correlations. The behavior of the microscopic market model is studied on a host
of different topologies, including: 2-dimensional lattices, random graphs, Barabási-
Albert networks and small-world networks built according to the network construction
scheme defined in chapter 3.
Concluding remarks, briefly synthesizing the salient results of this work, are pre-
sented in chapter 8, as well as possible directions for future research on this topic.
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Chapter 2
Financial Markets and Opinion Formation
Dynamics
2.1 Financial Markets
2.1.1 Fundamental Ideas and Concepts on Financial Markets
Financial markets are systems in which a great number of investors (or agents) in-
teract with one another and react to the arrival of information with the purpose of
determining the best price for a given product, asset or financial instrument. The
nature of the goods traded in these markets can be of very different natures; e.g.:
commodities (such as animals, minerals and oil), bonds, stocks, foreign currency or
financial derivatives such as futures and options (more complex financial products
that are valued in terms of other goods or underlying assets) (Voit, 2005; Schmidt,
2005; Mantegna and Stanley, 2000). Certain markets are located in very specific ge-
ographic locations, such as the stock exchanges in New York, London, Tokyo, etc. or
the options market in Chicago.
Other markets are delocalized and are accessible anywhere, e.g., foreign exchange
markets. There are financial assets that are traded in organized markets or exchanges,
as mentioned previously, but there are also financial assets that are traded directly
between the two interested parties. This form of trading is called over the counter
(OTC) and does not require an exchange with a physical location either (Voit, 2005).
An investment portfolio is a collection of investments maintained by financial
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institutions (e.g., banks), companies or private investors. The assets of a portfolio
may contain stocks, bonds, options, real estate, futures, foreign exchange, loans,
mutual funds and commodities.
A company can increase its capital issuing shares or stocks. A stock is and repre-
sents the ownership of a portion of a corporation or company by an investor. There
are two fundamental types of stocks: common and preferred. The former grant the
investor voting rights that he may exercise within the internal decision-making pro-
cess of the company. The latter do not grant voting rights to the investor, but they do
provide payment of preferential levels of dividends, which occurs prior to the payment
of dividends that may be owed to the rest of the stockholders. The issuance of stock
in a market allows the company to raise capital in a less expensive way than taking
a loan, at a fixed interest rate, from a bank.
An index is a composite measure of the performance of a national market, an
industrial sector or a segment of a market. In particular, a stock index is a com-
posite measure (usually a number) that aims to reflect and represent the variations
in value and average profitability of the individual stocks that comprise it (Vascon-
celos, 2004; Voit, 2005; Mantegna and Stanley, 2000; Bouchaud and Potters, 2003).
Examples of stock indices are: the Dow Jones Industrial Average -DJIA (computed
in terms of the behavior of over 30 industrial companies whose stocks are traded in
the New York Stock Exchange -NYSE), the Standard & Poor’s 500 -S&P 500 (com-
puted in terns of the data of over 500 companies registered in the NYSE), the DAX
and DAX100 (which measure the behavior of German markets), the CAC40 (which
measures the markets in France), and NASDAQ (which measures the performance of
high technology markets).
According to microeconomic theory, the determination of prices in a market follows
the model of supply and demand. It postulates that, all things being equal, the price
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of a particular good or service traded in a competitive market will vary until it
settles at a point where the quantity in demand at the current price matches the
quantity supplied at the current price, thereby producing a state of equilibrium. The
procedures vary slightly from one exchange to the next, depending (among other
things) on whether the market is computerized or not. A traded asset in a financial
market has both a bid price (the maximum price a buyer is willing to pay for the
asset) and an ask price (the minimum price that a seller is willing to accept), the
difference between both prices being the bid-ask spread (Voit, 2005; Schmidt, 2005).
In what follows, no emphasis will be stressed on this distinction and we shall consider
that the price of an asset is unique.
Another aspect to consider with regards to financial markets is the fact that, in
general, not all exchanges are open continuously. They are usually closed for trading
during weekends and holidays. They are also not open 24 hours a day. (Voit, 2005;
Bouchaud and Potters, 2003; Mantegna and Stanley, 2000).
2.1.2 Risk and Financial Assets
Risk and return are the two fundamental concepts that characterize investments in
assets and financial products. Risk is defined as the possible deviation of the actual
performance of an investment from its expected result if this deviation is negative, i.e.,
if it implies losses. The acceptance, reduction and management of risk are essential
considerations for an investor in the administration of his portfolio. It is said that an
asset is risky if its price is subject to unpredictable fluctuations.
There are very few financial instruments that may be considered risk-free, even
approximately. The two fundamental risk-free investments are: savings accounts and
bonds (issued by governments and some corporations) (Voit, 2005; Vasconcelos, 2004;
Bouchaud and Potters, 2003; Mantegna and Stanley, 2000). These instruments reward
the investor with a fixed (constant) interest rate. Bonds, unlike bank accounts, are
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not entirely free of risk, since there is a certain likelihood that the government or
corporation that issued the bond will default. However, in practice, bonds issued by
some governments have considerably lower risk than stock issued by corporations. In
consequence, they are, effectively, considered risk-free.
Investors who take greater risk expect to obtain greater rewards in return. Con-
sequently, risky assets possess, at least on average, elevated interest rates or expected
gain (relative to risk-free assets), reflected in their prices. Stocks, in particular, are
risky investment instruments. Therefore, they carry with them the expectation of
greater returns compared to risk-free investments. This is why stocks are so attrac-
tive to aggressive investors.
2.1.3 Return and Volatility
The concepts of return and volatility are fundamental in the financial vocabulary.
Let S(t) be the price of a financial asset at time t and τ the time scale between two
successive prices. The logarithmic return of the asset is the dimensionless quantity:
(Voit, 2005; Mantegna and Stanley, 2000; Bouchaud and Potters, 2003)






It is a measure of the relative price changes of a financial asset between two instants
of time. As such, it is a measure of the efficiency or performance of an investment.
If the price of a stock S(t+ τ) at time t+ τ is greater than the corresponding price,
S(t), at time t, the return will be greater than zero. If, however, S(t + τ) < S(t),
the return will be negative. If the price doesn’t change, S(t) = S(t + τ), the return
is zero.







It is also a relative measure of price changes. This definition has a practical advantage:
it represents the percentage of price change between t and t+ τ , i.e., it measures the
percentage of gain or loss between those two instants of time. The returns, as defined
by Eq. (2.2), are known as simple.
Yet another useful definition of returns is given by (Voit, 2005):
r̃τ (t) =
rτ (t)− 〈rτ 〉
στ
=
rτ (t)− 〈rτ 〉√
〈r2τ 〉 − 〈rτ 〉2
, (2.3)
where averages are taken over the values of the returns contained in the time series
and στ =
√
〈r2τ 〉 − 〈rτ 〉2 is the standard deviation of the time series. The r̃τ (t) are
called normalized returns and they have average 〈r̃τ (t)〉 = 0 and variance σ̃τ = 1 on
the time series considered. The kurtosis Kr of the normalized and simple returns are





An advantage that time series of returns present over time series of prices is the
fact that stationarity (to the extent in which it is present), among other statistical
properties, is known to be more applicable to the former than to the latter (Mantegna
and Stanley, 2000; Voit, 2005; Bouchaud and Potters, 2003). Another advantage of
the concept of return is that it is dimensionless, whilst the price depends on the local
currency unit of the country in which the market is located.
The volatility of a financial asset is a measure of the risk of investment in such an
asset. There are many numerical quantities that may be used with the objective of
quantifying risk and that are taken, depending on the specific context, as measures
of volatility. A usual metric for the volatility of a financial asset is the standard
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deviation, στ , associated with the time series of returns (and, in consequence, associ-
ated with the distribution of returns of said time series) (Voit, 2005; Mantegna and
Stanley, 2000; Bouchaud and Potters, 2003):
vτ (t) = στ =
√
〈[rτ (t)]2〉 − 〈rτ (t)〉2, (2.5)
where, as before, the averages are taken over all the returns registered in the time
series or over some suitable time window of the time series. Another equally valid
measure of volatility is the variance σ2τ of the time series of returns.
The standard deviations of the return distributions are usually taken as first indi-
cators of volatility, since they measure the spread of such distributions, which empir-
ically behave as reasonably symmetric functions with 〈r〉 ≈ 0 (even though 〈r〉 > 0).
In other words, it is an empirical fact that positive returns (gains) are almost practi-
cally as likely as negative returns (losses). For this reason, the spread of the return
distribution (as measured by the standard deviation) is, as a first approximation, a
measure of risk. (Voit, 2005; Mantegna and Stanley, 2000; Bouchaud and Potters,
2003).
Other measures of volatility as quantifiers of risk are the local averages of the




|rτ (t− i)|, (2.6)
where T is the number of time steps encompassed by the window in which the average
is taken. In particular, a usual measure of volatility locally in time is the absolute
value of the returns, since it quantifies the amplitudes of price variations as measures
of fluctuations in the time series:
vτ (t) = |rτ (t)|. (2.7)
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Financial institutions in charge of professional risk management, however, use
other quantities to measure risk in investments (e.g. Value at Risk) (Voit, 2005;
Mantegna and Stanley, 2000; Bouchaud and Potters, 2003).
2.1.4 Arbitrage
A fundamental concept in finance is that of arbitrage. An arbitrage is an attempt
to make a profit, risk-free, by buying and selling in order to take advantage of the
difference in prices of an asset in different markets (Mantegna and Stanley, 2000; Voit,
2005; Vasconcelos, 2004; Schmidt, 2005).
For example, a stock of a company is traded in two different markets (London and
Tokyo) and, at a given moment, there is a spread between the prices of the stock in
both markets. Suppose, for the sake of argument, that at a given instant of time, the
price of the stock is greater in Tokyo than it is in London (the prices compared in
the same currency). Then an investor has an opportunity to make a profit risk-free
by purchasing stock of this company in London and selling it in Tokyo. The return
is produced by the price discrepancy (disregarding transaction costs).
If this action is repeated systematically, it is logical that the demand for the stock
will increase in London, causing its price to rise. Simultaneously, the supply of this
stock in Tokyo rises, causing the price to drop at the Tokyo exchange. In this way,
the opportunity for arbitrage disappears quickly, due to a self-regulating mechanism
of the market, caused by supply and demand. In the modern and computerized
world, arbitrage opportunities are very short-lived (typically in the time scale of a few
minutes or seconds, at most). Therefore, after a short time, the prices in London and
Tokyo will have made themselves mutually consistent and rational, without arbitrage
opportunities.
Risk aversion moves investors to seek arbitrage opportunities in financial markets
with the intention of making profits risk-free. This is a decisive factor that contributes
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to the market’s ability to seek the most rational price for an asset (Mantegna and
Stanley, 2000; Voit, 2005; Vasconcelos, 2004; Schmidt, 2005).
Every time an arbitrage opportunity is spotted, the very operations or trades that
take place in the market to take advantage of it cause the system to self-regulate and
move in a direction that eliminates the opportunity. This fact is the basic theoretical
pillar of finance and it leads to the statement of the fundamental hypothesis of the
behavior of financial markets: the efficient market hypothesis.
2.1.5 The Efficient Market Hypothesis
The efficient market hypothesis states that the price of assets traded in financial
markets already contain and reflect all of the information (about said assets) available
to the investors in the market, as well as the future expectations and beliefs of the
investors on the future behavior of said assets (Hull, 2002; Mantegna and Stanley,
2000; Voit, 2005; Schmidt, 2005; Malkiel, 2007). This implies that it is not possible
for an investor to exceed the performance of the market in a consistent way, except
through obtaining privileged information (insider trading).
This hypothesis is an assumption about the way financial markets respond to the
arrival of new information. It postulates that the prices of stocks react instantaneously
to it. In consequence, price fluctuations in a market are due to the arrival of infor-
mation and the subsequent adaptation of the market to it (Schmidt, 2005; Malkiel,
2007; Mantegna and Stanley, 2000; Bouchaud and Potters, 2003; Hull, 2002).
In the previous example on arbitrage, the discovery of new information (the ex-
istence of a price spread between London and Tokyo) caused investments by market
agents and the risk-free profit opportunity ceased to exist quickly. The market ef-
ficiently adapted the prices of the assets, thus preventing the existence of returns
higher than those of the market.
Information in a financial market, understood as a cause of price variations, can
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be classified as exogenous and endogenous (Voit, 2005):
Exogenous or fundamental information about an asset includes interest rates of
the asset, expected dividend payments, expected profits or earnings of the company,
future investments or plans of expansion of the company, etc. The fundamental
analysis of a company seeks to find the true value or fundamental value of the asset
in question in terms of the fundamental data available to the market. This value
is an estimation of the future performance of the asset. In consequence, investment
strategies based on fundamental analysis attempt to compare the fundamental value
of the asset with its actual price. Differences between these two values are taken by
fundamental analysts as indicators of whether the asset is undervalued or overvalued.
With these considerations at hand, fundamental analysts make decisions on purchases
or sales of the asset in question.
Endogenous information about an asset, on the other hand, is that which is con-
tained in the recorded price history of the asset, that is, in the statistics of past
prices and their fluctuations. Technical analysis, as opposed to fundamental analysis,
assumes that the price fluctuations in the market are solely caused by the trading
activity itself in the market and not by the arrival of fundamental information. Thus,
technical analysts or chartists affirm that that price fluctuations in a market are en-
dogenous. They maintain the hypothesis that the records of price histories or charts
contain all possible information about future price movements. In effect, they use the
charts of the time series of prices with the objective of detecting patterns that will
allow them to predict future price movements and, therefore, make profits without
risk.
There are currently three versions of the hypothesis of market efficiency (Malkiel,
2007; Voit, 2005):
The weak version of the hypothesis states that the current price of a stock reflects
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all the information contained in its price history. If this is true, then technical analysts
cannot produce above-average returns by studying charts of past prices. Competition
in the market is, according to the weak version of the hypothesis, the reason why this
cannot occur. (Schmidt, 2005; Malkiel, 2007; Mantegna and Stanley, 2000; Bouchaud
and Potters, 2003; Hull, 2002). The argument is that there is a great mass of investors
monitoring the market. If, at some point, a particular pattern in the price history is
detected that permits the prediction of future price movements with high probability,
then investors would purchase said stock once the pattern is detected, thus increasing
the demand for it. This would, in turn, cause the price of the stock to rise and the
pattern would cease to exist, thereby eliminating the opportunity for risk-free profit.
The semi-strong version of the hypothesis maintains that the current price of a
stock reflects any and all publicly available information that may be contained in
balance sheets, dividends or other fundamental information. If this version of the
hypothesis is true, then fundamental analysts would not be capable of making above-
average returns on the basis of their analysis. Technical analysts would not be able
to make above-average returns either for the reasons previously exposed.
The strong version of the hypothesis maintains that the current price of the asset
reflects all of the information relative to said asset (both endogenous and exogenous)
and, in consequence, it is impossible for investors to make above-average returns and
beat the market (Malkiel, 2007). The existence of inside trading, using privileged and
not publicly available information, seems at odds with this stringent version of the
hypothesis. Nevertheless, market regulators like the SEC (Securities and Exchange
Commission) demand that companies publicly disclose any new information that
might affect the price movements of their stock, thereby making insider trading an
illegal activity.
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2.1.6 The Standard Model of Stock Pricing
The standard model of finance is comprised of theoretical models that attempt to
describe the behavior of two classes of financial assets: stock prices and options.
The theoretical model that describes option pricing is the well-known Black-Scholes-
Merton model (not discussed in this work, since it is not relevant to our purposes).
The theoretical model that describes stock prices is the so-called standard model of
stock pricing, which we present in this section (Vasconcelos, 2004; Voit, 2005).
Concretely, to mathematically understand the behavior of time series of stock
prices, the model assumes that the time evolution of the price follows a stochastic
process of continuous variable (price) in continuous time (Voit, 2005; Hull, 2002). In
reality, however, neither the times nor the prices in financial time series are continuous.
The prices of a stock assume only discrete values (multiples of a certain basic unit)
(Voit, 2005; Mantegna and Stanley, 2000; Bouchaud and Potters, 2003).
The standard model of stock pricing assumes that the stochastic process is a
Markov process (in which only the present value of the random variable is relevant
for the prediction of the future). Therefore, the past history of prices is rendered
irrelevant for the purpose of future predictions of stock movements, consistent with
the weak version of the efficient market hypothesis (Voit, 2005; Hull, 2002).
Wiener processes, also called Einstein-Wiener processes or Brownian motions, are
Markov processes in continuous variable and continuous time and they were initially
proposed in finance by Louis Bachelier and five years later by Albert Einstein in
physics (Bachelier, 1900; Einstein, 1905). The standard model of stock pricing builds
on the work of Einstein and Bachelier. It assumes that the motions of the price his-
tories of stocks follow the stochastic dynamics known as geometric Brownian motion:
dS = µSdt+ σSdz, (2.8)
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where dS represents the stochastic differential for the price, S, of the stock, dt is a
time differential and dz = ε
√
dt represents an Einstein-Wiener process, in which ε
is a random variable, extracted from a normal distribution (a Gaussian distribution
with expected value of 0 and unit variance, N(0, 1)).
The first term in the right hand side of Eq. 2.8 is a deterministic drift term,
that yields exponential (i.e. geometric) growth of the price in time and is regulated
by the expected rate of return, µ. The second term in the right hand side of Eq.
2.8 is the stochastic component of the dynamics, representing the uncertainty and
unpredictability in the price evolution, and it is regulated by σ, a measure of the
volatility of the stock.
We shall not delve into the details of the stochastic mathematics of geometric
Brownian motion for the sake of brevity. Instead, we shall simply quote the main
result of the standard model of stock pricing, namely: logarithmic returns are uncor-
related and their distribution is a Gaussian.
Indeed, if the price is S0 at time t = 0 and it evolves to St at time t under geo-
metric Brownian motion, then the logarithmic return, ln(St/S0), follows a Gaussian
distribution with mean (µ − σ2/2)t and variance σ2t (Hull, 2002; Voit, 2005; Man-
tegna and Stanley, 2000; Bouchaud and Potters, 2003; Schmidt, 2005; Vasconcelos,
2004).
That is, ln(St/S0) is a random variable distributed according to Pret:















This implies that stock prices must follow log-normal distributions, since, by def-
inition, a variable follows a log-normal distribution if its logarithm is normally dis-
tributed.
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2.1.7 Statistical Properties of Real Financial Time Series
The standard model of finance for stock pricing was presented in Sec. 2.1.6. We shall
now explore and contrast the behavior of real financial time series with the predictions
made by the standard model of finance. To this end, we shall discuss autocorrelation
functions of the time series, the shapes of the return and volatility distributions and
the main features that characterize the empirical behavior of real financial data.
Before proceeding to do this, let us make an important remark. Physical time
is well defined, but stock markets are subject to closing times during nighttime,
weekends and holidays. This supposes a problem, since there is no clear-cut way
of modeling the market dynamics due to the arrival of new information when the
market is closed (Bouchaud and Potters, 2003; Mantegna and Stanley, 2000; Voit,
2005; Schmidt, 2005).
Trading time or market time is defined as the time during which markets are open
for trading (Mantegna and Stanley, 2000; Schmidt, 2005). Empirical studies have
determined that the variance of the time series of returns observed in closing prices
in successive days in a stock market are 20% less (approximately) than the variance
observed in the closing prices considering the weekends (Mantegna and Stanley, 2000).
In practice, the use of market time is favored over physical time in financial time series.
However, the problem of the definition of time continues to be an important issue,
both for the theoretical modeling and for the practical use in finance. Empirical
analyses are frequently done with slightly different definitions of: time, measures of
price change (absolute, simple or logarithmic returns), time periods analyzed and
frequency of the data. It has been observed that results are usually sensitive to these
choices (Schmidt, 2005; Bouchaud and Potters, 2003; Mantegna and Stanley, 2000).
Therefore, statistical quantities that can be extracted from real financial data can
show a noticeable dependence on the form of statistical sampling used.
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In this work, we shall use market time in the financial time series studied (both
real and simulated).
In Figs. 2·1, 2·2 and 2·3 we present the time series of prices, logarithmic returns
and volatilities (absolute values of returns) of the S&P 500 index, the stock of GE
(General Electric Company, traded in the NYSE) and the foreign exchange rate of
the British Pound to the United States Dollar (GBP/USD) (measured in units of
USD) on a daily time scale. These time series are taken over the same window of
time: November 21, 1979 through July 22, 2019. In these figures, the calculations
are made according to the definition of logarithmic return given by Eq. (2.1) and the
definition of volatility given by Eq. (2.7)
Stationarity in Financial Time Series
A stochastic process, x(t), has strong or strict stationarity if its probability distri-
bution, P [x(t)], is invariant under time translations (Mantegna and Stanley, 2000;
Schmidt, 2005). This definition of stationarity is frequently used in the natural sci-
ences. A less restrictive definition is that of weak or wide-sense stationarity, which
applies to stochastic processes that satisfy three conditions: the expectation value
of the process 〈x(t)〉, its covariance cov[x(t)] and its variance var[x(t)] are finite and
time-independent (Mantegna and Stanley, 2000; Schmidt, 2005; Enders, 2003). That
is, a stochastic process is stationary in the weak sense if, ∀t and t− s:
〈x(t)〉 = 〈x(t− s)〉 = M,
⇒ var[x(t)] = var[x(t− s)] = σ2x,
⇒ cov[x(t), x(t− s)] = cov[x(t− j), x(t− j − s)] = γ(s).
(2.10)
where M and σ2x are constant and γ(s) depends only on s, ∀j: that is, if the time
series is translated or displaced along the time axis by j units of time, the same result
obtains. In other words, a stochastic process complies with the conditions of weak
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Figure 2·1: Time series of prices of the S&P 500 index, the stock of GE
and the foreign exchange rate GBP/USD (from top to bottom). The
time scale is daily and the horizontal axes span 104 days. These time
series are taken over the same window of time: 11/21/1979 through
07/22/2019.
Sources: Yahoo! Finance (http://finance.yahoo.com) for the index
and the stock and Board of Governors of the Federal Reserve System
(https://www.federalreserve.gov/) for the exchange rate.
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Figure 2·2: Time series of returns of the S&P 500 index, the stock
of GE and the foreign exchange rate GBP/USD (from top to bot-
tom). The time scale is daily and the horizontal axes span 104 days.
These time series are taken over the same window of time: 11/21/1979
through 07/22/2019.
Sources: Yahoo! Finance (http://finance.yahoo.com) for the index
and the stock and Board of Governors of the Federal Reserve System
(https://www.federalreserve.gov/) for the exchange rate.
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Figure 2·3: Time series of volatilities of the S&P 500 index, the
stock of GE and the foreign exchange rate GBP/USD (from top to
bottom). The time scale is daily and the horizontal axes span 104 days.
These time series are taken over the same window of time: 11/21/1979
through 07/22/2019.
Sources: Yahoo! Finance (http://finance.yahoo.com) for the index
and the stock and Board of Governors of the Federal Reserve System
(https://www.federalreserve.gov/) for the exchange rate.
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stationarity if its expectation value, variance and all of its covariances are not affected
by changes of the origin of the time axis.
Studies on the stationarity of financial time series conclude that price histories
of stocks do not enjoy the property of weak stationarity (Voit, 2005; Mantegna and
Stanley, 2000; Bouchaud and Potters, 2003; Schmidt, 2005). This is due to the
possible presence of tendencies and patterns in the time series, a fact that implies
that the average values and variances of the process are not constant in time. On
the other hand, empirical analyses on the stationarity of the time series of returns of
stocks reveal that the distributions of returns associated with different segments of
the same time series (taking the same number of time steps) are reasonably similar
(Voit, 2005). There are, however, differences between the tails of said distributions.
Thus, the empirical observation of time-varying expectation values and volatilities
in these time series of returns shows that, strictly speaking, they do not have weak
stationarity (Voit, 2005; Mantegna and Stanley, 2000).
Thus, strictly speaking, the standard model for stock pricing (geometric Brownian
motion) is not valid, since it assumes that the parameters µ and σ remain constant
in time (Voit, 2005; Mantegna and Stanley, 2000).
Clearly, for distributions of returns of the same stock (considered over time seg-
ments of equal duration and extracted from the same time series), the condition for
strong stationarity is not met, since they can change in time (at least in their tails).
Changes and evolutions in financial markets could be structural, in the sense that
the rules that dictate the dynamics in a market could effectively change in time in a
pronounced way.
These problems about the stationarity of financial time series are still a wide
subject of study in the academic community and there is no clear consensus on the
matter (Voit, 2005; Mantegna and Stanley, 2000).
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2.1.8 Autocorrelations in Time Series of Returns
The subject of correlations present in financial data is of capital importance, both for
the academic and the professional worlds of finance. Academics show interest in any
type of dependence or tendency that may exist in financial data. Professionals, on
the other hand, (especially technical analysts) show interest in possible tendencies or
patterns in the time series that may enable them to produce returns above the mean
by developing investment strategies based on said correlations.
The covariance of a time series of returns, on a time scale τ , is defined as follows
(Voit, 2005; Mantegna and Stanley, 2000; Schmidt, 2005; Bouchaud and Potters,
2003):
cov[rτ (t), rτ (t
′)] = 〈[rτ (t)− 〈rτ (t)〉][rτ (t′)− 〈rτ (t′)〉]〉, (2.11)
where rτ (t) are the returns of the time series considered. The autocorrelation function
of the time series of returns, on a time scale τ , is defined as:
Cτ,ret(t− t′) =




where var[rτ (t)] is the variance of the time series of returns and averages are taken
with respect to time.
Recalling the definition (2.3) of normalized returns r̃τ (t):
Cτ,ret(t− t′) = 〈r̃τ (t)r̃τ (t′)〉. (2.13)






(rτ (t)− 〈rτ 〉)(rτ (t+ τ ′)− 〈rτ 〉)
T∑
t=1
(rτ (t)− 〈rτ 〉)2
, (2.14)
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Figure 2·4: Autocorrelation function of the returns of the S&P 500
index, the stock of GE and the foreign exchange rate GBP/USD. The
horizontal time scale t− t′ is daily. The plot shows the lack of memory
or time correlations in the returns.
for a time series with a duration of T units of time.
For time series comprised of statistically independent returns, the autocorrelation
function behaves as Cτ (t − t′) = 0 for t 6= t′ and Cτ (t − t′) = 1 for t = t′; in other
words, Cτ (t − t′) = δt,t′ (Voit, 2005; Mantegna and Stanley, 2000; Bouchaud and
Potters, 2003; Schmidt, 2005). This must be the case, at least in the limit where the
time series is very long.
Fig. 2·4 shows the autocorrelation function of the time series of returns of the S&P
500 index, the stock of GE and the foreign exchange rate GBP/USD on a time scale
of days. The hypothesis of statistical independence of the relative changes of prices is
consistent with the plot: time correlations of the returns rapidly decay to zero. This
is a fact of capital importance, since it provides evidence for one of the fundamental
hypotheses of the standard model of stock pricing, i.e., that the dynamics of the
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returns follow a Markov process, based on the weak version of the efficient market
hypothesis and, in consequence, that returns are statistically independent and not
correlated.
The fact that successive price changes of a stock are essentially statistically inde-
pendent is widely known in the academic world. American economist, Eugene Fama,
considered as one of the fathers of the efficient market hypothesis, revealed this fact
in 1965, after empirical studies of real data, and included it as a fundamental pillar of
his theory. Observations of autocorrelation functions of returns of real price histories
have been made on multiple time scales τ , including: seconds, minutes, hours, days
and weeks. These studies systematically confirm the nonexistence of relevant and
lasting time correlations in the returns.
Only on very small time scales are there noteworthy time correlations in the
returns, usually when dealing with high-frequency data, i.e., in scales of seconds or
fractions of a second. To the extent that these short-term correlations exist in high-
frequency data, the efficient market hypothesis would be rendered invalid, at least
in those very small time scales: technical analysis would allow investors to exploit
the trends in the data. High-frequency trading seeks to exploit these short-term
memories and correlations in the returns, detecting such short-term patterns with
the objective of predicting future prices and producing above-average returns risk-free
(Voit, 2005; Mantegna and Stanley, 2000). For the average investor who trades on
larger time scales, however, studies reveal systematically that any weak correlations
or exploitable tendencies in the time series are not capable of reliably producing
above-average returns when factoring in transaction costs (Voit, 2005; Mantegna and
Stanley, 2000; Bouchaud and Potters, 2003). The empirical observation of negligible
time correlations has been evidenced and studied in different financial assets such as
stock, indices, foreign exchange rates and futures (Voit, 2005).
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2.1.9 Autocorrelations in the Time Series of Volatilities
It was mentioned in section 2.1.7 that the volatilities of the time series of returns,
in their different forms, do not remain constant in time. In fact, empirical studies
show that these vary strongly in time and suggest considering the volatility itself as
a stochastic variable in its own right, which has lead to the development of stochas-
tic volatility models such as GARCH (Generalized Autoregressive Conditional Het-
eroskedasticity) (Mantegna and Stanley, 2000; Bouchaud and Potters, 2003; Schmidt,
2005; Voit, 2005; Enders, 2003) and the development of Benoit Mandelbrot’s Mul-
tifractal Theory of Asset Pricing (Mandelbrot, 1999; Mandelbrot et al., 1997). In
section 2.1.8, it was shown that the time series of returns exhibit autocorrelation
functions of fast decay, a fact that is in accordance with the hypothesis of statisti-
cal independence of returns. However, this fact is not true for nonlinear correlation
functions of the time series of returns (such as the volatility), which persist on much
longer time scales.
Consider the volatility, defined as the absolute value of the returns vτ (t) = |rτ (t)|,
as in Eq. (2.7). The autocorrelation function for the volatility is defined thus (Voit,
2005; Mantegna and Stanley, 2000; Bouchaud and Potters, 2003; Schmidt, 2005):
Cvol,τ (t− t′) =
〈[vτ (t)− 〈vτ (t)〉][vτ (t′)− 〈vτ (t′)〉]〉
var(vτ (t))
=




This function measures nonlinear correlations present in the absolute values of the
returns.
Fig.2·5 shows the autocorrelations of the absolute values of the returns (2.15) for
the S&P 500 index, the stock of GE and the foreign exchange rate GBP/USD, whose
time series appear in Fig.2·3. An essential feature of this function, that its decay





























Figure 2·5: Autocorrelation function of the volatilities of the S&P 500
index, the stock of GE and the foreign exchange rate GBP/USD. The
horizontal time scale t− t′ is daily. Long range time correlations can be
seen for the absolute value of the returns. The black lines represent fits
to power law functions, with exponents η = −0.0952 ± 0.0008 for the
S&P 500, η = −0.0690± 0.0004 for the GBP/USD and η = −0.1180±
0.0006 for the GBP/USD.
strongly correlated in time (Voit, 2005; Mantegna and Stanley, 2000).
Cabs,τ (t− t′) ∼ |t− t′|η. (2.16)
It is in this sense that, in the literature, it is claimed that the autocorrelation function
of the volatility lacks any characteristic scale. Strictly speaking, however, these power
laws are modulated by cut-off functions, typically stretched exponential functions,
exp[−(t/tcut)γ] with γ, tcut > 0, that terminate the power law regime. The parameter
tcut defines the cut-off time that determines the duration of the correlations.
These long-term correlations have been empirically detected in stocks and indices
in the United States and Europe and in foreign exchange markets. The same power
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law behavior in the autocorrelation function is still observed when defining the volatil-
ity in alternative ways (with different exponents, however), which means that this is
a strong feature that is rather insensitive to the particular definition of the volatility
(Voit, 2005; Mantegna and Stanley, 2000).
The reason why these correlations or long-term memories in the time series of
volatilities exist is due to a characteristic feature of the time series of returns. In
1963, Benoit Mandelbrot made a keen observation in their behavior: large price
changes tend to follow large price changes, of either sign, whilst small price changes
tend to follow small price changes, of either sign (Mandelbrot, 1963; Mandelbrot,
1999; Mandelbrot et al., 1997). In other words, large amplitudes of returns tend
to follow large amplitudes of returns and small amplitudes of returns tend to follow
small amplitudes of returns. This fact is known as volatility clustering and it has been
identified as the cause of the presence of the long-term memory in the time series of
the volatilities, in the form of power laws.
2.1.10 Distributions of Returns
According to the geometric Brownian motion model for stock pricing, the returns
follow Gaussian distributions, as mentioned in Section 2.1.6. The first statistical
tests on price changes of real financial assets did not reveal major inconsistencies
between this prediction and the forms of real distributions of returns. Bachelier was
not capable of detecting, in his empirical studies, any contradictions with the model,
possibly because of technological limitations and reduced sample size (Mandelbrot,
1983; Voit, 2005; Mantegna and Stanley, 2000; Bouchaud and Potters, 2003).
This perception of the validity of geometric Brownian motion to describe real
distributions of returns was well established and undisputed in academia until 1963,
when Mandelbrot postulated that the real distributions of returns and the underlying
stochastic dynamics that bring them forth are drastically different from those of the
36
standard model of asset pricing (Mandelbrot, 1983; Voit, 2005; Schmidt, 2005).
He studied the price histories of cotton and observed that the empirical distribu-
tions of returns deviated from the behavior of Gaussians. In fact, empirical distribu-
tions showed asymptotic power laws, with exponent ν ' 1.7, leading Mandelbrot to
postulate that real distributions of returns are stable Lévy distributions (presented
in the appendix A.4). Later studies by Fama on the distributions of returns of the
companies in the DJIA corroborated that, to a good degree of approximation, the
decay of the distributions shows power law tails with exponents ν ≤ 2, within the
range of stability of the Lévy distributions (Mandelbrot, 1983; Voit, 2005; Mantegna
and Stanley, 2000; Bouchaud and Potters, 2003; Schmidt, 2005).
Mantegna and Stanley have studied the return distributions of the S&P 500 in
different time scales and have shown that, properly rescaled according to the transfor-
mation given by Eq. (A.27), said curves collapse to a single curve with an asymptotic
power law behavior (Mantegna and Stanley, 2000). This fact is in accordance with
the intrinsic stability of Lévy distributions (see A.4), suggesting the possibility that
the same mechanisms are in charge of the dynamics behind financial time series in
all time scales (Voit, 2005; Mantegna and Stanley, 2000).
Studies on empirical time series of stock prices, foreign exchange and market
indices reveal, systematically, that the returns of financial assets are not normally
distributed and that their distributions present asymptotic power law decays (Voit,
2005). Therefore, the hypothesis of geometric Brownian motion is rendered invalid
due to the presence of heavy tails in real distributions of returns. These distributions
are said to be leptokurtic. It has been empirically established that the probability of
observing large price fluctuations or extreme events in real financial data is, typically,
orders of magnitude greater than those predicted by a normal distribution (which have
kurtosis Kτ ' 3) (Voit, 2005; Mantegna and Stanley, 2000; Bouchaud and Potters,
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2003; Schmidt, 2005). The geometric Brownian motion hypothesis, therefore, under-
estimates the probability of large fluctuations in the returns, which are evidenced as
pronounced discontinuities in the price histories.
In finance, the reasons for said discontinuities and extreme fluctuations are typi-
cally understood in terms of social psychology. Current stock prices reflect the current
situation as well as future expectations. Even though it is very likely that the time
evolution of the price will be continuous (small returns), future expectations (sub-
ject to information flux and social imitation mechanisms such as herding behavior in
masses) can suffer drastic changes reflected in extreme variations (Voit, 2005; Malkiel,
2007). Another contributing factor was recently identified after the so-called Flash
Crash of May 6, 2010, in financial markets in the U.S. Indeed, the presence of auto-
mated trading algorithms, ubiquitous in high-frequency trading, has been observed
to cause major disruptions in the market that seem to respond to no rational motive
(Kirilenko et al., 2017).
However, certain problems persisted with Mandelbrot’s hypothesis. Empirical
studies revealed that, for many assets, the exponents ν in Lévy distributions depended
on the time scale τ of observation (Voit, 2005; Schmidt, 2005). This fact is in direct
contradiction with the stable character of Lévy distributions proposed by Mandelbrot,
which preserve their functional form (and hence their exponent ν) when varying the
time scale of observation of the stochastic variable (see A.2).
Further, it has been found that a great number of return distributions of different
assets possess exponents that are outside of the range of stability 0 < ν ≤ 2. In
particular, studies performed in the DAX index and the stocks of its 30 constituent
companies, reveal that all the stocks and the index itself have tails with exponents in
the range 2 < ν ≤ 4 (Voit, 2005; Mantegna and Stanley, 2000; Bouchaud and Potters,
2003).
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Studies of the tails of the return distributions of the S&P 500, NIKKEI 225 and
the Hong Kong Hang Seng, reveal exponents ν ' 3, outside of the stability range
(Voit, 2005). Exponents escaping the stability range have been found in the interval
2 < ν ≤ 6 in time series of assets as diverse as foreign exchange rates, interbank
interest rates, commodities, stocks and indices (Voit, 2005).


















Figure 2·6: Distribution of normalized returns of the S&P 500 index,
the stock of GE and the foreign exchange rate GBP/USD. The dis-
tributions shown in the figure were calculated according to definitions
(2.1) and (2.3) for time series with a time daily time scale. As a ref-
erence, the thin dashed curve represents a normal distribution N(0, 1),
the continuous curve represents a Lévy distribution with a power law
index of ν = 1 (Cauchy-Lorentz distribution), and the thick dashed
curve represents a Student’s t distribution with a power law index of
ν ≈ 3.61.
Yet another problem with Mandelbrot’s hypothesis is the fact that Lévy distribu-
tions have infinite variance (see A.4). This has practical complications, since it implies
that the definition of volatility (2.5) as variance of the returns is inadequate for quan-
tifying the risk of financial assets. Moreover, studies by Mantegna and Stanley have
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revealed that the second moments (and hence the variances) of the return distribu-
tions of the S&P 500 are finite, i.e. they do not diverge (Mantegna and Stanley,
2000; Schmidt, 2005). Therefore, Lévy distributions aren’t strictly adequate either to
describe return distributions, because the variances found in empirical data for said
distributions are finite and because there are assets whose distributions escape the
stable regime.
On the other hand, truncated Lévy distributions (see A.5) are also used frequently,
because of their finite variances. However, they inherit a disadvantage from Lévy dis-
tributions, since they are defined in terms of the latter: the exponents are constrained
by 0 < ν ≤ 2. Therefore, truncated Lévy distributions are not adequate for distri-
butions with ν > 2. The problem of the functional form of the return distribution
continues to be a controversial topic. Stanley, Mantegna and Schmidt maintain that
there is no universally accepted theoretical model to describe the behavior of returns,
which can faithfully describe all the main features of empirical data (Mantegna and
Stanley, 2000; Schmidt, 2005).
Student’s t distributions (see A.6) are frequently used to fit histograms of returns,
since they have asymptotic power law behaviors that are not limited in terms of
the possible exponent values ν. The variance of said distributions remain finite for
a certain range of values of ν and are infinite outside of this range (see A.35). In
particular, the variances of the Student’s t distributions remain finite for ν > 2, but
are infinite for ν ≤ 2. They are adequate, therefore, for the description of time series
whose variances escape the stable regime and have exponents ν > 2.
Figure 2·6 presents distributions of normalized returns for of the S&P 500 index,
the stock of GE and the foreign exchange rate GBP/USD. Also shown as reference, a
Lévy distribution, a normal distribution and a Student’s t distribution. It is clear from
the figure that daily returns do not follow Gaussian distributions, which underestimate
40
the weight of the histograms of returns. In consequence, the geometric Brownian
motion hypothesis is invalidated for daily returns. The stable Lévy distribution is
given by the Cauchy-Lorentz function and does not correctly adjust to the real data,
since it overestimates the weights of the tails.
The curve shown in dashed lines in Fig. 2·6 shows a Student’s t distribution with
an exponent of ν = 3.61 (describing the asymptotic power law behavior). It was
obtained after fitting the histogram of returns of the S&P 500, shown in the figure.
It is clearly obvious that the distribution resembles the financial data more closely,
avoiding problems of underestimation and overestimation in the tails. Also, notice
that the exponent is outside of the stable regime of Lévy distributions.
In section 4.3, we will introduce the family of coupled Gaussian distributions,
which include Student’s t distribution. This is a powerful tool that can be successfully
used to fit both empirical data as well results from simulations.
2.2 Microscopic Models of Opinion Formation and Financial
Markets
Over the past few decades, there has been considerable interest in the implementation
of tools and methods of statistical physics for the purpose of studying the behavior
and dynamics of social and economic systems. These new and multidisciplinary fields
are commonly known by the name of Sociophysics and Econophysics. (Barrat et al.,
2008; Mantegna and Stanley, 2000; Bouchaud and Potters, 2003; Sen, 2006; Galam,
2012; Chatterjee and Chakrabarti, 2007; Voit, 2005; Bornholdt, 2001; Sznajd-Weron
and Weron, 2002; Kaizoji et al., 2002; Krawiecki et al., 2002; Vilela et al., 2019a;
Takaishi, 2005; de Oliveira, 1992; Brunstein and Tomé, 1999; Tomé and Petri, 2002;
Melo et al., 2010; Sornette, 2006).
Statistical mechanics studies the complex behavior of macroscopic physical sys-
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tems in terms of the basic interactions between their numerous fundamental compo-
nents. A hallmark of complexity is the emergence of collective or cooperative effects
which are not reducible to the behavior of any individual component.
From this perspective, societies can be understood as complex systems, being com-
prised of millions or billions of individuals who interact with one another throughout
the course of their lives. One such possible form of interaction occurs in an individual’s
process of forming an opinion with respect to a certain topic or issue. The person’s
social context will, in general, exert influence on the individual as she makes up her
mind. For example, consider the scenario presented by democratic election processes,
whereby candidates for office will build platforms and launch political campaigns
aided by marketing specialists with the objective of convincing registered voters to
give them their support on election day. In a situation such as this, the voter will
have to make up her mind during the campaign, not only under the influence of the
candidates themselves, but also under the influence of other key players in her social
context; for example: the media, famous politicians and personalities, friends, family,
colleagues, etc. She may also influence other people’s decision-making process in re-
turn. This picture is generally repeated, at a microscopic level, for all the individuals
in the mass of registered voters and, after the election is over, a macroscopic result
will emerge when the most-voted candidate is proclaimed the winner.
Financial markets, too, are complex systems. They are composed of a society
of millions of investors worldwide, partaking of commercial activities, interacting
amongst themselves for the purposes of buying and selling financial assets such as
stock, bonds, options and commodities. The convergence of individual decisions be-
tween different financial agents has repercussions on the behavior of macroscopic
observables such as the time series of prices of such assets. Therefore, a financial
market presents a very particular scenario where individuals make decisions and form
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opinions in a social context, influencing other market agents and being influenced
by them in return. For example, the market agents are subject to the influence of
important personalities in the world of banking and investment, well-known experts
in the fields of technical analysis or fundamental analysis, the media, social networks,
financial news coverage, etc. (Malkiel, 2007; Shiller, 2015; Hong et al., 2005)
Therefore, one of the fundamental objectives in the study of opinion formation in
societies is the formulation of simple models of microscopic dynamics capable of re-
producing the essential quantitative and qualitative statistical features that describe
the macroscopic behavior of societies in terms of basic, microscopic interaction rules
between pairs of individuals. In the case of financial systems, in particular, the objec-
tive of microscopic market models consists in the reproduction of the main statistical
features of macroscopic observables such as real financial time series. This task sug-
gests an examination of the possible underlying processes and dynamics of opinion
formation in a market, which ultimately drive the financial decisions of purchase or
sale of assets. This process involves not merely rational financial considerations, but,
as mentioned before, also psychological, emotional and social factors.
The study of microscopic models of opinion formation, aided by computer simu-
lations, may shed light on the essential interaction laws between agents in a financial
market, which can give rise to the salient behavior of macroscopic financial observ-
ables as a consequence of those microscopic interactions, such as heavy-tailed return
distributions and volatility clustering. Ising-like systems have been proposed in the
past as frameworks for agent-based models for financial systems. The macroscopic
behavior of the market being captured by the time series of the price histories of
assets is a collective reflection, ultimately, of the activities, decisions and interactions
of each of the investors that make trading decisions. (Voit, 2005; Sznajd-Weron and
Weron, 2002; Krawiecki et al., 2002; Bornholdt, 2001; Kaizoji et al., 2002; Vilela
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et al., 2019a)
Given the inherent complexity of human behavior, its study is typically subject
to interdisciplinary considerations. Microscopic models of opinion formation do not
pretend to mimic human opinion formation dynamics in an absolutely rigorous fash-
ion. Rather, they attempt to reduce such processes to very basic interaction laws
with very few parameters in an attempt to understand possible candidates for the
fundamental mechanisms at play that give rise to such macroscopic complexity.
There is a long and rich history of opinion formation dynamics models. Generally
speaking, they take advantage of the well known physics of the models of magnetic
systems, such as the Ising-like models, and they represent the opinion of each individ-
ual with a discrete spin variable (e.g. buy or sell, vote for the Democratic candidate or
the Republican candidate). These magnetic moments are then subject to interactions
that allow the system to evolve in time in the configuration space that is available for
the system according to deterministic or stochastic rules.
For example, Galam’s model seeks to understand the basic mechanisms under
which a minority opinion can become a majority opinion in time, the opinion of
the society changing when individuals meet in small groups to discuss the matter
(Galam, 2012). Modifications of this model have been developed with the purpose of
exploring multiple phenomena in the social psychology of opinion formation, including
the diffusion of individuals or contrarians (Galam, 2008).
Cultural dissemination has been modeled to examine the effects global polarization
and local convergence (Axelrod, 1997). The more similar an individual is to his
neighbors, the more likely it will be for him to adopt their traits. Despite convergent
social influences that tend to homogenize the society, differences between individuals
and the group persist. Local convergence is shown to facilitate the emergence of
global polarization.
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Another model attempted to simulate the opinion formation process in societies
where the individuals hold one of two possible opinions on an economic area and one of
two possible opinions on a personal area. These opinions are represented by two spin
variables. The mechanism of opinion formation for each area is independent, but they
are ultimately coupled via a tolerance factor. The study concludes that consensus
ensues between groups that differ only on the economic area, whereas differences in
the personal area are irreconcilable (Sznajd-Weron and Weron, 2005).
The majority-vote model is an agent-based, Ising-like model in statistical mechan-
ics, originally formulated in order to study the dynamics of opinion formation in a
society (de Oliveira, 1992; Brunstein and Tomé, 1999; Tomé and Petri, 2002; Melo
et al., 2010; Vilela and Stanley, 2018). The three-state version of the model assumes
that individuals are nodes placed in a social network in any one of three possible
states/opinions, interacting with their nearest neighbors, exerting influence on them
and being influenced by them in return. In this model, with probability 1 − q, the
agent will agree with the majority state of its neighbors or dissent from it with proba-
bility q. The three-state majority-vote model exhibits a second-order phase transition
in a square lattice network. (Brunstein and Tomé, 1999; Tomé and Petri, 2002; Melo
et al., 2010)
Ising-like systems have been proposed in the past as frameworks for agent-based
models for financial systems: One such model, proposed by Bornholdt, considers the
Ising model with global interactions that couple the agents/spins to the global magne-
tization of the system as well as local interactions between each agent and its nearest
neighbors (Bornholdt, 2001). Metastable states ensue in this model below its critical
temperature as a consequence of the competition between local and global interac-
tions. Sznajd-Weron and Weron proposed a microscopic model of price formation, in
which a one dimensional chain of spins is endowed with dynamical rules for outward
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flow of information and a heterogeneous composition of agents (Sznajd-Weron and
Weron, 2002). Other examples include the models by Krawiecki, Holyst and Hel-
bing, whose Ising-like mean field model implements heat bath dynamics in such a
way that the interactions between the agents change randomly over time (Krawiecki
et al., 2002). A similar model implementing heat bath dynamics with stochastic and
time-varying interactions considers only nearest neighbor interactions on non-trivial
topologies of Barabási-Albert networks (Bartolozzi et al., 2005). These simple mod-
els are capable of reproducing principal features of real financial time series such as
long-term correlations and scaling.
Microscopic models of financial markets seek to mimic the phenomenon of herding,
whereby individuals tend to follow the opinion or behavior of their neighbors (Raafat
et al., 2009; Hong et al., 2005). Herding behavior has been suggested to play an
essential role in human societies and in the animal kingdom, in situations that range
from collective behaviors of flocks of birds and school of fish to riots, strikes, sporting
events and opinion formation (where often coherence in social imitation manifests
as informational cascades (Bikhchandani et al., 1992)). In the context of financial
markets, the field of behavioral finance has identified herding as a key to the under-
standing of the collective irrationality of investors (Shiller, 2015). It is carried out by
so-called noise traders. They typically follow the trends of their neighbors and have
a propensity to overreact to the arrival of news when buying or selling.
Other agents in a market seem to follow the trends of the global minority as
an investment strategy. Thus they tend to buy when noise traders drive the prices
down and they tend to sell when noise traders drive the prices up. We shall refer to
these agents as contrarians, but they are also known as fundamentalists, sophisticated
traders or α−investors (Voit, 2005; Bornholdt, 2001; Kaizoji et al., 2002; Takaishi,
2005; Lux and Marchesi, 1999; Lux and Marchesi, 2000; De Long et al., 1990; Day
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and Huang, 1990; Sznajd-Weron and Weron, 2002). Rational decision-making on
their part tends to drive prices towards the values suggested by the analysis of the
fundamentals of an asset (expected profits of the company, expected interests rates,





By definition, a network is a set of elements, denoted as vertices or nodes, connected
by links or edges. A pair of nodes linked by an edge is referred to as neighboring
nodes. A connection represents a relation between the pair of nodes linked by it.
Networks are also referred to as graphs in mathematical jargon.
Graphs or networks have a simple graphical representation: nodes are represented
by a set of dots and the connections between them are represented by lines that join
them.
A set of terms and basic definitions used in network theory is presented hereafter.
They constitute an essential vocabulary for the study of networks:
• A subgraph or subnetwork is a subset of the nodes that make up a network and
the set of links that join any pair of nodes within said subset.
• A network is directed if the edges or connections between pairs of nodes are
directed. A directed edge linking a pair of nodes in the network is represented
by an arrow that points from one node to the other. These arrows or directed
lines exhibit, evidently, an asymmetry in the relation that binds the pair of
nodes under consideration. Directed edges are commonly known as arcs.
• A network is undirected if the edges or connections between any pair of nodes in
the network do not posses a specific orientation or direction between them. It is
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represented with a simple line the links the pair of nodes under consideration. A
way to interpret an undirected network consists in representing it via a directed
network, associating to each pair of linked nodes, two edges instead of one: one
edge directed in one sense, and the other edge directed in the opposite sense.
In this way, the network is guaranteed to be completely symmetric with respect
to the orientations of the links between connected nodes.
• Another important definition in the study of networks is that of degree of con-
nectivity or, more succinctly, degree. The degree of a vertex or node is the
number of edges connected to said vertex. An important remark is in order:
the degree of a node is not necessarily equal to the number of nodes to which
it is connected. Indeed, there could be more than one edge linking a pair of
nodes.
The concept of degree is extended when considering directed networks. For
these, it is necessary to introduce the concepts of in-degree and out-degree. The
in-degree of a node is the number of edges connected to said node which point
towards it. On the contrary, the out-degree is the number of edges connected
to a node which point away from it.
• The component to which a vertex or node belongs is defined as the set of nodes
that can be reached from the former by following paths or trajectories con-
structed by traveling along the links in the networks, starting from the location
of the node in question. In a directed graph, a vertex has a in-component and
out-component, defined, respectively, as the set of nodes from which the vertex
in question can be reached and the set of nodes that can be reached by said
vertex.
• The path length between a pair of nodes in a network is defined as the number of
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edges that comprises said path or trajectory. The geodesic path associated with
a pair of nodes in a graph is defined as the shortest path that exists between
said pair of nodes. There may be more than one geodesic path for a specific
pair of nodes in the network. The diameter of a network is defined as the length
of the longest geodesic path found in the network, after considering all pairs of
nodes.
• Aside from the graphical diagrams that represent and store the topologies of
networks, they can also be represented with matrices that store exactly the same
information. One of such matrices is the adjacency matrix, which stores in its
entries the information about the links between neighboring nodes (Bollobás,
1998; Diestel, 2006).
Specifically, the adjacency matrix A of a network with N nodes is a N × N
matrix, whose entry Aij (for i 6= j), is defined as the number of directed links
from the i−th node to the j−th node. The i−th entry of the diagonal of the
matrix (Aii) is defined as the number of links of the i−th node with itself (or,
depending on convention, it is defined as the double of that number). The
connections of a node with itself are referred to as loops. For each network,
there is a unique adjacency matrix that represents it (except for changes in the
labels of the nodes) and such a matrix cannot possibly represent any different
network. Consequently, there is a one-to-one correspondence between networks
and their respective adjacency matrices.
Undirected networks correspond with symmetric adjacency matrices, since, as
mentioned before, an undirected edge between a pair of nodes can be interpreted
as a pair of directed edges between said pair: one edge in one direction, and the
other edge in the opposite direction. Hence, in an undirected graph, Aij = Aji.
Being a symmetric matrix, it is diagonalizable, it has real eigenvalues, and the
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eigenvectors corresponding with different eigenvalues are mutually orthogonal.
The relations between the topology of undirected graphs and the spectrum of
eigenvalues and eigenvectors of such adjacency matrices falls under the study
of Spectral Graph Theory. (Barabási and Albert, 2002).
3.2 A Brief History of the Study of Complex Networks
The first scientific study of networks was born with Leonhard Euler’s efforts towards
solving the famous Seven Bridges of Königsberg problem. In 1736, Euler published
the first scientific paper on graph theory, including the solution to the aforementioned
problem.
During the 20th century, the growth and consolidation of graph theory was ver-
tiginous. Prior to the 1950’s, the study of networks was driven, from a mathematical
point of view, by graph theory. The model of random networks, created by Hun-
garian mathematicians Paul Erdös and Alfréd Rényi, was a significant achievement
in the study of networks, which seemed not to be governed by any apparent laws of
construction or organization.
In recent years, the study and research of networks has experienced a fundamental
change of focus. Previously, network analysis focused on the individual study of
particular graphs with small numbers of nodes, studying the properties and functions
of particular edges or nodes within the graph. Nowadays, thanks to the technological
advances in computation and communication, the study of networks is now focused on
the analysis of the statistical properties of graphs of great size, since it is now possible
to collect and analyze data on considerably large scales. Big data approaches now
enable the study of graphs that contain nodes in the order of millions or billions.
The study of complex networks, i.e., the modern study of the statistical properties
of large-scale networks, has revealed that real networks have characteristics and prop-
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erties which are markedly different from those suggested by the Erdös - Rényi model
of random graphs, evidencing a fundamental fact: real networks do indeed seem to
obey organization principles which manifest themselves in non-random topological
structures. One of the motivations of networks as complex systems is precisely the
study of the underlying principles of organization, construction, growth, evolution
and dynamics of real networks, which must then have repercussions on their ensuing
topologies.
Networks have been studied and used in the fields of both social and exact sci-
ences. Complex networks are currently an active and thriving field of research in
statistical physics and complex systems. There are countless examples of networks
of different natures and origins that are studied currently: the Internet, the World
Wide Web, social networks, networks of interpersonal relations, organizational and
business networks, networks of collaborations between actors, networks of scientific
citations, networks of sexual contacts, networks of metabolic processes in organisms,
food chains, networks of service distribution such as mail, the power grid, the net-
works of banking systems and financial institutions, networks of international trade,
linguistic networks and networks of roads and transit, to mention a few. (Barabási
and Albert, 2002; Dorogotsev and Mendes, 2002; Newman, 2003; Satorras et al.,
2003; Barabási, 2002; Sen, 2006).
3.3 Properties of Complex Networks
We now briefly mention some of the characteristics or properties observed empirically
in real networks and models developed to describe said properties (Barabási and
Albert, 2002; Newman, 2003):
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3.3.1 Small-World Effect
The term small-world effect alludes to the fact that the majority of the pairs of nodes
in a great number of networks appear be connected by paths of short lengths (even
though the sizes of complex networks are typically very large) (Strogatz, 2001). This
property of complex networks was suggested by mathematicians Pool and Kochen,
but it was social psychologist Stanley Milgram who, in the decade of the 1960’s, gave
fame and renown to this fact (Pool and Kochen, 1978; Milgram, 1967). Milgram’s
experiment (six degrees of separation) consisted in the attempt to deliver a written
letter to a specific individual, having the letter change hands from one person to
another until the document reached the final recipient (Travers and Milgram, 1969).
The results of the experiment, which took place in the United States, show that the
number of intermediary individuals required to achieve this task was approximately
six (Barabási and Albert, 2002; Newman, 2003; Sen, 2006).
A well known spoof on Milgram’s experiment emerged as a parlor game called six
degrees of Kevin Bacon, resting on the implied idea that, in the network of actors
(where two actors are linked if they played roles in the same film), any actor is, at
most, separated by six degrees from Bacon. The idea of the game being to find the
shortest path between a chosen actor and Bacon, the concept of Bacon number is
defined as the geodesic distance between said actor and Bacon (Barabási, 2002).
In the world of mathematics, a similar effort takes place, whereby scholars attempt
to find the shortest path between themselves and Paul Erdös, the nodes of the network
being scholars and the links connecting pairs of scholars who coauthored at least in one
publication. The game gave rise to the concept of the Erdös number, which counts the
geodesic distance between a chosen scholar and Erdös (Barabási and Albert, 2002).
Recent studies have inquired on the reason why real networks present the small-
world property, suggesting that it may actually be a relatively recent phenomenon
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of the modern age, emerging over the past couple of hundred years. Indeed, empiri-
cal studies on the spreading of diseases and pandemics and their subsequent analysis
reveal that the small-world effect became possible with the advent of technological ad-
vances that enabled long-range and inexpensive transportation on railroads and ocean
liners (Marvel et al., 2013). Of course, with the appearance of the Internet, the World
Wide Web and social media, and an evergrowing tendency towards globalization, the
small-world property is now a ubiquitous feature of the modern world.
In the World Wide Web, regardless of the vast size of the network (containing
billions of pages), a web page can typically be accessed easily through hyperlinks
from other web pages. Indeed, with the advent of search engines such as Google, the
contents of the World Wide Web can be comfortably catalogued and accessed in such
a way that the number of hyperlinks in the trajectory from the search engine to the
final web page is usually a handful or less.
In a most striking modern implementation of Milgram’s experiment, it has been
confirmed that a similar phenomenon is present in social networks such as Facebook or
Instagram. As of April of 2019, Facebook reported a total of 2.4 billion monthly active
users, roughly 30% of the world’s population.1 Interestingly enough, even though the
number of active users in the network is of the order of the total population on Earth,
the average separation between pairs of Facebook users is noticeably small. In fact, as
of February of 2016, Facebook reported that the average distance (number of links)
between pairs of users (nodes) in their network is a mere 3.57, a remarkable evidence
of the small-world property in human networks.2
1 Soto Reyes, M. (2019, April 16). Scandals and teen dropoff weren’t enough to stop Facebook’s
growth. Business Insider. Retrieved from https://www.businessinsider.com/.
2 Bhagat, S., Burke, M., Diuk, C., and Onur Filiz, I. (2016, February 4). Three and a half degrees
of separation. Facebook Research. Retrieved from https://research.fb.com/.
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3.3.2 Average Path Length
In undirected networks of N nodes, the mean geodesic distance 〈d〉, which provides








where dij is the geodesic distance between nodes i and j. Notice that said expression
counts explicitly the geodesic distance between a node and itself, which is naturally
equal to zero. The denominator 1
2
N(N + 1) counts the total number of possible
geodesic paths when considering all pairs of nodes in the network. Networks that
present the small-world property are characterized by short geodesic distances relative
to the total number of nodes in the network, implying that the separation between
any pair of nodes in the network is small.
However, this metric is not useful for deciding if an individual, empirical network
exhibits the small-world property. The mean geodesic distance is useful as a metric of
the small-world property when analysing ensembles of networks built according to the
same prescription, by studying the way in which it scales with the number of nodes of
the network. It is usually understood that the small-world property is present if the
mean geodesic distance scales, at worst, logarithmically with the number of nodes
of the network N in the limit N → ∞: 〈d〉 ∼ O(logN). The random graphs of
Erdös-Rényi exhibit the small-world property.
3.3.3 Clustering
A characteristic feature of real networks (especially social networks) is the presence
of cliques. In an undirected graph, a clique is a set of nodes such that, for every pair
of nodes in the set, there is an edge that links them. In other words, a clique is a
subgraph or subnetwork in which every node is connected with all of the remaining
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Figure 3·1: Small-world network with a total of N = 500 nodes built
according to the Watts-Strogatz algorithm. Nodes of larger size have
greater degrees.
nodes. In a social network, each node represents a person and the interpersonal
relations are represented by edges. A clique would correspond to a circle of friends in
which every person knows everybody else in it.
This tendency of formation and development of cliques in networks is known as
clustering and it is quantified by means of the clustering coefficient (Barabási and
Albert, 2002; Newman, 2003; Strogatz, 2001; Sen, 2006). Suppose that the i−th node
of a network has degree ki, so that is it linked with a total of ki neighboring nodes.
If all neighboring nodes were part of a clique, then they should all be connected to
one another, thus producing a total of 1
2
ki(ki − 1) different links. Let yi denote the
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number of edges that, in fact, do really exist between the neighbors of the i−th node.
The clustering coefficient of the i−th node is defined as the ratio of yi to the number






The clustering coefficient of the whole network, C, is then defined as the average







In real complex networks, the clustering coefficient is typically much greater than
one finds in random networks. Because of this fact, a class of network models was
created to mimic this property, the so-called small-world models. Such networks are
interpolated between regular networks (lattices) and random networks. (Barabási
and Albert, 2002; Newman, 2003).
3.3.4 Degree Distributions
In a complex network, not all nodes have the same number of links and, therefore,
not all nodes have the same degree. To describe and quantify the dispersion of the
degrees of the nodes in a network, a degree distribution function, P (k), is defined. It
provides the probability that a certain node in the network is of degree k (i.e. the
probability that it has k links).
In a random graph, the edges are placed in a random fashion and, consequently,
most nodes in the networks have approximately the same degree, close to the average
degree, 〈k〉 of the network. In addition, a random graph will have a Poisson degree
distribution.
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However, the empirical study of real complex networks has revealed the following
insight: most large networks have degree distributions whose behaviors are markedly
different from a Poisson distribution. In particular, a great number of networks such
as the World Wide Web, the Internet, the network of scientific collaborations and
the chains of protein interactions exhibit degree distributions that appear to have a
power law behavior (at least in their tails) (Barabási and Bonabeau, 2003; Strogatz,
2001; Barabási, 2002; Sen, 2006). Such networks are referred to as scale-free.
There are other networks (e.g., the network of a nation’s power grid) which exhibit
exponential degree distributions (Barabási and Albert, 2002).
The discovery of complex networks with degree distributions that follow power
law behavior has paved the way for the development of models of construction and
growth dynamics of networks that yield such distributions.
3.4 Network Construction Models
In this section, we present three of the most important models for the construction of
complex networks: the Erdös-Rényi model, the Barabási-Albert model and the Watts-
Strogatz model. We finally define a model for constructing small-world networks
based upon the Watts-Strogatz model.
3.4.1 The Erdös-Rényi Model for Random Graphs
The Erdös-Rényi model for the construction of random graphs takes an initial set of
N disconnected nodes and proceeds to link each pair of nodes with a probability p,
thus creating a graph with an expected number of edges equal to 〈E〉 = pN(N −1)/2
(out of the possible N(N−1)/2 links), randomly distributed in the graph. (Bollobás,
1998; Diestel, 2006; Van der Hofstad, 2016).
In this sense, it is clear that the average connectivity or average degree of the
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random graph will be given by:
z ≡ 〈k〉 = 2〈E〉
N
= p(N − 1), (3.4)
since each edge in the undirected random graph is counted twice.
Given this simple construction scheme, the degree distribution of a random graph







This is the case since, for a given node of degree k, out of the maximum N − 1
possible links that could be established with the rest of the network, only k links are
actually materialized with probability p, whilst N − 1− k links are not materialized
Figure 3·2: Random graph with a total of N = 500 nodes and 1000
edges. Nodes of larger size have greater degrees. One can see from the
sizes of the nodes that there is a characteristic, average degree in the
network.
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〈k〉 =  2
〈k〉 =  4
〈k〉 =  8
〈k〉 = 16
〈k〉 = 32
Figure 3·3: Degree distributions of complex networks built accord-
ing to the Erdös-Rényi algorithm for five different values of 〈k〉 =
2, 4, 8, 16, 32 (shown in black, red, green, blue and orange, respectively).
Each curve follows a Poisson distribution and is obtained after con-
structing and averaging over a total of 1000 different random graphs,
each with a total of N = 20000 nodes. Error bars are presented, but
negligible to the eye.
with probability 1− p.
In the thermodynamic limit N → ∞, of course, the binomial distribution tends
to a Poisson distribution:




and its maximum will be found, as expected, at P (〈k〉) with 〈k〉 ≈ pN (Barabási and
Albert, 2002; Newman, 2003; Satorras et al., 2003).
Random graphs built according to the Erdös-Rényi prescription exhibit a phase
transition at a critical probability value of pc = 1/(N − 1), for which 〈k〉 = 1. For
p < pc, the graph almost certainly has no connected components of sizes larger than
O(log(N)). For p = pc, the graph almost certainly has a large component with a
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size of order N2/3. For p > pc, the graph will almost certainly exhibit a unique giant
component.
Random graphs for which 〈k〉 > lnN , i.e., p >> (lnN)/(N − 1) are said to be
in the connected regime, in which the graph has a single connected component and
there are no isolated nodes.
Fig. 3·2 shows a random graph with a total of 500 nodes and 1000 edges connected
at random. Fig. 3·3 presents the degree distributions of networks built according to
the Erdös-Rényi algorithm with a total of N = 20000 nodes, for different values of the
fixed average degrees 〈k〉. Each curve is the result of averaging over the individual
degree distributions of 1000 different random graphs. The histograms constructed
follow the forms of Poisson distributions with fixed averages given by 〈k〉.
3.4.2 The Barabási-Albert Model for Scale-Free Networks
As previously mentioned, a scale-free complex network is a graph with a degree dis-
tribution that follows a power law:
P (k) ∼ k−γ, (3.7)
for some positive real γ. It is said that these networks are scale independent or scale
invariant because the degree distributions are scale-free. A mathematical distribution
function, P (k), is scale-free if it is the solution to the following functional equation:
P (λk) = g(λ)P (k), (3.8)
for some λ and some function g(λ). It can be shown that this condition is met only
if P (k) is a power law. If P (k) = αk−γ, then it is clear that the condition imposed
by Eq. (3.8) is met, provided that g(λ) = λ−γ.
Eq. (3.7) shows what it means for there to be no characteristic scale. The shape of
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the distribution remains unaltered (except for a multiplicative factor) when changing
the scale of observation of the function. Probability distributions that follow power
laws are usually referred to as Pareto distributions (in honor of Italian economist Wil-
fredo Pareto, who discovered that wealth distributions of the inhabitants of a nation
follow power laws) or Zipf distributions (in honor of George Kingsley Zipf, linguis-
tic analysis professor at Harvard University, who discovered power law distributions
when studying the relative frequencies with which words appear in literary works in
English) (Mandelbrot, 1983; Gupta, 2006).
In the theory of complex networks, algorithms were initially developed with the
purpose of constructing scale-free networks, starting from random graphs with a fixed
numbers of nodes. Even though these first models adequately produced scale-free net-
works with their main topological characteristics, they failed to address an important
question: is there a mechanism responsible for the emergence of scale-free networks?
If so, what is this mechanism, concretely?
The answers to these questions of emergence were successfully attempted by
Barabási and Albert, who discovered two mechanisms that give rise to scale-free
(undirected) networks (Barabási and Albert, 2002; Barabási and Bonabeau, 2003) :
1. Growth
Most real networks are open systems whose number of nodes grows in time due
to the addition of new nodes. Starting from a small group of initial nodes, the
total number of nodes in the network increases in time. A clear example of this
is the World Wide Web or the network of citations in scientific publications,
since both the number of Web pages and the number of scientific papers grows in
time. In the Web, the nodes of the network are Web pages and the links between
Web pages are the edges. Similarly, the nodes in a network of publications are
the papers themselves and the connections or edges of the network represent
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citations or references between papers.
2. Preferential Attachment
The second fundamental mechanism of the model is known as preferential at-
tachment. It makes reference to the idea that the probability that an existing
node receives new connections is proportional to the degree of said node. In the
case of the Web, it is reasonable to posit that a new Web page connects to Web
pages of high degree of connectivity, since Web pages of high degree are usually
easier to find and better known. In the case of the network of citations in pub-
lications, it is more likely that a paper or document will cite other well-known
and much cited publications.
The effect of preferential attachment on the construction and growth of networks
is manifested in their degree distributions, which show a great number of nodes with
very few connections and a very reduced number of nodes with high degree.
The first person to suggest the mechanism of preferential attachment was Derek
de Solla Price, in a publication on the networks of citations in scientific research
(Newman, 2003). Price, however, refers to this mechanism with the term cumulative
advantage. In sociology, preferential attachment is better known as the Matthew
effect, alluding to the words of the evangelist: "For to every one who has will more
be given, and he will have abundance". (Matthew 25:29)
The Barabási-Albert algorithm, based on these two mechanisms, is explained as
follows:
Starting with a network with a small number of nodes, z0, and n0 initial connec-
tions between them, in each step of construction of the network (i.e., in each discreet
time step of the growth process), a new node with z new links attached to it is added
to the network. These links will connect the new node with z ≤ z0 different nodes
from the preexisting network.
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But this network growth process is determined by the aforementioned criterion
of preferential attachment. Indeed, when a new node is added to the network, the
process of choosing the nodes to which it will be linked via its z connections is
governed by a probabilistic rule. The probability Pi that the new node will connect






where the summation represents a normalization factor and it is taken over all 
nodes in the network, except (of course) for the new node which is being added. 
Therefore, the number of nodes in the network, as as function of time, is N(t) = t + 
z0. On the other hand, the number of connections or edges is equal to zt + n0.
Barabási and Albert conclusively proved that this prescription gives rise to 
power law degree distributions using the so-called continuum method, explained below 
(Barabási and Albert, 2002):
This theory calculates the dependency of the degree ki of the i−th node as a func-
tion of time in the construction process of the network. Logically, it is to be expected 
that said degree will increase anytime a new node enters the network and links to the i
−th node. The probability that this will happen is given by preferential attach-ment 
Π(ki). The continuum approach treats the degree ki as a real and continuous variable. 
Thus, the rate of growth of ki is expected to be proportional to Π(ki) and to the 










As can be seen, this approach treats time as a real and continuous variable also.
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The sum in the denominator counts the number of links of all the N(t)− 1 nodes in
the network, except those of the new node. However, it is clear that, in a non-directed
network, this sum counts the total number of links in the network twice, since the
link between node p and node q is accounted for both in kp and in kq. Therefore, it
follows that: ∑
j
kj = 2(zt+ n0). (3.11)
In the limit in which the number of time steps of network growth tends to infinity,







This differential equation is subject to the initial condition that the i−th node has
ki(ti) = z links at time ti at which said node is added to the network. The solution







Therefore, the theory predicts that the degrees of the nodes increase in time following
a power law.
There is an additional assumption required by the continuum theory of Barabási
and Albert: the nodes are added to the network at regular time intervals. For this
reason the insertion times of the nodes (ti) are all equally likely. Considering the





This is in agreement with the fact that in the Barabási-Albert model only one node
is added (with z links) at each time step. Now consider the probability, P (ki < k,)
that the i−th node will have a degree smaller than a certain k. Equation (3.13) then
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implies:




























P (ti) dti. (3.16)
Therefore, the desired cumulative probability is:











To obtain the degree distribution P (k), one simply calculates the derivative with
respect to k of the cumulative distribution. In consequence:
P (k) =






In the limit t→∞, the degree distribution (3.18) behaves as:
P (k) = 2z2k−3. (3.19)
Equation 3.19 predicts that the functional form of the degree distribution of
Barabási-Albert networks is, in fact, a power law or scale invariant form (3.7), with
an exponent γ = 3, independent of the parameter z. Further, the theory predicts
that, in the limit when the time of construction of the network tends to infinity, the
degree distribution reaches a stationary state and, in consequence, it becomes insen-
sitive to the addition of new nodes. In other words, in the limit t → ∞, the degree
distribution is constant in time. The parameter z does affect the degree distribution
P (k) via the overall factor of z2 that accompanies the power law.
Some other features of the Barabási-Albert networks not predicted by the contin-
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uum model are now presented:
The average geodesic distance, given by (3.1), in the case of a Barabási-Albert
network, is typically smaller than those measured in random networks (regardless of
the number of nodes, N , in the network). This indicates that the topology of scale
free networks is more efficient than that of a random graph in bringing the nodes
closer in the network. In other words, Barabási-Albert networks exhibit more clearly
a small-world effect than do random graphs (Barabási and Albert, 2002).
This is due to the topological characteristics induced by the mechanism of prefer-
ential attachment, since such a device facilitates the existence of a great number of
nodes of very low degree and a small number of nodes of very high degree. The latter,
typically denoted as hubs, are fundamental and their great importance lies in that
the communication and connection of the rest of the nodes in the network strongly
depends on them. Thus, the removal of any of these nodes of very high degree gen-
erally implies the severing of the communication between a great many pair of nodes
of the remaining network, whose linking trajectories went precisely through said hub.
Nevertheless, this property is useful for certain practical purposes, since it in-
dicates that the removal of nodes, randomly picked from a scale-free network, will
produce no major effect on the linking trajectories between the pairs of nodes of the
remaining network, since the probability of removal of a hub is very small (thanks to
preferential attachment). In this sense, it is said that scale-free networks are resilient
against random attacks (where the word attack is to be understood as removal of
nodes) (Barabási and Albert, 2002; Barabási and Bonabeau, 2003; Satorras et al.,
2003).
On the other hand, calculated or targeted attacks, destined to remove nodes of
high degree, have palpable effects on a scale free network, since the average geodesic
length between pairs of nodes increase as a result. Moreover, this situation may
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reach an extreme in which, after the elimination of the hubs, the initial network may
fracture into separate and unlinked components, thereby resulting in pairs of nodes
that become incommunicated due to the lack of trajectories that will join them.
Another interesting property of this kind of network is the fact that the clustering
coefficient of a Barabási-Albert network is almost five times greater than the clustering
coefficient of a random network. This shows that the tendency to form cliques, which
are ubiquitous in real social networks, is superior in scale- free networks than in
random graphs. The clustering coefficient of Barabási-Albert networks grows with
the number of nodes of the network according to a power law C ∼ N−0.75 (Barabási
and Albert, 2002).
Even though the Barabási-Albert model is a successful proof of concept, capable
of constructing scale-free networks, it has its limitations. For example, it can only
produce scale-free networks with a very particular exponent, γ = 3, and a clustering
coefficient with a very particular scaling (Barabási and Albert, 2002). Extensions
of this model have been developed and studied both theoretically and numerically:
For example, the concept of preferential attachment has been extended to nonlin-
ear preferential attachment, producing distributions that deviate from the scale-free
regime (Krapivsky et al., 2000). Another extension is the Bianconi-Barabási model,
which introduces the concept of node fitness, whereby nodes that are fit attract new
nodes with a higher probability. Other efforts have sought to relate the concept of
preferential attachment with the field of nonextensive statistical mechanics (Soares
et al., 2005).
Figure 3·4 presents a scale-free complex network, constructed using the Barabási-
Albert method. In the figure, nodes of greater degree are shown in bigger sizes and
closer to the center of the image. One can notice the existence of a very small number
of nodes of high degree (hubs) of the network. Nodes of smaller degrees are shown
68
near the periphery of the graph.
Figure 3·4: Scale-free network, constructed by the Barabási-Albert
algorithm, with N = 500 nodes. Nodes of larger size have greater
degrees. One can easily see the existence of very few nodes of high
degree or hubs.
Fig. 3·5 presents the degree distributions of networks built according to the
Barabási-Albert algorithm, each with a total of N = 100000 nodes. Each network is
constructed starting with an initial graph which is fully connected, having a total of
z0 initial nodes. Every time a new node enters the network, it brings with it a total
of z = z0 new connections. The histograms thus obtained clearly follow the Barabási-
Albert power-law distribution given by Eq. 3.19. They all share the same power-law
exponent, γ = 3, which is reflected in the fact that the histograms look like parallel
straight lines with the same slope, independent of the number of connections, z, that
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each new node brings to the network. Moreover, as shown in the inset, the curves
corresponding to different values of z collapse into the same power-law distribution
on plotting P (k)/2z2 as a function of k, providing confirmation to the prediction of
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Figure 3·5: Degree distributions of complex networks built according
to the Barabási-Albert algorithm for five different values of z = z0 =
2, 4, 8, 16 (shown in black, red, green, blue, respectively). The dashed
line corresponds to a power-law with exponent γ = 3 for reference. The
inset plots the rescaled quantities P (k)/2z2, which collapse into a single
curve.
3.4.3 The Watts-Strogatz Model for Small-World Networks
The observations made by Watts and Strogatz on small-world networks led to the
conclusion that they share more similarities with random networks than they do with
regular networks (lattices). Indeed, random networks are characterized by having
small clustering coefficients C and the presence of long-range links makes the average
path distance 〈d〉 between pairs of nodes in the network rather small in relation to the
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size of the network. In regular networks, on the other hand, C tends to be relatively
large and 〈d〉 is also large compared to the size of the network.
Figure 3·6: Rewiring prescription the Watts-Strogatz model, inter-
polating between a regular and ordered network (p = 0) and a com-
plete randomness (p = 1). For intermediate values of p, a small-world
network obtains, characterized by small 〈d〉 and large C. The Watts-
Strogatz network construction in this diagram starts with a ring of
N = 20 sites and K = 4. Source of Figure: (Watts and Strogatz, 1998)
Watts and Strogatz developed a model for the construction of networks that man-
ages to produce graphs with large clustering coefficients C as well as small average
path distances 〈d〉 (Watts and Strogatz, 1998; Newman, 2003; Barabási and Albert,
2002). This is a remarkable feat, since real networks (including social networks) tend
to exhibit both of these properties, short distances between pairs of nodes and strong
local clustering. In the context of social networks, this is manifested in the fact that
groups of friends present cliques (implying high clustering) and, as already mentioned
in the case of Facebook, the average distance between two individuals in the social
network is remarkably small.
71
Figure 3·7: Average path distance L = 〈d〉 between pairs of nodes
and clustering coefficient C of networks built according to the Watts-
Strogatz model for small-world networks as a function of the rewiring
probability p. The plot clearly illustrates that, with increasing p, both
the clustering coefficient and the rewiring probability decrease, but
there is a range of values of p where the former remains high while
the latter is small. Source of Figure: (Watts and Strogatz, 1998)
The Watts and Strogatz model for small-world networks initially defines a ring
lattice of N sites, each node being linked to its first K neighbors (thereby having K/2
neighbors on either side). The initial network should have N  K  lnN  1 to
guarantee that the network is connected yet sparse.
The next step consists in randomizing this regular structure according to a rewiring
scheme. Each edge of the lattice will be randomly rewired with probability p in such
a way as to guarantee that self-connections (a node connected with itself) and double
connections (two edges linking the same pair of nodes) are not allowed.
This simple procedure will therefore introduce an average of pNK/2 long-range
edges, connecting nodes that would be very far apart otherwise (Watts and Strogatz,
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1998). It is clear that this construction model interpolates very naturally between
complete regularity and ordered for p = 0 and complete randomness for p = 1. Fig.
3·6 shows a graphic representation of this interpolation as a function of the rewiring
probability. The behavior of 〈d〉 and C as a function of p is illustrated in Fig. 3·7,
where it becomes clear that for intermediate values of p, there is a regime that exhibits
small-world networks with high clustering coefficients, consistent with the empirical
evidence provided by real networks.
3.4.4 A Rewiring Prescription for the Construction of Small-World Net-
works
Figure 3·8: Illustration of the rewiring prescription for the construc-
tion of small-world networks. The network construction process in this
diagram starts with the regular lattice shown in (a). After the first
link is rewired with probability p, the network looks like (b). Once the
rewiring scheme is complete, the final result obtains in (c).
Inspired by the Watts-Strogatz model of network construction, the small-world
networks on which we shall perform Monte Carlo simulations of the stochastic dynam-
ics of opinion formation and financial markets in this work will be built in accordance
with the following prescription, based on this link-rewiring scheme:
We construct a two-dimensional square lattice with L sites per side and periodic
boundary conditions, for a total of N = L× L agents. We consider each node in the
network sequentially. For a given node, i, the link that connects it to its neighbor
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to the right will be rewired, with probability p, to some other node in the network,
chosen at random with uniform probability. Likewise, with probability p, the link
that connects it to its neighbor below will be rewired, to some other node in the
network, chosen at random with uniform probability.
The rewiring procedure is forbidden from rewiring the link to another of the
original nearest neighbors of node i from the initial square lattice. Double connections
between the same pairs of nodes are also forbidden.
In this way, after the procedure is over, the network is finally built with the small-
world property enabled. This algorithm for the construction of small-world networks
is illustrated in Fig. 3·8
It is known that even a very small number of rewirings (small p) is enough to
produce the small-world property, shortening the diameter of the network appreciably.
In contrast, for p = 1, one obtains a topology that strongly resembles a random graph.
So p is therefore a tunable parameter that changes the topology of the network,
from a square lattice to a small-world network to a random network as it increases.
Henceforth, we shall refer to p as the rewiring probability.
With the networks successfully built, one can identify the nodes of the networks as
individuals in a society and the links between pairs of nodes as interactions between
individuals, representing, perhaps, the influence that they exert on one another. In
this way, the network provides a useful tool for the purpose of representing a society
or a mass of investors in a market.
The effect of changing the tunable rewiring probability p on the topology of the
network can be partially illustrated by means of the degree distribution of the network.
Fig. 3·9 presents the degree distribution of the networks built according to the random
link-rewiring scheme.
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Figure 3·9: Degree distributions of complex networks built according
to the rewiring scheme for four values of the rewiring probability, p =
0, 0.01, 0.1, 1 (shown in black, red, green and yellow, respectively). Each
sub-figure in the panel corresponds to an individual value of p and is
obtained after constructing and averaging over a total of 1000 different
networks, starting from initial two-dimensional square lattices whose
sides have a length L = 140, for a total of N = 19600 nodes per
network.
around k = 4, as expected for a two-dimensional regular lattice with periodic bound-
ary conditions. Increasing the value of p has the effect of widening the distribution as
some nodes gain connections and others lose them via random rewiring, thereby de-
creasing the diameter of the network and producing the small-world effect. For p = 1,
all the links in the original lattice are rewired, thereby producing a network that has
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maximum randomness. The progressive deformation of the Kronecker delta function
into the fully random state is characterized by the appearance of an exponential decay
of the degree distribution.
Note that the maximum of the distribution remains centered around k = 4 and,
since no links are being added or subtracted from the network during the rewiring
procedure, the total number of links in the network is conserved and the average of
the degree distribution is also fixed at 〈k〉 = 4, irrespective of p.
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Chapter 4
Mathematical and Statistical Tools for
Monte Carlo Simulations, Complex Systems
and Criticality
4.1 Stochastic Processes and the Master Equation
In this section, we shall introduce the basic vocabulary and language for the formal
treatment of stochastic processes, we shall obtain the master equation and present the
fundamentals of the Monte Carlo method for the simulation of random processes. A
more detailed discussion and treatment of these topics can be found in the following
references: (Reichl, 1998; Tomé and de Oliveira, 2001).
4.1.1 Random Variables, Stochastic Processes and Markov Chains
A random variable is a quantity whose value depends on the outcomes of random
phenomena, making it impossible to exactly and deterministically predict it or esti-
mate it a priori. It can take on any one of a set possible values, but due to the lack of
determinism, there is no way to know which of those possibilities will materialize. A
stochastic process is a sequential set of random variables that describe a process which
is random and time-dependent. It is the mathematical representation of a process
inherently governed by probability and uncertainty.
Consider a system that can be described in terms of a unique random variable x,
which depends on time t. For the sake of simplicity, suppose that x is discrete and can
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only attain integer values and that time t is also discrete and can only attain values
which are either zero or positive integers. The stochastic process, up until time t = l,
can be described by means of the joint probability
Pl(x0, x1, x2, ..., xl), (4.1)
that x = x0 at t = 0, x = x1 at t = 1, and so forth, until x = xl at t = l. The
probability that x = xl+1 at t = l + 1, given that the random variable has already
assumed the values x0, x1, x2, ..., xl at times t = 0, 1, 2, ..., l, respectively, is given by
the conditional probability:
Pl+1(xl+1|x0, x1, x2, ..., xl). (4.2)
If this probability is equal to the conditional probability that x = xl+1 at t = l+ 1
provided that x = xl at t = l, independent of the previous realizations of the random
variable x0, x1, x2, ..., xl−1, then the stochastic process is said to be a Markov chain
or Markov process, in honor of the Russian mathematician who pioneered the study of
stochastic processes. In other words, a stochastic process complies with the Markov
property if it is memoryless, i.e., the past trajectory of the system is irrelevant and
only the current state of the variable matters for predicting the future state of the
random variable. Mathematically, the Markov property states:
Pl+1(xl+1|x0, x1, x2, ..., xl) = Pl+1(xl+1|xl). (4.3)
It then follows that the joint probability for a Markov process can be written thus:
Pl(x0, x1, x2, ..., xl) = Pl(xl|xl−1)Pl−1(xl−1|xl−2)...P1(x1|x0)P0(x0). (4.4)
The probability that x takes on the value xl at t = l, irrespective of the values that
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Pl(x0, x1, x2, ..., xl), (4.5)
where the sum traces over the history of past values of x, excepting the present xl.





Therefore, knowledge of the probability distribution P0(x0) enables the calculation
of Pl(xl) for any l. The conditional probability Pl(xl|xl−1) represents the probability
that the variable will transition from state xl−1 to state xl. These transition proba-
bilities, in principle, depend on time. However, for the purpose of this work, we shall
concern ourselves only with Markov processes with time independent, i.e. stationary,
transition probabilities T . Therefore:
Pl(xl|xl−1) = T (xl, xl−1), (4.7)




T (xl, xl−1)Pl−1(xl−1). (4.8)
4.1.2 Stochastic Matrix
We rewrite Eq. (4.8) more succinctly by interpreting T (m,n) as the entry of a stochas-





Each element in this matrix represents the transition probability from state m to
state n. Because they are probabilities, T (n,m) ≥ 0 for all values of n and m. The
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transition probabilities must also be properly normalized:
∑
n
T (n,m) = 1. (4.10)
Thus, stochastic matrices have non-negative entries and their columns add up to 1.
Let Pl be a column vector whose entries are given by Pl(n). Then Eq. (4.9) takes
the matrix form:
Pl = TPl−1. (4.11)




thereby reducing the problem of determining the probability distribution of the ran-






where we define T l(n,m) as the transition probability from state m to state n after l
time units have elapsed.
4.1.3 The Master Equation
Let T (n,m) be the stochastic matrix that represents a Markov process. Let us suppose
that the transitions in the process occur within a time window τ and that the elements
of the stochastic matrix can we written as
T (n,m) = τW (n,m), (4.14)
for n 6= m, and as
T (n, n) = 1− τΩ(n), (4.15)
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for m = n.
If we assume that τ is small enough so that the probability that the state of the
system will remain the same is close to unity, then the normalization condition of the













independent of the time scale τ .
The probability that the system will find itself in state n at time l + 1 is clearly
given by:




i.e., the probability that the system will transition to state n if it finds itself in a state
m 6= n at time l plus the probability that the system will remain in the same state n
if it finds itself in state n at time l.
Recalling Eqs. (4.14) and (4.15), we can then say:




Let us define P (n, t) ≡ Pl(n) as the probability of state n at time t = lτ . Then,
we can rewrite Eq. (4.19) as:





W (n,m)P (m, t)− Ω(n)P (n, t). (4.20)
Taking the limit τ → 0, the following differential equation obtains for the probability
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P (n, t) in continuous time:
d
dt
P (n, t) =
∑
m 6=n
W (n,m)P (m, t)− Ω(n)P (n, t). (4.21)
Finally, recalling Eq. (4.17), we conclude that Eq. (4.21) can be expressed as:
d
dt
P (n, t) =
∑
m 6=n
[W (n,m)P (m, t)−W (m,n)P (n, t)], (4.22)
where W (n,m) can be interpreted as the probability per unit time of a transition
taking place from state m to state n, in light of which it is referred to as a transition
rate.
Eq. (4.22) is known as themaster equation. It describes and governs the evolution,
in continuous time, of the probability distribution of the available states of a stochastic
system that complies with the Markov property and has time-independent transition
rates.
For the purpose of this work, let us suppose that the system is comprised of N
particles or basic constituents, each of them placed in a node of a complex network.
The state of node i is described by its corresponding discrete random variable σi.
We shall assume that the state σi of site i can take on values from a discrete set of
M possibilities, i.e. σi ∈ {s1, s2, ..., sM} and that this holds for sites i ∈ {1, .., N}.
Then, the collective state of the whole system, i.e. the microstate of the system, can
be represented by the N−tuple σ = (σ1, σ2, ..., σN), there being a total of MN such
possible microstates in the configuration space of the system.
In this language, the W (m,n) are entries of the so-called evolution matrix, W ,
that governs the time evolution of the system and has dimensions MN ×MN . The
master equation is therefore:
d
dt
P (σ, t) =
∑
σ′ 6=σ
[W (σ, σ′)P (σ′, t)−W (σ′, σ)P (σ, t)]. (4.23)
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It is clear that the diagonal elements W (σ, σ) of the matrix W are explicitly
excluded from this equation. We can, therefore, freely define them without any loss
of generality as:
W (σ, σ) ≡ −
∑
σ′ 6=σ
W (σ′, σ), (4.24)
which would imply that: ∑
σ′
W (σ′, σ) = 0. (4.25)
Exploiting Eq. (4.24) allows us to rewrite Eq. (4.23) in the following fashion:
d
dt
P (σ, t) =
∑
σ′
W (σ, σ′)P (σ′, t), (4.26)
where the sum now runs over all the MN possible states.
For the purposes of this work, we shall only be concerned with transitions that
take place between microstates that only differ in one single site, i. Then









2, σ2)...[1− δ(σ′i, σi)]...δ(σ′N , σN), (4.27)
where δ(i, j) is the Kronecker delta function and wi(σ′i, σi) is the rate of transition for
site i from the state σi to state σ′i.
With this notation for the transitions of the states of the individual nodes of the
network, the master equation of the system can be expressed as:
d
dt






i, t)− wi(σ̃i, σi)P (σ, t)], (4.28)
where σ = (σ1, σ2, ..., σi, ..., σN) and σ̃i = (σ1, σ2, ..., σ̃i, ..., σN) represent two mi-
crostates of the system that differ only in the state of site i, and P (σ, t) and P (σ̃i, t)
represent the probabilities that the system will find itself in states σ and σ̃i at time
t, respectively.
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The master equation, written this way, allows us to calculate the time evolution of
the expectation value of a state function of the system f(σ). In statistical mechanics,




f(σ)P (σ, t). (4.29)
Multiplying the master equation, Eq. (4.28) by f(σ) and taking a sum over all











i, t)− wi(σ̃i, σ)P (σ, t)]. (4.30)
4.1.4 Probabilistic Foundations of Monte Carlo Sampling
The power of Monte Carlo methods harnesses the computational capabilities of ef-
ficient generation of pseudo-random numbers and the subsequent evaluation of the
subset of these numbers that observe a certain useful property. In particular, as sug-
gested by von Neumann, Ulam and Metropolis, among others, these pseudorandom
numbers can be used to simulate the phase space trajectories of certain physical sys-
tems. The trajectories, simulated in time, can then be exploited, provided that they
exhibit the ergodic property, for the purpose of computing thermodynamic averages
that describe the macroscopic state of the system. Monte Carlo simulations are es-
pecially useful and powerful when dealing with systems that have many degrees of
freedom and where an analytical approach is impractical.
In the case of the majority-vote model, which is the essential backbone of this work,
the system is known to attain a stationary state after a characteristic relaxation time
of thermalization. In the stationary regime, a simulation of the system can generate
a trajectory in the state space of the system that visits a total of Q microstates,
generated according to the probabilities P (σ, t) = P (σ) (which does not depend on
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time due to stationarity).
The Monte Carlo sampling of these Q microstates in the stationary regime permits

















f(σ)P (σ) = 〈f(σ)〉. (4.32)
That is to say, assuming the existence of ergodicity in the simulated system, time
averages will furnish estimators for ensemble expectation values of thermodynamic
quantities.
The thermodynamic quantities that we shall be interested in, within the frame-
work of the majority vote model, are basically the magnetization and the magnetic
susceptibility. The first provides us with an order parameter for the system whilst the
second gives us a measure of the degree of fluctuations in the system as an indicator
of criticality.
Therefore, a Monte Carlo simulation of the trajectory of the system in phase space
will enable us to calculate estimators for the magnetization:
M = 〈m(σ)〉, (4.33)
and for the magnetic susceptibility:
χ = N [〈m2(σ)〉 − 〈m(σ)〉2]. (4.34)
These two quantities depend on the size, N , of the system. This dependence shall
be exploited in order to extrapolate the behavior of the system with finite sizes to
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obtain the proper critical behavior of the system in the thermodynamic limit N →∞.
This shall be accomplished with the tools of finite-size scaling.
4.2 Finite-Size Scaling
One of the fundamental numerical and analytical tools in the study of the statistical
mechanics of critical systems, near second-order phase transitions, is that of finite-size
scaling analysis, the basic notions of which are outlined in this section.
It is a well know fact that second-order phase transitions only formally occur in
complex systems at the thermodynamic limit, N →∞, in which any thermodynamic
quantity can be properly decomposed into a sum of two parts near criticality: a regular
part, which is finite yet not necessarily continuous, and a singular part, which may
be divergent or posses divergent derivatives. The singular part of the thermodynamic
quantities exists only in the thermodynamic limit and, it is in this sense, that the
second-order phase transition is present only in systems of infinite size. (Stanley,
1987; Cardy, 1996)
Indeed, for systems of finite size, the correlation length, ξ, cannot exceed the length
of the system, L. Thermodynamic quantities that would be expected to diverge at
the critical point (e.g. the magnetic susceptibility and the specific heat), actually
saturate when ξ ∼ L. The order parameter of the system cannot vanish in the
disordered phase, showing instead a rounding effect that is relevant over the region
where the infinite-size correlation length, ξ, exceeds L. (Newman and Barkema, 1999;
Landau and Binder, 2014)
This, of course, poses a problem for the numerical and computational studies of
critical systems, since a study of the second-order phase transition would demand the
simulation of systems of infinite size, which would require infinite memory resources,
as well as infinite simulation time. Therefore, one cannot directly simulate critical
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systems computationally.
It would seem that, at best, one could opt to carry out simulations for as big
a system size as possible, given the time and computational constraints. However,
finite-size scaling analysis was proposed as a feasible solution to this problem. It
turns what seems to be an insurmountable obstacle (the impossibility of simulating
infinite systems) into an advantageous and practical computational tool for the study
of critical phenomena, by simulating and analysing finite size systems of different
sizes and extrapolating those results to deduce conclusions about the behavior of the
system near criticality at the thermodynamic limit.
4.2.1 Pseudocritical Points
Consider a system described in terms of some parameter, q, which exhibits a second-
order phase transition at a critical parameter value qc, such that the system finds itself
in the ordered, symmetry-broken state for q < qc and in the disordered, symmetric
state for q > qc. (In the case of the majority-vote model, q is the noise parameter of
the system and qc is the critical noise parameter of the system.)
As expected, the correlation length of the system, ξ, diverges at the critical point
in the thermodynamic limit, as do quantities that measure fluctuations, (e.g. the
magnetic susceptibility, χ). The singular behavior of the system near criticality for
systems of infinite size is collected in the set of scaling laws that describe the relevant
macroscopic thermodynamic quantities.
Let us first consider the scaling law for the correlation length of the system. From
this point on, we shall use ξ to denote the correlation length of the system in the
thermodynamic limit only, L→∞. The scaling law for the correlation length of the
critical system is given by:
ξ ∼ |q − qc|−ν . (4.35)
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However, because the system in the simulations have a finite size N = Ld (where
d is the dimension of the system), when the correlation length is of the order of the
system size ξ ∼ L, the system becomes effectively ordered already. Therefore, in
this effective sense, the finite-size system exhibits what is called a pseudocritical point
at qc(L), at which quantities that would diverge in thermodynamic limit (such as
the magnetic susceptibility and the specific heat) will attain their finite maximum
values or peaks. Notice that the pseudocritical point depends on the size of the
system. It will coincide with the actual critical point qc in the limit L → ∞, i.e.,
qc(L)→ qc(∞) = qc. Let us take the scaling relation for the correlation length in the
thermodynamic limit, given by Eq. (4.35), and adapt it, using this intuition, in order
to produce a scaling law for the pseudocritical point parameter qc(L). In analogy
with ξ ∼ |q − qc|−ν , we shall assume, when ξ ∼ L:
L ∼ |qc(L)− qc|−ν . (4.36)
Re-writing this expression conveniently, we obtain our first finite-size scaling relation:
qc(L) = qc + bL
−1/ν , (4.37)
where b is a constant.
4.2.2 Finite-Size Scaling Ansatz and Scaling Function
Let us now consider a relevant macroscopic, divergent, thermodynamic quantity (e.g.
the magnetic susceptibility), Q, near criticality in the thermodynamic limit: Q∞(q).
The singular part of this quantity will therefore diverge, satisfying some scaling law,
Q∞(q) ∼ |q − qc|−ζ , (4.38)
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where ζ is the critical exponent associated with the quantity Q. For example, in the
case of magnetic and Ising-like systems like the majority-vote model, the relevant
scaling laws for the average magnetization and the magnetic susceptibility are:
M∞(q) ∼ |q − qc|−β, (4.39)
χ∞(q) ∼ |q − qc|−γ. (4.40)
For practical purposes, though, it is to be expected that this critical behavior
should also manifest itself for systems of finite size, L, provided that the length scale
of the system, L, is much larger than the characteristic length scale of the system, as
measured by ξ: i.e. L >> ξ.
For systems of finite size, L, the expected manifestation of the critical behavior
when L >> ξ, therefore, looks like:
QL(q) ∼ |q − qc|−ζ ∼ ξζ/ν , (L >> ξ, q → qc). (4.41)
However, when the system size is smaller than the correlation length, L << ξ, the
system size L now becomes the characteristic scale of the system, saturating the
quantity QL, thereby producing the following scaling rule:
QL(q) ∼ Lζ/ν , (L << ξ, q → qc). (4.42)
It is this pair of reasonable ideas that leads to the formal ansatz or hypothesis
that defines the finite-size scaling method, which can be rigorously derived from the
renormalization group approach (Cardy, 1996; Newman and Barkema, 1999; Landau
and Binder, 2014):
QL(q) ∼ ξζ/νg(L/ξ), (L→∞, q → qc), (4.43)
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where g(x) is the so-called scaling function, defined as:
g(x) = constant for |x| >> 1, (4.44)
g(x) ∼ xζ/ν for x→ 0. (4.45)
The scaling function is a dimensionless function of the ratio L/ξ between the finite
size of the system and the correlation length of the system in the thermodynamic
limit. It is this ratio between these two scales that matters in the manifestation of
the effects of finite size in the thermodynamic quantities of the system.
However, as a matter of practicality, another function, Q̃(x) = x−ζg(xν), is defined
as the conventional scaling function of the system, so that the finite-size scaling ansatz
now looks like:
QL(q) ∼ Lζ/νQ̃(L1/ν |q − qc|), (L→∞, q → qc), (4.46)
and the scaling function is now given by:
Q̃(x) = constant for x→ 0 (L << ξ),
Q̃(x) ∼ L−ζ/ν |q − qc|−ζ for |x| >> 1 (L >> ξ).
(4.47)
Eq. (4.46) provides the basic framework for the finite-size scaling analysis of
thermodynamic quantities of interest for Ising-like and magnetic systems like the
majority-vote model, such as the average magnetization and the magnetic suscepti-






where ε = |q − qc|.
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4.2.3 Fourth-Order Binder Cumulant
Another useful tool in finite-size scaling analysis is provided by the use of the fourth-
order Binder cumulant (also known as the kurtosis) of the order parameter (e.g. the





where 〈...〉t denotes time averages taken in the stationary regime of the system and
〈...〉c denotes configurational averages.
The fourth-order Binder cumulant is useful for the purpose of determining the
location of the critical point qc. The idea behind the method consists in the numerical
calculation of the Binder cumulants as functions of the order parameter for different
system sizes L. The critical point qc will be estimated as the intersection point all of
the Binder cumulant curves that correspond to different system sizes.
This is usually yields much better and accurate results than simply identifying
the critical point of the infinite system with the pseudocritical point of the largest
finite-size system that can be reasonably numerically simulated, given the constraints
of finite memory and time. This is because finite size effects are considerably reduced
when dealing with Binder ratios. Therefore, these quantities are usually highly insen-
sitive to system size, which is what guarantees that Binder crossings provide better
estimates for the critical points.
In general, the Binder cumulant behaves as follows:
In the symmetric or disordered phase, q > qc, UL = 0 + O(1/N) in the limit
N → ∞. In the symmetry-broken or ordered phase, q < qc, UL = 2/3 + O(1/N) in
the limit N →∞. At the critical point, q = qc, UL ∈ {0, 2/3} approaches a universal
value in the limit N →∞.
Notice that the first order corrections to the values of the Binder cumulants away
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from criticality are O(1/N), i.e., the Binder cumulants for different system sizes are
very insensitive to the size of the system itself away from the critical point, becoming 0
and 2/3 far away from the critical point and crossing each other at the same universal
point, which happens to indicate the location of the phase transition, qc (Cardy, 1996;
Newman and Barkema, 1999; Landau and Binder, 2014).
A justification for these claims about the Binder cumulant can be understood in
terms of the following phenomenological argument: Consider the order parameter
probability distribution, PL(m), i.e. the probability that, in the stationary regime of
the time evolution of the system of size L, the order parameter of the system attains
the value of m.
If q > qc and L >> ξ, then the system is surely in the disordered, symmetric phase
(assuming that there aren’t external fields that may order the system, e.g., paramag-
netic interactions), and the order parameter probability distribution can reasonably










where α is a function of q but independent of system size L. Indeed, for thermal
systems, q is the temperature parameter, and q is a measure of the variance of the





2dm = α/2, (4.51)
since ML = 〈m〉 = 0 in the disordered phase. That is to say, the width of the
distribution is given by the susceptibility, which is a measure of the magnitude of the
thermal fluctuations.
If, however, q < qc and L >> ξ, the system is very much in the ordered phase.
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Phenomenologically, the order parameter distribution is bimodal for finite sizes, and
it can be represented as a sum of two Gaussian distributions, which are centered
around the average value of the spontaneous magnetization in the symmetry-broken











If q ∼ qc and L . ξ, it can be shown within the context of the renormalization
group approach that the distribution necessarily cannot be described in terms of
simple Gaussian distributions in the critical region (Cardy, 1996; Landau and Binder,
2014). In fact, the distribution PL becomes a function of m, L and ξ and it satisfies





where G1 and G2 are the corresponding scaling functions and the equality ensues
from observing that Lβ/ν = (L/ξ)β/νξβ/ν . The power in front of the scaling functions
guarantees that PL can be normalized, as it is a probability distribution.
From Eq. (4.53), one can readily obtain the proper finite-size scaling relations for
the order parameter and the susceptibility, given by Eqs. (4.48). It is also follows
from Eq. (4.53) that the behavior of the Binder cumulant in the region of criticality,





where φ4 = L4β/ν〈m4〉 and φ2 = L2β/ν〈m2〉 (Cardy, 1996; Landau and Binder, 2014).






which is exactly the claim made before about the Binder crossing being quite insen-
sitive to system size for big enough systems, thereby making it a useful and reliable
tool for estimating the critical point qc of the system.
Bearing in mind the finite-size scaling ansatz of Eq. (4.46), the fact that the
Binder cumulants cross at the same point and that all Binder cumulants have the same
asymptotic and constant behavior far away from qc, the finite-size scaling relation for
the fourth-order Binder cumulant must therefore be:
UL = Ũ(L
1/ν |q − qc|), (4.56)
where Ũ is the corresponding universal scaling function.
4.2.4 Data Collapse
Rewriting the finite-size scaling ansatz of Eq. (4.46), the universal scaling function,
Q̃, associated with the quantity QL is thus:
L−ζ/νQL(q) ∼ Q̃(L1/ν |q − qc|), (4.57)
which implies that plotting the curves of the rescaled quantities L−ζ/νQL(q) versus
L1/ν |q − qc| for different system sizes should result in all of the curves for different
values of L collapsing into the single universal scaling curve Q̃.
Applying this procedure to the results of numerical simulations and confirming
that, indeed, all the curves collapse properly into the scaling function confirms that
the estimations of the critical exponents ζ and ν are correct. These assumptions hold
true in the thermodynamic limit, certainly, but with the presence of systematic errors
at finite sizes.
94
4.2.5 Hyperscaling Relation and Effective Dimensions of Critical Systems
It is thus far clear that finite-size scaling transforms the seemingly disadvantageous
limitation of finite size into a powerful tool that enables extrapolations of numerical
results into the actual critical behavior of the system in the thermodynamic limit.
Finite-size scaling and data collapse enable the numerical estimation of the critical
exponents ν, γ and β.
The hyperscaling relation (see B.1), a result of the renormalization group approach
to critical systems, connects these exponents to another important quantity: the
dimension of the critical system. We recall the hyperscaling relation for many-body








Here d stands for the dimension of the array. This equation relates the critical ex-
ponents ν, γ and β with the dimension d of the system, thereby showing in a very
explicit way the role of the dimensionality of the system in its critical behavior.
Indeed, recall that the system will not have a second-order phase transition for
dimensions below the lower critical dimension. Above the lower critical dimension,
the universality class of the system, as given by the values of the critical exponents,
depends on the dimension of the system. Above the upper critical dimension, however,
the behavior of the system is known to be indistinguishable from the results predicted
by mean field theory. This hyperscaling relation is, therefore, valid only for critical
systems with dimensions between the lower and the upper critical dimension.
For critical system with more complicated topologies than those of regular arrays,
such as the non-trivial structures of complex networks, the concept of dimension is
less clear, however, since the degree distribution is no longer a delta function (as in
the case of the array) and some nodes will have more connections than others.
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A widely used approach in the context of the numerical study of critical systems







= Deff , (4.59)
where Deff is defined to be the effective dimension of the system.
The effective dimension of the critical system is defined and numerically estimated
in terms of the previous finite-size scaling estimations of β, γ and ν. Obviously, in
the case of a regular array of dimension d, it is clear that Deff = d as expected.
Other ways of defining an effective dimension for complex networks, independent of
dynamics with critical phenomena simulated on them have been suggested (Barabási
and Albert, 2002; Daqing et al., 2011).
4.2.6 Finite-Size Scaling Tools
Therefore, collecting the finite-size scaling forms derived thus far for Ising-like sys-
tems, we obtain a set of relations that are of practical importance for the numerical
study of second-order phase transitions, which can be exploited for the purpose of
calculating the critical point, estimating critical exponents, estimating the effective
dimension and generating data-collapse curves:














= Deff . (4.64)
where ε = |q − qc|.
These are the basic tools from finite-size scaling that will be exploited in the
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numerical study of critical phenomena in this work.
4.2.7 The Unitary Relation for Critical Exponents Under Volumetric
Scaling of the Correlation Length
It is a customary practice in the numerical finite-size study of critical systems on the
non-trivial topologies of complex networks to question the assumption of the scaling
of the correlation length with the linear size of the system ξ ∼ L. Indeed, given that
the system does not have a clear-cut and unambiguous definition of linear size L in
this context, a volumetric scaling of the correlation length near criticality is often
assumed (Botet et al., 1982; Hong et al., 2007):
ξ ∼ N. (4.65)
Under this assumption, the finite-size scaling equations alluded to previously at-
tain the following form:








where we now use ν̄ instead of ν, since we now assume a volumetric scaling (instead
of a linear one) for the correlation length.
For a regular lattice in d dimensions, where the concept of linear size L is unam-
biguous, clearly N = Ld. In this case, the finite-size scaling for the magnetization
97





















irrespective of the dimension d of the network, thereby rendering the hyperscaling
relation useless for the purpose of estimating the dimension of the network under
the assumption of volumetric scaling for the correlation length, in contrast to the
numerical estimations of previous studies (Melo et al., 2010; ?; Lima, 2006; Lima
et al., 2008). Moreover, the unitary relation has been numerically verified for such
topologies as scale-free networks and random graphs.
For another argument on the implications of assuming correlation lengths with
volumetric scaling, see Appendix B.2.
Given this state of affairs, we propose in (Vilela et al., 2019b) to re-write the







where we conjecture that υ = 1 for any network under the assumption of volumetric
scaling of the correlation length. In this language, the unitary relation is thus υ ≡ 1,
the consistency of which was evaluated with the numerical findings for regular network
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and complex networks. In particular, we verified the unitary relation with the three-
state majority vote model on Barabási-Albert networks and with the two-state and
three-state majority-vote models on square and cubic regular networks (Vilela et al.,
2019b).
We propose this unitary relation as a test or confirmation of criticality of sys-
tems that exhibit complex interactions, according to network topologies of unknown
effective dimensions or effective linear sizes whose definitions are ambiguous or murky.
4.3 Coupled Exponential Family of Distributions and the Statis-
tics of Nonlinear and Complex Systems
The standard programme behind Boltzmann-Gibbs extensive statistical mechanics
enables a generally successful framework for the study and treatment of simple sys-
tems with short-range interactions, Markovian dynamics and ergodic trajectories in
phase space, starting from an assumption of extensivity of the entropy for weakly
correlated systems. However, for systems that exhibit complexity, high degrees of
correlations, nonstationary dynamics and nonergodic trajectories in phase space, a
more suitable paradigm, referred to as nonextensive statistical mechanics, has been
proposed (Tsallis et al., 2004; Tsallis, 2009). Tsallis’ original framework introduces
the concept of q−statistics, starting from a generalization of the definition of the
Boltzmann-Gibbs entropy to the so-called q−entropy which, unlike the former, would
become non-extensive for uncorrelated systems and extensive for highly correlated
systems (there being a particular value of q for which this happens that is meant to
characterize the complexity of the system).
It is known that the general approach of nonextensive statistical mechanics shows
that power law distributions arise for these highly correlated complex systems with
nonergodic trajectories, as either the maximizing distributions of the nonextensive
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entropy or as central limit distributions for random variables with particular de-
pendencies or strong correlations. This is in contrast to the more canonical Boltz-
mann distributions with exponential decays, associated with extensive entropies and
weakly correlated random variables. Since scaling and power law distributions are
typically present in systems near their critical points, which are characterized by
scale-invariance (Newman, 2005), this is usually regarded as an accomplishment of
nonextensive statistical mechanics.
In this section, we introduce the coupled exponential family of distributions (Nelson
et al., 2017; Nelson et al., 2019). This family of functions has been proposed, within
an interpretation of nonextensive statistical mechanics, as a tool for the description
of nonlinear systems, whose complexity may manifest itself in such rich behavior as
nonstationary processes and power law tails. The coupled exponential family has
the virtue of decomposing the parameter q, such that the nonlinearity is directly
modeled in terms of a coupling parameter. We will provide evidence that the coupling
parameter is related to the nonlinearity of the system and thus a measure of the
systems’ complexity.
Given the ubiquitous presence of hallmarks of complexity and correlation in fi-
nancial time series, i.e. asymptotic scale-invariance of empirical return distributions
and volatility clustering, this family of functions seems appropriate to describe and
fit the histograms of return and volatility.
The coupled exponential family of distributions is related to the power function
(1 + κx)
1




Evidently, the power function reduces to the exponential function in the limit κ→ 0
(in which case the equation would be linear). For κ 6= 0 (nonlinear regime), it is
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approximately exponential near x = 0, but has power law asymptotic behavior as
x → ∞. For this reason, among others, κ shall be referred to as the nonlinear
statistical coupling.
We define a notation for the power function




with (y)+ ≡ max(0, y), in order to stress the role of κ in the deformation of the
exponential function and the production of heavy tails. The parameter a controls the
power of the tails.
With this preamble, the coupled exponential family of distributions is defined by



















where σ, κ, α and µ are the parameters of the function. Examining the exponent
(1+κ)/(ακ), the connection to the definition of Tsallis’ q−statistics can be established.
For q−statistics, the exponent term is 1/(1 − q). Solving for q, the relationship is
therefore q = 1+ακ/(1+κ). The parameter µ represents the mean of the distribution
and Z(σ, κ, α) is the normalization factor. We shall refer to the nonlinear statistical
coupling κ as the shape parameter and to σ as the scale parameter in an interpretation
of nonextensive statistical mechanics (Tsallis et al., 2004; Tsallis, 2009) which has
been used as a model of financial markets (Tsallis et al., 2003; Biondo et al., 2015)
and other complex systems. The scale parameter σ is a measure of the spread of
the distribution, a generalization of the standard deviation within the context of the
coupled exponential family. The shape parameter κ determines the rate of decay of
the distribution, which we now describe in more detail.
The versatility of the coupled exponential family is revealed in its power to accom-
101
modate a wide variety of regimes and behaviors in complex systems. For example,
some complex systems are described by variables whose distributions are leptokurtic
in some regimes and platykurtic in others. Such a transition from the leptokurtic to
the platykurtic regime through an intermediate mesokurtic regime describes a pro-
gressive loss of the power law tails until the distribution’s support becomes compact.
This progression can be described comfortably and in a very natural way with the
flexibility of the coupled exponentials. Thus one can see the enormous power in this
distribution, since it can characterize a wide range of behaviors with the same func-
tion and the same set of parameters, as clearly delineated by the degree of nonlinear
coupling.
• Indeed, when κ > 0, the function is leptokurtic and exhibits a heavy-tail decay;
• When κ = 0, the function is a generalized Gaussian distribution;
• When −1 < κ < 0, the function is a platykurtic distribution with compact
support.
Moreover, if α = 2, the function is a coupled Gaussian distribution. In particular,
with κ = 0, it takes the form of a Gaussian distribution. With κ > 0, it takes the
form of the Student’s t distribution with the degree of freedom ν being the reciprocal
of κ, i.e. ν = 1/κ (see A.6).
In consequence, the nonlinear statistical coupling is capable of providing a numer-
ical measure of the transition from a leptokurtic to a platykurtic state and, therefore,
it can be understood as a way of capturing the complexity of the behavior of the
system.
Another interesting observation in this regard is that, in the limit σ → 0 with
κ > 0, the coupled exponential distribution family yields power law or scale invariant
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distributions. It is, therefore, most fitting that σ should bear the name scale param-
eter, since in the limit σ → 0, the coupled exponential family yields distributions
that are actually scale-free (i.e. lacking any characteristic scale), a feature that is




We present the three-state version of a model of opinion formation in societies called
the majority-vote model, which is the backbone of the Monte Carlo dynamics sim-
ulated in this work, defining its basic probabilistic rules and describing its essential
properties. We then define an extension of the dynamics of the majority-vote model,
which we shall call the global-vote model, which incorporates the presence and ef-
fects of contrarian agents. Subsequently, we define an application of the global-vote
model for the purpose of simulating the dynamics of financial markets, based on the
underlying social psychology of a society of investors.
5.1 Reversible and Irreversible Models in Statistical Physics
The empirical observation and study of macroscopic systems that exhibit long-range
order and criticality (e.g. magnetic systems) has driven the development of theoretical
models for their mathematical and analytical description within the realm of statis-
tical mechanics, seeking a fundamental understanding of the complexity inherent in
such phenomena. Perhaps the most ubiquitous and successful example of such efforts
is the Ising model, which is capable of capturing the salient features of a wide range
of macroscopic systems in terms of a very simple and straightforward mathematical
framework. Other models of interest in statistical mechanics and condensed matter
physics are: the XY model, the Heinsenberg model, the Potts model, etc (Stanley,
1987; Cardy, 1996; Wu, 1982; Sornette, 2006; Pathria and Beale, 2011). In fact, these
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stochastic models have been so successful and useful that they have spawned applica-
tions and generalizations in multidisciplinary fields, including social psychology and
economics.
These statistical mechanics models can be classified, according to their time evo-
lution, into one of two main categories: reversible or irreversible.
Reversible models are characterized by dynamics defined by a Hamiltonian that
contains the description of the interactions that take place between the many bodies
that comprise the system. The standard programme of statistical mechanics provides
the essential framework for its stochastic dynamics, since a partition function can be
calculated in terms of the Hamiltonian, thereby enabling the determination of transi-
tion probabilities between the different microstates accessible to the systems in terms
of the energies of the initial and final microstates. These kinds of systems naturally
evolve towards macroscopic states of thermodynamic equilibrium that comply with
detailed balance. Therefore, the probability that the system follows a particular tra-
jectory in phase space (i.e. a particular sequence of microstates) from its initial state
to a final state is identical to the probability that the system will follow the same
trajectory in reverse.
Irreversible models, on the other hand, do not obey the condition of detailed bal-
ance. They can evolve towards stationary states, certainly, but these final macrostates
are not thermodynamic equilibrium states. In irreversible models, the probability of
the system to evolve according to a particular trajectory or sequence of microstates
depends on the order in which these states are visited.
5.2 The Three-State Majority-Vote Model
The majority-vote model is a stochastic and irreversible model that simulates the
dynamics of opinion formation of individuals in a society. The main feature that
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defines the model is the assumption that the opinion of an individual at any point
in time depends on the opinion adopted by the majority of his neighbors at said
instant of time. The model was originally defined in such a way that each individual
could adopt one of two available opinions or states; this is the so-called Two-State
Majority-Vote Model, which is known to exhibit a second-order phase transition on a
regular lattice and which has been extensively studied, as well as its many variations
(de Oliveira, 1992; Tomé et al., 1999; ?; ?). The three-state generalization of the
model is the chief concern of this section and this work.
In the Three-State Majority-Vote Model, individuals or agents are represented by
nodes in a network of social interactions and their states are given by any one of
three possible opinions s ∈ {1, 2, 3} at any point in time. These states represent
three possible opinions on a given subject or decision. For example, in a financial
context, such states could represent a desire to purchase a unit of an asset, to sell
a unit of an asset or to remain neutral/inactive. The model and its variations and
their corresponding critical phenomena have been studied on networks of different
topologies (Brunstein and Tomé, 1999; Tomé and Petri, 2002; Melo et al., 2010;
Lima, 2012; Balankin et al., 2017; Vilela et al., 2019b).
The state of the agent is updated according to the following probabilistic prescrip-
tion. The behavior of each individual is defined by its tendency to follow the local
majority, i.e., by its tendency to agree with the state of the majority of its nearest
neighbors with probability 1 − q, or to dissent from it with probability q. This at-
tempts to model the social psychology of social imitation and herding behavior in the
dynamics of societies (Raafat et al., 2009; Hong et al., 2005).
Consider agent i. In the event of a single local majority state, agent i will adopt
it with probability 1− q and each of the two local minority states will be adopted by
i with probability q/2. In the event of a tie between two local majority states, agent
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i shall assume any of those two states with probability (1− q)/2 each and the state of
the local minority with probability q. Finally, in the event of a three-way tie, agent
j will assume any state with probability 1/3.
Let ki,s represent the number of nearest neighbors of agent i that find themselves
in state s ∈ {1, 2, 3} with ki,1 + ki,2 + ki,3 = ki, where ki is the degree of the node
that represents agent i in the network. The aforementioned rules for the update of
the state of agent i can be summarized thus:
P (1|ki,1 > ki,2; ki,3) = 1− q,
P (1|ki,1 = ki,2 > ki,3) = (1− q)/2,
P (1|ki,1 < ki,2 = ki,3) = q,
P (1|ki,1; ki,2 < ki,3) = q/2,
P (1|ki,1 = ki,2 = ki,3) = 1/3.
(5.1)
The probabilities for the remaining two states (2 and 3) follow easily from the inter-
changing the labels 1, 2, 3 in accordance with symmetry operations of the C3ν group,
which happens to be the discrete molecular symmetry group of ammonia.
It is worth noticing that the condition P (1|{ki})+P (2|{ki})+P (3|{ki}) = 1 holds
for any configuration {ki} ≡ {ki,1; ki,2; ki,3} of the local neighbors, as it should for the
update probabilities to be conserved.
For the model to make sense, one must have 1− q > q/2, i.e., the probability for
an agent to align with the local majority has to be greater than the probability of
aligning with any of the two local minorities. This condition implies that the model
is defined for values of the noise parameter in the range 0 ≤ q ≤ 2/3.
In analogy with thermal systems such as the Ising model, the noise parameter q
can be identified as a social temperature of sorts, for it controls the probability that
an individual will dissent from the opinion of the majority of its neighbors, just as
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the temperature proper controls the probability of thermal fluctuations that destroy
the order of a thermal system. Just as there is a critical temperature for an Ising-
like thermal system known as its Curie temperature (TC), below which there is an
ordered and ferromagnetic phase and above which the disordered phase obtains, there
is a critical noise parameter (qc) in the majority-vote model, defined as the value of q
such that the system finds itself in a disordered and symmetric phase for any q > qc
and it finds itself in an ordered and symmetry-broken phase for any q < qc.
It has been shown numerically that the three-state majority-vote model exhibits
a second-order phase transition on a square lattice network, with a critical noise
parameter of qc ≈ 0.118 and with critical exponent values given by β/ν = 0.134 ±
0.005, γ/ν = 1.74±0.02, in accordance with the (equilibrium) three-state Potts model
(for which β/ν = 2/15, γ/ν = 26/15 and 1/ν = 6/5) (Brunstein and Tomé, 1999;
Tomé and Petri, 2002; Melo et al., 2010; Wu, 1982).
5.2.1 Irreversibility of the Three-State Majority-Vote Model
We can ascertain the fact that thethree-state majority-vote model is irreversible by
examining a simple example. Let us consider the microstate of a majority-vote model
on a two-dimensional square lattice side of L = 4 and a total of N = 4 × 4 = 16
sites with periodic boundary conditions. We shall represent the state of the system
using a matrix notation, where each site in the matrix represents its respective site
in the lattice and the matrix entry represents the corresponding state of the agent
at that site (s ∈ {1, 2, 3}). Let A, B, C and D be four matrices corresponding to
four different microstates of this system, each of them occurring in the stationary
regime with probability P (A), P (B), P (C) and P (D), respectively. Let the state of
the system evolve in time from state A back to state A according to the following





1 1 1 1
1 2 1 1
1 1 1 1
1 1 1 1
 .
It then transitions to state B, represented by:
B =

1 1 1 1
1 2 3 1
1 1 1 1
1 1 1 1
 ,
with a transition probability of q/2, so that P (B) = P (A)q/2. Then it evolves to
state C, represented by:
C =

1 1 1 1
1 2 3 2
1 1 1 1
1 1 1 1
 ,
with a transition probability of q/2, so that P (C) = P (B)q/2 = P (A)q2/4. It
transitions to state D, given by:
D =

1 1 1 1
1 2 1 2
1 1 1 1
1 1 1 1
 ,
with a probability of (1−q)/2, so P (D) = P (C)(q−1)/2 = P (A)(1−q)q2/8. Finally,
it returns to state A, the whole trajectory (A → B → C → D → A) materializing
with a final probability of P (A)(1− q)2q2/8.
Now consider the system evolving in time according to the inverse trajectory,
i.e., A → D → C → B → A. Following the same line of reasoning as before,
we can easily see that the inverse trajectory materializes with a final probability of
P (A)(1− q)2q2/2. Therefore, the example illustrates clearly that detailed balance is
not obeyed by the dynamics of the system due to the fact that it follows irreversible
local rules of time evolution, i.e., there is no microscopic reversibility in the time
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evolution of the three-state majority-vote model.
5.3 Three-State Global-Vote Model
In this section, we extend the three-state majority-vote model in order to incorporate
the effect of a heterogeneous mass of agents in its dynamics of opinion formation.
The motivation behind this is the well-known fact that societies are not comprised of
masses of individuals with homogeneous behavior. Rather, there is a diversity in the
social psychology of individuals in a society.
In the majority-vote model, the essential mechanism behind the dynamics of the
system is the tendency of each individual to adopt the state of its local majority, as
defined previously in Sec. 5.2. This type of agent which tends to follow the local
majority we shall henceforth refer to as noise agent.
Now we introduce a second type of individual, which we shall refer to as a con-
trarian agent. Her behavior is defined by her tendency to follow the global minority,
i.e., by her tendency to agree with the state of the minority out of all N agents in the
system with probability 1− q, or to dissent from it with probability q. This strategy
is a non-local interaction between the agent and the society as a whole. The proba-
bilistic rules of update for the state s of contrarian agent j are defined analogously
to those of noise agents as follows:
Let j be a contrarian agent. In the event of a single global minority state, agent j
will adopt it with probability 1− q and each of the two global majority states will be
adopted by j with probability q/2. In the event of a tie between two global minority
states, agent j shall assume any of those two states with probability (1 − q)/2 each
and the state of the global majority with probability q. Finally, in the event of a
three-way tie, agent j will assume any state with probability 1/3.
Let Ns represent the total number of individuals in a society that find themselves
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in state s ∈ {1, 2, 3}. Then N1 +N2 +N3 = N . In this case, the rules for the update
of the state of contrarian agent j can be summarized as follows:
P (1|N1 < N2;N3) = 1− q,
P (1|N1 = N2 < N3) = (1− q)/2,
P (1|N1 > N2 = N3) = q,
P (1|N1;N2 > N3) = q/2,
P (1|N1 = N2 = N3) = 1/3.
(5.2)
The probabilities for the remaining two states (2 and 3) follow easily from the sym-
metry operations of the C3ν group. The condition P (1|{N})+P (2|{N})+P (3|{N}) =
1 also holds for any global state configuration {N} ≡ {N1, N2, N3}.
With this definition at hand, the heterogeneous society in the global-vote model
includes both noise agents and contrarians, each following their own stochastic rules
of time evolution. In the global-vote model, we shall denote by f the fraction of
contrarians in the system, i.e. the percentage of contrarians in the system relative
to the total population N . Clearly, if f = 0, we recover the original majority-vote
model.
It is clear that the critical noise parameter qc of the system will, in general, depend
on the fraction of contrarians f that is present in the system and on the topology of
the network as well.
5.4 Measurable Macroscopic Quantities
So far, we have defined the microscopic probability rules that allow the states of the
agents to update in the three-state majority-vote and global-vote models. It remains
for us to address the question of the definition of macroscopic variables of interest
that will enable us to study these systems. We shall briefly mention them in this
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section, since they will be thoroughly and formally defined in Chap. 6 and Chap. 7.
Succinctly speaking, a magnetization is defined as an order parameter for this
system in analogy with the three-state Potts model. Naturally, a magnetic suscepti-
bility can also be defined for this Ising-like system, as well as the fourth-order Binder
cumulant for the magnetization. These quantities will enable the finite-size scaling
analysis of the second-order phase transitions present in these systems.
The opinion formation dynamics of the three-state global-vote model will later
be extended in Chap. 7 for the purpose of producing a model for the dynamics of
financial markets. We shall define the concept of logarithmic returns in the context of
the the three-state global-vote model in terms of the magnetization, taking the latter
as a measure of price. With this connection between thermodynamics and finance
established, the histograms of returns can be studied, as well as time correlations of
returns and volatilities.
5.5 Overview of Existing Literature on the Three-State Ma-
jority Vote and Global-Vote Models and the Scope of this
Work
It is helpful to put the scope of this project into the wider context of the currently
existing literature. For this purpose, we briefly summarize the essential references on
previous studies of the three-state majority-vote and global-vote models.
The critical phenomena of the three-state majority-vote model has been previously
studied on the topologies of square lattices, random graphs and Barabási-Albert net-
works. This work aims to complete this picture of the three-state majority-vote model
by studying it on small-world networks.
Similarly, this work extends the three-state majority-vote model into the three-
state global-vote model for heterogeneous societies and defines financial dynamics in
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Table 5.1: Overview of the previously existing literature on the three-
state majority-vote and global-vote models and the scope of this work.
For each type of network topology, we mention the relevant references.
The contributions of this work are denoted by the word "Thesis".



























Thesis Thesis Thesis Thesis
terms the latter on the topologies of square lattices, Erdös-Rényi random graphs,
Barabási-Albert networks and small-world networks.
113
Chapter 6
Thermodynamics of the Three-State
Majority-Vote Model
In this chapter, we present the main results of the Monte Carlo simulations of the
three-state majority-vote model on a range of topologies that interpolate between reg-
ular 2−dimensional lattices, small-world networks and complete randomness, study-
ing the critical phenomena associated with the phase transitions in the model, in-
cluding a phase diagram, critical exponents and data collapse.
For the sake of completeness, we also briefly revise the literature for previously
published results of the thermodynamics of the three-state majority-vote model on
square lattices, Erdös-Renyi random graphs and Barabási-Albert networks.
6.1 Three-State Majority-Vote Model on Square Lattices
This section briefly presents the main results of the three-state majority-vote model
in its original formulation on a square lattice (Brunstein and Tomé, 1999; Tomé and
Petri, 2002).
Assuming the finite-size scaling hypothesis of Section 4.2.6 and the usual linear
scaling of the correlation length (ξ ∼ L), their numerical results show the presence
of a second-order phase transition with a critical noise parameter of qc ≈ 0.118 and
critical exponent values given by β/ν = 0.134± 0.005, γ/ν = 1.74± 0.02.
These results agree with those of the (equilibrium) three-state Potts model on a
two-dimensional lattice, for which β/ν = 2/15, γ/ν = 26/15 and 1/ν = 6/5 (Wu,
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1982). This similarity suggests that the three-state majority-vote model on the lattice
is in the same universality class as the three-state Potts model on the lattice.
In Section 6.5, we verify these results on the square lattice numerically by means
of Monte Carlo simulations.
6.2 Three-State Majority-Vote Model on Erdös-Rényi Ran-
dom Graphs
In this section, we briefly review the main results on the thermodynamics of the
critical phenomena present in the three-state majority-vote model on random graphs
built according to the Erdös-Rényi model (Melo et al., 2010). The authors of said
work calculated the phase diagram of the model on random graphs and explored the
role of the mean degree of the system z ≡ 〈k〉 = p(N − 1) (see Section 3.4.1) on the
critical noise parameters qc as well as the mean field limit z →∞.
The authors assumed a volumetric scaling of the correlation length of the system
(ξ ∼ N) and the finite-size scaling relations presented in Section 4.2.7 to perform
their analysis.
Under these assumptions, using the Binder crossings of the system for several sizes
ranging from N = 1000 to N = 50000, they estimated the critical noise parameters,
leading to the phase diagram presented in Fig. 6·1. The system exhibits a second-
order phase transition only for average degrees z > 1. The phase diagram shows that
an increase in the average degree of the network leads to a corresponding monotonic
increase in the critical noise of the system.
The critical exponents of the system were calculated by the authors using the
finite-size scaling relations of Section 4.2.7. Table 6.1 presents their results for Erdös-
Rényi networks with different average degrees z. The effective dimension of the system
was computed by the authors by means of the hyperscaling relation, as discussed in
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Figure 6·1: Phase diagram of the three-state majority-vote model
(MV3) on Erdös-Rényi random graphs is shown. The phase diagram for
the 2 state majority-vote model (MV2) is also included by the authors
for comparison. The points represent the critical noise parameters qc
as function of the average connectivity z = 〈k〉. Source: (Melo et al.,
2010).
Section 4.2.5. However, in their case, because of the volumetric scaling assumption







= Deff . (6.1)
Recalling the discussion of Sections 4.2.5 and 4.2.7 and Appendix B on the hyper-
scaling relation under the volumetric scaling assumption (ξ ∼ N), and noticing that
the values reported of Table 6.1 for the effective dimensions are quite similar to unity,
i.e. Deff ≈ 1, it is not unreasonable to suggest the possibility that the authors did
not, in fact, calculate effective dimensions of the system, but rather that they verified
the unitary relation υ = 1.
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Table 6.1: Table of critical noise parameters(qc), their correspondent
critical exponents (β/ν̄, γ/ν̄ and 1/ν̄) and the effective dimension of the
system (Deff ) for the three-state majority-vote model on Erdös-Rényi
random graphs with average degrees (z). "MF" stands for mean field
model, i.e., a fully connected network. Source: (Melo et al., 2010).
z qc β/ν̄ γ/ν̄ 1/ν̄ Deff
2 0.084(5) 0.15(3) 0.75(2) 0.81(6) 1.05(8)
4 0.228(1) 0.20(1) 0.65(1) 0.94(5) 1.05(3)
6 0.3015(5) 0.198(5) 0.66(5) 0.89(7) 1.06(6)
8 0.3458(2) 0.2105(5) 0.62(5) 0.895(5) 1.04(9)
10 0.3785(2) 0.22(2) 0.68(2) 0.90(2) 1.12(6)
20 0.4586(5) 0.205(5) 0.67(2) 0.95(1) 1.07(3)
30 0.4957(1) 0.22(1) 0.66(2) 0.95(2) 1.1(3)
50 0.533(1) 0.22(2) 0.64(7) 0.92(2) 1.08(6)
MF 2/3 1/2 0 1/2 1
6.3 Three-State Majority-Vote Model on Barabási-Albert Net-
works
We performed similar Monte Carlo calculations on the thermodynamics of the three-
state majority-vote model on the topologies of Barabási-Albert networks (Vilela et al.,
2019b). In this section we briefly revise the main results of that work that are relevant
to our purposes.
Assuming volumetric scaling for the correlation length (ξ ∼ N) and the finite-size
scaling prescription introduced in Section 4.2.7, we studied the three-state majority-
vote model and its second-order phase transitions on Barabási-Albert networks, ex-
ploring the role of the the growth parameter z, the number of connections that any
new individual node brings to the network (see Section 3.4.2), on the critical behavior
of the system.
The networks were constructed by growing an initial network with the mechanism
of preferential attachment. The initial network is fully connected and contains zo = z
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nodes.
As usual, the critical noise parameters of the system are estimated by means
of Binder crossings. This procedure is illustrated in Figs. 6·2 (a) and (b), as an
example. In (a), we present the crossings of the fourth-order Binder cumulants in
Barabási-Albert networks with z = 5, with different system sizes ranging (from top
to bottom) from N = 20000 to N = 1000. Figure (b) is a close-up of (a), focusing
more clearly near the crossings. The continuous lines, which result from a cubic
polynomial fit to the data, intersect near the critical noise parameter of the system
for z = 5, which occurs at qc = 0.4326(4).
Figure 6·2: Fourth-order Binder cumulants and phase diagram of the
three-state majority-vote on Barabási-Albert networks. (a) Fourth-
order Binder cumulant U(q, z,N) as a function of the noise parame-
ter q for Barabási-Albert networks with z = 5 and networks of dif-
ferent sizes. From top to bottom, the curves correspond to: N =
20000, 15000, 10000, 5000, 2000 and 1000. (b) A close-up of (a) near the
Binder crossings. The continuous lines correspond to cubic fits of the
data points near the crossings and the intersections reveal the estima-
tion of the critical noise: qc = 0.4326(4). (c) Phase diagram the three-
state majority-vote model on Barabási-Albert networks. The points
represent the critical noise parameters qc as function of the growth
parameter z. The orange region represents the ordered phase of the
system. The lines are merely guides for the eye. Source: (Vilela et al.,
2019b).
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Table 6.2: Table of critical noise parameters (qc), their correspondent
critical exponents (β/ν̄, γ/ν̄ and 1/ν̄) and the unitary relation (υ). for
the three-state majority-vote model on Barabási-Albert networks with
different growth parameters (z). Source: (Vilela et al., 2019b).
z qc β/ν̄ γ/ν̄ 1/ν̄ υ
2 0.2549(3) 0.102(4) 0.83(1) 1.01(2) 1.04(3)
3 0.3561(5) 0.141(4) 0.75(1) 0.82(3) 1.03(2)
4 0.4015(5) 0.197(5) 0.64(1) 0.65(2) 1.03(2)
5 0.4326(4) 0.229(5) 0.59(1) 0.61(3) 1.03(2)
6 0.4699(6) 0.249(5) 0.54(1) 0.53(1) 1.04(2)
7 0.4699(6) 0.244(5) 0.54(1) 0.53(1) 1.03(2)
8 0.4832(5) 0.261(4) 0.51(1) 0.51(1) 1.04(2)
10 0.5031(9) 0.299(2) 0.45(1) 0.48(1) 1.04(1)
14 0.5282(1) 0.300(3) 0.44(1) 0.45(1) 1.04(1)
20 0.5500(5) 0.307(3) 0.43(1) 0.47(1) 1.05(1)
25 0.5617(1) 0.309(4) 0.43(1) 0.44(1) 1.05(2)
50 0.5918(1) 0.326(4) 0.40(1) 0.41(1) 1.05(1)
Fig. 6·2(c) illustrates the phase diagram of the three-state majority-vote model on
Barabási-Albert networks, exploring the dependence of the critical noise parameter
qc on z. A first thing to note is that there is no second-order phase transition for
z = 1: only for z > 1. From the figure, it is clear that the effect of increasing the
growth parameter z is seen in the monotonic increase of the critical noise parameter
of the system. This result makes intuitive sense, since increasing z has the effect
of increasing the average degree of the network 〈k〉 ≈ 2z, which suggests that the
effective dimension of the system also increases with z. Indeed, the Curie temperature
of thermal systems increases with the dimension of the system until the limit of the
upper critical dimension is reached, above which dimension the results of mean-field
theory becomes exact.
The critical exponents (β/ν̄, γ/ν̄ and 1/ν̄) of the system were calculated using
the finite-size scaling hypothesis of Section 4.2.7 under the assumption of volumetric
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scaling of the correlation length. They are presented in Table 6.2 for different values
of z. The unitary relation parameter υ, introduced in Section 4.2.7 is also calculated.
Indeed, the numerical results agree with our proposition that υ = 1 under finite-size
calculations that take ξ ∼ N .
6.4 Monte Carlo Simulations of the Three-State Majority-
Vote Model on Small-World Networks
In order to study the thermodynamic, macroscopic behavior of the majority-vote
model, including its second-order phase transitions and critical phenomena, we shall
carry out Monte Carlo simulations of the dynamics of the noise agents.
In a Monte Carlo simulation of this model, we shall first construct a complex
network in which each node represents an agent and a link between a pair of nodes
represents the fact that the two corresponding agents know each other and may
interact with one another, exerting influences on each other according to the stochastic
dynamics of opinion formation previously defined for noise traders. The network will
be built according to the prescription for the construction of small-world networks
defined in Sec. 3.4.4 with a total number of nodes given by N = L × L, in terms
of the rewiring probability p (yielding regular lattices and random networks in the
limits p = 0 and p = 1, resp.)
Having constructed the network, we proceed to initialize the state of the system
at random. We then evolve the system in time, according to the stochastic dynamics
defined for noise traders, the noise parameter being fixed at a value of q.
Time, in a Monte Carlo simulation, is defined in terms of the system at hand
and it is measured in units of Monte Carlo steps. We shall define a Monte Carlo step
(MCS) as a total of N attempts to change the states of the agents. In each attempt, a
node is randomly selected from the network and the state of its noise agent is updated
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according to Eqs. (5.1).
After repeating this procedure for some time which we shall refer to as thermal-
ization time, the system relaxes into a stationary state that corresponds to that par-
ticular value of q. After the stationary state has been attained, one can then proceed
to make measurements on the system and sample the available configuration space
for the purpose of quantifying averages of relevant variables and their fluctuations.
If q = 0, all of the noise agents will adopt the state of their local majority.
Moreover, since there are no contrarians in the system, then all the agents in the
system will adopt the same absolute majority state (either si = 1, 2 or 3) and the
system will be fully ordered. If 0 ≤ q < qc(p), the system will find itself in the ordered
and symmetry-broken state, whereas it will find itself in a disordered and symmetric
state for q > qc(p).
6.4.1 The Order Parameter
The degree of order of these systems will be quantified in terms of an order parameter.
Following the analogy with magnetic systems, we shall adopt the magnitude of the
average magnetization, defined in analogy with the three-state Potts model (Wu,
1982), as an order parameter for this system.
Let Ns represent the total number of agents that find themselves in state s ∈
{1, 2, 3}, where N1 +N2 +N3 = N . The instantaneous magnetizationm of the system
is to be taken as a vector with components: ms for s ∈ {1, 2, 3}. Its magnitude m is


















With this definition, it can be shown that the components of the magnetization are
not independent of one another. In fact, it holds that m1 +m2 +m3 = 0.
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Also, the magnitude of the instantaneous magnetization of the system becomes
m = 0 in the fully disordered phase (e.g. when all three states are equally populated
Ns/N = 1/3) and m = 1 in the fully ordered phase (e.g. only one state is populated
N1/N = 1 and the remaining two are vacant N2/N = N3/N = 0).
The order parameter proper, given by the average magnetization of the system,
is therefore computed as:
ML(q, p) = 〈〈m〉t〉c, (6.3)
where 〈...〉t denotes time averages (taken in the stationary regime of the system) and
〈...〉c denotes configurational averages (taken over the realizations of the disorder of
the system, i.e., sampling over many networks). The order parameter is a function
of the noise parameter q, the re-wiring probability p and the extension of the system
(which is measured by L with N = L2 for a two-dimensional square lattice). In the
thermodynamic limit (N → ∞), ML(q, p) will be positive and finite for q < qc and
it will vanish for values q > qc, i.e. the system exhibits spontaneous magnetization
below the critical point.
6.4.2 Magnetic Susceptibility
We shall also be interested in quantifying the magnitude of the fluctuations of the
order parameter of the system. For this purpose, we define the magnetic susceptibility
of the system as a measure of the variance of the order parameter in analogy with
Ising-like magnetic systems:
χL(q, p) = L
2[〈〈m2〉t〉c − 〈〈m〉t〉2c ]. (6.4)
As is the case near the critical points of magnetic systems, we expect the magnetic
susceptibility to peak and attain its maximum value in the vicinity of qc. Indeed, in
the thermodynamic limit, the magnetic susceptibility would exhibit singular behavior
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manifested as a divergence at qc.
6.4.3 Fourth-Order Binder Cumulant
As explained in Sec. 4.2.3, in the numerical studies of critical phenomena in statistical
mechanics, there is a definition of kurtosis that bears the name of fourth-order Binder
cumulant. It is a measure of the kurtosis of the order parameter m of a system of
linear size L and is defined as follows:




This quantity tends to 2/3 deep in the ordered phase of the system and it tends to
0 well into the disordered phase. It can be shown that, for sufficiently large system
sizes, the Binder cumulants for different system sizes, L, are rather insensitive to
system size and that their curves cross each other at the same point, providing an
estimate of the critical point in the thermodynamic limit.
Therefore, the calculation of the crossing points of the fourth-order Binder cumu-
lants is a useful tool for the determination of the critical noise parameter qc.
6.4.4 Finite-Size Scaling
As mentioned previously in Sec. 4.2, the tools of finite-size scaling are of the most
practical value in the study of critical systems in the vicinity of their critical points.
We shall take advantage of the finite-size and data collapse methods mentioned in
Sec. 4.2.6, in order to determine the critical point and the critical exponents of the
system, namely 1/ν, β/ν and γ/ν. For that purpose, we shall use the finite-size
scaling laws introduced in Eq. (4.64) in Sec. 4.2, as well as the hyperscaling relation
for complex networks given by Eq. (4.59).
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6.5 Numerical Results for the Three-State Majority-Vote Model
on Small-World Networks
We now present the results of Monte Carlo simulations of the dynamics of the three-
state majority-vote model on networks built according to the rewiring prescription
introduced in section 3.4.4 for the production of small-world topologies between reg-
ular lattices and randomness (Zubillaga et al., 2019b).
We performed Monte Carlo simulations on small-world networks built on under-
lying two-dimensional square lattices with linear sizes ranging from L = 40 to 160. A
Monte Carlo Step (MCS) is defined as unit of time in our simulations, corresponding
to a total of N = L2 attempts of changing the states of the spins in the network.
To allow the system to thermalize and reach a steady state in a given simulation,
we waited for 5× 104 MCSs, after which time averages were taken over a window of
another 2 × 105 MCSs. Since this calculation studies the critical phenomena associ-
ated with second-order phase transitions, one must bear in mind the critical slowing
down of the system, so successive samplings of the instantaneous magnetization for
the computation of the time averages were separated in time by 100 MCSs. The sim-
ulations were repeated for up to 200 different samples (realizations of the network)
for the calculation of the configurational averages.
6.5.1 Magnetization, Magnetic Susceptibility and Fourth-Order Binder
Cumulants for Different Rewiring Probabilities
In Figs. 6·3, 6·4 and 6·5 we show the dependence of the average magnetization ML,
the magnetic susceptibility χL and the fourth-order Binder cumulant UL on the noise
parameter, respectively, obtained from time averages and configurational averages on
rewired networks for several values of the rewiring probability p and for L = 140. The
curves of the order parameter ML suggest the presence of spontaneous magnetization
(where ML > 0) and the existence of second-order phase transitions taking place
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Figure 6·3: Average magnetization ML(q, p) as a function of the noise
parameter q for several values of the rewiring probability p and L = 140.
between ordered and disordered states. The curves of magnetic susceptibility χL
provide further evidence in this regard, the maxima of these curves (pseudocritical
points) indicating the approximate location of the critical noises qc(p) for each value
of p presented. The curves of fourth-order Binder cumulants UL similarly suggest the
existence of a phase transition, given their visible drop from the value of UL = 2/3
(expected in the fully ordered phase) around the locations of the pseudocritical points.
This qualitative picture of the behavior of the pseudocritical points clearly suggests
that the critical noise parameter qc is an increasing function of the rewiring probability
p.
6.5.2 Critical Noise Parameters and Phase Diagram
The critical noise parameters qc, for each value of p, are estimated as the points where
the fourth-order Binder cumulants UL for different sizes L intercept each other, for it
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Figure 6·4: Magnetic susceptibility χL(q, p) as a function of the noise
parameter q for several values of the rewiring probability p and L = 140.
The locations of the maximum values of χL indicate the approximate
critical noise qc parameters for each value of p.
is a well known fact that fourth-order Binder cumulants (measures of kurtosis of the
magnetization) are largely insensitive to system sizes (see Sec. 4.2.3). To illustrate
this procedure, we present in Figs. 6·6, 6·7 and 6·8 the Binder cumulant crossings for
p = 0, p = 0.0001 and p = 0.001, respectively. Notice that the p = 0 case corresponds
to a square lattice topology and that the Binder crossings obtained in the simulations
are consistent with the previous findings of qc ≈ 0.118 in the literature (see Sec. 6.1).
The figures feature the function − ln(1 − 3UL/2) instead of UL for the purpose
of facilitating the estimation of the Binder crossings. Since the transformation does
not alter the q axis and since it is applied to all system sizes, it is clear that one
can still use the crossings of these transformed curves to estimate the location of the
critical noise parameter. The Binder crossings proper, without any transformations,
are shown in the insets.
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Figure 6·5: Magnetic susceptibility χL(q, p) as a function of the noise
parameter q for several values of the rewiring probability p and L = 140.
The locations of the maximum values of χL indicate the approximate
critical noise qc parameters for each value of p.
The Binder crossings procedure was repeated for several values of the rewiring
probability, allowing for the estimation of the critical noise parameters qc(p) for each
value of p considered, thus enabling the construction of the phase diagram that de-
scribes the order-disorder transition in this system, which is shown in Fig. 6·9. The
figure shows both the phase diagram for the three-state majority-vote model, as well
as the phase diagram for the two-state majority-vote model for purposes of compari-
son. The phase diagram of the latter is courtesy of (Vilela and de Souza, 2017).
Below the curve is the ordered phase of the system, for which there is spontaneous
magnetization and symmetry-breaking, i.e. the set of all pairs of noise parameter val-
ues and rewiring probabilities (q, p) for which the system is ordered. Conversely, the
region of points that lie above the curve correspond to the disordered and symmetric
phase of the system, where the average magnetization is zero. In this fashion, the
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Figure 6·6: Fourth-order Binder cumulant UL as a function of the
noise parameter q for a 2−dimensional square lattice (p = 0) and dif-
ferent linear system sizes L = 60, 80, 100, 120, 140. The point where the
different curves cross indicate the location of the critical point qc for
the system. In this case, for p = 0, we obtained qc = 0.11797± 0.0002,
in agreement with previous estimates of qc ≈ 0.118 in the literature.
The lines are merely guides for the eye and were constructed by fitting
the data points to arctangent functions.
curve itself corresponds to the set of critical points qc(p) for each value of the rewiring
probability p, i.e. the set of all the second-order phase transitions present in the
system.
The phase diagram clearly presents, in a quantitative way, the observation made
earlier that the critical noise parameter qc is a monotonically increasing function of
the rewiring probability p, with asymptotic behavior in the critical noise parameter
in the q → 0 and q → 1 limits. This suggests that increasing the rewiring probability,
thereby reducing the diameter and average path distance of the network, enhances
the long range ordering effect of spins. Moreover, it is clear that, for small values of p,
a small increase in the rewiring probability goes a long way in increasing the critical
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Figure 6·7: Fourth-order Binder cumulant UL as a function of the
noise parameter q for p = 0.0001 and different linear system sizes L =
60, 80, 100, 120, 140. The point where the different curves cross indicate
the location of the critical point qc for the system. In this case, for
p = 0.0001, we obtained qc = 0.1181 ± 0.0001. The lines are merely
guides for the eye.
noise and, for large values of p, it quickly saturates as the networks become random
and the decrease of the average path length is no longer appreciable. Therefore,
increasing the randomness in the network topology makes the ordered phase more
resilient against thermal noise.
6.5.3 Estimation of Critical Exponents Through Finite-Size Scaling and
Data Collapse
We can now obtain the three standard critical exponents because, in the region of
criticality (near qc), the pseudocritical noise qc(L), the average magnetizationML, the
magnetic susceptibility χL and the Binder cumulant UL satisfy the finite-size scaling
equations (see Sec. 4.2.6).
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Figure 6·8: Fourth-order Binder cumulant UL as a function of the
noise parameter q for p = 0.001 and different linear system sizes L =
60, 80, 100, 120, 140. The point where the different curves cross indicate
the location of the critical point qc for the system. In this case, for
p = 0.001, we obtained qc = 0.1201 ± 0.0003. The lines are merely
guides for the eye and were constructed by fitting the data points to
arctangent functions.
Using Eq. (4.60), we can estimate the critical exponent 1/ν. For this purpose, we
plot in Fig. 6·10 the logarithm of the distance between the pseudocritical point and
the critical noise |qc(L)− qc| versus the logarithm of L−1/ν . Also shown are linear fits
to the scaling curves, the slopes of which provide numerical estimates for the critical
exponent 1/ν. The function n(p) is used to separate the finite-size scaling curves
corresponding to different values of p for the sake of visual clarity henceforth and is
defined as follows:
An interesting phenomenon is observed in the scaling of the locations of the mag-
netic susceptibility peaks or pseudocritical points qc(L) with linear system size L. For
low values of the rewiring probability p, the locations qc(L) of the peaks shift to lower
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Figure 6·9: Phase diagram of the three-state majority-vote model
(MVM 3) in small-world networks. The phase diagram for the two-
state majority-vote model (MVM 2) is also included for purposes of
comparison. The points represent the critical noise parameters qc as
function of the rewiring probability p. The error bars are smaller than
the size of the symbols. The lines are merely guides for the eye. Source
for phase diagram of MVM 2: (Vilela and de Souza, 2017).
values of q as L increases (eventually settling at the actual critical noise qc in the
thermodynamic limit L→∞). However, interestingly enough, for high values of the
rewiring probability p, the locations qc(L) of the peaks shift to higher values of q as
L increases (eventually settling at the actual critical noise qc in the thermodynamic
limit L→∞). We illustrate this effect in Fig. 6·11.
This reversal of the direction of the shifting peaks suggests that there is a particular
Table 6.3: Definition of the function n(p).
p 0 10−4 10−3 10−2 10−1 5× 10−1 1
n(p) 0 1 2 3 4 5 6
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Figure 6·10: Plot of the distance ln |qc(L) − qc| between the pseud-
ocritical points and the critical point as a function of the log. of the
linear system size lnL for different rewiring probabilities p. Also shown
are linear fits to the scaling curves, which provide estimates for the
critical exponent 1/ν. The function n(p), defined in Table 6.3 is used
to separate the curves corresponding to different values of p for the sake
of visual clarity.
value of p that separates these two different regimes, a particular value of p below
which the pseudocritical points shift to lower values of q with increasing system size
and above which they shift to higher values of q with increasing system size.
The reason behind this interesting effect is tied to the nature of the small-world
network construction process used, i.e., the link rewiring scheme. The small-world
effect increases, of course, with increasing p, the diameter of the network shrinking
with increasing probability of link rewiring. And these effects become stronger still
and more pronounced with increasing linear system size L, since, effectively, the
diameter of the network (and the average geodesic distance between nodes) decreases
relative to the size of the network N as L increases. Therefore, this causes the
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Figure 6·11: Magnetic susceptibility peaks for different system sizes
and (a) p = 10−3 and (b) p = 1. For low values of p, the pseudocrit-
ical points qc(L) shift to lower values of q with increasing system size
L, whilst, for large values of p, they shift to higher values of q with
increasing system size.
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pseudocritical points qc(L) to shift to higher values of q when the topological disorder
of the network p is large, making the ordered phase of the system more stable with
increasing system size.
Of course, the counterpart to this situation has a similar explanation. When p is
small, the small-world property of the network is weak. Increasing the linear system
size L has the effect of diluting or weakening the small-world property even further,
since the diameter of the network increases relative to the size of the network as
the L increases. Therefore, the susceptibility peaks shift to smaller values of q with
increasing system size.


























Figure 6·12: Plot of the magnitude of the magnetization lnML as a
function of the of log. the linear system size lnL for different rewiring
probabilities p. Also shown are linear fits to the scaling curves, which
provide estimates for the critical exponent β/ν. The function n(p),
defined in Table 6.3 is used to separate the curves corresponding to
different values of p for the sake of visual clarity.
Using Eq. (4.62), we can estimate the critical exponent β/ν. For this purpose,
we plot in Fig. 6·12 the logarithm of average magnetization lnML as a function
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Figure 6·13: Plot of the magnitude of the magnetic susceptibility
lnχL as a function of the of log. the linear system size lnL for different
rewiring probabilities p. Also shown are linear fits to the scaling curves,
which provide estimates for the critical exponent γ/ν. The function
n(p), defined in Table 6.3 is used to separate the curves corresponding
to different values of p for the sake of visual clarity.
of the logarithm of the size of the system lnL for different rewiring probabilities p.
The slopes of fits to the scaling curves provide numerical estimates for the critical
exponent β/ν.
Using Eq. (4.63), we can estimate the critical exponent γ/ν. For this purpose,
we plot Fig. 6·13 the logarithm of the magnetic susceptibility χL as a function of
the logarithm of the size of the system lnL for different rewiring probabilities p. The
slopes of fits to the curves provide an estimate for the critical exponent γ/ν.
The estimations of the values of these critical exponents serve as a guideline for
plotting the scaling functions ML(q, p)Lβ/ν , χL(q, p)L−γ/ν and UL(q, p) versus the
rescaled noise parameter of the system, |q − qc|L1/ν , thereby revealing the respective
data collapse of the functions corresponding to different system sizes (L) into the
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expected universal scaling functions M̃ , χ̃ and Ũ .
As is to be expected, the finite-size scaling curves of Figs. 6·10, 6·12 and 6·13
provide better estimates for small values of p, the estimates becoming less reliable
and accurate as the disorder in the topology of the network increases with increasing p,
due to the increase of noise given by the different realizations of the disorder. However,
even though the finite-size scaling curves of Figs. 6·10, 6·12 and 6·13, provide a first set
of estimates of the critical exponents, the accuracy of the estimations is ultimately
refined, improved and confirmed by performing data collapses of the fourth-order
Binder cumulant, the average magnetization and the magnetic susceptibility into
their universal scaling curves.
We present examples of such data collapses of curves corresponding to different
system sizes into universal scaling curves around the critical points for a few values
of the rewiring probability p. In particular, we present data collapses for: p = 0 in
Fig. 6·14 (corresponding to the case of square lattice), p = 10−4 in Fig. 6·15 and
p = 10−3 in Fig. 6·16.
We present in Table 6.4 a list with the values of the critical noise parameters
and critical exponents estimated by this procedure for different values of the rewiring
probability p. Also presented is the value of the effective dimension of the systems for
each value of p, calculated as Deff = 2β/ν+γ/ν, in accordance with the hyperscaling
relation for critical systems.
As can be seen from the table, the case for p = 0, which corresponds to the
square lattice, produces numerical results for both the critical noise parameter and
the critical exponents which are in agreement with the numerical calculations provided
by (Brunstein and Tomé, 1999; Tomé and Petri, 2002) and (Wu, 1982), as seen in
Sec. 6.1, consistent with the universality class of the three-state Potts model on the
square lattice. The effective dimension of the system, as measured by the hyperscaling
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Figure 6·14: Data collapse into universal scaling functions for (a) the fourth-order 
Binder cumulant UL, (b) the average magnetization ML and (c) the magnetic 
susceptibility χL for p = 0.
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Figure 6·15: Data collapse into universal scaling functions for (a) the fourth-order 
Binder cumulant UL, (b) the average magnetization ML and (c) the magnetic 
susceptibility χL for p = 10−4.
138













































































Figure 6·16: Data collapse into universal scaling functions for (a) the fourth-order 
Binder cumulant UL, (b) the average magnetization ML and (c) the magnetic 
susceptibility χL for p = 10−3.
139
Table 6.4: Table of critical noise parameters (qc), their correspondent
critical exponents (β/ν, γ/ν and 1/ν) and the effective dimension of the
system (Deff ) for the three-state majority-vote model on small-world
networks for different rewiring probabilities p.
p qc β/ν γ/ν 1/ν Deff
0 0.1180(2) 0.136(3) 1.76(2) 1.25(5) 2.03(2)
0.0001 0.1181(2) 0.152(7) 1.70(3) 1.28(2) 2.00(3)
0.001 0.1201(3) 0.16(1) 1.69(4) 1.28(1) 2.01(5)
0.01 0.1297(2) 0.24(2) 1.63(5) 1.05(5) 2.12(8)
0.1 0.1624(1) 0.24(1) 1.89(4) 1.58(1) 2.37(6)
0.5 0.1986(1) 0.31(2) 1.91(3) 1.97(5) 2.53(8)
1 0.2035(3) 0.25(1) 1.90(3) 2.04(8) 2.42(6)
relation is also consistent with the fact that the topology for p = 0 is that of a square
lattice in two dimensions.
With increasing p and qc, however, the critical exponents change, no longer in
agreement with said universality class. In fact, the results suggest that the system
belongs to vary many different universality classes for different values of p. The
effective dimension of the system increases with increasing disorder, a manifestation
of the fact that the network becomes more compact due to the small-world property.
The effective dimension of a complex network need not agree with the spatial
dimension of the embedding lattice on which the networks are built. Yet, as seen in
the table, most of the values of Deff suggest strongly that the effective dimensions
of the system are close, as expected, to d = 2, which is the spatial dimension of the
square lattice network on which the small-world networks are built.
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Chapter 7
A Three-State Global-Vote Model for
Financial Markets
In this chapter, we define an extension of the three-state global-vote model for the
purpose of simulating the dynamics of financial systems.
We then present the main numerical results of the Monte Carlo simulations of
the three-state majority-vote and global-vote models for financial markets on a range
of different network topologies that include: two-dimensional square lattices, small-
world networks built according to the rewiring prescription of Sec. 3.4.4, Barabási-
Albert networks and Erdös-Rényi random graphs.
7.1 A Three-State Global-Vote Model for Financial Markets
Since the dynamics of financial markets ensue not only from rational and emotional
behavior of human beings and since it has been suggested that the social psychology
of influences, social imitation and herding is a major mechanism at play in the rich
mechanics of financial phenomena (Shiller, 2015; Malkiel, 2007; Raafat et al., 2009;
Hong et al., 2005), we propose an application of the three-state global-vote model
for the purpose of understanding the potential dynamics behind financial markets,
consistent with the observations made in the field of behavioral economics and finance.
In order to mimic the heterogeneous composition of the mass of investors in a market,
the agent-based model considers two different types of traders: noise traders and
contrarians.
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In our model, herding behavior is understood to be carried out by so-called noise
agents, which we shall also refer to as noise traders in this financial application of
the global-vote model. They typically follow the trends of their neighbors, imitating
their decisions and opinions, and have a tendency to overreact to the arrival of news
when buying or selling.
There are other agents in the market, the so-called contrarians, that seem to follow
the trends and opinions of the global minority as an investment strategy. That is, they
tend to buy when noise traders drive prices down and they tend to sell when noise
traders drive the prices up (Voit, 2005; Bornholdt, 2001; Kaizoji et al., 2002; Takaishi,
2005; Lux and Marchesi, 1999; Lux and Marchesi, 2000; De Long et al., 1990; Day
and Huang, 1990). We identify these agents as contrarians in the context of the
global-vote model. It is suggested that rational behavior on their part drives prices
toward the values suggested by the fundamental analysis of the asset in question (e.g.,
expected profits of the company, expected interests rates, dividends, future plans of
the company...)
The three-state model generalizes a two-state microscopic opinion formation model
for financial markets (Vilela et al., 2019a), in such a way that financial agents in the
network of interactions can assume any of three distinct possible states s ∈ {1, 2, 3},
which could represent, in the context of finance, the intention to buy or sell a unit
of an asset or to remain inactive, for example. The time evolution of the state of an
agent is dictated by probabilistic dynamics that will be given by Eqs. (5.1) for noise
traders, which will interact locally with their nearest neighbors, tending to follow
the local majority state. For contrarians, their states are updated according to Eqs.
(5.2), interacting globally with the market as a whole, tending to follow the global
minority.
In this way, the social psychology of opinion formation dynamics serves as a basis
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for our microscopic market model.
In order to simulate the dynamics behind of this microscopic market model, we
shall first build a network of size N . We shall consider Barabás-Albert scale-free net-
works, Erdös-Rényi random graphs and small-world networks constructed according
to the rewiring prescription given in Sec. 3.4.4. We shall assign the label of contrar-
ian (with probability f) or noise trader (with probability 1− f) to each node in the
network.
We randomly initialize the state of the agents in the system, then we simulate
the dynamics of the global-vote model on the network, with the same definition of
MCS as in Sec. 6.4, and allow the system to evolve in time until it thermalizes into
its stationary state at the fixed noise parameter q. Noise traders evolve according
to Eqs. (5.1) and contrarians evolve according to Eqs. (5.2), as in the global-vote
model.
After the thermalization time has been reached, we proceed to produce and record
the time series of the magnitude of the instantaneous magnetization of the system,
m(t), as defined in Sec. 6.4.1.
At an instant of time t, we will relate the time variations of the magnitude of the
instantaneous magnetization m(t) of this model to the logarithmic returns r(t) of a
financial asset (such as a stock or an index fund, for example), understanding each of
the three possible opinions or states s ∈ {1, 2, 3} of the agents as intentions to buy
or sell a unit of that asset, or to do neither (remain inactive), for example. We define
the logarithmic return at time t in terms of the magnetization:
r(t) ≡ ln[m(t)]− ln[m(t− 1)], (7.1)
whereby m(t), being a positive-definite quantity, can be interpreted as a measure of
the price of the asset. We shall also define the volatility of the asset as a measure of
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the dispersion of the relative variations of the prices locally in time:
v(t) ≡ |r(t)|, (7.2)
i.e., we define the volatility to be the absolute value of the logarithmic return.
In this way, we create time series of logarithmic returns and volatilities, the sta-
tistical properties of which we can then study by calculating the histograms of the
returns and volatilities, as well as their autocorrelation functions. For the calculation
of histograms of returns and volatilities, we shall gather statistics from time series
corresponding to many realizations of the disorder (sampling over many networks and
designations of contrarians and noise traders).
7.2 Monte Carlo Simulations for the Three-State Global-Vote
Model for Financial Markets
We now present the numerical results of Monte Carlo simulations of the stochastic
dynamics for the simulation of financial markets (Zubillaga et al., 2019a). These
dynamics were presented in section 7.1, highlighting the roles of noise traders and
contrarians in the social psychology of a market and defining financial variables such
as returns and volatilities in terms of the instantaneous magnetization of the system.
Network topologies considered for the simulation of the financial dynamics pre-
viously introduced are: Barabási-Albert networks, Erdös-Rényi networks and small-
world networks of Sec. 3.4.4.
In each simulation, a network with N = 10000 nodes is built and each node is
randomly assigned to be a contrarian or a noise trader with probability f or 1 − f ,
respectively. Time is measured in units of Monte Carlo Steps (MCS). In one MCS, a
total of N attempts are made to change the states of the agents. In each attempt, a
node is randomly selected in the network and its state is updated according to Eqs.
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(5.1), if the node is a noise trader, or Eqs. (5.2), if the selected node is a contrarian.
The initial state of the system is random, assigning to each agent any one of the
three available states with equal probability. In each simulation, a total of 20000
MCSs are performed, of which the first 10000 MCS are discarded as thermalization
time of the system. A total of 100 Monte Carlo simulations were performed for every
set of parameters (q, f) and network topology considered. Therefore, effectively, a
total of 106 MCSs were recorded for each pair of parameters (q, f) and network topol-
ogy from all the runs. In this way, the statistics gathered sample many realizations
of the disorder caused by the random allocation of contrarians and the disorder from
the network construction models.
7.3 Numerical Results for Two-Dimensional Regular Lattices
with Periodic Boundary Conditions
We consider the Monte Carlo simulation of the financial dynamics previously defined
on square lattices with N = 100×100 nodes. In the absence of contrarians (f = 0), it
is clear that the dynamics of the GVM3 reduces to the MVM3, which, on a 2D square
lattice, exhibits a critical point at qc ≈ 0.118 in the thermodynamic limit (N →∞).
For q < qc, the system exhibits an ordered phase with the presence of large clusters
of agents that share the same state, which results in spontaneous magnetization. For
q > qc, thermal fluctuations fully destroy the order and the order parameter, m,
vanishes in the thermodynamic limit.
7.3.1 A Microscopic View of the Macroscopic Effect of Contrarians on
the Time Evolution of the System
In Fig. 7·1 we present a visual representation of individual snapshots of the states
of the system for two concentration of contrarians f = 0.0 and 0.5 to get a sense of




Figure 7·1: Snapshots of Monte Carlo simulations of the model on
a square network of agents with periodic boundary conditions. Each
square represents an agent and the three available states are depicted
in black, red and yellow. The noise parameter for these simulations is
q = 0.12 and the fractions of contrarians are equal to f = 0.0 for (a)
and f = 0.5 for (b), (c) and (d) where we have black, red and yellow
as the majority state, respectively.
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clearly exhibits clusters of ordered opinions near criticality (q ∼ qc(f = 0) ∼ 0.118),
as can be seen in Fig. 7·1(a). The introduction of contrarians to the system induces
the destruction of clusters of local order, as seen in Fig. 7·1(b), Fig. 7·1(c) and Fig.
7·1(d). For high values of f , the global interactions of contrarians may induce an
order of their own as contrarians collectively seek the state of the global minority
en masse. This enables oscillatory behaviors in the populations of the states of the
system, with cyclical regimes driven by a tendency of contrarians to flee from a global
majority state into a global minority state. In Fig. 7·1(b) we see a macrostate where
the state s = 1 (black) is the predominant state of the system. Allowing the system
to evolve in time, we see that the majority state can also oscillate into majority state
s = 2 (red) and s = 3 (yellow).
By calculating the fraction of agents in each state ns(t) = Ns(t)/N and the mag-
nitude of the instantaneous magnetization m(t) as a function of time, we find the
typical time evolution of the relative populations shown in Figure 7·2. The oscilla-
tory pattern of the majority can be verified in the behavior of ns(t) shown in Fig.
7·2(b).
Recalling that the fluctuations of the order parameter diverge at the critical point
in the thermodynamic limit, the destruction of local clusters of ordered opinion by
increasing the number of contrarians drives the system away from criticality, thereby
reducing the magnitude of the relative time fluctuations of the magnetization, which,
in the context of a financial interpretation of this system, may suggest an increase of
market stability.
7.3.2 Simulated Financial Time Series and Time Correlations
We now proceed to present results of the simulated financial dynamics in accordance
with the extension of the three-state global-vote model for financial time series of
logarithmic returns and volatilities. The latter are defined by Eqs. (7.1) and (7.2),
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Figure 7·2: Time evolution of the fraction of agents in each of the three states 
ns with s = 1 (black), 2 (red) and 3 (yellow) for q = 0.12. The magnitude of the 
instantaneous magnetization m of the system is shown in blue. The fraction of 
contrarians are: f = 0.00 and f = 0.50 for (a) and (b), respectively.
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respectively, as presented in Sec. 7.1, in terms of the instantaneous magnetization of
the system.













Figure 7·3: Time series of logarithmic returns for a noise parameter
q = 0.16 and concentrations of contrarians given by f = 0.00 and
f = 0.50. In the absence of contrarians, the time series clearly exhibits
volatility clustering.
In Fig. 7·3, we present an example of time series of returns produced by this
model for q = 0.16 and for two different concentrations of contrarians: f = 0.00 and
f = 0.50. As shown in the figure, the presence of contrarians serves to noticeably
decrease the size of the fluctuations in the returns.
Qualitatively, it is also visually clear that the time series in the absence of contrar-
ians exhibits volatility clustering, the well known feature of real time series of returns
first identified by Mandelbrot, whereby large (small) fluctuations tend to follow by
large (small) fluctuations (see Sec. 2.1.9). This suggests that a measure of nonlinear
correlations, i.e., correlations of volatility, should exhibit this effect of memory and
structure of the time series (Mandelbrot, 1963; Voit, 2005; Mantegna and Stanley,
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2000). Volatility clusters are an essential feature of real financial time series, par-
ticularly prominent during times of bubbles and financial crashes, often a reflection
of the collective mechanism of herding behavior driving the market, which has been
shown to contradict the basic assumptions of perfectly rational behavior of investors
in financial systems (Shiller, 2015).
In order to quantify the effect of volatility clustering on the long-term memory
of the volatility, we calculate its autocorrelation function according to the definition
given by Eq. (2.15). Fig. 7·4 exhibits the behavior of the autocorrelation function of
the absolute values of the log-returns for different densities of contrarians, a value of
q = 0.16, a simulation of time T = 15000. Also, for comparison purposes, we show
the autocorrelation function of daily log returns of the closing values of the S&P500
from to Dec 12, 1958 to June 25, 2018, for a total of 15000 days. As is visually clear
from the plots, there is qualitative agreement between real data and the simulations,
the curve of the S&P500 lying somewhere between that of f = 0.00 and f = 0.10.
As in the two-state model proposed by Vilela et al (Vilela et al., 2019a) and the
Bornholdt model (Bornholdt, 2001; Takaishi, 2005), we observe that the time series of
the volatility exhibit long-range memory, in agreement with the main features of non-
stationary, real time series. In effect, as has been observed empirically in real financial
data since Mandelbrot’s initial observations, the autocorrelation of the volatility is
known to decrease typically as a power law, suggesting a lack of a characteristic time
scale for the time series of absolute values of returns (as discussed in Sec. 2.1.9).
It is obvious from Fig. 7·4 that a deviation from this scale invariant regime
eventually sets in after a time lag of about τ ≈ 103, as evidenced by the stretched
exponential decay that follows. This decay is a reflection of the finite sizes of the data
samples presented for the time series of both the simulations and the S&P500.































Figure 7·4: Autocorrelation function of volatility for a noise pa-
rameter q = 0.16 and various concentrations of contrarians: f =
0.00, 0.10, 0.20, 0.30, 0.40, 0.50. Also shown is the autocorrelation func-
tion of the daily volatility of the closing values of the S&P500 from to
Dec 12, 1958 to June 25, 2018, for a total of 15000 days. The dashed
lines correspond to fits to power laws.
relation function for f = 0.00 and the empirical data of the S&P500 to power laws,
i.e., Cvol(t− t′) ∼ (t− t′)−η, over the same time periods. The exponents of the fits are
η = −0.0273± 0.0005 for the simulation with f = 0.00 and η = −0.0664± 0.0005 for
the daily volatility of the S&P500, which shows agreement in the order of the rate of
decay of correlations between simulations and real data.
A calculation of the autocorrelation function for the time series of returns produced
by the model suggests that the returns are essentially uncorrelated, a feature that is
consistent with the efficient market hypothesis (see Sec. 2.1.8). This is shown in
Fig. 7·5, where the autocorrelation function of the logarithmic returns are plotted for
simulations of the dynamics with two different concentrations of contrarians, f = 0.00
and f = 0.50 and the autocorrelation function of the daily returns of the S&P500
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Figure 7·5: Autocorrelation function of the logarithmic returns for a
noise parameter q = 0.16 and two concentrations of contrarians: f =
0.00 and 0.50. Also shown is the autocorrelation function of the daily
returns of the closing values of the S&P500 from to Dec 12, 1958 to
March 22, 1959 for a total of 100 days.
is also shown for comparison. The agreement between real financial data and the
simulation in the absence of contrarians is very clear. In the case of f = 0.50, it
is clear that, although uncorrelated in the long run, in the short term there is a
decaying antipersistent oscillation, the origin of which can be clearly tracked to the
cyclical behavior of the system caused by a large fraction of contrarians constantly
seeking to occupy the instantaneous global minority state.
7.3.3 Histograms of Returns and Volatilities
We now proceed to study the distribution of returns of the time series generated by
the three-state model. As noted before, Fig. 7·3 clearly illustrates the decrease of the
magnitude of the fluctuations of the returns as the number of contrarians is increased.
This effect is captured by the tails of the return distributions, as shown in Fig. 7·6.
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Figure 7·6: Distributions of logarithmic returns for a noise pa-
rameter q = 0.16 and various concentrations of contrarians: f =
0.00, 0.10, 0.20, 0.30, 0.40, 0.50.
It is immediately apparent that an increase in the fraction of contrarians produces a
reduction in the heaviness of the tails, greater fluctuations in the returns becoming
less likely. In effect, for high values of f , the distribution loses its fat tails and becomes
Gaussian, in accordance with the results of the overly simplistic and widespread model
of financial markets given by Geometric Brownian Motion (discussed previously in
Sec. 2.1.6), used typically in Black-Scholes calculations of derivative pricing.
In order to quantify the transition of the return distributions from a heavy-tailed /
leptokurtic regime into a Gaussian / mesokurtic regime and, possibly, into a compact-
support / platykurtic regime, we recall the definition of the coupled exponential family
of distributions, Pµ,σ,κ,α, discussed in Sec. 4.3 and defined by Eq. (4.77). Setting the
































Figure 7·7: Distributions of volatility for a noise parame-
ter q = 0.16 and various concentrations of contrarians: f =
0.00, 0.10, 0.20, 0.30, 0.40, 0.50. Fits of the curves to symmetric coupled
exponential distributions defined in Eq. (7.3) are presented in dashed
lines.












where σ, κ and α are the parameters of the function and (a)+ ≡ max(0, a). As
before, κ is the shape parameter or nonlinear statistical coupling and σ is the scale
parameter in an interpretation of nonextensive statistical mechanics (Tsallis, 2009)
useful for modeling financial markets (Tsallis et al., 2003; Biondo et al., 2015), among
other complex systems.
We recall that this family of distributions is characterized by the fact that it is
capable of capturing the aforementioned transition in a very natural way. Indeed,
when κ > 0, the function exhibits a heavy-tail decay. When κ = 0, the function is a
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generalized Gaussian distribution. When −1 < κ < 0, the function is a distribution
with compact support. Moreover, if α = 2, the function is a coupled Gaussian
distribution: with κ = 0, the Gaussian distribution; and with κ > 0, the Student’s t
distribution with the degree of freedom being the reciprocal of κ, ν = 1/κ. Therefore,
the nonlinear statistical coupling is capable of providing a numerical measure of the
transition from a leptokurtic to a platykurtic state.
We fix α = 2 and use the coupled Gaussian distribution to fit the histograms
of the absolute values of the logarithmic returns, which measure the volatility of
the time series, and focus on the behavior of the nonlinear coupling parameter as a
function of the number of contrarians. With this prescription, the heavy tails of the
coupled Gaussian distribution behave as Pσ,κ,2(r) ∼ |r|−(1+κ)/κ ∼ |r|−(1+ν). Fig. 7·7
shows the distribution of the absolute values of the logarithmic returns for different
concentrations of contrarians and its fit to the function defined by Eq. (7.3).
In Fig. 7·8, we present the values of the nonlinear coupling parameter κ and
the scale σ of these fits. Notice that the nonlinear coupling parameter κ of the
coupled Gaussian distribution monotonically decreases with f , providing numerical
evidence for the progressive loss of the heavy tails as the distribution approaches
a Gaussian for high values of f . In fact, for values of f ≥ 0.4, κ ≈ 0, indicating
that the distribution is approximately Gaussian. Further, κ, although approximately
zero, attains negative values for a higher fraction of contrarians, suggesting that the
dynamics may indeed produce distributions of compact support in the antipersistent
oscillatory regime present with very high fractions of contrarians.
Therefore, the nonlinear statistical coupling is capable of capturing the complexity
of the behavior of the system, numerically measuring the change from a heavy tailed
regime to a non-heavy tailed regime.
The scale parameter σ, which is a generalization of the standard deviation within
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Figure 7·8: Coupling and scale parameters of the return distributions
for a noise parameter q = 0.16 and various concentrations of contrari-
ans: f = 0.00, 0.02, 0.05, 0.10, 0.15, 0.20, 0.25, 0.30, 0.35, 0.40, 0.45, 0.50.
A dashed horizontal line marks the value of the nonlinear coupling of
a Gaussian distribution κ = 0.
the context of the coupled exponential family, decreases for values of f > 0.05. This is
consistent with the increase in the fraction of contrarian traders reducing the variation
in the log returns. So the contrarian traders decrease variation by reducing both
the scale and the shape or coupling of the log-return distribution. However, it is
clear that, for f < 0.05, the broadness of the distribution has a remarkably different
behavior. This can be qualitatively appreciated in Figs. 7·6 and 7·7, where a visual
examination of the f = 0.00 curve relative to the rest indeed suggests a heavier tail
exponent but a smaller scale, which is approximately the knee of the log-log plot of
the distributions. This suggests that near f = 0.05, where σ peaks, there is a change
in the behavior of the scale of the distribution, even though the statistical coupling
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is strictly monotonically decreasing with f .














Figure 7·9: Excess kurtosis of the return distributions for a noise
parameter q = 0.16 and various concentrations of contrarians. A dashed
horizontal line marks the value of the kurtosis of a Gaussian distribution
γ2 = 0.
Further confirmation of the transition from a leptokurtic to a mesokurtic regime
is provided by the behavior of the excess kurtosis, γ2 ≡ 〈r4〉/〈r2〉2 − 3, of the return
distribution itself, as shown in Fig. 7·9, as a measure of the heaviness of its tail (see
Appendix A). Recall that the excess kurtosis of a Gaussian distribution is γ2 = 0. It is
clear from the figure that an increasing concentration of contrarians tends to remove
the heavy tails of the distribution, driving the transition into a Gaussian regime for
high values of f .
Fig. 7·10 shows the distribution of logarithmic returns for different values of q in
the absence of contrarians. An interesting feature of the MVM3 dynamics is that,
even in the absence of contrarians (f = 0.00), the relative sizes in the fluctuations of
the order parameter as representations of the returns of an asset can be controlled
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Figure 7·10: Distributions of logarithmic returns in the absence of
contrarians f = 0.00 for q = 0.10, 0.12, 0.14, 0.16, 0.18, 0.20.
by the noise parameter q alone. As is to be expected, in an ordered regime with
q << qc, the fluctuations in the spontaneous magnetization of the system are very
small, therefore leading to a state of very small returns and volatility. Proximity to the
critical point, where fluctuations in the magnetization diverge in the thermodynamic
limit, suggests a transition from a low variance regime to a more turbulent state with
large fluctuations, as can be seen in the figure.
7.3.4 Heat Maps of the Nonlinear Statistical Coupling and the Scale Pa-
rameter
A more comprehensive picture of the behavior of the model emerges when looking
at Fig. 7·11, in which we present the heat maps of the fitting parameters κ and σ
for different pairs of values (q, f) of the model’s parameters. A first feature that one
can extract from the heat map of the nonlinear statistical coupling is the monotonic



































































































































Figure 7·11: Heat map of (a) the nonlinear statistical coupling κ and
(b) the scale parameter σ as a function of the noise parameter q and
the percentage of contrarians f .
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regime, as one increases the fraction of contrarians for any fixed value of the noise
parameter, q. Indeed, κ becomes negative for high enough values of f , suggesting that
the distributions not only lose their fat tails as they approach a Gaussian regime, they
also eventually transition into a state where they exhibit compact supports (κ < 0),
as discussed previously for Fig. 7·8. It is clear from the heat map that the transition,
for fixed q, from heavy tails to a complete loss of tails with increasing fraction of
contrarians, occurs faster along the f axis for smaller values of q. These observations
suggest that the nonlinear statistical coupling is capable of capturing the degree of
complexity of the system, as reflected by behavior of the tails of the distributions.
The heat map of the scale parameter is also consistent with our discussion of Fig.
7·8, showing, for fixed values of q, that σ increases rapidly for small values of f , reaches
a maximum, and consequently decreases for large fractions of contrarians. So even
though for small values of f the scale parameter (as a measure of the distribution’s
width) is small, the distributions still exhibit heavy tails, as evidenced by the nonlinear
coupling κ. Notice that the scale parameters seem to consistently peak around the
same values of f for fixed values of q. However, the peak of this transition in the
scale parameter is wider for small values of q than it is for high values of q.
For the smallest value of f recorded (f = 0.01), one can also appreciate the fact
that, for very small values of the noise parameter (q ≤ 0.01), σ increases mono-
tonically with q. This is suggestive of the fact that the spread or variance of the
distribution actually becomes smaller with increasing values of f for fixed q. This is
the effect previously seen in the Fig. 7·10, where the spread of the distribution grows
noticeably with increasing q. But this behavior of the scale parameter (for fixed q)
is actually reversed for values of f ≥ 0.02, as seen in the heat map, σ then increas-
ing monotonically with q for fixed f , suggesting a change of regime in the behavior
of the scale parameter around f ≈ 0.02. So, for any fixed macroscopically relevant
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concentration of contrarians (f & 0.02), the scale parameter increases with the social
temperature q.
7.4 Numerical Results for Small-World Networks
Having explored the basic features and behavior of the global-vote model on a two
dimensional square lattice with periodic boundary conditions, we now proceed to ex-
plore the behavior of the model when simulated on small-world networks constructed
according to the re-wiring procedure detailed in Sec. 3.4.4.
For this purpose, given the fact that the system now acquires another parameter,
namely the rewiring probability p, in addition to the noise parameter q and the
fraction of contrarians f , we shall exploit the fact (already known from the results
for two dimensional square lattices) that large fluctuations in the magnetization and,
therefore, heavy tails in the return distributions are to be expected in the region near
criticality q ≈ qc when there is an absence of contrarians (f = 0).
Therefore, to this end, we shall exploit the phase diagram of the three-state
majority-vote on small-world networks (see Fig. 6·9), which indicates the critical
noise parameter values qc(p) as a function of the rewiring probability p in the absence
of contrarians f = 0. More concretely, we shall focus on the study of the behavior
of the system in the vicinity of qc(p) for a few values of p, exploring the effect of the
fraction of contrarians f .
Before presenting the results, it is necessary to mention that we shall not focus on
the study of the autocorrelations of either the time series of returns or the volatilities.
The reason for this is that there is no major qualitative or quantitative difference
between these autocorrelation functions in the case of square lattices (see Figs. 7·5
and 7·4) and in the case of small-world topologies in the vicinity of the critical point.
That is to say, the time correlation properties of the model continue to agree with the
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behavior of real financial data. In effect, similar to the square lattice case, the same
qualitative features of uncorrelated time series of returns are present in the system
for small values of f , as is the emergence of antipersistence in the returns for large
values of f . Moreover, the volatilities show long-range correlations and they grow
with increasing fractions of contrarians, in a very similar manner to the square lattice
case. We proceed, therefore, to examine the return distributions.
7.4.1 Histograms of Returns
We now proceed to explore the behavior of the return distributions in the region
around the critical points qc(p) for five different values of p, with the intention of
probing different areas of the phase diagram near criticality. In particular, we shall
focus on the following values, p = 10−4, 10−3, 10−2, 10−1, 1, extracting their respective
critical noise parameters, qc(p) from the phase diagram of Fig. 6·9 for the MVM3 (in
the absence of contrarians f = 0).
In Fig. 7·12, we present a multi-plot table with a set of logarithmic return dis-
tributions for several (q, f, p) triplets. The table is organized as follows. The rows
correspond to simulations done on small-world networks with different rewiring prob-
abilities: p = 1, 10−1, 10−2, 10−3, 10−4, from top to bottom. The three columns of
labeled q < qc, q = qc and q > qc, correspond, respectively, to values of q below
criticality (q < qc(p)), at criticality (q = qc(p)) and above criticality (q > qc(p)) for
each value of p considered. Each cell in the grid, therefore, corresponds to a pair
of values (p, q) and shows several curves corresponding to different concentrations of
contrarians: f = 0.10, 0.20, 0.30, 0.40, 0.50 (black, red, green, blue and yellow, resp.).
The values of q = qc(p), at the critical noise parameters, are extracted directly from
the phase diagram of the MVM3 for small-world networks. The values of q < qc(p),
below the critical noise parameters, are taken to be q ≡ qc(p) − 0.07. Similarly,
the values of q > qc(p), above the critical noise parameters, are taken to be q ≡
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Figure 7·12: Distributions of log. returns for various noise parameters
q and rewiring probabilities p in the vicinity of qc(p) for various con-
centrations of contrarians: f = 0.10, 0.20, 0.30, 0.40, 0.50 (black, red,
green, blue and yellow, resp.). The rows correspond to different val-
ues of p: p = 1, 10−1, 10−2, 10−3, 10−4. The three columns, q < qc,
q = qc and q > qc, correspond, resp., to values of q below, at and above
criticality for each value of p considered.
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qc(p) + 0.07. In this fashion, we can explore what happens near criticality for each
value of p.
The first obvious and systematic observation from Fig. 7·12 is the fact that, similar
to the square lattice case, for macroscopically relevant fractions of contrarians, an
increase in f leads to a progressive loss of tails in the return distributions, suggesting,
therefore, a similar transition between a leptokurtic regime to a mesokurtic regime
and, possibly, to even to a platykurtic regime. This is true for all the cells in the
grid, i.e., for a wide spectrum of small-world networks at criticality or in its vicinity,
suggesting that, for these types of networks, the model is valid and robust over a very
wide range of topologies and social temperatures q (both above and below the critical
point).
Having noted this, another visible feature is that, for a fixed value of p, the
spreads and tails of the return distributions appear to be smaller for q < qc(p) than
they are for q = qc(p) and q > qc(p). This is mostly evident for small values of p
(p = 10−4, 10−3, 10−2) in the multi-plot table. This can be understood be recalling the
fact that, below the critical point q < qc, there is spontaneous symmetry breaking and
the order parameter attains, on average, a finite positive value whilst the magnitudes
of its fluctuations remain finite in the thermodynamic limit. In contrast, at the critical
point q = qc, the fluctuations of the order parameter diverge in the thermodynamic
limit, as registered in the behavior of the magnetic susceptibility of the system, leading
to larger spreads of the return distributions, as well as heavier tails. This, in fact, is
a similar effect to the one we noticed previously in the case of the square lattice in
the absence of contrarians f = 0, by changing the value of q (see Fig. 7·10), the tails
of the distribution being negligible below the critical point, becoming apparent and
growing in the region of criticality and remaining above the critical point.
Now notice that, as one moves vertically (from the the bottom to the top) in the
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grid along a column, the topological effect of increasing the rewiring probability of
the system is also evident, particularly in the column for q < qc. Indeed, in said
column, increasing p reveals that the spreads and tails of the return distributions
tend to increase as well, especially for low values of f . Increasing the small-world
effect in the networks, therefore, leads to wider return distributions and heavier tails,
especially evident in the vicinities below the critical point q < qc. At the q = qc or
q > qc, the effect of the topology is not merely apparent. In fact, the behavior along
those two columns suggests that not much variation (if any) is now present as one
changes p, suggesting a somewhat universal behavior for large values of f .
Fig. 7·13 allows us to explore this effect further. This multi-plot table presents
the values of q below, at and above qc(p) in the columns. The values of qc(p) are, as
before, extracted from the phase diagram of the MVM3 for each value of p considered.
As before, the values of q < qc(p) [q > qc(p)] are taken to be q ≡ qc(p) − 0.07
[q ≡ qc(p)+0.07], resp. The rows now correspond to different values of the fractions of
contrarians f = 0.0, 0.1, 0.3, 0.5. In each cell, we present several curves corresponding
to different values of the rewiring parameter p = 1, 10−1, 10−2, 10−3, 10−4 (yellow,
blue, green, red and black, resp.).
An immediate observation that can be extracted from this is that, as remarked
before, for macroscopically relevant fractions of contrarians (i.e. f ≥ 0.1, for exam-
ple), the behavior of the system appears to be universal in the way that contrarians
decrease the fluctuations of the system. Indeed, the plots for different values of p
seem to collapse into universal curves for large fractions of contrarians (as can be
seen in the upper three rows), suggesting that the change in the topological parame-
ter p seems to be washed away by large fractions of contrarians. However, for small
values of f , we can indeed see differences induced by the rewiring probabilities.
Indeed, in the absence of contrarians (bottom row), one can see the now expected
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Figure 7·13: Distributions of log. returns for various values of the
noise parameter q and concentration of contrarians f in the vicinity of
qc(p) for various rewiring probabilities p: p = 1, 10−1, 10−2, 10−3, 10−4
(yellow, blue, green, red and black, resp.). The rows correspond to
different values of f : f = 0.00, 0.10, 0.30, 0.50. The three columns,
q < qc, q = qc and q > qc, correspond, resp., to values of q below, at
and above criticality for each value of p considered.
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effect mentioned previously, namely, that for f = 0, below the critical point, the
system exhibits spontaneous magnetization m > 0 and fluctuations that become
smaller with smaller noise parameters q < qc. In fact, the system may be so ordered,
that the relative changes in the magnetization become vanishing small leading to
returns that are negligible as manifested by return distributions that look like delta
functions (bottom-left cell of the grid).
Then, at the critical point q = qc, the fluctuations in the magnetization (i.e. the
magnetic susceptibility) diverge in the thermodynamic limit, which leads to large
relative fluctuations in m, manifested ultimately in the appearance of long tails in
greater spreads in the return distributions (bottom-center of cell of the grid). Contin-
uing to increase the noise parameter q leads to heavy-tail curves which are universal
and no longer depend on the topological parameter p (bottom-right cell of the grid).
The effect shown in the bottom row, therefore, is a similar effect to the one shown
in figure (see Fig. 7·10) in the case of the square lattice in the absence of contrarians,
but in this case, we see it happening for several topologies given by different values
of p.
7.4.2 Heat Maps of the Nonlinear Statistical Coupling and the Scale Pa-
rameter
We now proceed to make observations of a more quantitative nature by focusing
exclusively on what happens exactly at the critical point q = qc(p). For this purpose,
we proceed to fit the volatility distributions of the system for different values of p,
each at their corresponding critical points qc(p) according to the symmetric coupled
exponential family of distributions Eq. (7.3) with α = 2, as we did for the square
lattice.
In Fig. 7·14 fitting parameters corresponding to the nonlinear coupling κ and the







































































































































Figure 7·14: Heat map of (a) the nonlinear statistical coupling  and
(b) the scale parameter   as a function of the critical noise parameter
qc(p) at each corresponding rewiring probability p and the percentage




Figure 7·14: Heat map of (a) the nonlinear st i i and
(b) the scale parameter   as a function of the i r eter
qc(p) at each corresponding rewiring probabilit e tage
of contra ians f .
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by means of heat maps. The rows correspond to said values of p, each at their own
critical noise parameter. Along the rows, we explore the effect of the different values
of the fraction of contrarians f .
The heat map corresponding to the nonlinear coupling κ shows clearly the tran-
sition from a leptokurtic to a mesokurtic regime, i.e., the now familiar loss of tails
due to increasing fractions of contrarians. As was remarked in a more qualitative
way previously, from observation, of Figs. 7·12 and 7·13, for large enough values of
f , this transition takes place in a rather universal way for small-world networks built
according to the link rewiring scheme. The tails of the distributions are lost at the
same universal rate, independent of the topology for f > 0.01. In effect, this tran-
sition from a heavy tail regime to a Gaussian regime can be corroborated with the
calculation of the excess kurtosis of the return distributions, as shown in Fig. 7·15,
which clearly illustrates the universal way in which the tails are lost for macroscopic
fractions of contrarians, the detail of the topology being washed away by increasing
f . This observation makes sense, since contrarians do not interact locally with their
neighbors. In fact, they interact globally with the state of the market as a whole.
Therefore, the larger the fraction of contrarians, the less important the role of the
topology and the more mean-field the system becomes, hence the same way of decay
for large values of f .
The curves of all the decays of the kurtoses for different values p for and large
f < 0.5 seem to very quickly collapse into a universal curve. This is no accident,
considering the fact that the rewiring scheme does not alter the total number of links
in a network and, therefore, the average degree of the small-world network 〈k〉 = 4 is
actually independent of p.
The only differences that can be appreciably noted, as one changes the values of
p are manifest at very low fractions of contrarians f ≈ 0, for which heavier tails are
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Figure 7·15: Excess kurtosis of the return distributions for various
values of the rewiring probability p at their corresponding critical noise
parameters qc(p) and various concentrations of contrarians f . Recall
that the excess kurtosis of a Gaussian distribution is γ2 = 0.
present in the system. Indeed, when f = 0, the nonlinear coupling increases with
the increasing of the small-world effect, i.e., the tails of the power-law distribution
become heavier with increasing p and their tail exponents drop in the absence of
contrarians and the role of the topology becomes very relevant. This very effect can
be seen in the bottom-center cell of Fig. 7·13. Indeed, notice that the excess kurtoses
for different values of p are quite different from one another for f ≈ 0.
The heat map corresponding to the scale parameter σ shows a behavior similar to
what we already saw in the case of the square lattice. For small values of f ≈ 0 the
scale parameter is small and it rapidly increases with increasing f , reaching a peak
and then decaying in a similar way for macroscopically large fractions of contrarians.
The peaks occur around the same value of f , but the location of the peak shifts
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slightly to higher values of f with greater values of p.
This is an indication that the standard deviation of the distribution is decreasing
with large values of f as the tails are lost and the distribution approaches a Gaussian.
7.5 Numerical Results for Erdös-Rényi Random Graphs
In this section, we explore the behavior of the model when simulated on Erdös-Rényi
random graphs constructed according to the procedure detailed in Sec. 3.4.1.
For random graphs, the system acquires a topology parameter, namely the average
degree of the network z ≡ 〈k〉, in addition to the noise parameter q and the fraction
of contrarians f . As before, we expect large fluctuations in the magnetization and
heavy tails in the return distributions in the region near criticality q ≈ qc when there
is an absence of contrarians (f = 0).
Thus we shall exploit the phase diagram of the three-state majority-vote on Erdös-
Rényi random graphs (see Fig. 6·1), which indicates the critical noise parameter
values qc(z) as a function of the average degree z in the absence of contrarians f = 0.
More concretely, we shall focus on the study of the behavior of the system in the
vicinity of qc(z) for a few values of z, exploring the effect of the fraction of contrarians
f .
As in the case of small-world networks, we shall not focus on autocorrelation
functions of either the time series of returns or the volatilities. In this case, we see, yet
again, no major qualitative or quantitative differences between these autocorrelation
functions in random graphs and the cases of square lattices or small-world networks
(see Figs. 7·5 and 7·4). The lack of correlations in the simulations of time series of
returns still is present, consistent with the efficient market hypothesis. Antipersistence
emerges for large values of contrarians. Long term memory is still a feature of the
volatilities due to the presence of volatility clustering. So, instead, we shall explore
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the effects of the topology on the histograms of returns and volatilities.
7.5.1 Histograms of Returns
We now proceed to explore the behavior of the return distributions in the region
around the critical points qc(z) for different values of z, with the intention of probing
different areas of the phase diagram around criticality. We shall extract their respec-
tive critical noise parameters, qc(z) from the phase diagram of Fig. 6·1 for the MVM3
(in the absence of contrarians f = 0).
In Fig. 7·16, we present a multi-plot table with a set of logarithmic return dis-
tributions for several (q, f, z) triplets. The table is organized as follows. The rows
correspond to simulations done on small-world networks with different average de-
grees: z = 10, 8, 6, 4, 2, from top to bottom. The three columns of labeled q < qc,
q = qc and q > qc, correspond, respectively, to values of the q below criticality
(q < qc(z)), at criticality (q = qc(z)) and above criticality (q > qc(z)) for each value
of z considered. Each cell in the grid, therefore, corresponds to a pair of values (z, q)
and shows several curves corresponding to different concentrations of contrarians:
f = 0.10, 0.20, 0.30, 0.40, 0.50 (black, red, green, blue and yellow, resp.).
The values of q = qc(z), at the critical noise parameters, are extracted directly
from the phase diagram of the MVM3 for random graphs. The values of q < qc(z),
below the critical noise parameters, are taken to be q ≡ qc(z) − 0.1. Similarly, the
values of q > qc(p), above the critical noise parameters, are taken to be q ≡ qc(z)+0.1.
In this fashion, we can explore what happens near criticality for each value of z.
Again, as in the square lattice and small-world topologies, it is clear from Fig.
7·16 that, in random graphs, for macroscopically relevant fractions of contrarians, an
increase in f leads to a progressive loss of tails in the return distributions. Once again,
we see obtain the typical transition between a leptokurtic regime to a mesokurtic
regime and, possibly, even to a platykurtic regime. This is true, for most cells in
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Figure 7·16: Distributions of log. returns for various noise parameters
q and average degree z in the vicinity of qc(z) for various concentrations
of contrarians: f = 0.10, 0.20, 0.30, 0.40, 0.50 (black, red, green, blue
and yellow, resp.). The rows correspond to different values of z: z =
2, 4, 6, 8, 10. The three columns, q < qc, q = qc and q > qc, correspond,
resp., to values of q below, at and above criticality for each value of z
considered.
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the grid, i.e., for a wide spectrum of random graph networks at criticality or in its
vicinity, suggesting the validity and robustness of the model over a very wide range
of topologies and noise parameters q (both above and below the critical point).
There are visible exceptions to this, of course. Indeed, for q < qc, one would ordi-
narily expect the curves for f = 0.10 to have the heaviest tails and largest standard
deviations. However, in the cases of z = 6, 8, 10, once can see that they are, in fact,
the ones that show the smallest spread and an absolute lack of tails, tending to delta
functions. One can begin to see this effect for z = 4 and q < qc: note that the curve
for f = 0.10 begins to show a sharp peak around r = 0. This, of course, is to be
expected: for small enough values of q and f , one expects to see spontaneous mag-
netization m > 0 with relatively small fluctuations, implying therefore, very small
returns. In the limit of q → 0, we expect the return distribution to be a delta func-
tion. Moreover, notice the slight loss of symmetry in the distributions for f = 0.20
when z = 6, 8, 10 and q < qc. Therefore, for small enough values of q below (qc(z)),
the GVM3 no longer yields reasonable results for macroscopic fractions of contrarians,
this being a limitation of the model.
Now notice, as one moves vertically (from the the bottom to the top) in the grid
along a column, the topological effect of increasing the average degree of the network,
particularly in the columns for q = qc and q > qc. Indeed, in said columns, increasing
z, reveals that the spreads and tails of the return distributions tend to increase slightly.
Increasing the average degree of the random graphs, therefore, suggests slightly wider
return distributions and heavier tails.
Fig. 7·17 allows us to explore this effect further. This multi-plot table presents
the values of q below, at and above qc(z) in the columns. The values of qc(z) are, as
before, extracted from the phase diagram of the MVM3 for each value of z considered.
As before, the values of q < qc(z) [q > qc(z)] are taken to be q ≡ qc(z) − 0.1 [q ≡
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qc(z) + 0.1], resp. The rows now correspond to different values of the fractions of
contrarians f = 0.0, 0.1, 0.3, 0.5. In each cell, we present several curves corresponding
to different values of the rewiring parameter z = 4, 6, 8, 10, 20 (black, red, green, blue
and yellow, resp.).
As suggested before, for q ≥ qc, for macroscopically relevant fractions of contrari-
ans (i.e. f ≥ 0.1, for example), the behavior of the system appears to eventually tend
to universality in the way that contrarians decrease the fluctuations of the system.
The plots for different values of z seem to tend towards collapse into universal curves
for large fractions of contrarians (as can be seen in the upper two rows), especially
the curves for low values of z (the z = 20 clearly having a slower approach to col-
lapse), suggesting that the change in the topological parameter z will be washed away
eventually by very large fractions of contrarians f > 0.5.
In the absence of contrarians (bottom row), one can see the expected effect that
for f = 0, below the critical point, the system exhibits spontaneous magnetization
m > 0 and its fluctuations become smaller with smaller noise parameters q < qc. The
system becomes so ordered that the relative changes in the magnetization and thus
the returns become negligible, the return distributions therefore approaching delta
functions (f = 0.00 and f = 0.1 for q < qc in the grid). Then, for f = 0, at the critical
point q = qc, the fluctuations in the magnetization diverge in the thermodynamic
limit, leading to large relative fluctuations in m, long tails and greater variance in the
return distributions (bottom-center of cell of the grid). Further increases in the noise
parameter q for f = 0 lead to heavy-tail curves which are universal and no longer
depend on the topological parameter z (bottom-right cell of the grid).
The effect shown in the bottom row, again, is a similar effect to the one shown in
figure (see Fig. 7·10).
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Figure 7·17: Distributions of log. returns for various values of the
noise parameter q and concentration of contrarians f in the vicinity of
qc(z) for various average degrees z: z = 4, 6, 8, 10, 20 (black, red, green,
blue and yellow, resp.). The rows correspond to different values of f :
f = 0.00, 0.10, 0.30, 0.50. The three columns, q < qc, q = qc and q > qc,
correspond, resp., to values of q below, at and above criticality for each
value of z considered.
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7.5.2 Heat Maps of the Nonlinear Statistical Coupling and the Scale Pa-
rameter
As we did in the small-world case, we consider a more quantitative approach and focus
only on what happens at the critical point q = qc(z). We proceed to fit the volatility
distributions of the system for different values of z, each at their corresponding critical
points qc(z) according to the symmetric coupled exponential family of distributions
Eq. (7.3) with α = 2, as we have done before.
In Fig. 7·18 fitting parameters corresponding to the nonlinear coupling κ and the
scale parameter σ are presented for five different values of p = 2, 4, 6, 8, 10 by means
of heat maps. The rows correspond to said values of z, each at their own critical
noise parameter. Along the rows, we explore the effect of the different values of the
fraction of contrarians f .
The heat map corresponding to the nonlinear coupling κ shows the transition
from a leptokurtic to a platykurtic regime with increasing fractions of contrarians,
evidence of the loss of heavy tails. Moreover, for large values of f , the nonlinear
coupling actually attains negative values of κ < 0 for small values of z (z ≈ 2),
suggesting that the distributions are now of compact support instead of Gaussian.
As suggested previously from the observation of Figs. 7·16 and 7·17, for large enough
values of f , this transition appears to occur in a more or less universal way for random
graphs. The tails of the distributions tend to disappear at similar rates, more or less
independently of the topology for f > 0.01.
The calculation of the excess kurtosis of the return distributions is shown in Fig.
7·19, which clearly illustrates the loss of tails for macroscopic fractions of contrarians.
Interestingly, the decays of the kurtoses for different values of z spread out with
increasing number of contrarians for large values of f as they approach γ2 = 0.




























































































































Figure 7·18: Heat map of (a) the nonlinear statistical coupling  and
(b) the scale parameter   as a function of the critical noise parameter





Figure 7·18: Heat map of (a) the nonlinear st ti and
(b) the scale par meter   as a function of the cri i l i eter
qc(z) at each corresponding average degree z t r t e of
contrarians f .
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as f increases. Remarkably, the case for z = 2 shows that the excess kurtosis actually
becomes negative γ2 < 0 for f ≥ 0.2, consistent with our observation of transitions
from a leptokurtic (heavy tail) to a mesokurtic (Gaussian) to a platykurtic regime in
which one finds distributions of compact support κ < 0 (for large values of f).
Recall that in the small-world case, the decays were universal, as seen in 7·15,
i.e., all of the kurtoses curves very quickly collapsing into the same curve for large
values of f . For random graphs, the decays of the kurtoses seem to spread out very
appreciably for large values of f ≤ 0.5. In the small-world case, the average degree
〈k〉 = 4 is constant and independent of the the rewiring probability p, whereas in
the random graph case, the average degree z ≡ 〈k〉 is the parameter that is actually
being changed, which explains the differences in the spreads seen in the kurtoses, high
values of z decaying slowly and low values of z decaying rapidly.
However, even though we see this spread in the decays of the kurtoses with z for
values of f of up to f = 0.5, suggesting a clear effect of the topology of the random
graph on the system, it is clearly the case that, eventually, if one continues to increase
f beyond f = 0.5, the decays for different z will necessarily all approach zero, the
reason being, as said previously, that for very large numbers of contrarians f → 1, the
system tends toward a mean-field behavior, there being no local interactions anymore
in the system, making the effect of the topology of the network irrelevant.
The heat map corresponding to the scale parameter σ shows a behavior similar
to what we already saw in the case of the square lattice and small-world networks.
For small values of f ≈ 0 the scale parameter is small, then it rapidly grows with f ,
reaching a peak around the same value of f and then decaying for macroscopically
large fractions of contrarians. The peak however, shifts slightly to higher values of
f as z increases, a manifestation of the effect of increasing the average degree. The
standard deviations of the distribution will then tend to decay for larger values of f .
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Figure 7·19: Excess kurtosis of the return distributions for various
values of the average degree z at their corresponding critical noise pa-
rameters qc(z) and various concentrations of contrarians f . Recall that
the excess kurtosis of a Gaussian distribution is γ2 = 0.
7.6 Numerical Results for Barabási-Albert Networks
In this section, we explore the behavior of the model when simulated on scale-free
networks built according to the Barabási-Albert algorithm detailed in Sec. 3.4.2.
For random graphs, the system acquires a topology parameter, namely the number
of new links, z, that each new node provides to the network when it is added, in
addition to the noise parameter q and the fraction of contrarians f . Once again, we
focus the study in of the system in the region near criticality q ≈ qc when there is an
absence of contrarians (f = 0), since we expect fluctuations of the magnetization to
be greater in that region of the phase diagram.
We shall use the phase diagram of the three-state majority-vote on Barabási-
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Albert networks (see Fig. 6·2), which indicates the critical noise parameter values
qc(z) as a function of z in the absence of contrarians f = 0. The study of the system
in the vicinity of qc(z) will be carried out for a few values of z, exploring the effect of
the fraction of contrarians f .
There are no major qualitative or quantitative changes in the time autocorrelation
functions when using Barabási-Albert networks with respect to the cases of square
lattices, small-world networks or random graphs (see Figs. 7·5 and 7·4). As usual
the time series of returns remain uncorrelated, yet antipersistence emerges for large
values of contrarians, whilst volatility clustering and long range memory remain as
features of the time series of volatilities. Now we proceed to explore the effects of the
topology on the histograms of returns and volatilities.
7.6.1 Histograms of Returns
We now proceed to explore the behavior of the return distributions in the region
around the critical points qc(z) for different values of z, probing different areas of
the phase diagram around criticality. We shall extract their respective critical noise
parameters, qc(z) from the phase diagram of Fig. 6·2 for the MVM3 (in the absence
of contrarians f = 0).
In Fig. 7·20, we present a multi-plot table with a set of logarithmic return dis-
tributions for several (q, f, z) triplets. The table is organized as follows. The rows
correspond to simulations done on Barabási-Albert networks with different values of
z (number of edges contributed by each new node): z = 10, 8, 6, 4, 2, from top to bot-
tom. The three columns of labeled q < qc, q = qc and q > qc, correspond, respectively,
to values of the q below criticality (q < qc(z)), at criticality (q = qc(z)) and above
criticality (q > qc(z)) for each value of z considered. Each cell in the grid, therefore,
corresponds to a pair of values (z, q) and shows several curves corresponding to dif-
ferent concentrations of contrarians: f = 0.10, 0.20, 0.30, 0.40, 0.50 (black, red, green,
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Figure 7·20: Distributions of log. returns for various noise parameters
q and average degree z in the vicinity of qc(z) for various concentrations
of contrarians: f = 0.10, 0.20, 0.30, 0.40, 0.50 (black, red, green, blue
and yellow, resp.). The rows correspond to different values of z: z =
2, 4, 6, 8, 10. The three columns, q < qc, q = qc and q > qc, correspond,
resp., to values of q below, at and above criticality for each value of z
considered.
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blue and yellow, resp.).
The values of q = qc(z), at the critical noise parameters, are extracted directly
from the phase diagram of the MVM3 for Barabási-Albert networks. The values
of q < qc(z), below the critical noise parameters, are taken to be q ≡ qc(z) − 0.1.
Similarly, the values of q > qc(p), above the critical noise parameters, are taken to be
q ≡ qc(z) + 0.1. In this fashion, we can explore what happens near criticality for each
value of z.
As in the other topologies explored thus far, it is clear from Fig. 7·20 that, in
random graphs, for macroscopically relevant fractions of contrarians, an increase in
f usually leads to the well-known loss of tails in the return distributions. Again,
the transition between a leptokurtic regime to a mesokurtic regime becomes evident.
This is true for most cells in the grid, i.e., for a wide spectrum of scale free networks
at criticality or in its vicinity, suggesting the validity and robustness of the model
over a very wide range of topologies and noise parameters q (both above and below
the critical point).
However, there are a few visible exceptions, of course. Below criticality (q < qc),
in the cases of z = 8, 10, it is evident that the curves for f = 0.10 (which one would
expect to have the heaviest tails and largest spreads) do not, in fact, conform to the
reasonable pattern, as they lack tails and have the smallest variance. One can see
the genesis of this effect for z = 2, 4, 6 and q < qc: note that the curve for f = 0.10
begins to show a sharp peak around r = 0 and the tails become shorter. There is also
a slight loss of symmetry in the distributions for f = 0.20 when z = 4, 6, 8, 10 and
q < qc. This is the same effect seen in the case of random graphs. If q and f are small
enough, well in the ordered phase, there will be spontaneous magnetization m > 0
with very small fluctuations and thus very small returns, with delta functions as
return distributions in the limit q → 0 and f → 0. So, as previously seen for random
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graphs, for small enough values of q below (qc(z)), the GVM3 shows its limitation as
a model for financial systems.
Now, as one moves vertically (from the the bottom to the top) in the grid along
a column, the topological effect of increasing z and, therefore, increasing the average
degree 〈k〉 = 2z of the network, becomes apparent, particularly in the columns for
q = qc and q > qc. In said columns, increasing z, reveals that the spreads and tails of
the return distributions tend to increase.
Fig. 7·21 presents a multi-plot table with the values of q below, at and above qc(z)
in the columns. The values of qc(z) are, as usual, extracted from the phase diagram
of the MVM3 for each value of z. As before, the values of q < qc(z) [q > qc(z)]
are taken to be q ≡ qc(z) − 0.1 [q ≡ qc(z) + 0.1], resp. The rows now correspond
to different values of the fractions of contrarians f = 0.0, 0.1, 0.3, 0.5. In each cell,
we present several curves corresponding to different values of the rewiring parameter
z = 2, 4, 6, 8, 10 (black, red, green, blue and yellow, resp.).
When q = qc, for macroscopically relevant fractions of contrarians (i.e. f ≥ 0.1,
for example), the behavior of the system appears to eventually tend to universality
in the way that contrarians decrease the fluctuations of the system. The plots for
different values of z seem to tend towards collapse into universal curves for large
fractions of contrarians, suggesting that the change in the topological parameter z
will be washed away eventually by very large fractions of contrarians f > 0.5.
When f = 0 (bottom row), again, one sees that now familiar fact that below the
critical point, the system exhibits spontaneous magnetization m > 0 and with fluc-
tuations that become negligible as q → 0. In this ordered phase, the relative changes
in the magnetization and thus the returns are small and the return distributions ap-
proach delta functions (f = 0.00 for q < qc in the grid). Then, at the critical point
q = qc, the fluctuations in the magnetization diverge in the thermodynamic limit,
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Figure 7·21: Distributions of log. returns for various values of the
noise parameter q and concentration of contrarians f in the vicinity
of qc(z) for various values of z: z = 2, 4, 5, 8, 10 (black, red, green,
blue and yellow, resp.). The rows correspond to different values of f :
f = 0.00, 0.10, 0.30, 0.50. The three columns, q < qc, q = qc and q > qc,
correspond, resp., to values of q below, at and above criticality for each
value of z considered.
185
leading to large relative fluctuations in m, the appearance of long tails and greater
variance in the distributions (bottom-center of cell of the grid). Further increases in
the noise parameter q for produce heavy-tail curves which are universal and no longer
depend on the topological parameter z (bottom-right cell of the grid).
This spreading of the return distributions is also manifested on the other rows of
the grid in the presence of contrarians. The distributions spread and the tails become
heavier as one increases q going from the ordered to the disordered phase.
7.6.2 Heat Maps of the Nonlinear Statistical Coupling and the Scale Pa-
rameter
As we did in the small-world and random-graph case, a more quantitative approach
is followed by focusing on the critical point q = qc(z). We fit, as usual, the volatility
distributions of the system for different values of z, each at their corresponding critical
points qc(z) according to the symmetric coupled exponential family of distributions
Eq. (7.3) with α = 2, as we have done before.
In Fig. 7·22, fitting parameters corresponding to the nonlinear coupling κ and the
scale parameter σ are presented for five different values of p = 2, 4, 6, 8, 10 by means
of heat maps. The rows correspond to said values of z, each at their own critical
noise parameter. Along the rows, we explore the effect of the different values of the
fraction of contrarians f .
The heat map corresponding to the nonlinear coupling κ shows usual transition
from a leptokurtic to a mesokurtic regime with increasing fractions of contrarians,
evidence of the loss of heavy tails tending toward a Gaussian distribution for high
values of f . As suggested previously from the observation of Figs. 7·20 and 7·21, for
large enough values of f , this transition appears to occur in a more or less universal
way for random graphs. However, one can see the effect of the topology on the tails


























































































































Figure 7·22: Heat map of (a) the nonlinear statistical coupling  and
(b) the scale parameter   as a function of the critical noise parameter





Figure 7·22: Heat map of (a) the nonlinear statisti
(b) the scale par meter   as a function of the criti l i ter
qc(z) at each corresponding value of z and the perce t f tr ri s
f .
187
for z = 2 than for higher values of z.
The calculation of the excess kurtosis of the return distributions is shown in Fig.
7·23, which clearly illustrates the loss of tails for macroscopic fractions of contrarians.
As we saw previously for random graphs, the decays of the kurtoses for different
values of z spread out with increasing number of contrarians for large values of f as
they approach γ2 = 0. The higher the values of z, the slower and less pronounced the
decay becomes as f increases. In contrast, notice that, as f → 0, it is the smallest
values of z which happen to have the heaviest tails.


















Figure 7·23: Excess kurtosis of the return distributions for various
values of z at their corresponding critical noise parameters qc(z) and
various concentrations of contrarians f . Recall that the excess kurtosis
of a Gaussian distribution is γ2 = 0.
Recall, as seen in 7·15, that all of the kurtoses curves very quickly collapsed into
the same curve for large values of f . For random graphs, the decays of the kurtoses
seem to spread out very appreciably for large values of f ≤ 0.5. In the small-world
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case, the average degree 〈k〉 = 4 and independent of the the rewiring probability p.
In the Barabási-Albert case, the average degree ≡ 〈k〉 = 2z is the parameter that
is actually being changed, which explains the differences in the spreads seen in the
kurtoses, high values of z decaying slowly and low values of z decaying rapidly.
As mentioned before, though, this spread in the decays of the kurtoses with z for
values of f of up to f = 0.5, suggesting a clear effect of the topology of the the network
on the system, is expected to wash away if one continues to increase f beyond f = 0.5.
All the decays for different z will necessarily tend to the same behavior for very large
numbers of contrarians f → 1, since the system will tend toward a mean-field, there
being only global interactions in this limit, making the effect of the topology of the
network irrelevant.
The heat map corresponding to the scale parameter σ shows a behavior similar to
what we already saw in the case of the random graphs. For small values of f ≈ 0 the
scale parameter is small, then it rapidly grows with f , reaching a peak around the
same value of f and then decaying for macroscopically large fractions of contrarians.
The peak shifts slightly to higher values of f as z increases, a manifestation of the
effect of increasing the average degree. The standard deviations of the distribution




This work proposes stochastic dynamics for a three-state opinion formation model
(GVM3), thereby extending and generalizing the three-state majority-vote model so
that it can account for a society of individuals with heterogeneous behaviors. Two
different types of individuals are thus considered: noise agents (who interact locally
with their nearest neighbors and tend to agree with the state of the local majority
with probability 1−q) and contrarians (who are subject to global interactions with the
market as a whole and tend to follow the state of the global minority with probability
1− q).
The agents in the model are represented as nodes on complex networks, the links
between neighboring pairs of nodes representing a local interaction between said
nodes. We simulate the dynamics of the model on topologies of small-world networks,
Erdös-Rényi random graphs, and Barabási-Albert networks. The small-world net-
works are built according to a link rewiring prescription that takes a two-dimensional
regular lattice and rewires each link at random with probability p, thereby producing
a host of topologies that range between a regular lattice and random network.
Monte Carlo simulations of the three-state majority-vote model on small-world
networks and finite-size scaling analysis reveal that the system exhibits second-order
phase transitions, such that the critical noise parameter, qc(p) is a monotonically
increasing function of p, thereby suggesting that randomness in the topology of the
network makes the ordered phase more resilient against thermal fluctuations. Crit-
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ical exponents are estimated for different values of the rewiring probability and are
confirmed by means of the data-collapse of the average magnetization, magnetic sus-
ceptibility and fourth-order Binder cumulants into their universal scaling functions.
The results suggest that the critical exponents are dependent on the value of p, mean-
ing that, for each value of p, the system belongs to a different universality class.
In this work, we also propose a three-state, agent-based, microscopic market model
with stochastic dynamics, defined in terms of the global-vote model. It features a
heterogeneous population of traders comprised of two categories: noise traders and
contrarians. By relating changes in the instantaneous magnetization of this system to
price fluctuations in the market, the simulation of the dynamics of the model is capable
of reproducing the main qualitative and quantitative features of real financial time
series. Indeed, the study of the histograms of returns reveal the presence of asymptotic
heavy tails. A rapidly decaying autocorrelation function of logarithmic returns reveals
consistency with the efficient market hypothesis and the Markov property. A study of
the autocorrelation function of the volatility shows the presence of long-term memory
and volatility clustering, consistent with the known properties of the non-stationary
character of real financial data.
The three-state global-vote model for financial systems was simulated on the
square lattice, small-world networks, Erdös-Rényi random graphs, and Barabási-
Albert networks. The model yields reasonable results in the regions of the phase
diagrams of the MVM3 that lie in the vicinity of the critical points, where the fluctu-
ations diverge in the thermodynamic limit, which leads to return distributions with
heavy tails and volatility clustering.
The logarithmic returns of the simulations fit a coupled exponential distribution,
which is parameterized by the scale or generalized standard deviation and the shape
or nonlinear statistical coupling. This family of distributions is typically used within
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the context of non-extensive statistical mechanics as a tool for the characterization of
the complexity of a system. For macroscopically relevant fractions of contrarians, an
increase in the contrarians decreases both the scale and the shape of the distributions.
This macroscopic effect is the consequence of a loss of local order at a microscopic
level and the emergence of a global order.
The progressive loss of tails from leptokurtic (heavy tails) to mesokurtic (Gaus-
sian) or even platykurtic (compact support) regimes with increasing fractions of con-
trarians is captured by the nonlinear statistical coupling, thanks to the flexibility of
the coupled exponential family to accommodate a wide range of distributions and
regimes. The effect of the topology of the underlying network on the returns and
volatilities is seen in the different ways the tails decay for networks with different
average degrees. The higher the average degree of the network the slower the decay
of the tails of the distributions with increasing fractions of contrarians, as evidenced
by the the behavior of nonlinear statistical coupling and the excess kurtosis in ran-
dom graphs and Barabási-Albert networks. For the small-world networks, since the
average degree 〈k〉 = 4 is constant, the decay of the tails appears to approach a uni-
versal behavior independent of the rewiring probability p as the fraction of contrarians
increases.
The model’s simplicity is capable of shedding light into the potential mechanisms
at play behind the social psychology of decision making and opinion formation in a
financial market.
Ideas for future work on this microscopic model of stochastic dynamics would
include a formal study of the critical phenomena (if present) of the three-state global-
vote model, enabling an understanding of the role of contrarians in the shaping of the
phase diagram of the system. The second-order phase transition may not be present
for certain parameter values. This is to be expected because of the aforementioned
192
induced global order in the system under large fractions of contrarians (in spite of
the loss of local order).
For the finite-size scaling analysis of the results, perhaps an interesting possibility
would be the assumption of volumetric scaling for the correlation length and the
consequent testing of the unitary relation for critical exponents. Moreover, the more
general possibility of a power law scaling assumption of the correlation length with
the volume of the system is open for exploration.
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Appendix A
Probability Distributions in Finance
In this section, we present some of the most commonly used probability distribution
functions in the context of the analysis and description of the statistical properties of
financial time series, as well as some basic concepts on probability theory.
We present very basic definitions and properties of such distributions as: stable
Lévy, truncated stable Lévy, Student’s t, and scale-free. These distributions are
mentioned in the introductory sections on finance and complex networks.
The definition and description of coupled Gaussian distributions, on the other
hand, are presented in the main body of the manuscript (see Sec. 4.3), given their
importance as a fundamental mathematical and statistical tool in this work.
A.1 Basic Definitions




p(x)dx = 1. (A.1)










(x− 〈x〉)2p(x)dx = 〈x2〉 − 〈x〉2. (A.3)



















Given the previous definition of the cumulant, it is easy to show that:
σ2 = m2 −m21 = c2. (A.7)
It is also straightforward to see that the moments of a distribution can be expressed









The kurtosis of a distribution is defined in terms of its fourth moment as:





An alternative definition of kurtosis is presented in terms of its fourth cumulant and








The kurtosis is a measure of the statistical importance or heaviness of the tails of a
distribution.
The kurtosis of a Gaussian distribution, irrespective of its variance or mean, is
always given by K = 3 (γ2 = 0). Moreover, Gaussian distributions are characterized
by the fact that all of their cumulants of order greater than or equal to 2 are exactly
zero. Distributions with vanishing excess kurtosis (e.g. Gaussian distributions) are
called mesokurtic.
A distribution is leptokurtic if it has a kurtosis K > 3 (γ2 > 0). If the distribution
of a random variable is leptokurtic, then it is relatively peaked (in relation to a normal
distribution), i.e., it has a sharp peak near the mean value. For this distribution, there
is a greater probability of observing large or extreme fluctuations relative to the mean
value compared to normally distributed variables. This fact is reflected in the presence
of heavy tails.
A distribution is platykurtic if it has a kurtosis K < 3 (γ2 < 0). If the distribution
of a random variable is platykurtic, then it is relatively flat-topped (in relation to
a normal distribution), i.e., its peak near the mean value is not sharp. The tails of
this distribution are short with respect to a normal distribution, indicating that the
probability of observing large or extreme fluctuations relative to the mean value is
smaller than it would be for normally distributed random variables.
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A.2 Sums of Random Variables
Let xi, with i = 1, 2, ..., N , be a set of N statistically independent random variables
distributed according to pi(xi) (i.e., not necessarily identically distributed). Let x be





The calculation of the probability distribution p(x,N), associated with random
variable x, involves the consideration of all the possible realizations or combinations
of the xi so that they add up to the same value: x. Thus, to obtain the desired
distribution, a sum must be carried over all the additive possibilities of the xi that
yield the same result x, weighted by their respective probabilities. Since x = x1 +
x2 + ... + xN , then xN = x −
N−1∑
i=1
xi, and the probability that is sought, is obtained








Taking the Fourier transform of Eq. (A.12), we obtain the characteristic function
of the distribution p(x). Recalling that the Fourier transform of a convolution integral
of functions is the algebraic product of the respective Fourier transforms the individual











Therefore, this implies that the cumulants are additive. Let cn(N) be the n−th






If the independent random variables, xi, are identically distributed, pi = p y
c
(i)
n = cn ∀i. Thus:
p̂(z,N) = [p̂(z)]N ⇒ cn = Ncn. (A.16)
In general, the sum of independent and identically distributed random variables
may follow a completely different distribution. A probability distribution is said to
be stable if:
p(x,N)dx = pi(xi)dxi, (A.17)
x = aNxi + bN ,
for some aN and some bN . Therefore, these distributions are characterized by having
forms that are invariant with respect to translations and rescalings on the random
variable x. There is a reduced number of stable and symmetric distributions, e.g.
Gaussian distributions and Lévy distributions.
Specifically, p(x,N) is stable if and only if:
p̂(z) = exp [−a|z|ν ], (A.18)
for 0 < ν ≤ 2. For ν = 2, the Gaussian distribution is recovered, whilst, for ν < 2,
Lévy distributions are recovered.
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A.3 The Central Limit Theorem





xi be the sum of N independent and identically distributed random






















for all finite u1 and u2, where P is the cumulative probability distribution associated
with the variable x.
That is, the sum of independent and identically distributed random variables
follows a Gaussian probability distribution.
Observe that, for finite N , the distribution can have a very different behavior
in its tails from that of the Gaussian prediction. The central limit theorem only
considers the central region of the distribution. The weights of the non-Gaussian
regions decreases in the limit N →∞.
There is yet another version of the theorem for the sum of N independent and
identically distributed random variables, xi, with infinite variance. In this case, in
the limit N →∞, the sum of said variables follows a Lévy distribution (with infinite
variance) (Feller, 1968; Bouchaud and Potters, 2003).
A.4 Stable Lévy Distributions
The Lévy distributions are a family of distributions studied by French mathematician
Paul Pierre Lévy. There are certain stochastic processes, known as Lévy flights, which
give rise to these distributions. Stable Lévy distributions are defined in terms of their
199












for ν 6= 1. For ν = 1, the stable Lévy distributions are defined as follows:
L̂(z) = exp
[




ln |z|] + imz
]
. (A.21)
The parameter β characterizes the symmetry of the distribution. For β = 0, the
Lévy distributions are symmetric. The parameter m provides the location of the peak
of the distribution and the parameter ν is associated with the asymptotic behavior
of the distributions (i.e. their tails). This parameter takes values 0 < ν ≤ 2.
Within the context of finance, especially for the study of return distributions, one
need not consider asymmetric distributions nor distributions centered away from the
origin. Therefore, we shall only consider Lévy distributions with β = 0 y m = 0:
L̂ν(z) = exp [−a|z|ν ], (A.22)
as mentioned in Eq. (A.18).
In general, symmetric Lévy distributions do not have analytical representations.













for |x| → ∞ and Aν ∝ a.
200
This result can be formally verified by writing Lν(x) as the Fourier antitransform
of (A.22) and expanding the expression into a power series, keeping only the terms
that contribute significantly when |x| → ∞. Lévy distributions, therefore, have
asymptotic behaviors of power laws or Pareto laws and they show scale invariance.
However, for ν < 2, the variances of power law distributions are infinite and all higher
order moments diverge as well, including the kurtosis A.7. Moreover, for ν < 1, not
even the mean value of the stable distribution is finite. Only for ν = 2 (Gaussian
case) are all moments of the distribution finite.
Stable Lévy distributions have the property of self-similarity. That is, the distri-
bution of the sum of N independent and identically distributed variables, drawn from




be the sum of N identically distributed and independent random variables, xi, drawn
from the same Lévy distribution, Lν(x). The charactertistic function of the latter is
thus:
L̂ν(N, z) = [L̂ν(z)]
N = exp [−Na|z|ν ]. (A.25)







If we introduce a transformation for the rescaling of x and z:
x′ = xN−1/ν , z′ = zN1/ν , (A.27)










A.5 Truncated Lévy Distributions
Lévy distributions are frequently used in the context of finance for the purpose of
studying return distributions, but they have certain disadvantages. Even though they
are leptokurtic and reflect the fact that extreme fluctuations are relatiively frequent
in financial time series (relative to Gaussian distributions), they tend to overestimate
said extreme fluctuations (Voit, 2005; Bouchaud and Potters, 2003; Mantegna and
Stanley, 2000).
In order to deal with this issue, truncated Lévy distributions have asymptotic
power law behavior, but the exponents ν of the tails escape the stable regime. Also,
these distributions have the advantage of possessing finite variances. This is desire-
able, since financial time series exhibit a finite variance necessarily, due to the fact
that they contain a finite amount of data. Therefore, they cannot produce histograms
of infinite variance.








It reduces to a stable Lévy distribution for α → 0, and if ν = 2 in addition, then it
tends to a Gaussian.





Thus, the variance is infinite when α→ 0 and it is equal to 2a when ν = 2.
The kurtosis of these distributions are given by:
κ =




The kurtosis becomes infinite when α→ 0 and it is equal to 0 when ν = 2.
Therefore, for finite values of α, the variance and all the moments are finite.
In consequence, if one considers the sum of independent and indetically distributed
random variables drawn from truncated Lévy distributions, the ensuing sum will be
a normally distributed variable, according to the Central Limit Theorem.
An alternative way of defining the truncated Lévy distributions is directly in terms
of Lévy stable distributions:
Tν(x) = Lν(x)H(α
−1 − |x|), (A.32)
where H is the Heaviside step function, Lν(x) is a stable Lévy distribution and α−1
is the truncation point.
A.6 Student’s t Distributions
Student’s t distribution, like the truncated Lévy distribution, is another function that
has asymptotic power law behavior and has moments that, in general, do not diverge.







where Γ(x) if the Gamma function and the parameter ν is consistent with the one
previously defined for Lévy distributions. However, Student’s t distributions do not
have restrictions for ν > 0.





Therefore, it has the same asymptotic behavior as a stable Lévy distribution. When
ν = 1, (A.34) it becomes the Cauchy-Lorentz distribution. And in the limit ν →∞,
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it converges to a Gaussian.
The even moments of the distribution are, for ν > 2n (Bouchaud and Potters,
2003):




For ν < 2, the distribution of a sum of independent and identically distributed
random variables drawn from a Student’s t distribution converges to a stable Lévy
distribution of the same index, according to the central limit theorem. For ν > 2,
the distribution of a sum of independent and identically distributed random variables
drawn from a Student’s t distribution converges to a Gaussian.
A.7 Scale-Free Distributions
Pareto distributions, Zipf laws, scale-free distributions or power laws are defined as
(Newman, 2005):
p(x) = Cx−α, (A.36)
where C is the normalization constant of the distribution.
For the distribution to be normalizable, there must be a minimum value, xmin,





p(x)dx⇒ C = (α− 1)xα−1min . (A.37)
Therefore, power law distributions can only exist for α > 1, since they would not be
normalizable otherwise.









Then, the power law distribution has an infinite mean value for α ≤ 2. For α ≥ 2:
〈x〉 = α− 1
α− 2
xmin. (A.39)
The second moment of the distribution is given by:







which diverges for α ≤ 3. For α > 3:




In general, the n−th moment of the distribution does not exist for n < α− 1 and
all higher order moments diverge. The ones that do not diverge are given by:






The Hyperscaling Relation and the Effective
Dimension of Critical Systems
B.1 The Hyperscaling Relation
In this section, we present a sketch of the derivation of the hyperscaling relation, using
real-space renormalization group intuitions and appealing to the scaling hypothesis.
This is done for a spin system on a regular lattice, for which a Hamiltonian can be
defined, in terms of which a partition function can be calculated, thereby yielding the
Helmholtz free energy of the system. The argument assumes that a coarse-graining
block-spin procedure can be implemented to rescale the system.
The purpose of this section is to illustrate that the hyperscaling relation, which
cannot be derived within the scaling hypothesis, follows from Kadanoff’s and Wilson’s
renormalization group approach. For a more thorough and rigurous treatment based
on the renormalization group approach, see (Cardy, 1996; Pathria and Beale, 2011;
Huang, 1987).
Consider a system of N spins {σi} on a regular d−dimensional lattice at an inverse
temperature β. The state of the i−th spin is represented by σi ∈ {s1, s2, ..., sM} and
the Hamiltonian of the system is HN{σi}. We shall group sets of adjacent spins into
block-spins, following a coarse-graining procedure, rescaling the system by a scale
factor of l. Fig. B·1 illustrates such a block-spin transformation.
After coarse-graining into block-spins {σ′i}, a system of N ′ = l−dN block-spins
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Figure B·1: Illustration of a block-spin transformation with a scale
factor of l = 2 in a lattice with d = 2 dimensions. Initially, the system
has a total of N = 36 spins. Placing adjacent spins into square blocks
of 4 spins, the coarse-graining procedure yields an effective system with
N ′ = 9 block-spins after re-scaling.
obtains. The state of the i-th spin is represented by σ′i ∈ {s1, s2, ..., sM}. The states
of the block-spins are assigned according to a transformation rule based on majority
vote, for example. If the transformation is defined in a reasonable way, hopefully
the interactions between block-spins can be represented via a similar Hamiltonian
HN ′{σ′i}. With this coarse-graining prescription, spatial distances are re-scaled by a
factor of x’ = l−1x.
The partition function of the system prior to the transformation is given by Z =∑
{σi} exp [−βHN{σi}]. After the transformation, the partition function of the block-
spin system is given by Z =
∑
{σ′i}
exp [−βHN ′{σ′i}] and, if the transformation is
reasonable, the critical behavior of the transformed system will hopefully resemble
that of the original.
With this assumption in mind, it would be reasonable to expect that the singular
part of the Helmholtz free energy, F s, that dominates near the critical point is essen-
tially the same before and after coarse-graining. Let (t, h) and (t′, h′) represent the
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reduced temperatures and external magnetic fields of the system before and after the
transformation, resp., where t ≡ (T − Tc)/Tc. Then: F s(t, h) = F s(t′, h′).
Re-writing this equation in terms of the singular part of the free energy per spin
f s = F s/N , we have:
Nf s(t, h) = N ′f s(t′, h′), (B.1)
and bearing in mind that N ′ = l−dN , then:
f s(t, h) = l−df s(t′, h′). (B.2)
Near the critical point, t, t′, h, h′  1. Assuming a linear relation between t and
t′, we have t′ = lytt; similarly for the fields h′ = lyhh, where yt, yh are numbers that
define the proportionality constants.
Therefore:
f s(t, h) = l−df s(lytt, lyhh). (B.3)
We claim that the free energy per spin is insensitive to the scale transformation
and seek to have Eq. (B.3) reflect such invariance on l. This is accomplished by









where ∆ ≡ yt/yh, and by asserting:
f s(t′, h′) = |t′|d/yt f̃(h′/|t′|∆). (B.5)
It then follows from Eqs. (B.3), (B.4) and (B.5) that:
f s(t, h) = |t|d/yt f̃(h/|t|∆). (B.6)
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Now, recalling the Kadanoff’s scaling hypothesis:
f s(t, h) = |t|2−αf̂(Gh/|t|∆), (B.7)
we can identify Eqs. (B.6) and (B.7) and we conclude that:
2− α = d
yt
. (B.8)
Moreover, using the scaling hypothesis we see that the magnetization per spin
scales as:






∼ −|t|2−α−∆f̂ ′(Gh/|t|∆), (B.9)
and, since m(t, 0) ∼ |t|β, we can make the proper identification and conclude:
β = 2− α−∆. (B.10)
Again, using the scaling hypothesis, we find that the magnetic susceptibility goes
as:






∼ −|t|2−α−2∆f̂ ′′(Gh/|t|∆), (B.11)
and, since χ(t, 0) ∼ |t|−γ, we can make the proper identification and conclude:
γ = −(α + 2∆− 2). (B.12)
Due to the coarse-graining transformation, the correlation length ξ of the system









= l−νyt . (B.13)
So comparing ξ′ = l−νytξ and ξ′ = l−1ξ, we identify 1 = νyt, and recalling Eq. (B.8)
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we obtain the hyperscaling relation:
dν = 2− α. (B.14)
Moreover, using the scaling relations (B.10) and (B.12) with (B.14), we obtain:
dν = 2β + γ. (B.15)
B.2 Unitary Effective Dimension of Critical Systems Under
Volumetric Scaling of the Correlation Length
In this section, we provide an argument that shows that the assumption that the
correlation length scales as ξ ∼ N implies that the effective dimension of the network
is Deff = 1.
This argument is built on the generalization of finite-size scaling known as q−Finite-
Size Scaling (q-FSS), which attempts to generalize the hyperscaling relation above
the upper critical dimension, dc, where the critical exponents would take on their
Landau values from mean field theory (Berche et al., 2012).
Within this framework of q−FSS, a new critical exponent, Ϙ, is introduced and
it is assumed, quite generally, that the correlation length of the system scales not
linearly or volumetrically with system size, but rather as some power of the linear
dimension of the system:
ξ ∼ LϘ, (B.16)
the exponent being Ϙ = 1 for Deff ≤ dc and Ϙ = Deff/dc for Deff > dc, where
Deff is the effective dimension of the network. Under this prescription, the standard
hyperscaling relation 2β/ν + γ/ν = Deff , valid only for Deff < dc, is generalized to:
2β/ν + γ/ν = Deff/Ϙ. (B.17)
210
If the number of nodes in the network scales with the effective linear size of the
network according to N ∼ LDeff , then L ∼ N1/Deff . Therefore:
ξ ∼ LϘ ∼ NϘ/Deff . (B.18)
Now let us make the assumption that ξ ∼ N and work out the consequences of
making such an statement: ξ ∼ NϘ/Deff ∼ N implies, therefore, that 1 = Ϙ/Deff ,
yielding Ϙ = Deff .
There are two mutually exclusive possibilities: either Deff ≤ dc or Deff > dc.
a) If Deff ≤ dc, then Ϙ= 1. Since Ϙ = Deff , we conclude Deff = 1.
b) If Deff > dc, then Ϙ= Deff/dc. Since Ϙ = Deff , we conclude that dc = 1. But
the conclusion that the upper critical dimension dc = 1 is invalid.
Therefore, the assumption that ξ ∼ N will only hold in case a), yielding Deff = 1.
So we see that the assumption ξ ∼ N necessarily implies Deff = 1.
Therefore, assuming volumetric scaling for the correlation length yields an unrea-
sonable result, which further suggests that volumetric scaling is not useful for the
estimation of the effective dimension of critical systems.
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