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WEAK CONVERGENCE RESULTS FOR THE KAKUTANI 
INTERVAL SPLITTING PROCEDURE 
BY RONALD PYKE AND WILLEM R . VAN ZWET 
University of Washington and University of Leiden 
This paper obtains the weak convergence of the empirical processes 
of both the division points and the spacings that result from the Kakutani 
interval splitting model. In both cases, the limit processes are Gaussian. 
For the division points themselves, the empirical processes converge to a 
Brownian bridge as they do for the usual uniform splitting model, but with 
the striking difference that its standard deviations are about one-half as 
large. This result gives a clear measure of the degree of greater uniformity 
produced by the Kakutani model. The limit of the empirical process of the 
normalized spacings is more complex, but its covariance function is explicitly 
determined. The method of attack for both problems is to obtain first the 
analogous results for more tractable continuous parameter processes that 
are related through random time changes. A key tool in their analysis is 
an approximate Poissonian characterization that obtains for cumulants of a 
family of random variables that satisfy a specific functional equation central 
to the K -model. 
1. Introduction. We are interested in comparisons between two probability 
models for the random subdivision of the unit interval. The first is the usual model 
in which the division points are independent Unif(O, 1) random variables (r.v.'s). 
We refer to this as the U -model. The second model will be referred to as the 
K-model (for Kakutani) in which the first division point, X1, is a Unif(O, 1) r.v., 
and then thereafter the nth division point, Xn, conditionally given the preceding 
n - 1 points {X 1, ... , Xn- d, is uniformly distributed over the largest subinterval 
formed by 0,1,Xt,X2, ... ,Xn-l· The K-model was suggested by Kakutani 
(1975) who conjectured that the empirical distribution function (d.f.) of the first 
n subdivision points converges to the uniform d.f. on [0, 1], just as is well known 
to be the case for the U -model. This Glivenko-Cantelli result for the K -model was 
shown to be true by van Zwet (1978). 
The K -method of interval splitting, however, should by its very nature result in 
"more uniform" spacings than those of the U -method. This is intuitively clear since 
in the K -model the largest spacing is always the one that is being split, whereas in 
the U -model, the largest spacing may remain untouched for several iterations while 
at the same time the smaller intervals are consequently being divided into even 
smaller ones. This difference between the two models was clarified in Pyke (1980) 
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where it was shown that for the K -model the empirical d.f. of the normalized 
spacings converges uniformly with probability one to the uniform d.f. on [0, 2]. 
This is in sharp contrast to the U -model where the limit is an exponential d.f. 
over (0, oo); a result of Blum [cf. the footnote in Weiss (1955)]. 
The purpose of this paper is to study the weak convergence under the Kakutani 
model of the empirical processes for both the division points and their spacings. 
The results and their proofs clarify further the differences between the U- and the 
K -model. The differences are rather striking. In particular, the difference between 
the two interval-splitting models is summarized by the fact that although the 
empirical processes for the division points converge in law to Brownian bridges 
under both the U- and K -models, the standard deviations in the latter case are 
approximately half what they are for the former; see Theorem 4.1. 
To be more precise we introduce the following notation. Let {Xn: n :::: 1} be 
the sequence of r.v.'s with values in (0, 1) that represent the successive division 
points of the unit interval. Let Xn1 ::=: Xn2 ::=: · · · ::=: Xnn be the ordered values of 
{X1, . .. , Xn}. Define the spacings 
(1.1) Dni = Xni- Xn,i-1, 1 ::=: i ::=: n + 1 with Xno = 0, Xn,n+1 = 1, 
and let D~i := (n + 1)Dni, 1 ::::: i ::::: n + 1, denote the normalized spacings. 
Since under the K -model, the maximum normalized spacing converges a.s. to 2 
[see (1.12)], it is expedient to introduce the relative spacings, {Dni/ Mn; 1 ::=: i ::=: 
n + 1} in which Mn := max{Dnt, ... , Dnn+l }. 
Let Fn, Gn and G~ denote, respectively, the empirical d.f.'s of the division 
points {X 1, ... , Xn}, the spacings { Dn 1, ... , Dn ,n+ d and the normalized spacings 
{D~1 , ... , D~.n+d· Let F be the Unif(O, 1) d.f., G be the Unif(O, 2) d.f., and H be 
the exponential d.f. with mean 1. Then the Glivenko-Cantelli results reviewed 
above can be stated as follows, where II · II is the supremum norm in ffi.1: with 
probability 1 under the U -model, 
(1.2) IIFn- Fll-+ 0 and IIG~- Hll--+ 0 
whereas under the K -model 
(1.3) IIFn- Fll-+ 0 and IIG~- Gil-+ 0. 
Thus no differentiation between the two models shows up at this level for the 
division points, though it does for the spacings. However, Theorem 4.1 shows 
dramatically that differences are in fact present for the division points in the orders 
ofn112 11Fn- Fll. 
Before introducing the notation for the processes to be studied, we recall that 
the key method of proofs for results under the K -model involves a random time 
change from the discrete index n E z+ to the continuous parameter S > 0 defined 
by 
(1.4) Ns = min{n E z+: Mn ::S s}, s > 0, 
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where Mo = 1. Interpret min 0 = +oo. Note that Ns = 0 when s ::::_ 1. Thus 
Ns denotes the smallest sample size n for which no spacing exceeds s. The 
method relies essentially upon a stochastic recursion relationship [(1.9) or (1.10)] 
that holds in the continuously indexed case. Results are first proved for this case 
and then an argument is provided to show that the results desired for the original 
quantities (indexed by n) follow as corollaries. 
In terms of the parameter s, the analogous functions to those introduced above 
are 
F(x, s) = FN, (x), 
Ns(x) = NsF(x, s) = #{j: Xj ::S x, 1 ::S j ::S Ns }, 
(1.5) 
G(x,s) = GN5 (X), 
K(x, s) = (Ns + l)G(x, s) = #{J: DNd:::; x, 1:::; j:::; Ns + 1 }. 
The following results from van Zwet (1978) and Pyke (1980) are used 
extensively throughout the paper: 
(1.6) {2/t-1, /-L(t) := ENr = O, for 0 < t < 1, fort ::::_ 1, 
(1.7) v(t) := var Nr =eft for 0 < t:::; 1/2, 
{ 
2x / s 2 , if 0 < x :::; s < 1, 
(1.8) f-L(x,s):=EK(x,s)= 2js, if0<s<x:::;1, 
s(x-1), ifs::::_1, 
where s(u) = 0 or 1 according as u < 0 or u ::::_ 0. The constant c = v(1j2)j2 
in (1.7) is evaluated in Lemma 3.2. A key result in this paper is Theorem 2.2 that 
shows in particular that all of the remaining cumulants of Nt are also proportional 
to t-1 in intervals of the form (0, 1/ k) . Central to the study of these and all 
other results about the continuous parameter version of the Kakutani method are 
the recursive representations that come directly from the iterative nature of the 
Kakutani procedure. In particular, one may check that Nt satisfies the relationship 
(1.9) L * 1 Nt = Nt; u + Nt / (1-U) + ' 0 < t < 1, 
where N and N* are independent identically distributed processes and U is a 
Unif(O, 1) r.v. independent of Nand N* . More generally, one can show that 
(1.10) K X t -K - - K -- --L (X t) *( X t ) (,)- u'u + 1-u ' 1-u' 0 < t < 1, 
where again K L K* and K, K* and U are independent. Of course, U represents 
the first (uniform) partition point of the unit interval. Since K (1, t) = K (t, t) = 
Nt + 1, (1.9) is seen to be a special case of (1.10). 
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Throughout the paper we also need the following limit results from van Zwet 
(1978) and Pyke (1980) which are contained in their proofs of the Glivenko-
Cantelli results of (1.3): 
(1.11) sNs -+ 2 a.s. as s -+ 0; 
nMn-+ 2 a.s. as n -+ oo (1.12) 
where Mn =max{Dni: 1 ~ i ~n +I}; 
(1.13) s-1 MNs -+ 1 a.s. ass-+ 0 [from (1.11) and (1.12)]; 
(1.14) s K (y s, s) -+ 2 y uniformly for 0 ~ y ~ 1, a.s. ass-+ 0. 
The purpose of this paper is to study under the K -model the weak convergence 
of the empirical processes associated with the division points and the spacings. We 
denote these processes of interest as follows: 
(i) empirical processes of the division points: for 0 ~ x ~ 1, 
(1.15) 
parameter n ~ 1, 
parameters> 0, 
Un(X) = n 112{Fn(X)- x}, 
U(x, s) = (s/2)112{N5 (x)- xNs }; 
(ii) empirical processes of the normalized spacings: for 0 ~ y ~ 1, 
parameter n ~ 1, Vn*(y) = n 1 12{G~(2y)- y}, 
V*(y, s) = (s/2)112{ K(Ns2: 1, s)- y(Ns + 1) }; 
(iii) empirical processes of the relative spacings: for 0 ~ y ~ 1, 
(1.16) 
parameters > 0, 
parameter n ~ 1, 
(1.17) 
parameters> 0, 
Vn(Y) = Jn+1 {Gn(Mny)- y}, 
V(y, s) = (2/s)1 /2{ K(ys, s) - Y} · 
Ns + 1 
For convenience, we will refer to processes indexed by continuous parameters 
as stopped processes, referring thereby to the random stopping times Ns involved 
in their definitions. 
Central to the study of these processes is the related stopped process defined by 
(1.18) W(y , s) = (2/s) 112{ ~K(ys , s)- y }• 0 ~ y < 00, s > 0, 
since as we now show, V and V* are expressible in terms of W and W is simpler 
to study. Observe that in view of (1.8), W ( · , s) is a centered process only for 
0 ~ y ~ 1 and s < 1. Since Ns + 1 = K(s , s), 
W(l, s) = (2/s)112{ ~(Ns + 1)- 1} 
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V*(y, s) = W(y8s , s)- W(l, s)(8s + l)y 
V(y, s) = (2/s)l /2{ K(ys, s)- y} 
Ns + 1 
(2/s)l /2 
= {K(ys , s)- y(Ns + 1)} 
Ns+ 1 
= 8,(2/s)1' 2 { ~K(ys , s)- y- ~Y( K(s, s)-D J 
= Os { W (y, S) - y W (1, S)} 
for 0 < s .:::; 1. Since 8s -+ 1 a.s., by (1.11), the limiting behaviors of V*(·, s) 
over 0 < y < 1 and V (·, s) over 0 < y .:::; 1 will follow from that of W(·, s) 
in D[O, 1]. Notice that although V* may appear to be a type of"tied-down" version 
of W, it is not actually zero at y = 1, as is V. Moreover, the support interval of 
significance for V* ( ·, s) is random, namely, [0, 8s]. This is a result of the fact that 
the normalized maximum spacing has a finite limit; see (1.12). Since the limiting 
distribution of the maximum spacing may be obtained separately [see (6.6) and the 
discussion following] it suffices to place our emphasis here upon the processes of 
the relative spacings, namely, Vn and V ( ·, s), which we do in Section 6. 
The limiting behaviors ofthe empirical processes Un and Vn* under the U -model 
are well known. Essentially due to Donsker [(1952); cf. Billingsley (1968)] is the 
fact that Un -+ L U, where U is the standard Brownian bridge with representation 
U(t) = Bo(t) := B(t)- tB(l), 0.:::; t.:::; 1, in which B is the standard Brownian 
motion with B(O) = 0 and var B(l) = 1. For the spacings' empirical process, 
weak convergence was obtained in Pyke [(1965), Theorem 6.4]. Here the definition 
must be modified to Vn*(y) = n 1 12{G~(H- 1 (y))- y} to keep the process on [0, 1] 
since by (1.2) and (1.3) the a.s. limit for G~ is the exponential H rather than 
the uniform G over (0, 2). Hence H-1 (y) = -ln(l - y). [In (1.16) observe that 
c-1(y) = 2y.] With this notational change, the U-model's weak convergence 
result for the spacings' empirical process is that v; -+ L V* where V* is a mean 
zero, Gaussian process with 
Cov{V*(x), V*(y)} = x(l- y)- m(x)m(y), 
where m(y) = -(1- y) ln(l- y). 
NOTE. Although the functions introduced above are point indexed, we will 
use the same symbol to represent their corresponding set-indexed functions 
whenever they are well defined. For example, since K (-, s) is non decreasing, 
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it determines a Lebesgue-Stieltjes measure which we will write as K ( B, s). In 
particular, (1.8) implies 
(1.21) 2 EK(sJ,s)=-111 
s 
for any Borel subset J of [0, 1] and s < 1. Here, I J I denotes the Lebesgue measure 
of J. 
The outline of the paper is as follows. The key result about the eventual simple 
form of the cumulants is proved in Section 2. The weak convergence of the 
empirical processes for the division points and for the normalized spacings are 
obtained, respectively, in Sections 4 and 6. The corresponding preliminary results 
for the convergence of the stopped processes are given, respectively, in Sections 
3 and 5. Finally, in Section 7, the covariance function for the limiting Gaussian 
processes in the spacings case is derived, thereby characterizing those processes 
completely. 
2. Cumulants of functions of the stopped process. As mentioned above, 
there is a fundamental recursive structure present in the Kakutani interval-splitting 
procedure that is central to its study. Recall that N5 is the number of partition 
points that are necessary to get al1 spacings ::: s. The first splitting point, X 1, 
is a Unif(O, 1) r. v. For simplicity, write U = X 1· After the first split, there are 
two intervals, (0, U) and ( U, 1) of lengths U and 1 - U, respectively. Once 
U is observed, the procedure is equivalent to watching two independent Kakutani 
procedures taking place on these two intervals until both of them result in spacings 
smaller than s. Moreover, the number of division points needed to partition an 
interval of length U according to the K -model until no subinterval exceeds s has 
the same distribution as the number of points needed to divide (0, 1) so that no 
subinterval exceeds s j U. From this, the representations (1.9) and (1.10) follow. 
These relations are really of the same type. For if one sets x = yt in (1.10), then 
for fixed y, the resulting recursion for K is of the same form as that which (1. 9) 
gives for Nt + 1. To emphasize this general nature, let {D(t): t > 0} be a real-
valued process satisfying 
(2.1) D(t) L D(t/U) + D*(t/(1- U)) for 0 < t < 1 
where D = L D*, U is Unif(O, 1) and D, D* and U are independent. 
LEMMA 2.1. If D satisfies (2.1) and, for a positive integer m, EID(t)lm is 
boundedfor t 2: 1, then for every to> 0, EID(t)lm is boundedfor t 2: to. 
PROOF. Fix a positive integer r and choose t E [2-r, 2-r+1 ). Define inde-
pendent Do, D1, ... and U1, U2, ... with Di =L D and Vi =L U for all i. Let 
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Vi = Ui v (1- Ui), Wi = Ui 1\ (1- Ui) and 
Vt =min In : fr vi ::::: t2r-l). 
t=l 
By iterating (2.1) until the arguments of the Di are all :::: 2-r+l we find 
D(t) L Do(tjW1)+DI(t/VI) 
L 
= Do(t/WJ) + :ll.{v1=l)Dl(t/VI) 
+ :ll.{v, >lJ[ D1 (t/(VJ W2)) + D2(tj(V1 V2))] 
L · · · L v'tl Dk (t I (( TI vi) Wk+l)) + Dv1 (t I fr vi). 
k=O t=l t=l 
Conditioning first on {U1, U2 , .. . } (and hence on v1), Minkowski's inequality 
implies 
EID(t)lm :S E(vt + l)m sup{ EID(s)lm: s :=:::: 2-r+l }. 
Now Markov's inequality yields 
n 




E(v1 + l)m = L nm P(v1 = n- 1) :S 2 L nm(3/4)n-l =Am < 00. 
n=2 n=2 
Because Am > 1, this yields 
sup{ E I D(t) lm : t :=:::: 2- r} :S Am sup{ E I D(t) lm: t :=:::: 2- r+L} 
:SA~ sup{ EID(t)lm : t:::: 1} 
by recursion over r, which gives the desired result. 0 
We now establish that the structure of D that is implicit in the representa-
tion (2.1) forces the process D to have a pseudo-Poissonian nature (in terms of 
cumulants) as is made precise in the following theorem. Here and throughout, we 
denote the mth cumulant and the mth central moment of a r.v. Z by Km(Z) and 
fJ-m(Z), respectively. 
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THEOREM 2.2. Suppose that D satisfies (2.1) and that, form= 1, 2, ... , 
EID(t)im is bounded fort::::_ 1. There then exist constants q, cz, ... such that 
(2.2) ED(t) =.:..!. 
t 
forO< t < 1, 
and form::::_ 2, 
(2.3) Cm Km(D(t)) =-
t 
for 0 < t .:=: 11m. 
It follows that CJ = limrtl E D(t) and Cm = m- 1 Km(D(11m)). 
PROOF. We write Km(t) = Km(D(t)) and J.L(t) = KJ(t) = ED(t). For 
0 < t < 1, (2.1) implies that 
J.L ( t) = { 1 { J.L C t I u) + J.L (tIC 1 - u)) } d u = 2 f 1 J.L (t 1 u) d u = 2t 1 oo fL c;) d y. lo lo r y 
By Lemma 2.1, sup{J.L(Y): y ::::_ t} is bounded fort > 0, so that fL is first of all 
continuous on (0, 1), and therefore also differentiable on (0, 1) with 
( J.L(l))' = J.L 1(t)- J.L(l) = -2J.L(t) 
t t t2 t2 . 
Hence J.L(t) + tJ.L1(t) = 0 on (0, 1) and (2.2) follows. 
Define 
oo (iw)i 
'tjl(t , w) = log(E exp{iwD(t)l) = L KJ(t)-.1-. 
)=I J. 
The right-hand side is an asymptotic expansion in the sense that if we truncate the 
sum after r terms, the remainder is O(lw lr+l) as w--+ 0, uniformly fort::::_ to> 0. 
Of course (2.1) implies 
exp{'tjl(t, w)} = fo 1 exp{'tf!Ctlu, w) + 'tf!(tl(l- u), w)} du 
(2.4) {l/2 
=2 Jo exp{'tf!(tlu,w)+'tf!(tl(l-u),w)}du. 
Fix m ::::_ 2, t E (0, 11m], and assume that KJ(t) = c11t fort< 1lj and j = 
1, 2, ... , m- 1. To prove (2.3) we shall show that this implies that Km(t) = cmlt 
fort.:=: 1Im. Define n = [ml2] and note that: 
(i) if u E (nt, 112), then t1(1- u) < tlu < 11n, so that KJ(tlu) = c1ult and 
Kj(tl(1- u)) = Cj(1- u)lt for j = 1, 2, ... , n; 
(ii) if u E ((k - 1)t, kt) for some k = 1, ... , n, then tlu < 1l(k - 1) 
and tl(l - u) < 11(m- k), so that KJ(tlu) = CJult for j = 1, .. . , k- 1 and 
KJ(tl(1- u)) = c1(1- u)lt for j = 1, ... , m- k. 
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Multiplying (2.4) by 
l m-1 (iw)j l l m-1 (iw)j l exp - L Kj(t)-.-,- =exp -t-1 L Cj-.-,-
j=1 J. j=1 ]. 
we find l 00 (iw)j l exp ~ Kj(t)-.!-
J=m ] 
11/2 l 00 ( (t) ( t ))(iw)j 1 m-1 (iw)jl =2 exp L Kj - +Kj ---=- -.-1--- L Cj-.-1- du 
nt j=n+l U 1 U ]. t j=n+l ]. 
n 1kt ~m-k( ( t) u) (iw)j + 2 L exp L K j - - c j- -.1-
k=l (k-1)t j=k u t J. 
m-1 ( ( ) ( ) (' )1. t t c · zw 
+ L Kj - +Kj ---=-)- _}_ -.,-
j=m-k+1 U 1 U t ]. 
+ j~ (Kjm +Kjc ~ J) (i;?j }du 
Now we expand both sides in powers of (i w) and equate the coefficients of 
(iw)m lm!. Note that in the first integral only terms containing Km contribute to 
this coefficient and that 
fkt f(tlu)du = t fk f(11y)dy = Ct 
J(k-l)t lk-l 
where C = C(k, f) is constant in t. Hence we find after some reflection that 
Km(t) = fo\Km(tlu) + Km(tl(1- u) )) du + Ct = 2 fo 1 Km(tlu) du + Ct 
for 0 < t .::; 1 I m. 
By Lemma 2.1, Km(Y) is bounded on (t, oo), so that Km is continuous on (0, 11m) 
and differentiable on (0, 1 I m) with 
( Km(t))' = K:n(t) _ Km(t) = _ 2 Km(t) 
t t t2 t2 . 
It follows that Km(t) + tK:n(t) = 0 on (0, 1Im) and so Km(t) =emit fortE 
(0, 1Im]. D 
In view of (1.9) and (1.10), two special examples of D-processes to which this 
theorem applies are Nr + 1 and K (at, t) . Since these examples are central in what 
follows, we summarize their structure as follows . 
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COROLLARY 2.3. Form= 2, 3, ... and 0 < t s 1/m, the cumulants of N1 
and K (at, t) for 0 <as 1 are given by 
(2.5) 
1 
with Cm = -Km(Nt;m), 
m 
1 
Km(K(at, t)) = Cm ,a/t with Cm ,a = m Km(K(ajm, 1/m)) 
and E(N1) = J-i(t) = 2/t- 1, E(K(at, t)) = 2ajt for 0 < t < 1. 
In particular, this corollary shows that the variance of N1 is c j t if 0 < t s 1/2 
(with c = c2), as given previously in (1.7), and the fourth central moment is 
(2.6) J-i4(t) := E[N1 - /-i(t)]4 = c4jt + 3c2 jt2 if 0 < t s 1/4. 
The latter is needed several times in what follows . 
The main result above generalizes straightforwardly to the case of vector-
valued D(t) = (Dt (t), D2(t), ... , Dr(t)). In this paper, only the bivariate case 
r = 2, is needed (in Sections 5 and 7) so we will restrict our discussion to this 
case for notational convenience. In analogy with the univariate case, multivariate 
cumulants are the coefficients in the multivariate Taylor expansion of the logarithm 
of the joint characteristic function. Thus in particular, if Z =(X, Y) is a r.v. with 
EJXlmlYln < oo for all m , n ::=: 1, the (m, n)th cumulants, Km ,n = Km ,n(X, Y) are 
defined by 
oo oo (iv)m (iw)n 
logEexp(ivX +iwY) = L LKmn----. 
m=On=O m! n! 
m+n2:1 
Clearly, the joint cumulants {Kmn} are determined by the univariate cumulants of 
v X + w Y; for l ::=: 1, 
l 
(2.7) Kt(vX + wY) = L (~ )vmwl- mKm ,l-m· 
m=O 
Now, if we take X= Dt (t), Y = D2(t) and assume that for every v, w, vD1 (t) + 
wD2(t) satisfies the conditions of Theorem 2.2 so that 
q(v, w) 
Kt(t) = Kt(vDl (t) + wD1 (t)) = for 0 < t s 1/ l, 
t 
it follows from the identity in (2.7) that the coefficients Km ,t-mU), now depending 
upon t, must satisfy Km ,t- m(t) = Cm ,t- m!t for 0 < t s 1/l for some constants 
Cm ,l-m. This verifies: 
THEOREM 2.4. Let D(t) = (Dt(t), D2(t)), t > 0, satisfy (2.1), with 
EJDt(t)jm and EID2(t)jm bounded in t ::=: 1 for each m ::=: 1. Then there exist 
constants {cmn} such that 
ClQ 
ED1(t) = -, 
t 
forO< t < 1 
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and form 2: 0, n 2: 0, m + n 2: 2, 
( ) Cm ,n Kmn D(t) = --
t 
1 forO< t :S --. 
m+n 
Note that in the above, Kw(D(t)) = K1 (D1 (t)) = E D1 (t), with a similar identity 
for D2. 
3. Weak convergence of the U ( ·, s) processes. In this section, we prove that 
the stopped empirical process of the division points, U ( ·, s), as defined in ( 1.15), 
converges weakly to a nonstandard Brownian bridge, cr Eo, as s ---+ 0 in which 
the constant cr = (4ln2- 5/ 2) 112 ~ 0.5221003. [It turns out that cr 2 = c/ 2 with 
c defined in (1.7).] In the following section, we show that Un, the ordinary 
empirical process for the partition points, inherits this same limit. Consequently, 
even though the K -model is indistinguishable from the U -model with regard 
to the Glivenko-Cantelli result for division points, when one considers weak 
convergence the two cases are quite different. The K -model results in a limiting 
process that has only about half of the variation as does the limit under the 
U -model. 
Consider the definitions of the empirical processes of partition points given 
in (1.15). With Un = n 112 (Fn - F), the stopped version of the process would 
be UNs· But 
UNs (x) = (Ns) 1/ 2 { N~~x)- x }• 0 :S X :S 1, 0 < S < 1, 
= (N5 )-112 { N 5 (x)- xNs }. 
Since s N5 ---+ 2 a.s. by (1.11 ), this process is asymptotically equivalent to U (x, s). 
But one can expand 
U(x , s) = (s/2) 112{N5 (x) -xNs} 
= (s/2) 1/2{ N5 (x)- 2:}- x(s/2) 1/ 2{ Ns- ~ }· 
Just as for the usual U -model, this representation suggests the study of the non-
tied-down process 
(3.1) Z(x, s) := (s /2) 112 { N5 (x) - 2x js }, O:sx:s1,0 < s < 1, 
in terms of which U(x, s) = Z(x , s) - xZ(l , s). The proof of the following 
theorem is therefore a proof of the convergence of Z(·, s), from which that of 
U (-, s) follows directly. 
THEOREM 3.1. As t---+ 0, U(·, t)---+ L cr Bo(·), where Bois standard Brownian 
bridge and cr 2 = ~ var(N1;2) = 4ln2- 5/2 so that cr = 0.5221003 . 
444
KAKUTANI INTERVAL SPLITTING 391 
PROOF. For 0 < s < 1, introduce the notation 0 = Xso :S Xsl :S · · · :S Xs,Ns :S 
Xs,Ns+l = 1 to represent the Ns division points and write Dsi = DNsi = Xsi -
Xs ,i-1, 1 :S i :S N5 + 1, for the associated spacings. For x E [0, 1], define X 5 (x) = 
Xs ,N5 (x) and X,t(x) = Xs,N5 (x)+l• so that X 5 (x) :S x < X,t(x) are the division 
points that straddle x . Write D5 (x) = X,t(x)- X 5 (x). 
The following representation is key. For any 0 < t < s < 1, 
L N~)( (i) ) * (X- X5 (x)) (3.2) Nt(X) = 8 Nt/Dsi + 1 + Nt / Ds(X) Ds(X) 
where {N.(i)} are independent processes with the same laws as N., N.*O =LN.(-) 
and all of these processes are independent of each other and of N5 ( · ). Thus, 
conditionally given :f:'s = <Y(Dsi : 1 :S i :S Ns + 1) = <Y(X 1, X2, .. . , X NJ, Nt(x) is 
a sum of independent r. v.'s. More to the point is the observation that Nt (-) is 
essentially a partial-sum process, the difference being the N*-term in (3 .2). 
Our approach, suggested by (3.2), is to apply standard weak convergence results 
to this partial-sum process, and then show that the difference term is negligible. 
Actually, there are two partial-sum processes involved. The one suggested by (3 .2) 
has jumps of Ntjbsi + 1 at the times Xsi. [Remember that we will be studying these 
processes conditional on :Fs and with t = t (s) < s going to zero appropriately 
with s .] The more standard time scale for plotting partial-sum processes is to plot 
the ith sum at its variance. We will therefore first use this standard time scale to 
get weak convergence, then show that the difference between the two time scales 
converges uniformly to zero, and finally prove that the contribution due to the extra 
N* term in (3.2) is negligible. 
Write 
(3.3) 
where Ji,(s) =ENs is given in (1.6). Thus St(·; s) is a partial sum process with 
increments (t /2) 112[Ntjbsi - Ji,(t / Dsi)] plotted at Xsi. Let S7 (·; s) be the related 
partial-sum process whose increments are the same but which are plotted at the 
cumulative proportional variances Ti = (<Yf + . ·. + <Y?)/(<Yf + · · · + <YFv +1) with 
<Y? = var Ntjbsi. Before obtaining the limit of this S7(·; s) process it is ~ecessary 
to determine the limiting behavior of the time scale given by { Ti}. For this, we first 
need to complete the evaluation of v(u) = var(Nu). 
From (1.7) and the definition of Nu, it is known that v(u) = 0 if u :=:: 1 and= cju 
for 0 < u :S 1/2 where c = v(1/2)/2. It remains to compute v(u) for 1/2 :S u < 1 
and thereby evaluate c. 
LEMMA 3.2. For 1/2 :S u < 1, the distribution of Nu is given by 
(3.4) P[Nu > k] =l'u E.(ln ~y I j!= zk P[.r>( In D "'k l 
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fork= 0, 1, 2, ... where :P(A.) denotes a Poisson r.v. of mean A.. Moreover, the 
variance of N u is 
(3.5) 1 ( 1 ) 4 v(u)=- 8ln-+2 --+2, 
u u u2 
In particular, c = v(1/2)/2 = 8ln 2- 5. 
1 
-<u<l. 2-
PROOF. For 1/2:::: u < 1, the splitting points X1, X2, ... , XNu never return to 
an interval they have left, so that as in the proof of Lemma 2.1, 
P[N, > k] = PLG V; > u] 
where V1, V2, ... are independent Unif(l/2, 1) r.v.'s. Hence the -ln Vi are 
distributed as independent standard exponential random variables Zi, each 
conditioned on being smaller than ln 2. For 1/2 :::: u < 1, L~=l Zi < ln(1/u) 
implies zi < ln(1/u):::: ln2 fori= 1, ... 'k and 
P[N, > k] = P (~ Z; <In~ ~ max Z; <ln2) 
= 2k P(t zi <ln.!.) 
i=l u 
which proves (3.4). This in tum implies 
oo oo (ln 1 I u) j j 
EN?;= L(2k + 1)P[Nu > k] = U L .1 L(2k + 1)2k 
k=O j=O } . k=O 
00 . (ln 1/u)l . 
=uL ., {(2j-1)21+1 +3} 
j=O j. 
= ~ ( 8ln ~ - 2) + 3. 
Since ENu = 2ju- 1 by (1.6), the expression (3.5) follows by direct calculation. 
D 
To establish the weak convergence of the s; ( ·, s) partial-sum process, it suffices 
[cf. Gihman and Skorokhod (1974), page 411] to show [with Es and Ps denoting 
the conditional quantities, E(-IFs) and P[-IFs], respectively, that 
Ns+l 
(3.6) }~ L Est{ Ntjbsi - t-L(tj Dsi) }2Jl.[tl f21N,jb -J.t(t/D5;)I > s] = O, 
i=) Sl 
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for a suitable choice oft = t (s) < s going to zero with s. By the Cauchy-Schwarz 
and Chebyshev inequalities, the sum in (3.6) is bounded by 
Ns+l 
(3 .7) L t{tL4(t/Dsi)tv(t/Dsi)s - 2 }112 
i=l 
in which /L4(u) = E[Nu - fL(u)]4 and v(u) = var(Nu). By definition and by 
Theorem 2.2, u2 /L4(u) and uv(u) are bounded for all u > 0. Hence the bound 
in (3.7) is 
Ns+l 
(3.8) s- 1 L D;(2 {(t/Dsi) 2tL4(t/Dsi)} 112 {(t/Dsi)v(t/Dsi )} 112 :S Co(MN,) 112 
i=l 
for some constant Co where Mn is the maximum spacing at the nth stage. But 
by (1.13) this bound goes to zero, which establishes (3.6) and hence the desired 
weak convergence result. The limit process must be a mean zero Brownian 
motion and it remains only to determine its variance at x = 1. By the discussion 
following (3.3), 
Ns+l 
(t/2) 112 L {Ntjbsi -tL(t/Dsi)}=S;(l,s). 
i=l 
By (1.7) and (3 .5) the (conditional) variance of this sum, with a 2 = c j2, is equal 
to 
(3.9) 
2 1 " 2 =a +- ~ Dsi{(t/D5i)v(t/Dsi)-2a }. 
2 i : D5;S:2t 
But since uv(u) is bounded for all u > 0 (see Theorem 2.2) and since 2: {Dsi: Dsi :S 
2t} :S 2tK(2t, s), the second term in (3.9) is bounded for some constant C by 
CtK(2t , s) = C(f)sK(:ts,s). By (1.14) this is 0(1) with probability 1 and, 
moreover, is a(1) if t = o(s). This proves that when t 1 s --+ 0, var s;(l, s)--+ a 2 = 
c/2 = v(1/2)/4 = 4ln2- 5/2 by Lemma 3.2. Thus 
(3.10) L s; (-, s)--+ a B(-) 
ass--+ 0 with t = o(s). 
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REMARK. Let us clarify how the unconditional weak convergence follows 
from conditional applications of limit theorems. Our approach is to use two 
parameter values, t < s with t = t(s), and express a process, X 1(-) say, in such 
a way that conditionally given :Fs a limit result holds. For example, if g is any 
bounded continuous real-valued function defined on the range of X1(-), suppose 
E{g(X1(·))i:Fs}-+ Eg(X(·)) a.s. Then by Lebesgue's dominated convergence 
theorem, Eg(X1(·))-+ Eg(X(-)). This example suffices for our purposes, since 
it shows how conditional weak convergence a.s. proves unconditional weak 
convergence; all of our examples are for D[O, 1] processes with limits in C(O, 1). 
We now compare the time scales of S1(-; s) and St(·; s). By (3.3), the 
increments of S1 (·; s) are the same as for St(-; s) but they occur at Xsi rather 
than at ri . The differences between the two time scales are 
j 
X sj- TJ = L{Dsi- v(t/Dsi)/a}} 
i=l 
where a}= a[+··· + a~s +l· Note that ta} /2 is equal to (3.9) and therefore 
to} /2 = a 2 + o(l) a.s. if t = o(s), as was shown following (3.9). 
By means of the same partition used in (3.9), 
(3.11) :s (ta}) -
11ita}- 2a2 1 + 2a2 L Dsi 
Dsi:"::.t 
:S o(l) + Co2tK(2t, s) 
for some constant Co. Thus as before, (1.14) implies that this converges a.s. to zero 
ass-+ 0 provided t = o(s). Since this proves that the difference between the time 
scales converges uniformly to zero with probability 1, it follows from (3.10) and 
the above remark that 
(3 .12) L StC s)-+ a B(-) 
ass-+ 0 with t = o(s). 
It remains to show that the extra N* term in (3.2) and the centering differences 
of the Z ( ·, t) and S1 (-; s) processes are asymptotically negligible. Observe first that 
theN* term is bounded by 
N5 (x) 
(i ) C) 
sup N1(x)- "(Nt/Ds,· + 1) = max {N1;1o. + 1} := Ms 1• L._.; l _< i _< Ns+l 5 1 ' O:::c_x::::_l i=l (3.13) 
448
KAKUTANI INTERVAL SPLITTING 395 
[The difference on the left-hand side is actually nonnegative by (3.2) and 
approaches Ntjbs, i+l + 1 as x /' Xs,i+1·] To show that t 112 Ms,t---+ 0 in probability, 
given :F;., compute 
N, +l 
p [M > st-112] < """ p [N(i) + 1 > st-1/2] s s,t - L....- s t/ Dsi 
i=1 
:S (N5 + l)P[Nt js + 1 > st-112] 
since each Dsi :S s. Thus in particular, each Ntjbsi is stochastically (given :Fs) 
less than Ntis · Suppose tjs :S 1/4. Then by (2.6), Markov's inequality with fourth 
moments gives 
P[Nt js + 1 > st-112] :S !J-4(tjs)j(st- 112 - 2sjt)4 
= {qsjt + 12a4s2 jt2}j(st-112 - 2sjt)4 
so that 
_ 112 c4t + 12a4s 
P5 [Ms ,t > st ] :S s(Ns + 1) (s _ 2sjt1! 2)4 . 
Since s Ns ---+ 2 a.s. by (1.11), this bound converges to zero a.s. provided s = 
o(-J[) . In view of (3.12) we also need t = o(s), so choose t = s312. In this 
case then, this proves that almost surely, t 112 Ms, t ---+ 0 in probability conditionally 
given :F;.. 
Now by (3.1)-(3.3) and (3.13), 
(3.14) 
sup IZ(x, t)- St(x; s)l 
O_:::x _::: 1 
Ns 
:S t 1/ 2 Ms ,t + t 112 L I~J-(l / Dsi) + 1 - 2Dsi/ tl + 2t- 112 MN5 
i=1 
where we have written x = L~~x) Dsi + (x- Xsi) and used lx- Xsil :S D5 (x) 
and so maxi lx - Xsi I :S maxi Dsi = MNs. We have just shown that the first term 
is op(1) a.s. if s = o(-J[). By (1.13) the third term is o(l) under the same proviso. 
By (1.6) the middle term is bounded by 
t 112 L 12D5i/t- 11 :S t 112 K(t, s). 
i : Dsi :'St 
Since t < s < 1, E{t 112K(t,s)} = 2t312s - 2 by (1.8). Thus if t = o(s413) this 
converges to zero and so the middle term on the right-hand side of (3.14) converges 
to zero in probability. We have thus established that if s = s(t) = o(-J{) and 
t = o(s413), as is the case if s = t213 for example, then the left-hand side of 
(3.14) is bounded by the sum of three terms, T1 (t) + T2(t) + T3(t) say, in which 
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T2 and T3 are measurable :Fs and each converge in probability to zero, while with 
probability 1, T1 converges to zero in probability conditional on :Fs . It follows 
that T1 also converges to zero in probability, thus showing that Z(·, t) and Sr(; s) 
converge weakly to the same limiting process when s = t 213 . In view of (3.12) the 
proof of Theorem 3.1 is complete. D 
An important consequence of the above proof is that it gives the limiting 
distribution for Nr. Since Z(1, t) = (t/2)112{Nr- 2ft}, we have the following 
corollary. 
COROLLARY 3.3 . As t---+ 0, (t/2) 112{N1 - 2/t} converges in law to a 
N(O, a 2) random variable, with a= 4ln2- 5/2 as in Theorem 3.1. 
4. Weak convergence of the Un process. As discussed at the start of 
Section 3, the stopped process U ( ·, s) is asymptotically equivalent to U Ns ( · ), the 
regular empirical process of the division points computed at the random sample 
size Ns. We show in this section that the process U n inherits from U ( ·, s) and U Ns 
the same weak convergence. Thus the limiting process for Un, which is Bounder 
the U -model, becomes aBo for the K -model. 
Random sample size central limit theorems were first considered in a general 
setting by Anscombe (1952) who studied the case of sums of independent r.v.'s. 
The weak convergence of uniform empirical processes under random sample size 
was studied in Pyke (1968); see also Csorg6 (1974) and Klaassen and Wellner 
(1992). The situation here is quite different in that we will deduce the convergence 
of the fixed sample size process from that of the random sample size case. 
Of course, one can reverse this formally by defining random times sn so that 
Un = U(·, Sn); simply use Sn = Mn. 
The result to be proved is the following: 
THEOREM 4.1. As n ---+ oo, Un ---+ L aBo, where Bo is standard Brownian 
bridge and a= (4ln2- 5/2) 112 = 0.52210. 
PROOF. The proof essentially is by moments but entails a coupling argument 
in a critical spot. Some technical results are needed that are presented first in a 
series oflemmas. The first three involve the cumulants Km and central moments /Lm 
of differences N s - Nr. 
LEMMA 4.2. 
(4.1) 
Form= 2, 3, ... and 0 < s < t::::; 1/m, 
1 
Km(Ns - Nr) = Km(Ns jtm- Nl ;m)-. 
mt 
PROOF. It is easy to check that D(t) =Nat - Nr for 0 <a < 1 satisfies the 
relationship (2.1). Thus (4.1) follows from Theorem 2.2 with a= sft . D 
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LEMMA 4.3. For every 0 < c < 1 and m = 2, 3, ... , there exists a positive 
number Cm (c) such that 
(4.2) 
(4.3) 
IKm(Ns- Nt )l :':: Cm(c)(~- ~) 
IMm(Ns- Nr)l 
for ct :':: s < t < 1, 
for ct :':: s < t < 1. 
PROOF. First take 1/m :':: t < 1. Let M = K((s, t] , t) := K(t, t)- K(s, t), be 
the number of intervals with length l E (s , t] at the first time when all intervals are 
less than or equal to t. Since [M = 0] = [Ns - N 1 = 0] and Ns - N 1 :=::: 0 a.s., 
P(M > 0) = P(Ns- N 1 ::::: 1) :':: E(Ns- N 1) = 2(1/s- 1/t). 
Now, for l E (s , t] , ljt::::: sjt::::: c and since M :':: 1/s a.s., 
M [1 /s] 
( ") ( ) 
Ns- Nt :':: L Ns}t :':: 1l(M> 0} L N/ 
j=1 j=1 
where the N(j) are independent copies of N which are also independent of M. 
Hence, fork= 1, 2, ... , m and 1/m :':: t < 1, Minkowski's inequality implies 
k (1 1) k k E(N5 -N1) :'::2 -;-[s-ENE 
(m)m m(1 1) ~ (1 1) :'::2--; ENE -;-[ =cm(c) -;-[, 
where Zm(c) is finite since EN'; < oo [see van Zwet (1978)]. For t :=::: 1/m, 
1/s -1/t :':: 1/ct :':: m/c, and this yields (4.2). Insertion of this into (4.1) suffices 
to cover the case of t < 1/ m so that 
for c t :':: s < t < 1. 
But this yields (4.3) for some cm(c) > c:n(c) and the proof is complete. D 
Recall that N1 (x) denotes the number of points among X 1, ... , X Nr which fall 
in (0, x], 0 :':: x :':: 1. Suppose that among the N1(x) points in (0, x], ~ is the 
first point in [ x - t, x] and that we delete all points in ( ~, x] that follow it. Let 
N;1x denote the number of points remaining. Clearly N 1(x) :=::: N:;x and N:;x is 
distributed like N1;x· Note that for fixed x the processes {N:;x :0 < t < x} and 
{ N1 jx : 0 < t < x} also have the same distribution. 
Furthermore, (N1(x)- N;1x ) is stochastically smaller than N1;2- 2. To see this, 
note that among the points X 1, . .. , X N,, the first points ~ and~~ in [x - t , x] and 
(x, x + t], respectively, plus all points in(~,~') form a Kakutani splitting of the 
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interval (x - t, x + t) into intervals of length .::; t, which is half the width of the 
interval. 
Summarizing, we have a process N:;x distributed like Nt;x and such that 
(4.4) Nt(x) = N:;x + R(x, t) 
where, for every x and t, 
st (4.5) 0.::; R(x, t).::; N1 ;2- 2. 
LEMMA 4.4. For every c > 0 and m = 2, 3, ... , there exists a positive number 
Cm(c) such that 
(4.6) I~Lm(Ns(X)- Nt(x))i :S Cm(c){ (~- ~)m/2 + 1} 
for ct .::; s < t < x .::; 1. 
PROOF. In view of (4.4) and (4.3), 
I ~Lm(Ns(X)- Nt(x)) i 
= I ~Lm(N;;x - N:;x + R(x, s)- R(x, t))l 
= f ( 7 )1-ik(R(x, s)- R(x, t) )1-im-k(N;;x- N:;x) 
k=O 
.::; Cm(c ){ (~- ~) m/2 + (~- ~)} + I~Lm(R(x, s)- R(x, t)) l 
m-2 
+ L ( 7) I~Lk(R(x, s)- R(x, t)) icm-k(c) 
k=2 
X {(~-~)(m-k)/2 +(~-~)}· 
Now (4.5) implies that 
I~Lk(R(x, s)- R(x, t))l::: 22k-l{ EIR(x, s)lk + EIR(x, t)lk}::: 2k E(Nt ;2- 2)k 
and since N1; 2 has finite moments of every order, the proof is complete. D 




O_::=:x _::=: l 
an l/2_::=:1r - l-n / 2I.::=:An I/2 
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PROOF. Fix x E (0, 1]. Consider two sequences sn and tn such that 
c max(sn, tn) .:=:: rnin(sn, tn) < max(sn, tn) < x .:=:: 1 and n-8 1 s~- t I-+ oo for some 
positive c and 8. Then ( 4.6) implies that for every m = 1, 2, ... , 
P( INsn(x)- Ntn(x)- EN5 11 (X) + ENt11 (x)l:::: n -814 ~~- ~I) =o(n- am /4 ) 
as n-+ oo. Hence, by choosing m > 418, 
. INsn(x)- Nt11 (X)- ENs11 (X) + ENtn(x)l hm =0 a.s. 
n lxlsn -xltnl 
For s , t < x, (4.4), (4.5) and (1.6) insure that I E(N5 (x)- Nt(x))- 2x Is+ 2x I tl .::::: 
E(N1;2- 2) = 1 and hence 
(4.7) . Nsn (x)- Nt11 (x) hm = 1 
n---+ oo 2x I Sn - 2x I tn 
a.s. 
for every pair of sequences satisfying the above requirements. 
Take sn = 21n and definer;;}= nl2 + k1}n 112 where 
and 1J is a fixed (small) positive number. For each k E 1],, sn = 21n and tn ,k satisfy 
the requirements for (4.7), so 
1. IN2;n(X)-Ntnk (x) I O 1mmax · -x= 
n---+oo kEf!, n - 21 tn,k (4.8) a.s. 
Let Tn be a sequence with an 112 .:=:: I r; 1 - n 121 .:=:: An 112 . Then there exist 
kn, kn + 1 E 1f, such that r; -,L .::::: r; 1 .::::: t;;:k,+1. Now r;;:1,+1 - r;;:k, = 1Jn 112 and 
lt;;:k, - nl21:::: [ai1J]1Jn ll2, so for 1J.::::: al2, 
1. I Nrn (x)- Ntn kn (x) I 1msup , 
n n- 21tn,k11 
(4.9) 
1. INtnkn+l(x)-Ntnkn(x)l 1 < 1msup ' ' --
- n 21tn ,k11+1- 21tn ,k11 [ai1J] 
21] 1. I Ntn k+ 1 (x) - Ntn k (x) I < - 1msupmax · ' 
-a n kEf!, 21tn ,k+1-2ltn ,k 
21]X 21] 
< - < - a.s., 
a a 
since the pair of sequences tn,k and tn ,k+l satisfy the requirements for (4.7). Also 
. I n-21rn I 1 21] (4.10) hmsup - 1 < -- < -. 
n n- 21tn,kn - [a!IJ] - a 
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Combining ( 4.8)-( 4.10) and noting that 17 > 0 may be taken arbitrarily small, we 
find that for fixed x E (0, 1], 
(4.11) lim sup IN2;n(x)-N,n(x) -xi=O a.s. 
n--+oo 1 n - 2/r an1 /2_:sirn- - nJ21.:SAnl/2 n 
Since (N2;n (x)- N,n (x))/(n- 2/rn) is nondecreasing in x and equals 0 for x = 0, 
a standard argument completes the proof. D 
Let n(x) = 2:::7=1 Jl.(O,xJ(Xi) be the number of points among X 1, ... , Xn that fall 
in (0, x ], so that Fn (x) = n~) is the empirical d.f. of X 1, .. . , Xn. 
LEMMA 4.6. As n ---7 00, 
in probability. 
PROOF. We have 
sup n 112IFN2;n(x)- Fn(x) l ---7 0 
O_:sx_:s1 
n1 121FN2;n(x)- Fn(x) l = n1 /2IN2;n -niiN2;n(X) -n(x)- Fn(x) l. 
N2;n N2;n- n 
By (1.3), (1.6), (1.7) and (1.11), it suffices to show that 
(4.12) -1/21N I I N2;n(X)- n(x) I P 0 n 21 n - n sup - x ---7 . 
O_:sx_:s1 N2;n - n 
The definition of Mn following (1.1) implies thatNMn = n , so NMn (x) = n(x) . 
Applying Lemma 4.5 twice, once for general x and once for x = 1 and substituting 
r = Mn, we find that, for every 0 <a <A, 
1. I N2;n(x)- n(x) Ill ( - 1/ 2IM- 1 121) O 1m sup - x [a, A] n n - n = 
n--+ ooo_:sx _:s l N2;n- n 
a.s. 
and since n-112IN2;n- nl is bounded in probability by (1.6) and (1.7), we have, 
for every 0 < a < A, 
_ 112 IN2;n(x)-n(x) I 
n IN2;n- nl sup - x 
O_:sx_:s1 N2;n - n (4.13) 
We have {Mn > t} = {N1 > n} and hence, if n- 2ft+ 1 > 0 and 0 < t < 1, 
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and therefore, for sufficiently large n, 
P(n-112(M;;1 - nj2) <-A) 
= P(M > (n/2- Anl /2) - l) < c(n/2- Anl /2) < _c_ . 
n - (2An 112 + 1)2 - 8A2 
401 
This probability can be made arbitrarily small by taking A large and the same is 
true for P(n- 112(M;; 1 - n/2) > A), so (4.13) can be extended to 
-1 / 2 I N2;n(x)- n(x) I 
n IN2;n-nl sup -x O~x~ l N2;n - n 
(4.15) 
x 1L[a.oo)(n- l/21M;;1 - n/21) ~ 0. 
Finally we consider the set B = {n-1121M;1 - n/21 sa}. Writing s,:;- 1 = 
(n/2 + an 112) and t,:;- 1 = (n/2- an 112) we see that on the set B, Nrn s n s Nsn 
and since Sn < 2/n < tn, we have IN2;n- nl S INsn - Nrnl on B. Hence, by 
Lemma 4.3, we have for sufficiently large n and any 8, s > 0, 
P(n - 1121N2jn- nl sup I N2 jn(X)- n(x) - xi11B::: 8) 
O~x ~l N2;n - n 
< P(n-1121N - N I> 8) < E(Nsn - Nrn)2 (4.16) _ Sn tn - - 82n 
2c2(1/2)an112 + 16a2n a 2 
< <17- < s 
- 82n - 82 - ' 
if we take a sufficiently small. Together (4.15) and (4.16) imply (4.12) and the 
lemma. D 
To complete the proof of Theorem 4.1, it suffices now to take s = 2 j n in U ( ·, s) 
to see that 
{ (n/2) 112 (FN2;n (x)- x); 0 < x < 1} ~aBo 
by Theorem 3.1. It then follows from Lemma 4.6 that the proof is complete. D 
5. Weak convergence of the W(o, t) and V(·, t) processes. We now 
prove that the stopped empirical processes of the relative spacings, V (-, t) , 
converge weakly on [0, 1] to a Gaussian process V 0 as t -+ 0. The proof 
concentrates in fact upon establishing the weak convergence on [0, 1] of the related 
processes W ( ·, s) of which the V -processes are tied-down versions; see ( 1.17), 
( 1.18) and ( 1.20). The proof is based on a representation of W (-, t) as a sum of 
independent processes. As in Section 3, let :Fs = a(Dsi: 1 s i s Ns + 1) be the 
a -field of the partitions at level s . For any 0 < t < s < 1, we may write 
Ns+l 
(5.1) K(x, t) = L K(i)(xj Dsi, tj Dsi) 
i=l 
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where K (i), 1 :=: i :=: Ns + 1, are independent copies of K that are independent also 
of :F;,. From this and the definition of W(·, t) in (1.18), we get the following key 
representation of W (-, t) as a sum of conditionally independent processes, namely, 
for any 0 < t < s < 1, 
Ns+1 
(5.2) W(-, t) = L DI(2w<i)(·, tj Dsi) 
i=1 
in which w<i), 1 :=: i :=: Ns + 1, are independent copies of W that are also 
independent of :Fs. The visual simplicity of this representation is due to the 
definition (1.18) in which the centering for (rj2)K(yr, r) is chosen to bey rather 
than its mean when y > 1 orr ~ 1. Since we are only concerned with the processes 
W(y, t) for 0 :=: y :=: 1, the case of y > 1 plays no role in (5.2), but since tj Dsi 
may exceed 1, the case of r ~ 1 does. When only terms centered at expectations 
are used, the expression (5.2) becomes 
(5.3) 
W(y, t) = L D;(2wU)(y, tj Dsi) 
i: Dsi>t 
+ (tjs) 112W(ytjs, s) + 2y(sjt) 112 j 1 zW(dz, s), 
t j s 
for 0 :=: y :=: 1 and 0 < t < s < 1. It is in this form that the recursion is used in 
Section 6. Note that the full integral over [0, 1] in the above is zero. 
We first use the representation (5.2) to prove the limiting normality of the 
finite-dimensional distributions. We do this by applying the Lindeberg central limit 
theorem to the sum in (5.2) conditionally given :F;, . [The remark following (3.10) 
should be noted for this section as well.] Since we need to compute moments using 
Theorem 2.2, we split the summation of (5 .2) into two parts according as t / Dsi > 
1/4 or :S 1/4. Write W(-, t) = ws-c, t) + ws+c, t), where ws- represents the 
summation over those i for which Dsi < 4t. Recall from (1.8) that for 0 :=: y :=: 1 
and 0 < u < 1, EW(y, u) = 0. Then, conditionally given :F;,, ws- and Wt are 
independent and ws+ has mean zero, so that for 0 :=: y :=: 1 and 0 < t < s < 1, 
vars{W(y, t)} = vars{Ws-(y, t)} + Es[Wt(y, t)]2 , 
where vars, Es, Ps indicate the conditional quantities given :Fs. Also, for 
0 < t :=: 1/2 and m = 2, Corollary 2.3 implies 
+ 2 "' 2 1 "'+ 1 (5.4) Es[Ws (y, t)] = ~ DsiEs[W(y, t/Dsi)] = 2c2,y ~ Dsi :S 2c2,y 
i: Dsi~4t 
where c2,y is the constant of Corollary 2.3 for m = 2 and a = y, and z:=+ denotes 
summation over {i: Dsi ~ 4t}. [The actual covariance function for the W(·, t) 
processes, and hence for the limiting W ( ·) process, is derived in (7 .1 0) where in 
particular, c2,y = a(y, y) with a defined in (7.9).] 
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Next we deal with w-(y, t). Since E5 [W(y, tl Dsi)] = 0 whenever Dsi > t, we 
find in view of (1.8) and (1.14) that with probability 1, 
(5.5) =(t12)
112 L [E5 K(ytiDsi,tiD5i)-(2ylt)Dsi] 
i: Ds; St 
:S (t12) 112 L 1 + y(21t) 112 L Dsi 
i : Ds; S yt i: Ds;St 
To handle the variance of w- (y , t), observe first that W (y , u) is nonrandom when 
u ::::_ 1. Thus 
(5.6) 
var5 {W-(y, t)} = L Dsi var5 {W(y , tl Dsi)} 
i : D5 ; <41 
< L DsiEs[W(y,tiDsi)f 
t < D5 ;<4t 
:S 4tK(4t, s) sup E[W(y , u)]2 . 
1/ 4<u<l 
By (1.14), tK(4t , s)--+ 0 a.s. as s--+ 0 if t = t(s) is chosen so that tis--+ 0. 
Moreover, the quantity C(y) := sup114< u< 1 E[W(y , u)]2 is finite, since, for 114 :S 
u < 1, 
E[W(y, u)]2 :S E[~K2 (uy, u)] :S ~E(Nu + 1)2 :S ~E(N1;4 + 1)2 
which is finite; see van Zwet (1978). Thus 
ass--+ 0 and t3 ls4 --+ 0. 
Consider now the limiting finite-dimensional distributions of W5+(·, t). The 
Lindeberg criterion (conditional given :Fs) for the one-dimensional case involves 
Lt (8) := L + Dsi Es {[w<i) (y' t I Dsi) ]2Jl.[Dl{2iWUl (y ,t / Dsi )l2: t: B/ / 2]} 
for 8 > 0 and B1 = var5 (Wt(y , t)). From Holder's and Chebyshev's inequalities 
we obtain 
"'+ { (i) 4 1/ 2 (i) 1/ 2 } 1/ 2 Lt(8) :S~ Dsi Es[W (y,tiDsi)] Ps[Dsi IW (y,tiDsi)l ::::_8B1 ] 
:S L+ D;( 2 { Es[W(i) (y, t I Dsi) ]4 Es [WU\y, t I Dsi) ]2 } 112/ 8B1112. 
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Since t I Dsi :::; 1 I 4, the moments in the summation are bounded by constants 
(for fixed y) by Corollary 2.3. Also, Br converges to the nonzero constant 
C2,yl2 by (5.4) and the sentence following (5.6). Since each Dsi :::; s by 
definition, it follows from the above that Lr(c)l Br = O(s 112) = o(l) ass-+ 0 
provided only that t -+ 0 as well. Thus Lindeberg's condition is satisfied, and 
therefore the one-dimensional distributions of W ( ·, t) converge to those of W ( ·). 
For higher dimensions, the proof is similar requiring only that finite linear 
combinations I: a j W (y j, t) be considered. We have therefore established the 
following lemma. 
LEMMA 5.1. As t -+ 0, the finite-dimensional distributions of {W (y, t): 0:::; 
y :::; 1} converge to those of W(·), a mean zero Gaussian process on [0, 1] with 
covariance given in (7.9) and (7.10). 
To complete the proof of weak convergence, we will apply a standard 
sufficient condition for tightness in D[O, 1] that is based on a moment bound for 
adjacent increments of the process; see Theorem 15.6 of Billingsley (1968). The 
appropriate bound is given in the fo1lowing lemma. (We gratefu1ly acknowledge 
our appreciation to Christian Genest for pointing out an error in an earlier attempt 
to prove this result based only on a moment bound for a single interval.) 
Write J1 = (x, y], h = (y, z] for 0:::; x < y < z:::; 1, and recall that we write, 
for example, W(J1, t) = W(y, t)- W(x, t). The adjacency and interval structure 
of J1 and h is not required in the moment bound that we now derive, and so we 
state it for general disjoint Borel sets. Observe that although K ( ·, t) and W ( ·, t) are 
defined as point functions, since they are clearly equivalent to (signed) measures, 
this enables us to write K ( B, t) and W ( B, t) unambiguously for any Borel set B 
as well as for intervals. 
LEMMA 5.2. There exists a constant C such that for all t E (0, 1] and any 
disjoint Borel subsets It and h of[O, 1], 
(5.7) E[W(J1, t) W(h, t)]2 :S Cll1llhl. 
PROOF. Assume first of all that 0 < t:::; 114. [The reader should note that for 
its application to tightness, the bound of (5.7) is only needed fort in some interval 
of the form (0, to).] By applying Theorem 2.4 to the pair Di (t) = K (t Ji, t), 
i = 1, 2, we get for j, k = 0, 1, 2, that 
(5 .8) 1 for 0 < t < -. 
-4 
This joint cumulant may be expressed in terms of central moments; specifically, 
458
KAKUTANI INTERVAL SPLITTING 
a straightforward computation shows that if EX = p,, E Y = v, 
K2,o(X, Y) = O'i, 
(5.9) 
Ko,2(X, Y) = 0'~, 
K1,1 (X, Y) = Cov(X, Y) and 
K2,2(X, Y) = E(X- p,)2(Y- v)2 - O'i(}~- 2[Cov(X, Y)]2. 
405 
Thus, using W(J1, t) =X and W(h, t) = Y, this means by (1.8) and the scalar 
homogeneity evident in (5.9), that for 0 < t:::; 1/4, 
(5.10) 
E[W(J1, t) W(h, t)f = (~) 2 K2,2(t) + E[W(J1, t)f E[W(h, t)]2 
+ 2{EW(J1, t)W(h, t)} 2 
= (~) 2 {K2, 2 (t) +K2,Q(t)KQ,2(t) +2[K1 ,1(t)f} 
t 1 1 2 
= 4c2,2 + 4C2,QCQ,2 + 2c1,1, 
with the last equation following from (5 .8). It remains, then, to obtain bounds for 
the constants c22, c2o and c11 in terms of llrl and lhl so as to verify (5.7) when 
0 < t:::: 1/4. 
By definition, and in view of (5.9) and (1.21), it follows that for any 0 < t:::; 1/4, 
C2,2 = fK2,2(t) = fK2 ,2(D1 (t), D2(t)) 
:::; tE({D1(t)- ED1(t)}2{D2(t)- ED2(t)}2) 
(5.11) 
= tE({D1 (t)- 2t-111II}2{D2(t)- 2t-11hl}2) 
:::; t( E{D1 (t)D2(t)}2 + (2t - 11111)2 E[D2(t)f + (2t - 11hl)2 E[D1 (t)]2 
+ 16t-21lrllh1E(Dl(t)D2(t)) + 16t-4 1111 21h12) 
:::; tE{D1(t)D2(t)}2 + Ct{IJriE[D2(t)]2 + lhiE[D1(t)]2 + llrllhl} 
for some constant Ct depending on the chosen t but not on the Ji 's. For this, recall 
that Di (t) :::; (Nt + 1) and Nt has finite moments by Lemma 2.1. Thus to obtain 
the desired bound for c2,2, it suffices to bound E{D1(t)D2(t)}2 and E[Di(t)]2 
appropriately for some value oft:::; 1/4. To bound the other two terms of (5.10) 
observe first that by Cauchy-Schwarz, cf, 1 :::; c2,oco,2· Hence it suffices to establish 
an appropriate bound for the right-hand side of 
c2.0 = tE { K(tft. t) _ ~~111 r:::: tE[K(tl1. t)]2 
for some 0 < t:::; 1/4. Such bounds are contained in the following: 
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LEMMA 5.3. For any Borel set 1 c [0, 1], 0 < t < 1 and k = 1, 2, ... , 
(5.12) E[K(t1, t)]k::::; 2ki1IEN1k, 
and for any disjoint Borel sets 11 and h in [0, 1] and 0 < t < 1, 
(5.13) E[K (t 11, t)K (t h, t)]2 ::::; Clh llhiE N( 
for some constant C. 
PROOF. The first inequalities are the simplest to prove since they involve only 
one set 1. (Although only the case k = 2 is needed here, we give it for general k 
since this requires no new ideas.) For this single 1, write D (t) = K (t 1, t). We use 
the representation 
N, 
0::::; D(t) = I>/j 
j=l 
where the r. v. 1J j equals the number of new spacings with length in t 1 that originate 
with the jth splitting, which occurs at X j. Since lJj = 0, 1 or 2, we have for any 
k :::: 1 that 
[ N
1 ] k oo oo ( k ) 
E[D(t)]k = E L lJj = L ... L E n lJj;:n.[N,~max; j;] 
j=l j[=l jFl i=l 
00 00 
::::; 2k- l L · · · L E(1Jmaxj;:ll.[N1 ~maxj;]) 
j]=l .ik=l 
00 
= 2k- l L (/- (j- 1)k)E(1J_;:ll.[N1 ~j]) 
j=l 
00 
= 2k-l L (/- (j - 1)k) P[Nt :::: j]E[l]j I Nt :::: j]. 
j=l 
On the event [N1 :::: j], X_; splits an interval whose length exceeds t. Hence, since 
the splitting is done uniformly, E[1JjiN1 :::: j]::::; 2111 and so, for any 0 < t::::; 1, 
00 
E[D(t)]k::::; 2kl11 L / P[Nt = j] = 2ki1IENtk· 
j=l 
To prove the second inequality (5.13), let lJij equal the number of the two new 
spacings that originate with the ith splitting, whose lengths are in t 1_;. Thus, each 
lJij E {0, 1, 2}, and 
Nr 00 
(5.14) D_;(t) = K(t1j, t) = L1Jij = L1Jij:ll.[Nr~il· 
i=l i=l 
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Recall that Mn is the maximum spacing after n splittings. Write 




00 00 00 00 
=ELL L L 1Jit11kt11j21JL21l[Nt?:.max{i, j ,k,l)] 
i=1 k=1 j=11=1 
00 
:':: 4 L L L (i 2 - (i- 1)2)(/- (j- 1)2)E(rJil 'IJj21l[N1 ?:.n])· 
n=l i~n j~n 
iVj=n 
tlt ( tlt ) A;=--U 1---
M;-1 M;-1 
B j = _.!!_}:_ U ( 1 - _.!!_}:_) , 
Mj - 1 Mj - 1 
and 
407 
where for J C lR and a, bE IR, a- bJ ={a- bx: x E J}. Note that the measures 
of A; and B j satisfy 
(5.17) 
for all i and j. By definition, 
(5.18) 'IJml = 11[(1-Um)Mm- JEtli] + 1l[UmMm- 1Etli] 
S 21J.[VmE(tll/Mm-t)U(l-tlJ/Mm-J)] = 21J.[UmEAm]• 
with a similar bound holding for 1Jm2· Substitution of this into (5.15) yields 
E K 2(t h, t) K 2 (t h, t) 
(5.19) 00 
:':: 64 L L L ij P[U; E A;, Uj E Bj, Nr ::=: n]. 
n=l i~n j~n 
iVj=n 
There are two cases to consider in evaluating the inner summations of ( 5 .19), 
namely, i = j = n and i < j = n (with i = n > j being similar). 
Consider i = j = n, for which the summands involve Ann Bn. Because of the 
disjointness of It and h, it follows from their definitions in (5.16) that 
={(-t II)n(1--t h)}u{(-t h)n(1--t 11)}. 
Mn-1 Mn-1 Mn-1 Mn-1 
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Notice that the two sets in parentheses are disjoint and have the same Lebesgue 
measure. Thus 
P[Un E Ann Bn, Nr ~ n] 
= 2P [ U n E M~-l { l1 n ( M:-l - h)}, Mn - l > t] 
(5.20) 
= 2E(M~-l 111 n ( M: - l -h) ln[M11 _ 1>tJ) 
:S 2£ (Ill n ( M:-l -h) ln[M11 _ 1 >t]). 
However, for any v > 1, 
the convolution of two indicator functions. By Fubini, 
P[Un E Ann Bn, Nt ~ n] 
(5.21) 
:=: 2 fo 1 Jl11 (x)E { J11z ( M:-l - x )n[M11 _ 1>td dx. 
Since h c [0, 1] and 0 < x :S 1, the expectation in the integrand is equal to 
P[Mn-l E tLx] where Lx = (x +h) n (1, 2]. But 
P[Mn- l E tLx] = J dsP[Mn - l :S s] = J ds(-P[Ns ~ n]). 
tLx tLx 
Thus (5.21) yields 
(5.22) P[Un E Ann Bn, Nr ~ n] :S 2 t Jl11 (x) f ds(-P[Ns ~ n])dx. Jo tLx 
Substitution of this into (5.19) shows that the part of the summation for which 
i = j = n satisfies 
00 
64 Ln2 P[Un E Ann Bn, Nr ~ n] 
(5.23) n=l 
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However, the mass function 
00 
<l>(s) := L n2 P[Ns 2: n] 
n=l 
(5.24) 
1 3 1 2 1 
= 3EN5 +lENs+ 6EN5 • 
Since in the integration of ( 5.23 ), s E (t, 2t], it follows that s ::S 1/3 whenever 
t ::S 1/6. In this case, then, the key Corollary 2.3 implies that 
1 3 1 2 1 
<l>(s) = 3{K3(Ns) + 3K2(Ns)ENs +(ENs) } + 2{K2(Ns) +(ENs) } + 6ENs 
= C3 + C2 (~ - 1) + ! (~ - 1) 3 + C2 + ! (~ - 1) 2 + ! (~ - 1) 
3s s s 3 s 2s 2 s 6 s 
= ao + a1s- 1 + a2s-2 + a3s-3, 
say, and so <I> is differentiable with -<I>' (s) ::S bs - 4 for some constant b for 
s E (t, 2t]. Substitution into (5.23) shows that the part of the summation in (5.19) 
with i = j = n satisfies 
00 
(5.25) 64 L n2 P[Un E Ann Bn, Nt 2: n]::::: 128bt- 311I II hi ::::: Ct - 3 11! II hi 
n=l 
as desired whenever 0 < t ::::: 1/6. Note that since t(Nt + 1) 2: 1 always, t-3 ::S 
E(Nt + 1)3 ::S 8ENi. 
Consider now t > 1/6. To show that the measure determined by <I> remains 
dominated by Lebesgue measure over (t, 1), it suffices to show that for any k 2: 1 
and any 1/6 < s < r < 1, E(N; - N:) ::S b(r- s) for some constant b. To this 
end, for 1/6 < s < r < 1 consider 
N:- N: = [Nr + (Ns- Nr)]k- N: 
(5.26) = ~(k)Nt(N - N )k-l < C Nk-l(N - N )k ~~ rs r -kr s r 
1=0 
for some constant Ck. Moreover, by (5.1), 
(i) 
Ns- Nr = L N s/Dri 
(5.27) i: Dr;>s (i) 
= L (Ns / Dr;- 1) + K((s, r], r) 
i: Dr; >s 
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in which the superscript i indexes independent processes as in (5.1); see also the 
proof of Lemma 4.3. Thus, by Minkowski's inequality, 
E((N,- N,)'I'F,) :0 L E,. [ E{N;/b,- 1)'} Il k+ K((s, r], r) J k 
:S {K((s , r] , r){E(Ns;r -1)k}l / k + K((s,r] , r)t 
:S {K((s , r],r)}k{(E(Ns;r -1)k)l / k + 1}k, 
in which :Fr = CJ(Dri: 1 :S i :S Nr + 1) as introduced in Section 3. Since to 
show the a.e. differentiability of <I> it suffices to consider r - s small, assume 
without loss of generality that r - s < 116, implying that sIr > 112; recall that 
1 I 6 < s < r < 1. Hence, the second factor in the last expression is (by Lemma 2.1) 
bounded, and so 
E((Ns- Nr)ki:Fr) :S Ck{K((s, r], r)}k 
:S CkN: fl. [Ns>Nr]' 
where, here and in the following, Ck is used generically to denote constants 
depending only upon k. Therefore, (5 .26) yields 
(5.28) 
The event [Ns > Nr] = [K ( (s, r ], r) > 0] is the event that at least one of the first 
Nr splits resulted in a spacing in (s, r]. As for the proof of (5.12) above but with 
r in place of t, let 1J j be the number of spacings formed by the j th splitting that 




[Ns > Nr] C U [l}j > 0, Nr ::::: j] 
j=l 
00 
E(N'/:k-l.fL[Ns> Nrl) :S L E(N'/:k-lfl.[rypO, Nr~j]) . 
j=l 
However, conditionally given {Dj-l ,i: 1 :S i :S j} and fl.[Nr ~j], Nr is stochastically 
dominated as follows: 
(5.30) 
h [1 / r] 
Nr L J. + "' N(i) st~ J. + "' N(i) ~ r / Dj ,i - ~ r ' 
i:Dj ,i>r i=l 
since after J splittings, the splitting process continues independently in the 
intervals whose lengths, D j ,i , still exceed r, and since the number of such intervals 
464
KAKUTANI INTERVAL SPLITTING 411 
does not exceed 1 I r. Note in particular that this stochastic bound does not depend 
upon Uj, the jth splitting uniform r.v., nor, therefore, upon 1Jj. Thus 
(5.31) 
E (N;k - 1 Jl[TJj>O,Nr==:j]) 
( 
[1 / r] )2k-1 
:S E j + ~ N;i) P[1Jj > 0, N,. 2: j] 
t=1 
:S (j + ~(EN;k-1)1/(2k-1)) 2k-1 P[1Jj > 0, N,. 2: j] 
:S Ckik- 1 P[1Jj > 0, N,. 2: j], 
in which the second inequality utilizes Minkowski's inequality and Lemma 2.1; 
recall r > 1/6. Moreover, as in the proof of (5.12), 
(5.32) 
P[1Jj > 0, N,. 2: j] :S 2P[UjMj-1 E (s, r], N,. 2: jJ 
= 2E((r/ Mj-1)(1- sjr)Jl[Nr==:n) 
2 
:S -(r- s)P[N,. 2: j]. 
r 
Thus (5.29), (5.31) and (5.32) applied to (5.28) yields 
(5.33) 
00 
EN;- EN: :S Ck(r- s) L /k-1 P[N,. 2: j] 
j=1 
:S Ck(r- s)EN;k :S Ck(r- s) 
by Lemma 2.1 for all k 2: 1 and 1/6 < s < r < 1 with r- s < 1/6. By (5.24) this 
shows that a bounded <P' exists a.e. over (1/6, 1). Hence (5.23) yields 
(5.34) 
00 1 
64L:n2P[UnEAnnBn,Nr2:n]:SC 1 JlJ1(x)ltLxldx 
n=1 0 
:s CllJIIhl 
as desired when t > 1/6. This and (5 .25) complete the bounding of the terms 
in (5.19) with i = j = n. 
To compute a bound for the other terms of (5.19) in which i < j = n, observe 
that 
(5.35) 
P[Ui E Ai, Un E Bn, Nr 2: n] 
= E{E(Jl[VnEBnJIMn-1. Ui E Ai, Nr 2: n)Jl[ViEAiJJl[N1:::nJ} 
:S E { (2t/ Mn - 1)1h1Jl[V;EA;,N1 ==:n]} 
:S 21hiP[Ui E Ai, Nr 2: i, Nr 2: n] 
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where the insertion of [N1 ~ i] changes nothing since n > i. To compute the 
remaining probability, notice that when Vi E Ai, (5.16) implies that at least one 
of Vi Mi - 1 or (1 - Vi) Mi - 1 is in t 11, and thus is less than or equal to t . Hence, at 
least one of the two spacings formed by the ith splitting is never split again during 
the next Nt - i splittings. 
Given {Di-l ,k: 1 ::=: k ::=: i}, [N1 ~ i] and [Vi E tft/Mi-d, the conditional 
distribution of N1 is, as in (5 .30), that of 
(5 36) i + "' N(k) + N(O) 
. ~ t / Di - l,k t j(l-Ui)M; - 1 
k: D; - u <M; - 1 
where the N(k) are independent copies of N. Clearly the last term of (5.36) does 
not exceed N/j~i- J so that (5.36) is stochastically smaller than 
i 
. "'N(k) 
1 + ~ t / D; - J,k · 
k=l 
This in tum has the same distribution as the conditional distribution of N1 + 1 given 
{Di-l ,k : 1 ::=: k ::=: i} and [Nt ~ i]. The same result holds if we had assumed that 
1- Vi E tl1/ Mi-l, and hence if Vi E Ai. It follows that 
P[Vi E Ai, N1 ~ i, N1 ~ n] 
However, 
= E{P[Nt ~ ni{Di-l,k: 1 :S k :S i}, ViE Ai, Nt ~ i]1l[U;EA;,N1::::iJ} 
:S E{P[Nt ~ n -li{Di-l ,k: 1 :S k :S i}, Nt ~ i]1l[U;EA;, N1 :::::iJ} 
= E P[Nt ~ n- liNt~ i, Mi-d1l[N1 :::::iJ P[Vi E Ai INt ~ i , Mi-ll 
P[Vi E Ai INt ~ i , Mi-d :S 2(t/ Mi-1)1111 :S 21111 · 
Thus, for 1 ::=: i ::=: n - 1, 
P[Vi E Ai , Nt ~ i, Nt ~ n] :S 211r1P[Nt ~ n -liNt~ i]P[Nt ~ i] 
:S 211r IP[Nt ~ n- 1]. 
In view of (5.35) this implies that the sum of the terms of (5.19) with i < j = n is 
bounded by 
oo n-1 
2561hllhl L L niP[Nt ~ n- 1] 
n=l i=l 
00 
= 12811lllhl L n2(n- l)P[Nt ~ n -1] 
n=l 
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Together with (5.25) and (5.34) this completes the proof of (5.13) and hence of 
Lemma5.3. D 
Return now to the proof of Lemma 5.2 in the remaining case oft > 1/4, or 
more generally, when t is bounded away from 0. Observe that since for any t, 
W(Ji, t) = (t j2) 112[K (t Ji, t) - 21 Ji 1/t], direct expansion in (5.7) yields 
E[W(J1, t)W(h, t)]2 
t2 { 2 4 4 2} 
= 4E K (tfi, t)- tlfiiK(tfi, t) + t 2 ll1l 
(5.37) X { K 2(th, t)- ~lhiK(th, t) + ~ lhl2 } 
t 2 { 16 s 4 E [K(t l1 , t)K (t h, t)f +pili llhi[K(t li, t)K (t h, t)] 
16 2 2 4 2 2 4 2 2 } +f411IIIhl + t 2 ll1l K (th,t)+ t 2 1hl K (tfi,t). 
Thus (5.7) follows directly from Lemma 5.3 whenever tis bounded away from 0. 
This completes the proof of Lemma 5.2. D 
Tightness clearly follows from Lemma 5.2; Chebyshev's inequality implies that 
for any A. > 0 and disjoint adjacent intervals J1 and h in [0, 1], 
P[IW(fi, t)l >A., IW(h, t)l >A.] 
s P[IW(Jl, t)W(h, t)i >A. 2] sA. - 4CI1IIIhl. 
Theorem 15.6 of Billingsley (1968), then suffices, together with the finite-
dimensional limits established earlier in Lemma 5.1, to prove the following main 
result. 
THEOREM 5.4 . The stopped processes W(-, t) converge weakly in D[O, 1] as 
t--+ 0 to a mean zero Gaussian process W(·) with covariance given by (7.10). 
Moreover, by (1.20), the stopped empirical processes of the relative spacings 
satisfy V(-, t) --+L V where V(y) = W(y)- yW(l), a mean zero Gaussian 
process with covariance given by (7.12). 
6. Weak convergence of the Vn-processes. Consider the empirical process 
of the relative spacings, { Dni / M n; 1 s i s n + 1}, defined in ( 1.17) by 
(6.1) Vn(Y) = J"n+i{G~((n + 1)Mny)- y}, Osysl. 
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The weak convergence of the related stopped process 
(6.2) 2 V(y, s) = {W(y, s)- yW(1, s)} 
s(Ns + 1) 
for 0:::: y:::: 1 and 0 < s:::: 1 is given in Theorem 5.4, namely, 
(6.3) L V(·, s)---+ W(-)- (-)W(l) = V(-) 
in D[O, 1] ass---+ 0, with the limit process V being a mean zero Gaussian process 
with covariance given in (7 .12). 
By the above definitions, one may write 
(6.4) ( ) 1/ 2 Vn(Y) = Mn(n + 1)/2 V(y, Mn), 
which means that the desired weak convergence of Vn will be established once it 
is established for W(-, Mn). 
To show the latter, we will establish that as n ---+ oo, 
(6.5) L W(-, 2/n)- W(· , Mn) ---+ 0 
in D[O, 1]. From this, the limit process for W(·, Mn) is seen to be that of W (· , 2/n) , 
namely, W. 
The first step is to show that for any E > 0, there exists n8 and L = Le > 0 such 
that 
(6.6) 
for all n ::=: n8 . To see this, observe that the expression following (4.14) states that 
for any A> 0, 
P( Mn- ~ > (~- An1 f2) -1- ~) = P( Mn > (~- Anl /2) -1) ::S 8:2 
for all n sufficiently large. But, for A= L/8, 
~- An 112 -- = -[(1- 2An-112)- 1 - 1] < 8An-312 = Ln-312 ( ) -1 2 2 
2 n n 
for all n sufficiently large, implying that 
P(M - ~ > Ln-312) < 8c 
n n- - £2 
for all n sufficiently large. Together with ( 4.14) 's analogous bound for small values 
of Mn - 2/ n, this proves (6.6). Alternatively, one may use a standard renewal 
theory argument to obtain the limit law for n312(Mn - 2/n) from that of Ns 
since (Mn > s) = (Ns > n); specifically, one obtains from Corollary 3.3 that 
n112{nMnf2- 1} has the same asymptotic normal distribution N(O, a 2) as does 
(2/t) 112(tNtf2- 1). 
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In view of (6.6), the proof of (6.5) will be complete if we can show that for 
every integer L > 0 
(6.7) p sup sup I W(y, s)- W(y, t)l ---+ 0 
s: it-si:::OLt312 O::Oy::Ol 
as t ---+ 0. To handle the supremum over s in the above, equip the interval [1 = 
[t - Lt312 , t + Lt312] with the grid of 2L 2 + 1 equally spaced points Si = Si (t) = 
t + (-L + i/L)t312 , i = 0, 1, ... , 2L2 . Note that si+l- si = t 312 jL for each i. 
Assume without loss of generality that t < (2L)-2 to insure that each Si E (0, 1) 
and that t j Si < 2 for each i. To prove (6.7) it obviously suffices to show that for 
every positive integer L :::: 2, 
(6.8) p sup IW(y, t)- W(y, si)l---+ 0 
O::Oy::Ol 
fori = 0, 1, . .. , 2L 2 
as t ---+ 0, and that for every s > 0, 8 > 0, there exist L > 0 and t* > 0 such that 
fort< t*, 
(6.9) P( max sup sup IW(y, s)- W(y, si)l > 8) < s. 
0::Si<2L2 s; ::Os::Os;+I O::Oy::Ol 
To prove (6.8), observe first that known characterizations of tightness for 
D[O, 1]-valued processes imply that the processes formed by summing two tight 
families of processes are also tight; compare Theorem 15.2 of Billingsley (1968) 
and check that the D[O, 1] modulus w~(8) satisfies the following: For any s > 0 
and 8 > 0, there exists 8* = 8*(s , 8) for which 
wj+g(8*) s wj(8) + w~(8) + 2s. 
This follows by first choosing 8 -partitions that approximate the moduli wj(8) and 
w~(8) to within s, and then use the refinement of these two partitions to obtain an 
upper bound for w~l+gC8*) in which 8* is the span of this refinement. In view of 
Theorem 5.4 this means that the family of processes {W(·, t)- W(·, Si): t E (0, 1]} 
is tight. Thus, to show W(-, t) -we Sj)---+ L 0 as t---+ 0, and hence the uniform 
convergence in probability to zero that is expressed in (6.8), it suffices to show 
W(y , t)- W(y, Si)---+ p 0 for each fixed y E [0, 1]. This we do by establishing the 
following lemma. 
LEMMA 6.1. ForO< s s 1/2 andO <A< 1, 
sup E[W(y, s)- W(y, As)]2 = 0(1- A). 
O::Oy ::Ol 
PROOF. From (7 .9) and (7.10), we have, for any 0 s y, z s 1 and 0 < s s 1/2, 
(6.10) Cov(W(y, s) , W(z, s)) = ~a(y 1\ z, y v z) = A(y, z) + y 1\ z 
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in which the non-Brownian portion of the covariance, 
(6.11) 
A(y, z) = -6yz + 2yz{ (1 + y)-1 + (1 + z)-1} + 2y ln(l + z) 
+ 2zln(1 + y) + (y + z -1)+(1- (y + z)-1), 
is a symmetric function with uniformly bounded partial derivatives over [0, 1]2 . 
By (5.3), 
E{W(y, A.s)W(y, s)} 
=A. 112 E {W(A.y, s) W(y , s)} 
+2yA.-112E{[ W(1,s) -A.W(A.,s)- [ 1 W(x,s)dx Jw(y,s)} 
where integration by parts has been applied to the last term of (5.3). Consequently, 
(6.10) implies that 
E{W(y, A.s)W(y, s)} 
r.: 2y 
= v A{A(A.y, y) + A.y} + v'AA(y, 1) 
(6.12) 2y [1 
- 2yv'AA(y , A.)- y'A } ;._ A(x , y) dx 
2y2 2y [1 
+ y'A - 2yv'A(y A A.) - y'A };._ (x A y) dx. 
Hence, 
E[W(y, s)- W(y, A.s)f 
= 2A(y , y) + 2y- 2E{W(y, A.s)W(y , s)} 
(6.13) 
r.: 4y 
= 2{ A(y , y)- v AA(A.y , y)} + yi;_{A.A(y, A.)- A(y , 1)} 
4y [1 
+ y'A};._ A(x,y)dx+2y(l-A.312) 
4y 4y [l 
+ y';_{A.(y A A.)-y}+ yf;_};._ (xAy)dx. 
It follows from (6.11) that A( ·, ·) and its first-order partials are bounded, thereby 
insuring that the first three terms above are of order 0 ( 1 -A.). The last three terms, 
not involving A(·,·), are easily checked to be of the desired order as well, thereby 
completing the proof. D 
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By takings= Si and)..= tfsi fori= 0, 1, ... , 2L 2, it follows from Lemma 6.1 
that W(y, t)- W(y, si)--+ p 0 for each y as t--+ 0; note that for each fixed L > 0, 
Sj- t L-J[ 
1-A.=--s =O(-J"i)--+0 
Sj 1- L-J[ 
as t --+ 0. This completes the proof of (6.8). 
The proof of (6.9) uses the following inequalities. For 0 < u s s s v s 1, we 
have [cf. (1.5)] 
(6.14) K(yu, v) s K(ys, v) s K(ys, s) s K(ys, u) s K((yv) 1\ u, u) 
and so by (1.18), with p = ujv and 0 s y s 1, 
(6.15) 
JPW(py, v)- (2-1-(1- p2 ) y-;; 05 
s W(y, s) 
5 ~wGAI, pv)+~H(~"')-yj 
s -1-w(~ 1\1 , pv) + ~(p-2 -1). 05 p y-;; 
For application of these bounds to (6.9), take v = Si+1 and u = Si so that p = 
si/si+l· Observe that by definition, 
Si+1-Si -J[jL -J[jL 
0<1-p= = < . 
- Si+1 1 + (-L + (i + 1)/L)-J"i- 1- L-J[ 
Hence, since we have assumed t < (2L)-2 and L :::: 2, then 1 - p < 2-J[ j L and 
p > 3/4. It follows that the nonrandom terms in the bounds of (6.15) are bounded 
in absolute value by 16/ L. Consequently, for si s s s si+1 and 0 s y s 1, we 
obtain the following uniform bounds for (6.9), in which we write II · II for the 
supremum over [0, 1] and w f(8) = sup{lf(u)- f(v)l: 0 sus v s u + 8 s 1} for 
the usual modulus of continuity: 
1 (y ) 16 W(y, s)- W(y, sj) s 05 W P 1\ 1, Si - W(y, Si) + L 
= (p- 112 -l)w(~ 1\ 1,sj) + w( (y , ~ 1\ 1].si) + ~ 
1 16 
S (1- p) II W(·, Sj) II+ WW(-,s;)(P- - 1) + L 
2-J[ (2-J[) 16 
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16 
W(y, s)- W(y, Si) =::: 0) W(py, Si+I)- W(y, Si)- L 
= (p112 - 1)W(py, Si+I)- W(y(p, 1], Si+I) 
16 
+ W(y , Si+l)- W(y, Sj)- L 
2: -(1- p)IIW(·, Si+I)II- wwc,s;+1)(1- p) 
16 
-IIW(-, Si+l)- W(·, Sj)ll- L 
2-/t (2-/l) 2: -LIIW(·, Si+ I)II- wwc,si+ 1) L 
16 
-IIWC Si+l)- W(-, Si)ll- [; • 
Since the maximum discontinuity of W ( ·, s) is (s /2) 112, the limiting process, 
W, in Theorem 5.4 is continuous so that for every i and L, WW(·,s)(2-/l/ 
L) -+p 0 and IIW(·,si)ll = Op(l). Moreover, a similar argument to that used 
earlier to prove (6.9) suffices to show that II W (-, Si+l)- W (-, Si) II -+ p 0 for each i. 
Therefore, for each fixed L, 
which establishes (6.9). This completes the proof of (6.8) and (6.9), and hence of 
(6.7) and (6.5), thereby proving: 
THEOREM 6.2. The empirical processes of the relative spacings, Vn: n 2: 1, 
converge weakly in D(O, 1) to the mean zero Gaussian process V with covariance 
function given in (7.12) . 
7. The covariance of the spacings processes. The covariance functions of 
the limiting empirical processes for the normalized spacings are only given 
implicitly in the above in the sense that they are expressible in terms of 
constants from Theorem 2.2 for D(t) = K (t J, t). An explicit expression for these 
covariances is now derived, thereby completing the characterization of the limiting 
process. 
The basic function is the covariance of K ( ·, s). For 0 :::; x :::; y :::; s and 0 :::; s :::; 1, 
set 
(7.1) c(x, y, s) = Cov(K(x, s), K(y, s)), 
C(u, v, s) = c(us , vs , s) for 0:::; u:::; v. 
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Since K satisfies the representation (1.10), we already know much of the structure 
of the covariance because of Theorem 2.4; note that D(t) = (K(ut, t), K(vt, t)) 
satisfies the hypotheses of Theorem 2.4. Thus for 0 ::=:: t ::=:: 112 the second mixed 
cumulant, KJ ,I(t) = KJ ,l(K(ut, t), K(vt, t)) = C(u, v, t), is proportional to t-1 
for each u and v. Specifically, 
(7.2) C(u, v , t) = (2t)-1 C(u, v , ~) for 0 < t ::=:: ~· 
What remains to be done is to compute the actual proportionality constants and 
this is what is done below. 
In view of (1.10), with K* denoting an independent copy of K, 
( ( X S) "'( X S ) c(x,y,s)=Cov K -,- +K' --,-- , U U 1-U 1-U 
(7.3) 
=2fo1 c(xlu,ylu,slu)du+2 fa' f-L(xlu,slu)f-L(Yiu,slu)du 
+ 2 Ia 1 f-L (xI u , s I u) f-L (y I ( 1 - u), s I ( 1 - u)) d u - f-L (x , s) f-L (y, s) 
where f-L (x, s) = E K (x, s). This uses the following easy computation: if U is a 
Unif(O, 1) r.v. independent of processes X(·) andY(·), then whenever the integrals 
make sense, 
Cov(X(U), Y(U)) 
= fo' EX(u)Y(u)du- EX(U)EY(U) 
= fo' {Cov(X(u), Y(u)) + EX(u)EY(u)}du- EX(U)EY(U). 
[In applying this to (7.3) we use the conditional independence of the summands 
making up X(u) and Y(u).] 
In view of the evaluation of f-L in (1.8), the second integral in (7 .3) is 
!o l los 1' 2xu 2yu f-L(xlu, slu)f-L(Y lu, slu) du = s(x- u)s(y- u) du + - 2 - 2 du 
0 0 s s s 
= x + 4xyl3s4 - 4xyl3s. 
To evaluate the third integral of (7 .3), note first that by ( 1.8), the integrand is zero 
when either x < u ::::: s or 1 - s ::=:: u < 1 - y . Upon applying (1 .8) appropriately 
to the integrand over the remaining intervals of integration 0 < u ::=:: x 1\ (1 - s), 
s v (1- y) < u ::=:: 1, 1- y < u ::=:: x (when x + y > 1) and s < u ::=:: (1- s) (when 
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s < 1/2), one obtains 
[ 1 {L(xju, sju){L(-Y-, - 8 -) du lo 1- u 1- u 
= (xjs2)(1- {s v (1- y)}2) 
(7.4) 
+ (y/s 2)(1- {s v (1-x)}2) + (x + y -1)+ 
2xy 3 2 + :ll.[s<l/2] 384 (4s - 6s + 1). 
Together with (1.8) this allows us to evaluate c(x, y, s) for 0 _:s x _:s y _:s s and 
0 < s :S 1 by means of (7.3). Substituting x = us and y = vs we find that, for 
0 :S u :S v :S 1 and 0 < s :S 1, 
C(u, v, s) = 2s 11 C(u, v, w)w-2 dw + 2us- 4uvj3s2 - 8uvs /3 
(7.5) + (2u/s)[l- {s v (1- vs)}2] + (2v/s)[l- {s v (1- us)}2] 
+ 4uv 3 2 + 2[(u + v)s- 1] + :ll.[s<l/2] 382 (4s - 6s + 1). 
This expression shows that C(u, v, ·) is continuous on (0, 1) (recall that there is 
a discontinuity at s = 1) and is differentiable for all s except possibly at the five 
values: 1/2 _:s (1 + v)- 1 _:s (1 + u)-1 _:s [(u + v) 1\ 1]-1 _:s 1. Dividing by s, then 
differentiating with respect to s and finally multiplying by s2 shows that 
(7.6) 
d 
-{sC(u, v, s)} 
ds 
4uv 4u 4v 
= - 2 - -:ll.[s(l+v)2:1] - -:ll.[s(l+u)2:1] - 4uv:ll.[s(l+v) <1] 
s s s 
- 4uv:ll.[s(l+u)<l] + 2:ll.[s(u+v)2:1] + 4uv(2- s-2):ll.[s<l j2] 
for all but those five exceptional points. [The reader may note that the right-hand 
side of this expression is zero for 0 < s < 1/2, thereby leading to an alternate 
proof that sC(u, v , s) is constant over that range as stated in (7.2).] To obtain the 
proportionality constant of (7.2), we integrate the above from s = 1/2 to s = I-
to obtain 
C(u, v, 1-)- ~C(u, v, 1/2) 
(7.7) = 4uv- 4u ln(l + v)- 4v ln(l + u) 
- 4u v [ (1 + u) - 1 + (1 + v) - 1 - 1 J + 2 ( u + v - 1) + / ( u + v). 
Thus, to complete the computation it remains only to determine C (u, v, 1-). For 
this, we need the distribution of K (x, 1-) K (y, 1-) which is deducible from the 
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following in which we represent the two ordered spacings by (1 - U) j2 and 
(1 + U)/2 with U being a Unif(O, 1) r.v. For 0.:::; x.:::; y.:::; 1, 
and 
P[K(x, 1-) = 2, K(y, 1-) = 2] = P[(l + U)/2.:::; x], 
P[K(x, 1-) = 1, K(y, 1-) = 2] = P[(l- U)/2 < x < (1 + U)/2 < y] 
= P[(1- 2x) v (2x- 1) < U < 2y- 1] 
P[K(x, 1-) = 1, K(y, 1-) = 1] = P[(l- U)/2 < x.:::; y < (1 + U)/2] 
= P [ U > ( 1 - 2x) v (2 y - 1)]. 
Since E K (x, 1-) = p,(x, 1-) = 2x, straightforward computations lead to 
(7.8) C(u, v, 1-) = 2u- 4uv + 2(u + v -1)+. 
A combination of (7.2), (7.7) and (7.8) completes the proof of the following 
theorem. 
THEOREM 7.1. ForO< u _:::; v _:::; 1, 
a(u, v) 
Cov(K(us, s), K(vs, s)) = C(u, v, s) = , 
s 
0 < s.:::; 1/2, 
where 
a(u, v) = ~C(u, v, 1/2) 
(7.9) = -12uv + 4uv{ (1 + v) - 1 + (1 + u) - 1} + 4u ln(1 + v) 
+ 4v ln(l + u) + 2u + 2((u + v- 1)+)2 (u + v)- 1, 
with (x)+ = max(O, x). 
As a corollary of this result, the covariance of the process W(-, s), which is 
defined in (1.18) and has mean zero on [0, 1] by (1.8), is 
(7.10) Cov(W(u, s), W(v, s)) = (sj2)C(u, v, s) = ~a(u, v) 
for 0.:::; u.:::; v.:::; 1 and 0 < s.:::; 1/2. Note also that a(l, 1)/2 = 4ln2- 5/2 = a 2; 
see Theorem 4.1. Clearly, the limiting process W ( ·) has the same covariance. 
By (1.19) this would mean that the covariance function for a limiting V*-process 
for the normalized spacings would become 
Cov(V*(u), V*(v)) 
(7.11) = u(1- v) + (8ln2- 3)uv- 2u ln(1 + v)- 2v ln(1 + u) 
+ { (u + v- 1)+} 2 j(u + v) 
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for 0 :::=: u :::=: v :::=: 1. More importantly, however, the covariances for the limiting 
V -process of Theorem 6.1 for the relative spacings becomes, by (7.10) and (1.20), 
( 3 1 1 ) Cov(V(u), V(v)) = u(l- v)- uv -------
2 1+u 1+v (7.12) 
+ { (u + v- 1)+}2 f(u + v) 
for 0 :::=: u :::=: v :::=: 1. Observe that this latter covariance is zero at V = 1 since 
V is a tied-down process, whereas the untied process V* has variance at v = 1 
of a 2 = 4ln2- 5j2; compare Theorem 3.1 and the difference between V and V*, 
which is seen through (1.19) and (1.20) to be V(l)- V*(1) = W(l). 
REMARK. The focus of this paper has been solely upon the interval-splitting 
procedure of Kakutani ( 197 5), and the methodologies required to obtain the weak 
convergence limits for the two main empirical processes under the particular 
dependence structure determined by this procedure. The paper therefore extends 
in a natural way the strong law or Glivenko-Cantelli results previously obtained 
for the Kakutani model; compare Lootgieter (1977), van Zwet (1978) and 
Pyke (1980). 
Generalizations of the Kakutani procedure have been proposed. For example, 
the splitting random variables, { Ui} in this paper, could have distributions other 
than uniform. Alternatively, procedures could allow for random selection of the 
interval to be split, rather than restricting it to be always the longest interval. 
Glivenko-Cantelli results for generalized procedures of these types have been 
studied in Brennan and Durrett (1987) and papers referenced therein. It is an open 
question whether weak convergence results for the analogous empirical processes 
can also be derived by the methodologies of this paper. 
Other related references are Sibuya and ltoh (1987) and Komaki and Itoh 
(1992). 
During the preparation of this paper, the authors had discussions with 
P. Diaconis and M. Shahshahani about their interests in this and related work. In 
particular, correspondence from P. Diaconis described calculations involving mo-
ments of the trace of a random n x n permutation matrix on the one hand, and of 
a random n x n orthogonal matrix on the other hand, for which the first n (resp., 
2n + 1) moments are exactly the moments of a Poisson (resp. normal) random 
variable. The connection with our work lies in the loose similarity with the type of 
result contained in our Theorem 2.2 in which an increasing number of moments 
become constant as a parameter, 1ft increases. 
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