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Abstract
We extend the resolvent estimate on the sphere to exponents off
the line 1r ´ 1s “ 2n . Since the condition 1r ´ 1s “ 2n on the exponents is
necessary for a uniform bound, one cannot expect estimates off this line
to be uniform still. The essential ingredient in our proof is an pLr, Lsq
norm estimate on the operator Hk that projects onto the space of
spherical harmonics of degree k. In showing this estimate, we apply
an interpolation technique first introduced by Bourgain [2]. The rest
of our proof parallels that in Huang-Sogge [8].
1 Introduction
Since Kenig-Ruiz-Sogge’s classical result [9] on resolvent estimate in the
Euclidean space, there has been a lot of interest and endeavor in extending
this work to manifolds. Their classical result says that in Rn where n ě 3,
the uniform estimate
}u}LspRnq ď C}p∆` ζqu}LrpRnq, u P H2,rpRnq, ζ P C
holds for pairs of exponents r and s satisfying
1
r
´ 1
s
“ 2
n
,
2n
n` 3 ă r ă
2n
n` 1 . (1)
Here uniformity means that the constant C is independent of the function
u and in particular, of ζ P C.
In 2011, Dos Santos Ferreira, Kenig and Salo [5] showed that on a com-
pact manifold M , the uniform inequality
}u}
L
2n
n´2 pMq ď C}p∆g ` ζqu}L 2nn`2 pMq
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is valid for all ζ P C such that Im?ζ ě δ for a fixed positive δ. The two
exponents in their result, duals of each other, correspond to the midpoint
of the line segment (1) in Kenig-Ruiz-Sogge [9]. On a manifold of course,
the Laplacian becomes the Laplace-Beltrami operator. Pictorially, the per-
missible ζ P C constitute the region in the complex plane outside a small
ball around the origin and a parabola. This naturally poses the question
of whether we are able to enlarge the region for ζ, while still obtaining a
uniform estimate.
In 2013, Bourgain, Shao, Sogge and Yao [3] showed that the region in
Dos Santos Ferreira-Kenig-Salo [5] is optimal for Zoll manifolds, hence in
particular for spheres. However, for the torus and manifolds of nonpositive
curvature, they expand the region remarkably. Later, Shao and Yao [11]
proved the resolvent estimate on compact manifolds for exponents that do
not necessarily lie on the line of duality. More explicitly, in their theorem,
the exponents r and s need only satisfy
1
r
´ 1
s
“ 2
n
,
2pn` 1q
n` 3 ď r ď
2pn` 1q
n´ 1 .
This leads us to the question of whether it is possible to extend the permissi-
ble exponents to a greater part of the line segment (1), besides the question
of finding the sharp region for ζ on certain types of manifolds.
In 2014, Huang and Sogge [8] proved the resolvent estimate on spaces of
constant positive and negative curvature for exponents lying on the full line
segment (1). The region for ζ in the case of constant positive curvature is
the same as that in Dos Santos Ferreira-Kenig-Salo [5] since it was shown to
be sharp, as just mentioned. The region in the case of constant negative cur-
vature is the whole complex plane when the dimension is 3, and the complex
plane with a neighborhood of the origin excluded in higher dimensions.
There has also been efforts to prove the estimate for exponents that are
not even on the line 1r ´ 1s “ 2n . By an easy dilation argument, as Kenig-
Ruiz-Sogge [9] pointed out, the condition 1r ´ 1s “ 2n is necessary in order
to obtain a uniform bound independent of ζ P C. Therefore, one cannot
expect to attain a uniform inequality in this case. However, a bound that
depends on ζ would still be of great interest, especially if it is a negative
power of ζ, as this bound will tend to 0 when |ζ| goes to infinity. A recent
paper by Frank and Schimmer [6] contributed just to that. They provided
the following estimate on compact manifolds:
}u}
L
2pn`1q
n´1 pRnq
ď C|ζ|´ 1n`1 }p∆` ζqu}
L
2pn`1q
n`3 pRnq
,
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where as in Dos Santos Ferreira-Kenig-Salo [5], Im
?
ζ ě δ for a fixed δ, and
C of course, is independent of ζ. The exponents, duals of each other, lie on
the line 1r ´ 1s “ 2n`1 .
Frank and Schimmer’s result [6] is for general compact manifolds and
concerns the exponents on the line of duality. We in this article, treat the
spheres only, but consider more general exponents, those not necessarily on
the line 1r ´ 1s “ 2n , and not necessarily duals of each other. Our main result
is the following
Theorem 1. Let Sn be the n dimensional sphere where n ě 3. If the
exponents r and s satisfy
1
r
´ 1
s
“ σ, 2
n` 1 ď σ ď
2
n
,
2n
n´ 1` 2nσ ă r ă
2n
n` 1 ,
then we have the inequality
}u}LspSn,dVSn q ď Cλnσ´2
›››´`∆Sn ´ pn´ 1
2
q2˘` ζ¯u›››
LrpSn,dVSn q
, (2)
where ζ “ pλ` iµq2, and λ ě 1, |µ| ě 1.
Notice that when 2n`1 ď σ ă 2n , the power nσ ´ 2 on λ in the estimate
is negative. On the p1r , 1s q plane, the exponents in the theorem constitute
the line segments connecting a point whose horizontal axis is n`12n with its
dual, the point whose vertical axis is n´12n ; see Figure 1 below. We, as in
Huang-Sogge [8], shift the Laplacian to ∆Sn ´ pn´12 q2, because we can then
take the square root of this shifted Laplacian, and the eigenvalues of the
square root are k ` n´12 , k “ 0, 1, 2, ¨ ¨ ¨ . That we are not able to prove the
result for ζ in the optimal region
R “ tζ P C : Reζ ď pImζq2u
is because the case for small λ or |µ| were resolved by Sobolev Embedding
Theorem in Huang-Sogge [8], but when the exponents are off the line 1r´ 1s “
2
n , the theorem no longer applies.
Let Hk denote the projection operator onto the space of spherical har-
monics of degree k, k “ 0, 1, 2, ¨ ¨ ¨ . These are the eigenspaces of the square
root of the shifted Laplacian,
b
∆Sn ´ pn´12 q2, with eigenvalues k ` n´12 .
The essential ingredient in proving Theorem 1 is the estimate on the norm
of Hk stated below.
3
Figure 1: Exponents for the resolvent estimate in Theorem 1
Proposition 1. Let n ě 3. We have
}Hk}LrpSnqÑLspSnq ď Cknσ´1, (3)
if the exponents r and s are as in Theorem 1, i.e.
1
r
´ 1
s
“ σ, 2
n` 1 ď σ ď
2
n
,
2n
n´ 1` 2nσ ă r ă
2n
n` 1 .
Finding the norm of Hk as an operator from L
rpSnq to LspSnq when
1
r ´ 1s “ σ is interesting in its own right. For example, when σ “ 1, i.e.
r “ 1 and s “ 8, then }Hk}L1pSnqÑL8pSnq is bounded by Ckn´1, because
we have the well-known estimate on the L8 norm of the kernel Hkpx, yq of
Hk (see Sogge [12], § 3.4):
|Hkpx, yq| ď Ckn´1.
And of course, if r “ 2, s “ 2, then }Hk}L2pSnqÑL2pSnq “ 1. Determining a
bound for }Hk}LrpSnqÑLspSnq when 1r ´ 1s “ σ in the form of a function of
4
σ, e.g. k raised to a power that is a function of σ, seems then like a pretty
interesting problem. The above proposition is a try in this direction.
To prove the proposition, we utilize an interpolation technique first in-
troduced by Bourgain [2] when he was proving a bound for the spherical
maximal operator. See also Bak-Seeger [1], and Carbery-Seeger-Waigner-
Wright [4] which contains an abstract version of this result. Bourgain’s
interpolation technique will be used to prove restricted weak type inequality
at the two endpoints of a fixed line segment in the proposition. Then, real
interpolation yields the desired estimate on the segment between the end-
points. We already followed this path in [10], to prove an endpoint version
of Stein-Tomas Fourier restriction theorem.
2 Proof of Proposition 1
Fix one line segment for the exponents:
1
r
´ 1
s
“ σ, 2n
n´ 1` 2nσ ă r ă
2n
n` 1 . (4)
As just mentioned, we apply Bourgain’s interpolation technique to prove
restricted weak type estimate at the endpoints. The technique says
Lemma 1. If an operator T between function spaces is the sum of the op-
erators Tj: T “
8ÿ
j“1
Tj, and if each Tj satisfies the estimates
}Tj}Lp1ÑLq1 ďM12β1j , (5)
}Tj}Lp2ÑLq2 ďM22´β2j , (6)
for some constants M1 ą 0, M2 ą 0 and β1 ą 0, β2 ą 0, then T , the sum
of the Tj, enjoys restricted weak type inequality between the intermediate
spaces:
}Tj}Lp,1ÑLq,8 ď CMθ1M1´θ2 , where (7)
θ “ β2
β1 ` β2 ,
1
p
“ θ
p1
` 1´ θ
p2
,
1
q
“ θ
q1
` 1´ θ
q2
,
and C depends only on β1 and β2.
5
Frank and Schimmer’s idea in their proof [6] of the bound for the Hada-
mard parametrix actually directs us to a proof of Bourgain’s interpolation
technique in this special setting of Lebesgue spaces. We record their idea
here.
Proof of Lemma 1 By the property of Lorentz spaces (see Stein and
Weiss [14] § 5.3, Theorem 3.13 for instance), it suffices to prove (7) for
characteristic functions, i.e. we need only show the inequality´
supλą0λqµ
`tx : |T1E | ą λu˘¯ 1q ď CMθ1M1´θ2 µpEq 1p , (8)
where E is a measurable set of finite measure, and µp¨q indicates the measure
of a set. For convenience, we denote
A “ tx : |T1E | ą λu.
In what follows, it is necessary to ensure that A has finite measure, but
this is in fact a simple consequence of the second estimate (6) for Tj in the
Lemma. To see why, first note that by summing the Tj , we conclude that T
is a bounded operator from Lp2 to Lq2 . This fact together with Tchebyshev’s
inequality then immediately yields
λq2µpAq ď
ż `|T1E |˘q2dµ ď µpEq q2p2 ă 8.
Still by Tchebyshev’s inequality, we have
µpAq ď 1
λ
ż
A
|T1E |dµ. (9)
The trick now is to split the sum T “
8ÿ
j“1
Tj into two parts, a finite one and
the rest infinite one:
T p1q “
ρÿ
j“1
Tj , T
p2q “
8ÿ
j“ρ`1
Tj ,
where ρ is to be specified later. Then by Holder’s inequality,
µpAq ď 1
λ
´ ż
A
|T p1q1E |dµ`
ż
A
|T p2q1E |dµ
¯
ď 1
λ
´
}T p1q1E}Lq1µpAq
1
q11 ` }T p2q1E}Lq2µpAq
1
q12
¯
,
(10)
6
where, in keeping with the convention, q11 and q12 denote conjugates of q1
and q2 respectively.
For the finite sum T p1q, we apply the first estimate (5), the positive
exponential bound, in the lemma, and for the remaining infinite T p2q, we
apply (6), the negative exponential bound. These give
}T p1q1E}Lq1 ď
ρÿ
j“1
M12
β1j}1E}Lp1 “
ρÿ
j“1
M12
β1jµpEq 1p1
ď CM12β1ρµpEq
1
p1 ,
(11)
and
}T p2q1E}Lq2 ď
8ÿ
j“ρ`1
M22
´β2j}1E}Lp2 “
8ÿ
j“ρ`1
M22
´β2jµpEq 1p2
ď CM22´β2ρµpEq
1
p2 .
(12)
Substituting the above two inequalities in (10), we have
µpAq ď C
λ
´
M12
β1ρµpEq 1p1 µpAq
1
q11 `M22´β2ρµpEq
1
p2 µpAq
1
q12
¯
. (13)
If we minimized the right-side of the last inequality by choosing appropriate
ρ, then we would obtain
µpAq ď C
λ
M θ1M
1´θ
2 µpEq
1
pµpAq1´ 1q , (14)
which would imply the estimate (8) that we set out to prove. The ρ achieving
the favorable result is such that
2ρ “
´M1
M2
µpEq 1p2´ 1p1 µpAq
1
q12
´ 1
q11
¯ 1
β1`β2 . (15)
However, the ρ here must be a nonnegative integer, so we need a few
more lines to guarantee that the above reasoning goes through well. If
M1
M2
µpEq 1p2´ 1p1 µpAq
1
q12
´ 1
q11 ą 1,
then we may let ρ be the nonnegative integer such that
2ρ ă
´M1
M2
µpEq 1p2´ 1p1 µpAq
1
q12
´ 1
q11
¯ 1
β1`β2 ď 2ρ`1.
7
This choice of ρ will lead us to the same estimate as (14), with a worse C.
If however
M1
M2
µpEq 1p2´ 1p1 µpAq
1
q12
´ 1
q11 ď 1,
then we may simply let ρ be 0 and sum the negative exponential bounds.
The result is
µpAq ď 1
λ
M2µpEq
1
p2 µpAq
1
q12 . (16)
Rearranging terms, this is equivalent to
λµpAq 1q ďM θ1M1´θ2 µpEq
1
p ¨
´M1
M2
µpEq 1p2´ 1p1 µpAq
1
q12
´ 1
q11
¯ β2
β1`β2 .
Considering our assumption, the above is in fact a stronger result than we
need. We thence concludes the proof of Bourgain’s interpolation technique.
Now we embark on the task of proving Proposition 1. The essence in the
proof is the following lemma on an oscillatory integral, which is an extension
of Proposition 2.2 in Huang-Sogge [8].
Lemma 2. Suppose g defines a smooth Riemannian metric on Rn that is
close to the Euclidean one and has injectivity radius larger than 10. If the
function
apx, yq P C8`B2pOq ˆB2pOqztpx, xq : x P B2pOqu˘
satisfies the estimates
apx, yq ď Cdgpx, yq2´n, if dgpx, yq ď 1
λ
, (17)
ˇˇBαx,yapx, yqˇˇ ď Cαλn´32 dgpx, yq´n´12 ´|α|, if dgpx, yq ě 1λ, (18)
then, for exponents as in the Proposition 1, i.e.
1
r
´ 1
s
“ σ, 2
n` 1 ď σ ď
2
n
,
2n
n´ 1` 2nσ ă r ă
2n
n` 1 ,
we have ››› ż eiλdgpx,yqapx, yqfpyqdy›››
LspB1pOqq
ď Cλnσ´2}f}LrpB1pOqq, (19)
where f P C80 pRnq is supported in B1pOq.
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In the lemma, B2pOq and B1pOq are balls centered at the origin with
respect to the metric g, and dgpx, yq is the Riemannian distance function
induced by g.
Proof of Lemma 2 Recall that for a fixed line segment
1
r
´ 1
s
“ σ, 2
n` 1 ď σ ď
2
n
,
2n
n´ 1` 2nσ ă r ă
2n
n` 1 ,
we aim to prove restricted weak type inequality at the endpoints using Bour-
gain’s interpolation technique, and then apply real interpolation to obtain
strong estimate for exponents in between. By duality, it suffices to deal with
one endpoint, say
p1
p
,
1
q
q “ pn` 1
2n
,
n` 1´ 2nσ
2n
q.
In what follows, pp, qq will specifically refer to the above endpoint.
We dyadically decompose the kernel apx, yq of the oscillatory integral in
the lemma. So choose a Littlewood-Paley bump function βptq P C80
`p12 , 1q˘
such that 8ÿ
j“´8
βp2´jtq “ 1
whenever t ą 0. Denote the operator given by the oscillatory integral in the
lemma as T , and define operators Tj , j “ 0, 1, 2, ¨ ¨ ¨ , by
Tjfpxq “
ż
eiλdgpx,yqβpλ2´jdgpx, yqqapx, yqfpyqdy, k “ 1, 2, ¨ ¨ ¨ ,
T0 “ T ´
8ÿ
j“1
Tj .
T0 can be handled by Young’s inequality, if we notice estimate (17) on apx, yq
and the support property of βptq:
}T0fpxq}LqpB1pOqq ď C}f}LppB1pOqq
´ ż
dgpx,yqď 1λ
`
dgpx, yq2´n
˘ 1
1´σ dy
¯1´σ
“ Cλnσ´2}f}LppB1pOqq.
(20)
Note that the condition σ ď 2n is necessary to ensure a finite bound in this
estimate.
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For Tk, we apply Bourgain’s result Lemma 1. Recall the line segment
s “ n`1n´1r1, 1 ď r ď 2 on which Stein’s oscillatory integral theorem (see [13])
holds. This line segment intersects with the one we are interested in,
1
r
´ 1
s
“ σ, 2n
n´ 1` 2nσ ă r ă
2n
n` 1 ,
at
P :
´n` 1
2n
σ ` n´ 1
2n
,´n´ 1
2n
σ ` n´ 1
2n
¯
.
Since the oscillatory integral in Lemma 2 is closely related to the oscillatory
integral in Stein’s theorem, we are naturally led to considering interpolating
between the above point P of intersection with the point Qpσ, 0q, also on the
line 1r ´ 1s “ σ but at the same time lying on the horizontal axis. These two
points are shown in Figure 2 below. For simplicity of notation, we denote
the exponents corresponding to P by pp1, q1q and those corresponding to Q
by pp2, q2q, so that P “ p 1p1 , 1q1 q and Q “ p 1p2 , 1q2 q. Note that at Q, we can
always obtain a trivial bound from Holder’s inequality.
There is however, a small obstacle that need be overcome. When σ “
2
n`1 , the point P coincides with the endpoint at which we want to prove
restricted weak type estimate, hence in this case, interpolating in the above
way does not help. This is fortunately, not too much of a trouble, and we
are able to remedy it by interpolating instead between the two endpoints A
and B of the line segment in Stein’s oscillatory integral theorem. See Figure
2 below. In the rest of the proof therefore, we first treat the general case,
and then turn to the exceptional one.
Now we begin the interpolation process. At P , our goal is to obtain the
following bound for every j:
}Tjf}Lq1 pB1pOqq ď C2
`
´ pn`1qσ
2
`1
˘
jλnσ´2}f}Lp1 pB1pOqq, (21)
where the bound C is independent of j. By a dilation argument, denoting
 “ 2jλ , this would be a consequence of the estimate
}Sjf}Lq1 pBpOqq ď C2
`
n´1
2
σ´n´1
2
˘
j}f}Lp1 pBpOqq (22)
on the operator Sj defined by
Sjfpxq “
ż
ei2
jφjpx,yqbjpx, yqfpyqdy, (23)
φjpx, yq “ 1

dgpx, yq,
10
Figure 2: Interpolation argument 1
bjpx, yq “ 2n´12 jλ2´nβpφjpx, yqqapx, yq.
Notice that if we introduce the new metric gpxq by dilation, then φjpx, yq is
precisely the Riemannian distance function this new metric induces. Also,
the ball of radius  have radius 1 under gpxq. Furthermore, the amplitude
bjpx, yq vanishes if φjpx, yq R r12 , 1s, and satisfies the estimateˇˇBαx,ybjpx, yqˇˇ ď Cα,
where the bound Cα is independent of j. These observations tell that the
oscillatory integral defined by the operator Sj satisfies the hypotheses of
Stein’s oscillatory integral theorem. Then (22), the equation we wish to
prove, follows directly from Stein. We point out here that the condition
σ ă 2n`1 is necessary to ensure that the power ´ pn`1qσ2 ` 1 on 2 is negative.
The proof of the estimate (21) at point P has been accomplished.
As mentioned above, at Q, there is the trivial bound resulting from
Holder’s inequality. Noting the condition (18) on apx, yq when dgpx, yq ą 1λ ,
we readily get
}Tjf}Lq2 pB1pOqq ď C2
`
n`1
2
´nσ
˘
jλnσ´2}f}Lp2 pB1pOqq. (24)
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When 2n`1 ă σ ď 2n , the power n`12 ´ nσ ą 0.
It remains only some elementary computation.
θ “
n`1
2 ´ nσ
n`1
2 ´ nσ ` pn`1qσ2 ´ 1
,
θ
p1
` 1´ θ
p2
“ n` 1
2
“ 1
p
,
θ
q1
` 1´ θ
q2
“ n` 1
2
´ σ “ 1
q
.
The computation shows that we have arrived exactly at p1p , 1q q, the endpoint
that is our goal. Thus, Bourgain’s interpolation technique gives us the de-
sired restricted weak type inequality for the sum of Tj . Together with the
strong estimate (20) for T0, this yields
}Tf}Lq,8pB1pOqq ď Cλnσ´2}f}Lp,1pB1pOqq.
Duality gives the same inequality for the other endpoint. Finally, real inter-
polation produces the conclusion in the lemma.
There is still the exceptional case 1r ´ 1s “ 2n`1 that need be tackled.
As mentioned before, we interpolate instead between the two endpoints
Ap12 , n´12pn`1qq and Bp1, 0q in Stein’s oscillatory integral theorem. The pro-
cedure is pretty much the same as with the general case, so we provide an
outline. For convenience, we still denote the exponents corresponding to A
and B as pp1, q1q and pp2, q2q, respectively. At A, we wish to show for each
j,
}Tjf}Lq1 pB1pOqq ď C2
1
2
jλ´
n`2
n`1 }f}Lp1 pB1pOqq, (25)
where the C is independent of j. By a dilation argument, this follows from
}Sjf}Lq1 pB1pOqq ď C2´
n2´n
n`1 }f}Lp1 pB1pOqq, (26)
where Sj is as in (23), and the unit ball B1pOq is with respect to the dilated
metric gpxq. But (26) is a direct consequence of Stein’s oscillatory integral
theorem, so our work at point A is done. At B, we have the trivial estimate
}Tjf}Lq2 pB1pOqq ď C2´
n´1
2
jλn´2}f}Lp2 pB1pOqq. (27)
Note again that the power ´n´12 of 2 in (27) is negative. Then we verify
θ “
n´1
2
n´1
2 ` 12
,
12
θp 1
p1
,
1
q1
q ` p1´ θqp 1
p2
,
1
q2
q “ pn` 1
2n
,
pn´ 1q2
2npn` 1qq.
Once more, this latter pair of exponents correspond exactly to one endpoint
of the extraordinary line segment. Therefore, restricted weak type inequality
holds at this endpoint
}Tf}
L
2npn`1q
pn´1q2 ,8pB1pOqq
ď Cλ´ 2n`1 }f}
L
2n
n`1 ,1pB1pOqq
. (28)
The rest of the work, i.e. an application of duality and real interpolation, is
the same as in the general case. This finishes the entire proof of Lemma 2.
Proof of Proposition 1 With Lemma 2, we can proceed to show Proposi-
tion 1. The procedure parallels that in Huang-Sogge [8]. By the compactness
of the sphere, we may assume all functions f appearing in this proof to be
supported in a ball of radius 1. It is well-known that Hkpx, yq ď Ckn´1
([12], § 3.4). However, to prove the proposition, we need a more precise
bound on Hkpx, yq, at least for large k. The result we cited is Proposition
2.1 in Huang-Sogge [8].
Proposition 2. When k is large,
Hkpx, yq “ λ
n´1
2
k
ÿ
˘
a˘pk;x, yqe˘iλkdSn px,yq,
for
1
λk
ď dSnpx, yq ď 3pi
4
, (29)
where a˘pk;x, yq are smooth functions satisfying for each j “ 0, 1, 2, ¨ ¨ ¨ ,ˇˇBjx,ya˘pk;x, yqˇˇ ď CdSnpx, yq´j , if 1λk ď dSnpx, yq ď 3pi4 . (30)
We also have the expression
Hkpx, yq “ p´1qkλ
n´1
2
k
ÿ
˘
a˘pk;x, y˚qe˘iλkdSn px,y˚q,
for
pi
4
ď dSnpx, yq ď pi ´ 1
λk
. (31)
Choose αptq P C8pR`q such that
αptq “ 1 if t ď δ; αptq “ 0 if t ě 2δ,
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where δ is to be specified later. Define
H˜kpx, yq “ αpdSnpx, yqqHkpx, yq.
If δ is sufficiently small, then by Proposition 2 and the estimate Hkpx, yq ď
Ckn´1, it is easy to see that H˜kpx,yqλk satisfies that hypotheses set for the
amplitude apx, yq in Lemma 2. Therefore, applying that lemma yields
}H˜kf}LspSnq ď knσ´1}f}LrpSnq, (32)
where the exponents r and s are on our fixed line segment (4). For the same
reason, if we define
H˜k˚ px, yq “ αpdSnpx, y˚qqHkpx, yq,
we have
}H˜k˚ f}LspSnq ď knσ´1}f}LrpSnq. (33)
What remains is Uk “ Hk´H˜k´H˜k˚ , an operator given by the oscillatory
integral
Ukfpxq “ λ
n´1
2
k
ÿ
˘
ż
Sn
α˘pk;x, yqe˘iλkdSn px,yqfpyqdy,
where the functions α˘pk;x, yq vanishes when dSnpx, yq R rδ, pi ´ δs, and
satisfies
|Bγx,yα˘pk;x, yq| ď Cγ ,
with the bound Cγ independent of k. This reminds us to utilize again
Stein’s oscillatory integral theorem. We apply it to the pair of exponents`
n`1
2n ,
pn´1q2
2npn`1q
˘
, which is point C in Figure 3 below. The result is
}Ukf}
L
2npn`1q
pn´1q2 pSnq
ď Cλ
n´1
n`1
k }f}L 2nn`1 pSnq. (34)
Furthermore, at Dpn`12n , 0q, the point on the horizontal axis also labeled in
Figure 3, we have an estimate from Holder’s inequality
}Ukf}L8pSnq ď Cλ
n´1
2
k }f}L 2nn´1 pSnq. (35)
Interpolating between C and D then gives the desired strong estimate at
one endpoint of the line segment (4):
}Ukf}
L
2n
n`1´2nσ pSnq ď Cλ
nσ´1}f}
L
2n
n`1 pSnq. (36)
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Figure 3: Interpolation argument 2
As before, duality produces the inequality at the other endpoint, and an-
other interpolation results in the estimate we are seeking for exponents be-
tween the endpoints. Combining (32), (33) and (36), we finish our proof of
Proposition 1.
3 Proof of Theorem 1
We finally come to the proof of the main theorem of this article. It follows the
lines in Huang-Sogge [8]. Let P represent the operator
b
´∆Sn ´ pn´12 q2.
We apply the formula
pP 2 ` pλ` iµq2q´1 “ sgnµ
ipλ` iµq
ż 8
0
eipsgnµqλte´|µ|tcosptP qdt, (37)
which can be found in [3].
Choose a nonnegative even function ρptq P C80 pRq that satisfies
ρptq “ 1 if |t| ă 1
2
; ρptq “ 0 if |t| ě 1.
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By Proposition 2.4 in Huang-Sogge [8], the kernel of the operator
R0f “ sgnµ
ipλ` iµq
ż 8
0
ρptqeipsgnµqλte´|µ|tcosptP qdt
has the expressionÿ
˘
b˘pλ;x, yqe˘iλdSn px,yq `O
`pdSnpx, yqq2´n˘,
where the functions b˘pλ;x, yq vanish when dSnpx, yq is near to pi, and satisfy
the estimates (17) and (18) in Lemma 2, with all constants independent of
λ ě 1. Therefore, Lemma 2 and Young’s inequality give
}R0f}LspSnq ď Cr,sλnσ´2}f}LrpSnq. (38)
For the remaining “1´ ρptq” part, denote
mλ,µpτq “ sgnµ
ipλ` iµq
ż 8
0
p1´ ρptqqeipsgnµqλte´|µ|tcosptτqdt.
Then, an easy integration by parts argument shows
|mλ,µpτq| ď CNλ´1p1` |λ´ τ |q´N
for every natural N , whenever τ ě 0, and λ, |µ| ě 1. Therefore, by the
spectral theorem,›››`p´∆Sn ` pn´ 1
2
q2q´1 ´R0
˘
f
›››
LspSnq
“
››› 8ÿ
k“0
mλ,µpλkqHkf
›››
LspSnq
ď
8ÿ
k“0
}mλ,µ}L8}Hkf}LspSnq
ď C
8ÿ
k“0
λ´1p1` |λ´ k|q´3knσ´1}f}LrpSnq
ď Cλnσ´2}f}LrpSnq.
(39)
This concludes the proof of Theorem 1.
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