The anti-Ramsey number of $M_5$ in outerplanar graphs by Pei, Yifan et al.
ar
X
iv
:2
00
5.
08
16
9v
1 
 [m
ath
.C
O]
  1
7 M
ay
 20
20
The anti-Ramsey number of M5 in outerplanar graphs
Yifan Pei1, Yongxin Lan1∗and Hua He1
1 Department of Applied Mathematics
Hebei University of Technology, Tianjin, 300401, China
Email: imbacheck@163.com; yxlan@hebut.edu.cn; hehua@hehut.edu.cn
Abstract
Let On denote the family of all maximal outerplanar graphs on n vertices. Given
an outerplanar graph H, let ar
O
(n,H) denote the maximum number of colors k such
that a k-edge coloring of a maximal outerplanar graph T ∈ On that contains no rain-
bow copy of H. Let Mk denote the matching of size k. In this paper, we prove that
ar
O
(n,M5) = n+4 for n ≥ 12, which improves one of the results of Jin and Ye (2018).
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1 Introduction
Here we only consider simple and finite graphs. Let G be a simple graph with edge set
E(G) and vertex set V (G). Let e(G) and |G| denote the number of edges and number of
vertices of G, respectively. Given two disjoint sets S, S ′ ∪ V (G), let eG(S, S
′) denote the
size of edge set {uv ∈ E(G) : u ∈ S and v ∈ V }. By NG(S) we denote the vertex set
{v ∈ V (G) : uv ∈ E(G) and u ∈ S}. If S = {u}, then we write simply as NG(u). Let
dG(u) = |NG(u)|. For S ⊆ V (G), we use G[S] to denote the subgraph of G induced by S.
Let Mn denote a matching of size n. For any positive k, let [k] = {1, 2, . . . , k}.
Given an edge-colored graph G, we say a subgraph of G is rainbow if any two edges have
distinct colors. The anti-Ramsey number, denoted by ar(Kn, H), is the maximum number
of colors in an edge-coloring of Kn containing no a rainbow copy of H . The study of anti-
Ramsey number was introduced by Erdo˝s, Simonovits and So´s [4] in 1975. From then, the
anti-Ramsey number of some special graph classes have been widely studied. Meanwhile, it
was extended by most researchers to ar(G,H) when replacing Kn by other graph G. Various
results on anti-Ramsey numbers refer to the survey [5]. In particular, results on anti-Ramsey
∗Corresponding author
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number for matchings can be found in [2, 17] when G is Kn, in [15] hypergraphs, in [14]
complete bipartite graph, in [8] regular bipartite graph, in [10] complete split graphs and so
on.
Horoˇa´k, Jendrol’, Schiermeyer and Sota´k [6] began the study of anti-Ramsey number in
planar graphs. They considered the anti-Ramsey number of cycles in plane triangulation,
which was improved by Lan et al. [11]. In [7, 11, 16], for sufficient large n, the authors
determined the bounds for the anti-Ramsey number of matchings in plane triangulation.
As observed in [11], Tura´n numbers are related closely to anti-Ramsey numbers in planar
graph. Results on planar Tura´n number can be found in [3, 12, 13]. Let On denote the
family of all maximal outerplanar graphs with n vertices. For arbitrary outerplanar graph
H , let ar
O
(n,H) denote the maximum number of colors k such that an k-edge coloring of a
maximal outerplanar graph T ∈ On that contains no rainbow H as a subgraph. Recently,
Jin and Ye [9] investigated the anti-Ramsey number of matchings in maximal outerplanar
graph. In [9], the authors determined the exact values of ar
O
(n,Mk) for 2 ≤ k ≤ 4 and
gave the upper bound and lower bound for general matchings. We summarize the results as
follows.
Theorem 1.1 ([9]) Let n and t be positive integers. Then
(1) ar
P
(On,M2) =
{
3 n = 4;
1 n ≥ 5.
(2) ar
P
(On,M3) =
{
7 n = 6;
n n ≥ 7.
(3) ar
P
(On,M4) =
{
11 n = 8;
n + 2 n ≥ 9.
(4) for all t ≥ 5 and n ≥ 2t, n+ 2t− 6 ≤ ar
P
(On,Mt) ≤ n+ 14t− 25.
In this paper, we determine the exact value of ar
P
(On,M5) for n ≥ 12.
Theorem 1.2 For n ≥ 12, ar
P
(On,M5) = n + 4.
The following famous Tutte-Berge Formula will be very useful. We say a graph G is
called factor-critical if G− v contains a perfect matching for each v ∈ V (G).
Theorem 1.3 Let G be a graph with n vertices and let d denote the size of a maximum
matching of G. Then there exists a subset S with |S| ≤ d such that
d =
1
2
(n− o(G− S) + |S|),
where o(G−S) is the number of odd components in the graph G−S. Furthermore, each odd
component of G− S is factor-critical.
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2 Proof of Theorem 1.2.
Let n ≥ 12 be an integer. By Theorem 1.1, we have ar
P
(On,M5) ≥ n + 4. Next we shall
show that ar
P
(On,M5) ≤ n+4. Suppose arP (On,M5) ≥ n+5. Then there exists a T ∈ On
and some (n+5)-edge coloring of T such that T contains no rainbowM5. Let G be a rainbow
spanning subgraph of T with n+5 edges. Then G has no copy of M5. By Theorem 1.3, there
exists an S ⊆ V (G) with s := |S| ≤ 4 such that q := o(G−S) = n+s−8. Let H1, H2, . . . , Hq
denote the all odd components of G− S and R(G) = V (G)− (S ∪ (
⋃q
i=1 V (Hi))). Without
loss of generality, we suppose that |H1| ≤ |H2| ≤ · · · ≤ |Hq|. Let r := max{i : |Hi| = 1}.
Then n = |G| ≥ s+
∑r
i=1 |Hi|+
∑q
i=r+1 |Hi| ≥ s+ r+3(q− r). It follows that r ≥ s+ q− 4.
Let S = {w1, . . . , ws} for s ≥ 1, V (Hi) = {ui} for all i ∈ [r] and U = {u1, . . . , ur}. Further-
more, we assume that dG(u1) ≥ · · · ≥ dG(ur). We first prove some useful claims.
Claim 1. If G has two edge-disjoint matchings of size 4, say M ′ and M ′′, then T [V (G)−
V (M ′ ∪M ′′)] has no edges.
Proof. Suppose T [V (G)− V (M ′ ∪M ′′)] has an edge e. If c(e) = c(e′) for some e′ ∈ M ′,
then M ′′ ∪ e is a rainbow M5 in T , a contradiction. Thus, c(e) 6= c(e
′) for all e′ ∈ M ′. But
then M ′ ∪ e is a rainbow M5 in T, a contradiction.
Claim 2. Suppose G has two edge-disjoint matchings of size 3, say M ′ and M ′′. If
T [V (G)− V (M ′ ∪M ′′)] has two vertex-disjoint edges e ∈ E(G) and f /∈ E(G), then c(f) =
c(e).
Proof. Suppose c(f) 6= c(e). If c(f) = c(e′) for some e′ ∈ M ′, then M ′′ ∪ {e, f} is a
rainbow M5 in T , a contradiction. Thus, c(f) 6= c(e
′) for all e′ ∈ M ′. But then M ′ ∪ {e, f}
is a rainbow M5 in T, a contradiction.
Claim 3. Suppose G has two edge-disjoint matchings of size 2, say M ′ and M ′′. If
T [V (G) − V (M ′ ∪ M ′′)] has three vertex-disjoint edges e, f ∈ E(G) and g /∈ E(G), then
c(g) ∈ {c(e), c(f)}.
Proof. Suppose c(g) /∈ {c(e), c(f)}. If c(g) = c(e′) for some e′ ∈ M ′, then M ′′ ∪ {e, f, g}
is a rainbow M5 in T , a contradiction. Thus, c(g) 6= c(e
′) for all e′ ∈ M ′. But then
M ′ ∪ {e, f, g} is a rainbow M5 in T, a contradiction.
Case 1: s = 0
In this case, q = n−8. Hence, e(G) =
∑q−1
i=r+1 e(Hi)+e(G[V (Hq)∪R(G)]) ≤
∑q−1
i=r+1(2|Hi|−
3)+2|V (Hq)∪R(G)|−3 ≤ 2(n−r)−3(q−r) = 2(n−r)−3(n−8−r) = 24−(n−r) ≤ 16 ≤ n+4
because r ≤ q = n− 8 and n ≥ 12, a contradiction.
Case 2: s = 1
In this case, q = n− 7 and r ≥ q − 3 = n− 10.
Assume first that r = q − 3. Then n = |G| = |S| +
∑q
i=1 |Hi| and |Hq−2| = |Hq−1| =
|Hq| = 3. By Theorem 1.3, Hq−2 = Hq−1 = Hq = K3. Since G is a outerplanar graph,
eG(S, V (Hi)) ≤ 2 for all i ∈ {q − 2, q − 1, q}. Hence, e(G) = eG(S, V (G− S)) + e(G− S) ≤
3
(r + 6) + 9 = n + 5. Thus, eG(S, V (Hi)) = 2 for all i ∈ {q − 2, q − 1, q}. Let V (Hq−2) =
{v1, v2, v3}, V (Hq−1) = {v4, v5, v6}, V (Hq) = {v7, v8, v9} and V = {v1, . . . , v9}. WLOG, we
assume w1v1, w1v4, w1v7 /∈ E(G). By Claim 1, e(T [U ]) = 0. We claim that eT (U, V (Hi)) ≤ 1
for all i ∈ {q − 2, q − 1, q}. WLOG, we suppose that eG(U, V (Hq−2)) ≥ 2. Then there
exists two vertices ui, uj ∈ U such that uiv2, ujv3 ∈ E(T ). By Claim 2, c(uiv2) = c(v1v3)
and c(ujv3) = c(v1v2). But then T has a rainbow M5 = {uiv2, ujv3, v4v5, v6w1, v7v8}, a
contradiction. Thus, eT (U, V (Hi)) ≤ 1 for all i ∈ {q− 2, q− 1, q} and so eT (U, V ) ≤ 3. Note
that e(T [V ])− e(G[V ]) ≤ 2. We next show that e(T [V ])− e(G[V ]) = 0. Suppose e(T [V ])−
e(G[V ]) ≥ 1. If e(T [V ])−e(G[V ]) = 2, then we assume that v3v5 ∈ E(T ) and v6v8 ∈ E(T ) by
symmetry. It follows that eT (U, V ) ≤ 2. Suppose eT (U, V ) = 2. Then there exists ui, uj ∈ U
such that uiv2, ujv9 ∈ E(T ). By Claim 2, c(uiv2) = c(v1v3) and c(ujv9) = c(v7v8). By Claim
3, c(v3v5) ∈ {c(v1v2), c(v4v6)} and c(v6v8) ∈ {c(v4v5), c(v7v9)}. If c(v3v5) = c(v1v2), then T
has a rainbow M5 = {v3v5, v4v6, v8w1, uiv2, ujv9}, a contradiction. Thus, c(v3v5) = c(v4v6).
Similarly, c(v6v8) = c(v4v5). But then T has a rainbow M5 = {v3v5, v6v8, v1v2, ujv9, uiw1}, a
contradiction. Hence, eT (U, V ) ≤ 1 and e(T ) = e(G)+eT (U, V )+e(T [V ])−e(G[V ]) ≤ n+5+
1+2 < 2n− 3, a contradiction. Thus, e(T [V ])− e(G[V ]) = 1 and assume that v3v5 ∈ E(T ).
If eT (U, V ) ≤ 2, then e(T ) = e(G) + eT (U, V ) + e(T [V ])− e(G[V ]) ≤ n+5+2+ 1 < 2n− 3,
a contradiction. Hence, eT (U, V ) = 3. WLOG, we assume that u1v6, u1v8, u2v2 ∈ E(T ).
By Claim 2, c(u1v6) = c(v4v5), c(u1v8) = c(v7v9) and c(u2v2) = c(v1v3). By Claim 3,
c(v3v5) ∈ {c(v1v2), c(v4v6)}. But then T has a rainbow M5 = {u2v2, v3v5, v6u1, v7v8, v9w1},
a contradiction. Thus, e(T [V ]) − e(G[V ]) = 0 and so e(T ) = e(G) + eT (U, V ) + e(T [V ]) −
e(G[V ]) ≤ n + 5 + 3 + 0 < 2n− 3, a contradiction.
Assume next that r = q−2. Then |R(G)| = n−s−
∑q
i=1 |Hi| = n−1−r−|Hq−1|−|Hq| ≤
n− 1 − r − 6 = 2. If |R(G)| = 2, then |Hq−1| = |Hq| = 3 and so e(G) =
∑q
i=1 e(G[V (Hi) ∪
S]) + e(G[R(G) ∪ S]) ≤ r+ 2(2 · 4− 3) + 2 · 3− 3 = n− 9 + 10 + 3 = n+ 4, a contradiction.
Thus, |R(G)| = 0 and so |Hq−1| = 3 and |Hq| = 5. By Theorem 1.3, Hq−1 = K3. Then
e(G) =
∑q
i=1 e(G[V (Hi) ∪ S]) = r + e(G[V (Hq−1) ∪ S]) + e(G[V (Hq) ∪ S]) ≤ r + 2 · 4 −
3 + 2 · 6 − 3 = n + 5. It follows that G[V (Hq−1) ∪ S]) and G[V (Hq) ∪ S]) are maximal
outerplanar graphs. By Claim 1, e(T [U ]) = 0. Note that eT (V (Hq−1), V (Hq)) ≤ 1. If
eT (V (Hq−1), V (Hq)) = 1, then eT (U, V (Hi)) ≤ 1 for i ∈ {q − 1, q} and so e(T ) = e(G) +
eT (U, V (Hq−1)) + eT (U, V (Hq)) + eT (V (Hq−1), V (Hq)) ≤ n + 5 + 1 + 1 + 1 < 2n − 3, a
contradiction. Hence, eT (V (Hq−1), V (Hq)) = 0. Note that eT (U, V (Hq)) ≤ 2. It is easy to see
that eT (U, V (Hq−1)) ≤ 1 by Claim 2. Hence, e(T ) = e(G)+eT (U, V (Hq−1))+eT (U, V (Hq)) ≤
n+ 5 + 1 + 2 < 2n− 3, a contradiction.
Assume then that r = q − 1. Then |R(G)| = n − s −
∑q
i=1 |Hi| ≤ n − 1 − r − 3 = 4.
If |R(G)| = 4, then |Hq| = 3 and so e(G) =
∑q
i=1 e(G[V (Hi) ∪ S]) + e(G[R(G) ∪ S]) ≤
r + (2 · 4 − 3) + (2 · 5 − 3) = n − 8 + 5 + 7 = n + 4, a contradiction. If |R(G)| = 2, then
|Hq| = 5 and so e(G) =
∑q
i=1 e(G[V (Hi) ∪ S]) + e(G[R(G) ∪ S]) ≤ r + (2 · 6 − 3) + (2 · 3 −
3) = n − 8 + 9 + 3 = n + 4, a contradiction. Thus, |R(G)| = 0 and so |Hq| = 7. Then
e(G) =
∑q
i=1 e(G[V (Hi)∪S]) ≤ r+2 ·8−3 = n−8+13 = n+5. It follows that G[V (Hq)∪S]
is a maximal outerplanar graph. By Claim 2, e(T [U ]) = 0. Note that eT (U, V (Hq)) ≤ 2.
Hence, e(T ) = e(G) + eT (U, V (Hq)) ≤ n+ 5 + 2 < 2n− 3, a contradiction.
Finally we assume that r = q. Then |R(G)| = n−s−r = 6. Then e(G) =
∑q
i=1 e(G[V (Hi)∪
4
S]) + e(G[R(G) ∪ S]) ≤ r + 2 · 7− 3 = n + 4, contradiction.
Case 3: |S| = 2
In this case, q = n− 6 and r ≥ q − 2 = n− 8.
Assume first that r = q − 2. Then n = |G| = s +
∑q
i=1 |Hi| and |Hq−1| = |Hq| = 3.
By Theorem 1.3, Hq−1 = Hq = K3. Let V (Hq−1) = {v1, v2, v3}, V (Hq) = {v4, v5, v6}
and V = {v1, . . . , v6}. WLOG, we assume eG(S, V (Hq−1)) ≤ eG(S, V (Hq)). We claim
n−8 ≤ eG(S, U) ≤ n−6. Suppose eG(S, U) ≥ n−5. Then dG(ui) = 2 for i ∈ [3] and so G has
a K2,3, which contracts to the outerplanarity of G. Suppose eG(S, U) ≤ n− 9. Then e(G) =
eG(S, U)+e(G−U) ≤ n−9+13 = n+4. Thus, n−8 ≤ eG(S, U) ≤ n−6. Suppose eG(S, U) =
n− 6. Then dG(u1) = dG(u2) = 2 and dG(ui) = 1 for i ≥ 3. Then eG(S, V (Hq)) ≤ 2 and so
e(G) = eG(S, U)+e(G[S])+eG(S, V (Hq−1))+eG(S, V (Hq))+e(Hq−1)+e(Hq) ≤ n+5. Thus,
e(G[S]) = 1 and eG(S, V (Hq−1)) = eG(S, V (Hq)) = 2. Suppose NG(V (Hq−1)) 6= NG(V (Hq)).
By Claims 1 and 2, e(T [U ]) = 0 and eG(U, V ) ≤ 2. Hence, e(T ) = e(G) + eG(U, V ) +
eT (V (Hq−1), V (Hq)) < 2n− 3, a contradiction. So NG(V (Hq−1)) = NG(V (Hq)). WLOG, we
assume w2 is adjacent to each vertex in {v2, v3, v5, v6}. By Claim 1 and the outerplanarity of
T , u1u2 /∈ E(T ) and e(T [{u3, . . . , ur}]) = 0. It is easy to see eT ({u1, u2}, {u3, . . . , ur}) ≤ 1
by Claims 1 and 2. Suppose eT ({u1, u2}, {u3, . . . , ur}) = 1. WLOG, u1u3 ∈ E(T ). We
claim eT (U, V (Hq−1)) ≤ 1. Suppose eT (U, V (Hq−1)) = 2 and assume uiv2, ujv3 ∈ E(T )
for i 6= j and i ≥ 2 and j ≥ 3. By Claim 2, c(uiv2) ∈ {c(w1u1), c(v1v3)} and c(ujv3) =
c(v1v2). But then T has a rainbow M5 = {u1u3, uiv2, ujv3, v4v5, v6w2}, a contradiction. So,
eT (U, V (Hq−1)) ≤ 1 and eT (U, V (Hq)) ≤ 1 by symmetry. Note that eT (V (Hq−1), V (Hq)) ≤ 1.
Then e(T ) = e(G) + e(T [U ]) + eT (U, V ) + eT (V (Hq−1), V (Hq)) ≤ 2n − 3. Since e(T ) =
2n − 3, eT (U, V ) = 2 and eT (V (Hq−1), V (Hq)) = 1. But then T has a rainbow M5,
a contradiction. Thus, eT ({u1, u2}, {u3, . . . , ur}) = 0 and so e(T [U ]) = 0. We claim
eT (V (Hq−1), V (Hq)) = 0. Suppose eT (V (Hq−1), V (Hq)) = 1. Then eT (U, V ) ≤ 2 and so
e(T ) = e(G)+ eT (U, V )+ eT (V (Hq−1), V (Hq)) ≤ n+5+2+1 < 2n−3, a contradiction. So,
eT (V (Hq−1), V (Hq)) = 0. Note that eT (U, V ) ≤ 4. Then e(T ) = e(G) + eT (U, V ) ≤ 2n− 3.
Since e(T ) = 2n − 3, eT (U, V ) = 4. But then T has a rainbow M5, a contradiction. Next
suppose eG(S, U) = n − 7. Then dG(u1) = 2 and dG(ui) = 1 for 2 ≤ i ≤ r. Then
eG(S, V (Hq)) ≤ 3, eG(S, V (Hq−1)) ≤ 2 and so e(G) = eG(S, U)+e(G[S])+eG(S, V (Hq−1))+
eG(S, V (Hq)) + e(Hq−1) + e(Hq) ≤ n + 5. Hence, e(G[S]) = 1, eG(S, V (Hq−1)) = 2 and
eG(S, V (Hq)) = 3. WLOG, assume w1v5 ∈ E(G) and w2 is adjacent to each vertex in
{v6, v2, v3}. By Claims 1 and 2, eT (u1, {u2, . . . , ur}) ≤ 1 and e(T [{u2, . . . , ur}]) = 0. Suppose
that eT (u1, {u2, . . . , ur}) = 1 and u1u2 ∈ E(T ). Then c(u1u2) ∈ {c(w1v5), c(v4v6)}. We claim
eT (U, V ) ≤ 2. Suppose eT (U, V ) ≥ 3. Then either eT (U, V (Hq−1)) = 2 or eT (U, V (Hq)) = 2.
If eT (U, V (Hq)) = 2 and uiv5, ujv6 ∈ E(T ) for i 6= j ≥ 2, then c(ujv6) = c(v4v5) and
c(uiv5) = c(w1u1), which implies T has a rainbow M5 = {u1u2, uiv5, ujv6, v1v2, v3w2}. If
eT (U, V (Hq−1)) = 2 and uiv2, ujv3 ∈ E(T ) for i ≥ 1 and j ≥ 2, then c(ujv3) = c(v1v2),
which implies T − {ui, v2} has a rainbow P9 = v1v3ujw2v6v4v5w1uk for k ∈ [2]. Thus,
eT (U, V ) ≤ 2. Note that eT (V (Hq−1), V (Hq)) ≤ 1. Then e(T ) = e(G) + e(T [U ]) +
eT (U, V )+eT (V (Hq−1), V (Hq)) ≤ 2n−3. Hence, eT (U, V ) = 2 and eT (V (Hq−1), V (Hq)) = 1.
But then T has a rainbow M5, a contradiction. Thus, eT (u1, {u2, . . . , ur}) = 0 and so
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e(T [U ]) = 0. We claim eT (V (Hq−1), V (Hq)) = 0. Suppose eT (V (Hq−1), V (Hq)) = 1. Then
eT (U, V ) ≤ 2 and so e(T ) = e(G)+ eT (U, V )+T (V (Hq−1), V (Hq)) < 2n−3, a contradiction.
So eT (V (Hq−1), V (Hq)) = 0. Note that eT (U, V ) ≤ 4. Then e(T ) = e(G)+eT (U, V ) ≤ 2n−3.
Since e(T ) = 2n − 3, eT (U, V ) = 4. But then T has a rainbow M5, a contradiction. Thus,
eG(S, U) = n − 8 and so dG(ui) = 1 for i ∈ [r]. Note that eG(S, V (Hq)) ≤ 4. We claim
eG(S, V (Hq)) ≤ 3. Suppose eG(S, V (Hq)) = 4. Then eG(S, V (Hq−1)) ≤ 2 and e(G[S]) = 0.
Hence, e(G) = eG(S, U) + eG(S, V (Hq−1)) + eG(S, V (Hq)) + e(Hq−1) + e(Hq) ≤ n+4, a con-
tradiction. So, eG(S, V (Hq)) ≤ 3. Then e(G) = eG(S, U) + e(G[S]) + eG(S, V (Hq−1)) +
eG(S, V (Hq)) + e(Hq−1) + e(Hq) ≤ n + 5. Hence, e(G[S]) = 1 and eG(S, V (Hq−1) =
eG(S, V (Hq)) = 3. Note that eT (V (Hq−1), V (Hq)) = 0. By Claim 1, e(T [U ]) = 0. Note
that eT (U, V ) ≤ 4. Then e(T ) = e(G)+ eT (U, V ) ≤ n+5+4 ≤ 2n−3. Since e(T ) = 2n−3,
eT (U, V ) = 4. But then T has a rainbow M5, a contradiction.
Assume next that r = q − 1. Then |R(G)| = n − s −
∑q
i=1 |Hi| ≤ n− 2 − r − 3 = 2. If
|R(G)| = 2, then |Hq| = 3. By Theorem 1.3, Hq = K3 and G[R(G)] = K2. We claim that
n−6 ≤ eG(S, U) ≤ n−5. Suppose eG(S, U) ≥ n−4. Then dG(ui) = 2 for i ∈ [3] and so G has
aK2,3-minor, a contradiction. Suppose eG(S, U) ≤ n−7. Then e(G) = eG(S, U)+e(G−U) ≤
n + 4, a contradiction. Thus, n − 6 ≤ eG(S, U) ≤ n − 5. If eG(S, U) = n − 5, then
dG(u1) = dG(u2) = 2 which implies eG(S, V (Hq)) ≤ 2 and eG(S,R(G)) ≤ 2. But then
e(G) = eG(S, U) + e(G− U) ≤ n+ 4, a contradiction. If eG(S, U) = n− 6, then dG(u1) = 2
which implies that eG(S, V (Hq)∪R(G)) ≤ 5. But then e(G) = eG(S, U)+ e(G−U) ≤ n+4,
a contradiction. Thus, |R(G)| = 0 and |Hq| = 5. Similarly, n − 6 ≤ eG(S, U) ≤ n − 5.
If eG(S, U) = n − 5, then dG(u1) = dG(u2) = 2 which implies eG(S, V (Hq)) ≤ 2. Then
e(G) = eG(S, U) + e(G[S]) + eG(S, V (Hq)) + e(Hq) ≤ n + 5. Hence, e(G[S]) = 1 and
eG(S, V (Hq)) = 2 and e(Hq) = 7. By Claim 1 and the outerplanarity of T , u1u2 /∈ E(T )
and e(T [{u3, . . . , ur}]) = 0. By Claim 1, e(T [U ]) ≤ 1. Note that eT (U, V (Hq)) ≤ 2. Hence,
e(T ) = e(G) + e(T [U ]) + eT (U, V (Hq)) < 2n− 3, a contradiction. If eG(S, U) = n− 6, then
dG(u1) = 2 and dG(ui) = 1 for i ≥ 2. By Claim 1, e(T [{u2, . . . , ur}]) = 0 and so e(T [U ]) ≤ 2.
Note that eT (U, V (Hq)) ≤ 2. Then e(T ) = e(G) + e(T [U ]) + eT (U, V (Hq)) ≤ 2n− 3. Since
e(T ) = 2n − 3, e(T [U ]) = 2 and eT (U, V (Hq)) = 2. But then T has a rainbow M5, a
contradiction.
Finally we assume r = q. Then |R(G)| = n− s− r = 4. Note that eG(S, U) ≤ n− 4 and
so e(G) = eG(S, U) + e(G− U) ≤ n− 4 + 9 = n+ 5. Hence, eG(S, U) = n− 4 and G− U is
a maximal outerplanar graph. But then G has a K2,3-minor, a contradiction.
Case 4: |S| = 3
In this case, q = n− 5 and r ≥ q − 1 = n− 6.
Assume first that r = q−1. Then n = |G| = s+
∑q
i=1 |Hi| and |Hq| = 3. By Theorem 1.3,
Hq = K3. We claim that n − 4 ≤ eG(S, U) ≤ n − 2. Suppose that eG(S, U) ≥ n − 1. Note
that dG(u1) ≤ 3. Then either dG(u1) = 3 and dG(u2) = dG(u3) = dG(u4) = 2 or dG(ui) = 2
for all i ∈ [5]. But then G has a K2,3-minor as a subgraph, a contradiction. Suppose that
eG(S, U) ≤ n− 5. Then e(G) = eG(S, U) + e(G− U) ≤ n− 5 + 9 = n + 4, a contradiction.
Thus, n− 4 ≤ eG(S, U) ≤ n− 2.
Firstly we assume that eG(S, U) = n−2. Then either dG(u1) = 3 and dG(u2) = dG(u3) =
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2 or dG(ui) = 2 for all i ∈ [4]. It implies that e(G[S]) ≤ 2 and eG(S, V (Hq)) ≤ 2. Hence,
e(G) = eG(S, U)+ e(G[S])+ eG(S, V (Hq))+ e(Hq) ≤ n+5. Since e(G) = n+5, e(G[S]) = 2
and eG(S, V (Hq)) = 2. Suppose dG(u1) = 3 and dG(u2) = dG(u3) = 2. By Claim 1 and
the outerplanarity, e(T [{u1, u2, u3}]) = 0 and e(T [{u4, . . . , ur}]) = 0. By Claims 1 and 2,
eT ({u1, u2, u3}, {u4, . . . , ur}) ≤ 2 and so e(T [U ]) ≤ 2. Note that eT (U, V (Hq)) ≤ 2. So
e(T ) = e(G) + eT (U, V (Hq)) + e(T [U ]) ≤ 2n − 3. Since e(T ) = 2n − 3, e(T [U ]) = 2 and
eT (U, V (Hq)) = 2. But then T has a rainbow M5, a contradiction. Thus, dG(ui) = 2 for
all i ∈ [4]. By Claim 1, e(T [{u5, . . . , ur}]) = 0. By Claim 2 and the outerplanarity of T ,
e(T [U ]) ≤ 2. Note that eT (U, V (Hq)) ≤ 2. Hence, e(T ) = e(G) + eT (U, V (Hq)) + e(T [U ]) ≤
2n− 3. Since e(T ) = 2n− 3, eT (U, V (Hq)) = 2 and e(T [U ]) = 2. But then T has a rainbow
M5, a contradiction.
Next we assume that eG(S, U) = n − 3. Then either dG(u1) = 3 and dG(u2) = 2 or
dG(ui) = 2 for all i ∈ [3]. This implies that e(G[S]) ≤ 2 and eG(S, V (Hq)) ≤ 3. Hence,
e(G) = eG(S, U) + e(G[S]) + eG(S, V (Hq)) + e(Hq) ≤ n − 3 + 2 + 3 + 3 = n + 5. Since
e(G) = n + 5, e(G[S]) = 2 and eG(S, V (Hq)) = 3. Note that eT (U, V (Hq)) ≤ 2. Suppose
that dG(u1) = 3 and dG(u2) = 2. Then u1u2 /∈ E(T ). By Claim 1, e(T [{u3, . . . , ur}]) = 0.
We claim that eT ({u1, u2}, {u3, . . . , ur}) ≤ 2. Suppose that eT ({u1, u2}, {u3, . . . , ur}) ≥ 3.
Then we have u2ui ∈ E(T ) for some i ≥ 3. But then T has a rainbow M5 containing
u2ui by Claim 1, a contradiction. Thus, eT ({u1, u2}, {u3, . . . , ur}) ≤ 2 and so e(G[U ]) ≤ 2.
Hence, e(T ) = e(G) + eT (U, V (Hq)) + e(T [U ]) ≤ 2n− 3. Since e(T ) = 2n − 3, e(T [U ]) = 2
and eT (U, V (Hq)) = 2. But then T has a rainbow M5, a contradiction. Thus, dG(ui) = 2
for all i ∈ [3]. We may assume that NG(V (Hq)) = NG(u3) = {w2, w3} and NG(u1) =
NG(u2) = {w1, w2}. By Claim 1, e(T [{u4, . . . , ur}]) = 0, eT (ui, {u4, . . . , ur}) ≤ 1 for i ∈
[3] and eT ({u1, u2}, {u4, . . . , ur}) ≤ 1. It implies that eT ({u1, u2, u3}, {u4, . . . , ur}) ≤ 2.
Suppose that eT ({u1, u2, u3}, {u4, . . . , ur}) = 2. By Claims 1 and 2, eT ({u1, u2, u3}) = 0
and so e(T [U ]) = 2. Hence, e(T ) = e(G) + eT (U, V (Hq)) + e(T [U ]) ≤ 2n − 3. Since
e(T ) = 2n − 3, eT (U, V (Hq)) = 2. But then T has a rainbow M5, a contradiction. Thus,
eT ({u1, u2, u3}, {u4, . . . , ur}) ≤ 1 and so e(T [U ]) ≤ 2. Then e(T ) = e(G) + eT (U, V (Hq)) +
e(T [U ]) ≤ 2n− 3. Since e(T ) = 2n− 3, e(T [U ]) = 2 and eT (U, V (Hq)) = 2. But then T has
a rainbow M5, a contradiction.
Finally, we assume that eG(S, U) = n − 4. Then either dG(u1) = 3 or dG(ui) = 2
for all i ∈ [2]. Suppose that dG(u1) = 3. Then e(G[S]) ≤ 2 and eG(S, V (Hq)) ≤ 3.
Hence, e(G) = eG(S, U) + e(G[S]) + eG(S, V (Hq)) + e(Hq) ≤ n − 4 + 2 + 3 + 3 = n +
4, a contradiction. Thus, dG(ui) = 2 for all i ∈ [2]. Then either NG(u1) = NG(u2) or
NG(u1) 6= NG(u2). If NG(u1) = NG(u2), then e(G[S]) ≤ 2 and eG(S, V (Hq)) ≤ 3. It
implies that e(G) = eG(S, U) + e(G[S]) + eG(S, V (Hq)) + e(Hq) ≤ n − 4 + 2 + 3 + 3 =
n + 4, a contradiction. Thus, NG(u1) 6= NG(u2). Since e(G) = n + 5, we have either
e(G[S]) = 2 and eG(S, V (Hq)) = 4 or e(G[S]) = 3 and eG(S, V (Hq)) = 3. By Claim 1,
e(T [{u3, . . . , ur}]) = 0. Note that u1u2 /∈ E(T ). We claim eT (U, V (Hq)) ≤ 0. Suppose
eT (U, V (Hq)) = 2. By Claims 1 and 2, eT ({u1, u2}, {u3, . . . , ur}) ≤ 1 and so e(T [U ]) ≤ 1.
Hence, e(T ) = e(G)+eT (U, V (Hq))+e(T [U ]) ≤ n+5+2+1 < 2n−3, a contradiction. Suppose
eT (U, V (Hq)) = 1. By Claim 2, eT ({u1, u2}, {u3, . . . , ur}) ≤ 2 and so e(T [U ]) ≤ 2. Hence,
e(T ) = e(G) + eT (U, V (Hq)) + e(T [U ]) ≤ n + 5 + 1 + 2 < 2n − 3, a contradiction. Thus,
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eT (U, V (Hq)) ≤ 0. Similarly, we have eT ({u1, u2}, {u3, . . . , ur}) ≤ 3 and so e(T [U ]) ≤ 3.
Hence, e(T ) = e(G) + eT (U, V (Hq)) + e(T [U ]) ≤ n+ 5 + 0 + 3 < 2n− 3, a contradiction.
Assume next that r = q. Then |R(G)| = n− s− r = 2. Note that eG(S, U) ≤ n− 1 and
e(G−U) ≤ 7. If eG(S, U) = n− 1, then e(G−U) ≤ 5 and so e(G) = eG(S, U)+ e(G−U) ≤
n − 1 + 5 = n + 4, a contradiction. If eG(S, U) = n − 2, then e(G − U) ≤ 6 and so
e(G) = eG(S, U) + e(G− U) ≤ n− 2 + 6 = n + 4, a contradiction. Thus, eG(S, U) ≤ n− 3
and so e(G) = eG(S, U) + e(G− U) ≤ n− 3 + 7 = n+ 4, a contradiction.
Case 4: |S| = 4
In this case, q = n − 4 and r = q. We claim that eG(S, U) ≤ n + 2. Suppose that
eG(S, U) ≥ n + 3. Note that dG(u1) ≤ 4. Then dG(u1) = 4 and dG(ui) = 2 for 2 ≤ i ≤ 5,
or dG(u1) = dG(u2) = 3 and dG(ui) = 2 for 3 ≤ i ≤ 5, or dG(u1) = 3 and dG(ui) = 2
for 2 ≤ i ≤ 6, or dG(ui) = 2 for i ∈ [7]. But then G has a K2,3-minor as a subgraph, a
contradiction. Thus, eG(S, U) ≤ n + 2. Note that e(G[S]) ≤ 5.
We next show that e(G[S]) ≥ 4. Suppose e(G[S]) ≤ 3. Then e(G) = e(G[S])+eG(S, U) ≤
n + 5 which implies e(G[S]) = 3 and eG(S, U) = n + 2. Hence, G[S] = P4 and we assume
G[S] = P4 = w1w2w3w4. Note that 2 ≤ dG(u1) ≤ 4.
Assume firstly dG(u1) = 4. Then dG(ui) = 2 for 2 ≤ i ≤ 4 and dG(ui) = 1 for i ≥ 5.
WLOG, we assume that NG(u2) = {w1, w2}, NG(u3) = {w2, w3} and NG(u4) = {w3, w4}.
By Claim 1 and the outerplanarity of T , e(T [{u1, . . . , u4}]) = 0 and e(T [{u5, . . . , ur}]) = 0.
We claim eT ({u1, . . . , u4}, {u5, . . . , ur}) ≤ 3. Suppose eT ({u1, . . . , u4}, {u5, . . . , ur}) ≥ 4.
Note that eT (ui, {u5, . . . , ur}) ≤ 2 for i ∈ [4]. If eT (u1, {u5, . . . , ur}) = 2, then there exists
two vertices, say u5, u6, such that u5w1, u6w4 ∈ E(G). Then u3ui /∈ E(T ) for i ≥ 5 be-
cause G has a rainbow P9 = u5w1u2w2u1w3u4w4u6 and u2ui /∈ E(T ) for i ≥ 5 because G
has a rainbow P9 = u5w1u1w2u3w3u4w4u6. By symmetry, u4ui /∈ E(T ) for i ≥ 5. Hence,
eT ({u1, . . . , u4}, {u5, . . . , ur}) ≤ 2, a contradiction. Thus, eT (u1, {u5, . . . , ur}) ≤ 1. Sim-
ilarly, eT (ui, {u5, . . . , ur}) ≤ 1 for 2 ≤ i ≤ 4. Since eT ({u1, . . . , u4}, {u5, . . . , ur}) ≥ 4,
eT (ui, {u5, . . . , ur}) = 1 for i ∈ [4]. WLOG, we assume that u1u5, u3u7, u4u6 ∈ E(T ) such
that u5w1, u6w3 ∈ E(G). But then G has a rainbow P9 = u5w1u2w2u1w4u4w3u6 and so T has
a rainbow M5 which contains u3u7, a contradiction. Thus, eT ({u1, . . . , u4}, {u5, . . . , ur}) ≤ 3
and so e(T [U ]) ≤ 3. Hence, e(T ) = e(G) + e(T [U ]) ≤ n+ 5 + 3 < 2n− 3, a contradiction.
Assume next dG(u1) = 3. WLOG, NG(u1) = {w1, w2, w3}. Then either dG(u2) = 3 and
dG(u3) = dG(u4) = 2 or dG(ui) = 2 for 2 ≤ i ≤ 5. Suppose that dG(u2) = 3 and dG(u3) =
dG(u4) = 2. Then dG(ui) = 1 for i ≥ 5. WLOG, we assume that NG(u2) = {w2, w3, w4},
NG(u3) = {w3, w4} and NG(u4) = {w1, w2}. By Claim 1 and the outerplanarity of T ,
e(T [{u1, . . . , u4}]) = 0 and e(T [{u5, . . . , ur}]) = 0. Since n ≥ 12, there exists two vertices,
say u5, u6, such that NG(u5) 6= NG(u6). By symmetry, either NG(u5) = w1 and NG(u6) ∈
{w2, w3, w4} or NG(u5) = w2 and NG(u6) = w3. If u5w1, u6w4 ∈ E(G), then G contains P9 =
u5w1u1w2u2w3u3w4u6 or P9 = u5w1u4w2u1w3u3w4u6 as a subgraph. It implies e(T [U ]) = 2
and so e(T ) = e(G) + e(T [U ]) = n+ 5 + 2 < 2n− 3, a contradiction. If u5w1, u6w3 ∈ E(G),
then G contains P9 = u5w1u1w2u2w4u3w3u6 or P9 = u5w1u4w2u2w4u3w3u6 as a subgraph.
It implies e(T [U ]) ≤ 3 and so e(T ) = e(G) + e(T [U ]) = n + 5 + 3 < 2n − 3, a contradic-
tion. If u5w1, u6w2 ∈ E(G), then G contains P9 = u5w1u1w3u3w4u2w2u6 as a subgraph. It
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implies e(T [U ]) ≤ 3 and so e(T ) = e(G) + e(T [U ]) = n + 5 + 3 < 2n − 3, a contradiction.
If u5w2, u6w3 ∈ E(G), then either uiw2 or uiw3 for i ≥ 7. It implies e(T [U ]) ≤ 3 and so
e(T ) = e(G)+e(T [U ]) = n+5+3 < 2n−3, a contradiction. Thus, dG(ui) = 2 for 2 ≤ i ≤ 5.
WLOG, we assume that NG(u2) = {w3, w4}, NG(u3) = {w1, w2}, NG(u4) = {w2, w3} and
NG(u5) = {w3, w4}. By Claim 1 and the outerplanarity of T , e(T [{u1, . . . , u5}]) = 0,
e(T [{u6, . . . , ur}]) = 0 and eT (u4, {u6, . . . , ur}) = 0. We claim that w1ui /∈ E(G) for
all i ≥ 6. Suppose that w1u6 ∈ E(G). Then eT ({u1, u3, u4}, {u6, . . . , ur}) = 0 and
eT ({u2, u5}, {u6, . . . , ur}) ≤ 1. Hence, e(T [U ]) ≤ 3 and so e(T ) = e(G) + e(T [U ]) ≤
n + 5 + 3 < 2n − 3, a contradiction. Thus, w1ui /∈ E(G) for all i ≥ 6. Further-
more, we claim that w4ui /∈ E(G) for all i ≥ 6. Suppose that w4u6 ∈ E(G). Then
eT ({u2, u5}, {u6, . . . , ur}) = 0. and eT ({u1, u3}, {u6, . . . , ur}) ≤ 2. Hence, e(T [U ]) ≤ 3
and so e(T ) = e(G) + e(T [U ]) ≤ n + 5 + 3 < 2n − 3, a contradiction. Thus, w4ui /∈ E(G)
for all i ≥ 6. Since n ≥ 12, there exists two vertices, say u6, u7, such that NG(u6) 6= NG(u7)
by Claim 2. By symmetry, we assume that NG(u6) = {w2} and NG(u7) = {w3}. Since
eT (u4, {u6, . . . , ur}) = 0, then u6u3 ∈ E(T ) and so eT (u1, {u6, . . . , ur}) = 0 by Claim 2.
Hence, e(T [U ]) ≤ 3 and so e(T ) = e(G) + e(T [U ]) ≤ n+ 5 + 3 < 2n− 3, a contradiction.
Finally, we assume that dG(ui) = 2 for i ∈ [6]. WLOG, we assume NG(u1) = NG(u2) =
{w1, w2}, NG(u3) = NG(u4) = {w2, w3} and NG(u5) = NG(u6) = {w3, w4}. By Claim 1,
e(T [{u7, . . . , ur}]) = 0 and eT ({u3, u4}, {u7, . . . , ur}) = 0. We claim that w1ui /∈ E(G)
for all i ≥ 7. Suppose w1u7 ∈ E(G). Then eT ({u1, u2}, {u7, . . . , ur}) = 0. By Claim
2, e(T [U ]) ≤ 3 and so e(T ) = e(G) + e(T [U ]) ≤ n + 5 + 3 < 2n − 3, a contradiction.
Thus, w1ui /∈ E(G) for all i ≥ 7. By symmetry, w4ui /∈ E(G) for all i ≥ 7. By Claim 2,
eT ({u1, u2}, {u7, . . . , ur}) ≤ 1 and eT ({u5, u6}, {u7, . . . , ur}) ≤ 1. Thus, e(T [U ]) ≤ 3 and so
e(T ) = e(G) + e(T [U ]) ≤ n + 5 + 3 < 2n− 3, a contradiction.
Thus, e(G[S]) ≥ 4. Note that e(G[S]) ≤ 5. Then eG(S, U) ≤ n and so e(G) =
e(G[S]) + eG(S, U) ≤ 5 + n. Hence, e(G[S]) = 5 and eG(S, U) = n which implies dG(ui) = 2
for i ∈ [4]. WLOG, we assume that G[S] contains a cycle w1w2w3w4, NG(u1) = {w1, w2},
NG(u2) = {w2, w3}, NG(u3) = {w3, w4} and NG(u4) = {w1, w4}. By Claim 1 and the outer-
planarity of T , e(T [{u5, . . . , ur}]) = 0 and e(T [{u1, . . . , u4}]) = 0. We claim that NG(ui) 6=
NG(uj) for each i, j ≥ 5. WLOG, suppose NG(u5) = NG(u6) = w1 and u5u1, u6u4 ∈ E(T ).
Since n ≥ 12, either u7w2 ∈ E(G) or u7w3 ∈ E(G) by symmetry. If u7w2 ∈ E(G),
then c(u5u1) = c(u6w1) and c(u6u4) ∈ {c(u3w4), c(u2w3)} by Claims 2 and 3. But then
T has a rainbow M5 = {u5u1, u6u4, w1w4, u3w3, u2w2}, a contradiction. If u7w3 ∈ E(G),
then assume u7u2 ∈ E(T ). By Claim 2, c(u5u1) = c(u2w2), c(u6u4) = c(u3w4) and
c(u7u2) = c(u3w3). But then T has a rainbow M5 = {u5u1, u6u4, u2u7, w1w2, w3w4}, a
contradiction. Thus, NG(ui) 6= NG(uj) for each i, j ≥ 5 and assume ui+4wi ∈ E(G) for
i ∈ [4]. WLOG, we assume u6u1 ∈ E(T ). By Claim 2, c(u6u1) = c(u2w2). Note that
either u7u2 ∈ E(T ) or u7u3 ∈ E(T ). If u7u2 ∈ E(T ), then c(u6u2) ∈ {c(u3w3), c(u4w4)} by
Claim 3. But then T has a rainbow M5 = {u6u1, u7u2, u4w1, u3w4, w2w3}, a contradiction.
Hence, u7u3 ∈ E(T ). By Claim 3, c(u7u3) ∈ {c(u2w3), c(u4w4)}. But then T has a rainbow
M5 = {u6u1, u7u3, u4w1, u2w2, w3w4}, a contradiction.
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