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Abstract
This document describes the INMOS IMS T  the latest member in
the transputer family and the IMS C a complete routing switch This
transputer combines a general purpose processor with a grouping of ins 
tructions a super scalar pipeline unit for oating point operations and a
virtual processor channel to provide hardware communication between two
transputers The C is based around the T  It is a  by  way
non blocking crossbar switch and allows non local communications between
T  that are not directly connected
Keywords  T  C grouping of instructions routing
Resume
Ce document d	ecrit le nouveau processeur T  et son processeur de rou

tage C Le T  est un transputer INMOS qui integre un processeur
g	en	eral avec un groupeur dintructions une partie d	edi	ee au calcul num	e

rique avec un pipeline super scalaire et un processeur de communication
permettant la gestion hardware des communications inter
transputers Le
C est un processeur de communications INMOS permettant de router
des messages a travers un r	eseau et dop	erer des communications non lo

cales
Motscles  T  C groupeur dinstructions routage
Introduction
Depuis quelques ann	ees de nombreuses applications n	ecessitant une tres grande
puissance de calcul ont 	emerg	e Les machines s	equentielles se sont vite av	er	ees insuf

samment puissantes pour r	esoudre des problemes dont le temps de calcul doit rester
raisonnable pour avoir un quelconque int	eret
Les processeurs ont de plus commenc	e a atteindre les limites physiques de vitesse
Une alternative r	eside dans lutilisation de plusieurs processeurs travaillant ensemble a
la r	esolution dun meme probleme
Le parall	elisme apparat alors comme une solution davenir permettant daller plus
loin dans la simulation de problemes physiques sur des ordinateurs
Lutilisation de processeurs adapt	es a ce nouveau d	e savere n	ecessaire de meme
que la r	esolution du probleme du partage et de l	echange des donn	ees entre les pro

cesseurs Les futures machines auront plusieurs centaines voire plusieurs milliers de
processeurs Il conviendra donc de r	eduire au maximum la distance s	eparant les pro

cesseurs tout en assurant une bande passante importante an davoir la notion de
localit	e virtuelle entre tout couple de processeurs
Dans ce rapport nous pr	esentons les nouveaux produits dINMOS tout en les situant
dans lespace des recherches actuelles sur les micro
processeurs de calcul et de commu

nication Dans un premier chapitre nous rappelons les principales caract	eristiques des
processeurs actuels puis nous pr	esentons le processeur T  en d	etaillant les caract	e

ristiques sp	eciques de ce nouveau processeur dINMOS Dans un second chapitre nous
pr	esentons les propri	et	es du processeur de routage C associ	e au T 

Chapitre  
Le processeur T 
   Introduction
Le processeur T  est le dernier n	e des processeurs INMOS Il est d	edi	e aux
applications temps
r	eel embarqu	ees et il constitue surtouune brique pouvant donner
naissance a des architectures paralleles a m	emoire distribu	ee Ceci ne le di	erencie pas
des pr	ec	edentes versions de transputers La principale nouveaut	e est le changement
de modele de communication et de nombreuses innovations a lint	erieur du processeur
lui
meme
  Les nouveaux processeurs
La course aux performances est toujours pass	ee par laugmentation de la puissance
des CPU Central Processing Unit Cette regle qui est bien entendu vraie pour les
machines s	equentielles ne lest plus pour les machines paralleles ou les 	echanges entre
les processeurs sont un point crucial de lecacit	e
Dans cette section nous pr	esentons quelques principes fondamentaux darchitec

ture des CPU an de comprendre ce qui a amen	e les constructeurs a produire les
architectures daujourdhui dont fait partie le T 
   RISC contre CISC
Dans les processeurs deux strat	egies concernant les ensembles dinstructions do

minent Ces deux strat	egies sont les CISC Complex Instruction Set Computer et les
RISC Reduced Instruction Set Computer Un bon exemple de processeur CISC est
le VAX de DEC Ce processeur possede jusqua trois op	erandes Ceci a pour eet de
simplier le travail des compilateurs et d	eviter le gachis de registres temporaires Par
contre la tache de la partie controle du processeur sen trouve compliqu	ee dou une
in	evitable perte de performances
Les architectures des CPU sont pass	ees par plusieurs principes fondamentaux gou

vern	es par les possibilit	es de la technologie Apres etre pass	es du RISC au CISC les
constructeurs sont revenus aux id	ees de base du RISC pour enn obtenir un m	elange
de RISC et de CISC  les CRISC

Les RISC sont n	es de la recherche de performances et des contraintes technologiques
Dans les ann	ees  un des composants les plus couteux 	etait la m	emoire  et tout ce
qui pouvait limiter les acces a la m	emoire et sa trop grande utilisation relevait du bon
principe de fabrication De nombreux principes du RISC et meme du CISC relevent de
cette contrainte
Les CISC sont n	es du principe chez IBM de compatibilit	e entre les di	erentes
versions de processeurs et du d	esir de r	eduire la taille du code Les jeux dinstruc

tions 	etendus parfois jusqua  instructions conduisaient a une utilisation du micro
codage des instructions et ainsi a leur ralentissement
Les premieres id	ees sur le RISC ont 	et	e d	evelopp	ees a Berkeley et a Stanford au
d	ebut des ann	ees  Historiquement pour 	eviter le surcout du aux instructions com

plexes les constructeurs sont revenus a des jeux dinstructions r	eduits et a des instruc

tions ayant uniquement des registres comme op	erandes Ceci simplie le travail de la
partie controle 
Une citation qui r	esume bien les id	ees qui ont conduit les concepteurs a produire
des architectures RISC provient dun des architectes du prototype  dIBM  
Si lexistence dun jeu dinstructions plus complexe ajoute un niveau
de logique a un cycle de la machine qui en comporte  le processeur est
ralenti de  Les ameliorations des performances quapportent les fonc 
tions complexes doivent dabord compenser cette degradation de  puis
elle doivent justi	er le co
ut supplementaire de la machine
Les bases du RISC sont les suivantes   
 Un jeu dinstructions reduit  Apres 	etudes il sest av	er	e que dans lex	ecu

tion des programmes  du temps CPU 	etait pass	e dans  des instructions
existantes VAX Cest ce principe qui a donn	e son nom aux processeurs RISC
Par contre un code d	evelopp	e pour une unit	e RISC aura une taille de  a  
plus grosse que celle dun code d	evelopp	e pour une unit	e CISC  
 Moins de formats dinstructions  Toutes les instructions doivent avoir le
meme format pour faciliter leur chargement G	en	eralement il sagit dinstructions
sur un mot
 Registre reference  Ce registre est toujours 	egal a  quelque soit la valeur que
lon y charge
 Architecture loadstore  Les seules instructions permettant dacc	eder a la
m	emoire externe sont les load et les store Les autres instructions accedent a des
registres
 Modes dadressage limites  Le seul adressage possible est indirect par un
registre Malgr	e tout de nombreux processeurs comme le SPARC possedent
dautres modes dadressage Ceux
ci sont toutefois moins nombreux que sur les
processeurs de type CISC
 Pas de microcode  Grace au jeu dinstructions r	eduits et a leur nombre limit	e
la partie controle du processeur na pas besoin detre microcod	ee Ceci a bien sur
pour eet de lacc	el	erer

 Instructions sur un cycle  Il sagit la de la regle dor du concept RISC En
eet la plupart des instructions 	etant ex	ecut	ees sur un seul cycle dhorloge la
vitesse du processeur sen trouve accrue Certaines instructions plus compliqu	ees
n	ecessitent toutefois plusieurs cycles pour sex	ecuter
 Beaucoup de registres  Le nombre de registres important favorise les acces
aux donn	ees car plus rapides quavec la m	emoire et r	eduit 	egalement le nombre
dacces a cette m	emoire Par exemple le processeur SPARC possede   registres
 bits
 Du travail pour les compilateurs  Il faut laisser aux compilateurs le soin dop

timiser le code en fonction de larchitecture cible Ce ne sont plus les instructions
puissantes qui tirent le meilleur parti des architectures mais les compilateurs qui
allouent au maximum les registres pour r	eduire les acces a la m	emoire et acc	el	erer
les acces aux variables
Il est 	evident que tous les processeurs RISC ne suivent pas a la lettre ces prin

cipes Cependant certaines id	ees de base comme le nombre dinstructions r	eduit et
les instructions eectu	ees sur un cycle sont g	en	eralement suivies sur la majorit	e des
processeurs de ce type On est toutefois loin des   instructions du premier prototype 
le RISC
I 
Un des moyens dacc	el	erer les architectures RISC consiste a transformer les di	e

rents 	etages des pipelines en pipelines eux memes Cette technique sappelle le super

pipelining  Grace a ce pipeline de pipelines des instructions n	ecessitant plusieurs
cycles pour sex	ecuter peuvent etre envoy	ees les unes a la suite des autres a chaque
cycle Bien entendu la fr	equence dhorloge doit etre augment	ee pour rendre ecace ce
principe ce qui nest malheureusement pas possible ind	eniment
Dimportantes recherches ayant 	et	e eectu	ees dans les ann	ees pr	ec	edentes concer

nant les processeurs CISC il 	emerge 	egalement une tendance consistant a int	egrer dans
des processeurs CISC des id	ees RISC Intel a dailleurs baptis	e cette tendance CRISC
Complex Reduced Instruction Set Computer 
Les processeurs dits RISC actuels ne sont en fait quun m	elange de toutes les
bonnes propri	et	es qui ont fait les processeurs du pass	e commercialis	es ou pas De gros
progres ont 	et	e faits pour obtenir les meilleures performances de la technologie actuelle
Le probleme maintenant est surtout davoir des compilateurs capables de tirer parti des
possibilit	es de ces processeurs Les performances en crete sont trop souvent le double des
performances obtenues avec des programmes en assembleur et au mieux le quadruple
des performances obtenues avec des compilateurs C ou FORTRAN Les processeurs
actuels sont encore trop souvent dacces dicile Les constructeurs doivent entre autre
faire attention a la demande des utilisateurs et ne pas uniquement se focaliser sur la
puissance en crete de leurs processeurs
  Les processeurs vectoriels
Les processeurs vectoriels sont n	es du constat que dans la plupart des programmes
scientiques de nombreuses sections de code faisaient r	ef	erence a des vecteurs Ils ont
	et	e introduits au d	ebut des ann	ees  Leurs registres vectoriels et unit	es de calcul
associ	ees garantissaient de bonnes performances

Un des principes des processeurs vectoriels est directement issu du RISC  il sagit
davoir une instruction vectorielle par cycle
Ces processeurs concurrencent les minisupercomputers comme le CRAY
I grace a
leur aptitude a eectuer un grand nombre dop	erations ottantes par seconde
  Les processeurs superscalaires et superpipelines
Il est maintenant admis quune des solutions pour acc	el	erer une machine est de pou

voir eectuer plusieurs op	erations en parallele Cette id	ee peut etre utilis	ee 	egalement
a lint	erieur meme du processeur en employant une architecture super
scalaire ou plu

sieurs instructions seront eectu	ees a chaque cycle dhorloge Dans ce cas il nest plus
obligatoire de chercher a augmenter coute que coute la vitesse dhorloge du processeur
avec les problemes que cela pose 
De cette facon la course aux performances ne se r	esume plus a une augmentation
des performances de la technologie
Ceci enfreint lun des premiers principes des RISC consistant a eectuer une instruc

tion par cycle Avec les processeurs super
scalaires on eectue plus dune instruction
par cycle Cest dailleurs la lorigine du terme super
scalaire
Le premier processeur super
scalaire 	etait le processeur ACS Advanced Computer
System dIBM qui permettait de lancer a chaque cycle  instructions en parallele 
Les processeurs super
scalaires ont 	egalement engendr	e ce que lon appelle les ma

chines VLIW Very Long Instruction Word   ou les instructions destin	ees a
plusieurs unit	es de traitement sont toutes cod	ees sur un seul mot dinstruction allong	e
Le travail du compilateur sen trouve encore compliqu	e du fait de la dicult	e a g	erer
les ots de controle
Ces architectures posent deux problemes  lacces a la m	emoire doit etre possible
depuis plusieurs unit	es et la bande passante entre les unit	es et la m	emoire doit etre
consid	erablement augment	ee
Le compilateur associ	e a un tel processeur est plus complexe Ainsi les performances
obtenues avec un compilateur C ou FORTRAN pour un i ne d	epassent meme pas
le huitieme des performances en crete du processeur
  Les transputers
Le terme transputer a 	et	e invent	e dans les ann	ees  par Iain Barron un des fon

dateurs dINMOS
Cette d	enomination d	enit un type de processeur poss	edant a la fois une unit	e de
calcul et une unit	e de communication avec lext	erieur et ceci sur le meme composant
Un tel composant est de par sa conception une brique de base toute trouv	ee pour
la conception de machines paralleles a m	emoire distribu	ee
Les seuls processeurs pr	ec	edemment commercialis	es correspondant a cette d	enition
sont la s	erie des TXX et TXX dINMOS Il y a a pr	esent un nouveau processeur
correspondant a cette d	enomination  le TMS C de Texas Instrument
En   INMOS a lanc	e sur le march	e le premier microprocesseur cr	e	e sp	ecialement
pour batir des machines paralleles  le T Il 	etait parmi les plus rapides du march	e
Le concept de son architecture 	etait simple mais r	evolutionnaire  mettre dans un
meme composant un CPU de la m	emoire et  liens lui permettant detre la brique

de base de nouvelles architectures de machines paralleles MIMD a m	emoire distribu	ee
DMPC Distributed Memory Parallel Computer
Les versions suivantes TXX ont 	et	e a la base de nombreuses machines et ont
contribu	e a d	evelopper les machines paralleles a m	emoire distribu	ee en Europe Elles
sont de plus tres utilis	ees sur des cartes dextension pour des ordinateurs personnels
des stations de travail et meme pour des p	eriph	eriques tels que des imprimantes laser
Les versions de T a  MHz peuvent d	elivrer jusqua  MIPS et  Mops
en crete pour les op	erations en simple pr	ecision
Grace a son concept lego
bloc et a son crossbar associ	e le C nimporte quel
	etudiant en 	electronique est capable de concevoir une machine parallele a m	emoire
distribu	ee a partir de T
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 Architecture dun T
Ce processeur possede sur le meme circuit une unit	e scalaire  bits une unit	e
ottante IEEE  liens bidirectionnels avec lext	erieur g	er	es par  DMA une m	emoire
interne de  ko une interface m	emoire externe  timers et une unit	e de gestion de
processus
Avec leur m	emoire interne les transputers dINMOS peuvent etre completement
autonomes  on peut y placer le code et les donn	ees Notons de plus que les acces a
cette m	emoire sont plus rapides que ceux a la m	emoire externe ce qui permet de faire
des optimisations tres int	eressantes En eet un code charg	e dans cette m	emoire sera
ex	ecut	e environ  plus vite quun code en m	emoire externe
Les unit	es scalaires et ottantes peuvent travailler de maniere concurrente et ceci
en parallele avec des communications grace aux DMA

Le modele de communication est le store and forward  port full duplex Les perfor

mances des transputers ont 	et	e rapport	ees dans plusieurs articles et rapports   
Les transputers ont 	et	e concus en vue detre programm	es a laide du langage OC

CAM  Ce langage applique le modele CSP de Hoare 
Grace aux DMA et a la gestion multitache des recouvrements calculs communi

cations sont possibles ce qui am	eliore lecacit	e des programmes paralleles mais pas
leur simplicit	e
Sa gestion tres rapides des changements de contextes inf	erieurs a la  s en font un
composant tres utile pour le temps r	eel
Les performances du transputer T sont modestes compar	ees a celles dun proces

seur comme li dIntel mais ses concepts sont int	eressants et ont permis la cr	eation
de nombreuses applications paralleles dans la recherche et le monde industriel
Le T a 	et	e a la base de nombreuses machines paralleles comme le Tnode de
Telmat la Meiko le FPS T les machines Volvox dArchipel ou il est parfois coupl	e
avec des i ainsi que dune myriade de cartes dextension pour stations de travail
et ordinateurs personnels
Grace a ses qualit	es pour le temps r	eel il a 	et	e 	egalement a la base de nombreux
systemes embarqu	es
Le transputer a sans aucun doute contribu	e au d	eveloppement du parall	elisme en
Europe et dans le monde
  Nouveautes par rapport aux TXX
Comme ses pr	ed	ecesseurs le T  a pour principe de mettre sur un meme circuit
un grand nombre dunit	es fonctionnant en parallele ainsi que des liens de communica

tions avec lext	erieur
Malgr	e tout on peut noter un certain nombre de di	erences avec les pr	ec	edentes
versions de transputers qui vont toutes dans le sens de lam	elioration des performances
et du confort dutilisation
Les deux am	eliorations les plus importantes sont le pipeline super
scalaire et son
groupeur dinstructions dune part et concernant les communications la gestion hard

ware des canaux virtuels et lutilisation du modele wormhole dautre part Malgr	e tout
une connexion entre des transputers de g	en	erations di	erentes est possible grace au
circuit C  
Dautres am	eliorations moins visibles sont 	egalement signicatives La gestion des
processus a 	et	e am	elior	ee pour une plus grande facilit	e de programmation
Le nombre de cycles de certaines instructions a 	et	e consid	erablement r	eduit comme
par exemple ceux de la multiplication
L	echange de messages de taille nulle est maintenant possible Ces messages pour

ront etre utilis	es pour des synchronisations de processeurs par 	echange de messages
On peut aussi avoir des tailles di	erentes entre l	emission et la r	eception sans
blocage des processus de communication

  Le T
Sur un seul circuit INMOS a souhait	e int	egrer sur le T  deux unit	es de calcul
une sur les entiers de  bits et une sur les ottants de  bits  ko de m	emoire
cache un processeur de communications  liens de communications ainsi que plusieurs
unit	es systeme et des timers Ce circuit sera r	ealis	e avec une technologie CMOS
Son architecture est donn	ee par la gure 
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 Architecture du T 
   Ses performances
Les performances du processeur sont de  MIPS et de  M	ops en crete
Ses r	eponses aux interruptions ainsi que le changement de contexte se font en moins
dune micro
seconde Ces performances en font un composant int	eressant pour les ap

plications temps r	eel
De plus comme nous lavons signal	e dans la section  le nombre de cycles de la
multiplication a 	et	e consid	erablement r	eduit passant de  a entre  et  pour des mul

tiplications sur des entiers  bits et de  a  pour des multiplications sur des ottants
 bits Le trop grand nombre de cycles de la multiplication sur les anciennes versions
p	enalisait ces composants pour les applications n	ecessitant beaucoup de calculs
La bande passante totale est de 
 Mos pour  liens bidirectionnels Nous revien

drons plus en d	etail sur les performances des communications de ce processeur dans la
section 

  Le pipeline et son groupeur dinstructions
Comme nous lavons d	ecrit dans la section sur les architectures super
pipelines
et super
scalaires  une des solutions pour acc	el	erer les processeurs est deec

tuer plusieurs op	erations en meme temps et avoir ainsi ce que lon appelle du micro

parall	elisme ou parall	elisme interne au processeur
Le T  fait partie des processeurs de nouvelle g	en	eration qui permettent deec

tuer plusieurs op	erations par cycle
Les instructions sont les memes que le T mais sex	ecutent a une vitesse plus
importante
Le pipeline
Le T  possede un pipeline a  	etages ! voir gure  constitu	e de 
 Les 	etages de fetch et de d	ecodage groupage  Ceux
ci r	ecuperent d	ecodent et
groupent les instructions qui seront ex	ecut	ees dans les  	etages suivants
 Le cache espace de travail  r	ecup	eration de  variables locales ou bien chargement
de deux constantes Grace aux trois ports du cache workspace  en lecture et 
en 	ecriture deux lectures et une 	ecriture peuvent etre ex	ecut	ees dans le meme
cycle
 La g	en	eration des adresses non locales  deux calculs dadresse a trois op	erandes
peuvent etre ex	ecut	es en meme temps Cet 	etage est utilis	e aussi bien pour la
lecture que l	ecriture de donn	ees non locales
 Le cache principal  r	ecup	eration de deux variables non locales Si les deux donn	ees
sont contenues dans des bancs di	erents les deux lectures sont eectu	ees dans le
meme cycle
 Les unit	es entieres et ottantes ALU et FPU
 L	ecriture m	emoire et la gestion des sauts  dans le cas dune 	ecriture ladresse
aura 	et	e calcul	ee dans l	etage de calcul dadresse et la donn	ee dans l	etage
ALU FPU Si ladresse d	ecriture correspond a une adresse pr	esente dans le cache
workspace celui
ci est mis a jour pour garder la coh	erence avec la m	emoire ex

terne
Le pipeline du T  est dutilisation transparente pour lutilisateur grace au grou

peur dinstructions d	ecrit dans la section ci
dessous
Le groupeur dinstruction
Lutilisation du groupeur dinstructions et dun compilateur capable dordonnancer
les instructions dans un ordre tel que le groupeur les reconnatra comme un seul groupe
permettra certainement dobtenir des performances proches des performances de crete
Le groupeur tient compte du haut degr	e de concurrence possible a lint	erieur du
pipeline et notamment du fait que les caches ont plusieurs ports
 
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 Pipeline du T 
Instr Traduction Etage du pipeline
ldl j chargt variable locale j 
ldl b chargt adresse de base tableau b 
wsub calcul adresse de bj 
ldnl  chargt valeur 	el	ement bj!  
ldl k 
ldl c 
wsub 
ldnl  chargt valeur 	el	ement ck! 
add addition des deux valeurs en haut de la pile 
ldl i 
ldl a 
wsub 
stnl  rangt dans ai!  
Tab   
 Exemple de groupage dinstructions
Un groupe dinstructions peut contenir jusqua  instructions et de ce fait des
instructions n	ecessitant plusieurs cycles pour sex	ecuter ne ralentiront pas le pipeline
si toutefois elles sont combin	ees avec des instructions ad	equates
Les  MIPS calcul	es a partir du taux dex	ecution maximum de  instructions
par cycle ne sont que des performances de crete Il sera assez dicile davoir un code
ad	equat qui permette un groupage optimal des instructions pour atteindre ces perfor

mances
La table  donne un exemple de calcul sur des tableaux en assembleur Grace au
groupeur dinstructions ce code peut etre d	ecoup	e en  blocs qui seront ex	ecut	es les
uns a la suite des autres
Grace au pipeline et a son groupeur dinstruction un T  a  MHz pourra
ex	ecuter en th	eorie le code dun transputer de la g	en	eration pr	ec	edente T a 
MHz  fois plus vite De plus la compatibilit	e binaire devrait etre assur	ee pour la
plupart des instructions ce qui permettrait de pouvoir ex	ecuter directement et plus

rapidement les codes d	eja d	evelopp	es sur les anciennes versions
Sans etre la solution a tous les problemes dordonnancement des instructions le
groupeur peut sav	erer etre un outil tres int	eressant daide au chargement maximum
du pipeline Il restera toutefois quand meme au compilateur la tache ardue de mettre
les instructions dans le bon ordre an quelles puissent etre group	ees
Un autre exemple plus complet de groupage dinstructions multiplication de deux
nombres complexes peut etre trouv	e dans 
  Le scheduleur
Comme pour les pr	ec	edentes versions de transputers le T  possede son schedu

leur interne permettant une gestion hardware des processus Cette fonctionnalit	e tres
int	eressante permet davoir des performances raisonnables pour la gestion des proces

sus ce qui est rarement le cas avec une gestion logicielle du multitache
Le cout de changement de contexte est inf	erieur a la microseconde
Les m	ecanismes de scheduling du transputer sont accessibles aux programmeurs
pour le d	eveloppement de noyaux temps r	eel
Les 	etats possibles dun processus sont 
actif  
 sex	ecutant

 en attente dex	ecution dans une liste dattente
inactif   
 pret a envoyer

 pret a recevoir

 en attente pendant un temps donn	e
Les m	ecanismes pr	ecis de gestions des processus sont d	ecrits dans la documentation
INMOS  
Le T  possede 	egalement un systeme de gestion des interruptions Un gestion

naire dinterruptions est trait	e exactement comme un autre processus pouvant 	emettre
et recevoir
Le T  possede par ailleurs  ensembles de canaux 	ev	enements Ces canaux
sont destin	es a des op	erations de synchronisation avec des 	ev	enements externes et de
controle
Comme sur les g	en	erations pr	ec	edentes le T  possede deux timers un avec une
p	eriode de  s lautre avec une p	eriode de  s
  La memoire hierarchique
Dans cette section nous d	ecrivons le systeme de m	emoire hi	erarchique du T 
Il se compose de trois 	el	ements principaux de m	emoire  deux caches principal et
despace de travail et une interface m	emoire programmable voir gure  Le tout
est reli	e par linterm	ediaire dun crossbar permettant des acces concurrents entre les
di	erents 	el	ements voir gure 
Le cache espace de travail
Une des caract	eristiques importantes des processeurs RISC est lacces tres rapide
aux variables locales Sur la plupart des autres processeurs ceci est r	ealis	e grace a un
grand nombre de registres Sur le T  il ny a que six registres Pour palier a ce

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 Systeme de m	emoire hi	erarchique du T 
manque les variables locales sont stock	ees dans un cache inclu dans le pipeline appel	e
cache espace de travail Workspace cache  Ce qui donne au T  deux niveaux
de cache
Ce cache de  mots possede trois ports un d	ecriture et deux de lecture Ces
trois op	erations peuvent seectuer sur ce cache a chaque cycle Celui
ci peut contenir
une copie des  premiers mots de la pile de processus et despace de travail Sa bande
passante est de  Mmots s Cette vitesse lui permet detre pratiquement aussi rapide
en acces que des registres classiques
Son mode de fonctionnement est de type write through cest a dire que des quune
variable est mise a jour dans le cache despace de travail elle 	egalement est mise a jour
dans le cache principal De ce fait la m	emoire possede toujours les dernieres valeurs
des variables
Son fonctionnement pr	ecis est d	ecrit dans la documentation INMOS  
Le cache principal
Les  ko du cache principal sont d	ecoup	es en m	emoire en  bancs ind	ependants de
 lignes de  mots cons	ecutifs cette m	emoire est completement associative Celui
ci
est de type write back  lallocation se fait sur faute d	ecriture noter la di	erence avec
le cache workspace Les bancs sont entrelac	es sur les bits dadresse  et 
A linitialisation ce cache se comporte comme une m	emoire interne de  ko Cette
m	emoire tres rapide peut etre utilis	ee dans le cas de systemes embarqu	es qui ne n	eces

sitent pas de m	emoire externe Dans le cas de systemes plus classiques cette m	emoire
peut etre utilis	ee pour ranger des variables souvent utilis	ees an dacc	el	erer leur temps
dacces Cette m	ethode 	etait 	egalement utilis	ee dans la pr	ec	edente version de transpu

ter On peut 	egalement y ranger du code qui sex	ecute alors plus rapidement On peut
y placer par exemple un gestionnaire dinterruptions

Le temps dacces a cette m	emoire est dun cycle pour chacun des bancs La bande
passante est quant a elle 	egale a  Mmots s
A linitialisation cette m	emoire peut etre congur	ee pour se comporter comme 
ko de cache  ko de cache et  ko de m	emoire ou  ko de m	emoire
La partie cache du cache principal contient du code et des donn	ees Chacun des
bancs gere un quart de lespace m	emoire adressable du T 
Grace au cache principal et au cache espace de travail le CPU peut faire quatre
acces m	emoire en lecture a chaque cycle deux pour chaque cache si bien entendu il
ny a pas de fautes de cache
Si une adresse demand	ee nest pas pr	esente dans le cache ladresse est donn	ee au
systeme de remplissage de cache cache re	ll engine Si cette adresse est cachable
celui
ci calcule toutes les adresses n	ecessaires au remplissage de la ligne Linterface
m	emoire programmable r	ecupere alors la ligne depuis la m	emoire externe Si ladresse
est marqu	ee incachable alors seule ladresse demand	ee est r	ecup	er	ee
Linterface memoire programmable PMI
Cette interface m	emoire gere lacces a un systeme de m	emoire externe Elle est
programmable cest a dire quil est possible de construire des systemes complexes de
m	emoire externe contenant des 	el	ements de types di	erents On peut avoir jusqua
Mo    Mo de m	emoire externe DRAM sans rien ajouter comme logique Le taux
de transfert maximum est de  Mmots s
Cette interface possede  ensembles de signaux de controle m	emoire di	erents Les

pace dadressage est divis	e en  bancs
Elle peut interfacer des 	el	ements de largeur de bus    ou  bits
La programmation de cette interface se fait par le biais de registres sp	ecialis	es un
ensemble de registres pour chacun des bancs
Une autre fonctionnalit	e int	eressante de la PMI est de pouvoir g	erer des signaux
externes dacces a la m	emoire Cette fonctionnalit	e permet de g	erer une m	emoire par

tag	ee entre les processeurs Des instructions sp	eciales de vidage des caches ainsi que
linvalidation de donn	ees dans les caches existent pour permettre une bonne gestion de
la m	emoire partag	ee De meme certains bancs peuvent etre d	eclar	es non
cachables
de telle sorte quun processeur essayant dacc	eder a un tel bloc m	emoire sera certain
dacc	eder a des donn	ees valides et ceci plus rapidement que si un vidage du cache avait
	et	e n	ecessaire
Le crossbar
Le crossbar est au centre du T  Cest lui qui connecte entre eux tous les 	el	ements
du processeurs unit	es de m	emoire et dex	ecution voir gure  Il controle  chemins
de donn	ees de largeur  bits adresse et donn	ees
Il relie les CPU VCP PMI et Scheduleur aux  bancs m	emoires du cache principal
  ports sont disponibles   pour la PMI  pour le CPU  pour le VCP et  partag	e
entre le scheduleur et lunit	e de controle voir gure 
Il arbitre les acces concurrents entre les 	el	ements et les bancs du cache principal de
telle sorte que chacun des  bancs puisse etre acc	ed	e a chaque cycle

Quand une adresse est pr	esent	ee au systeme de m	emoire celle
ci est rout	ee vers le
bon banc m	emoire grace a larbitre
La bande passante totale maximum est de  Mo s  Mo s banc Cette bande
passante permet de ne pas ralentir en th	eorie le CPU et le VCP Le CPU a besoin
dune bande passante de  Mo s tandis que le VCP a besoin dune bande passante
de  Mo s
ScheduleurPMI VCPCPU
Switch crossbar avec arbitre
4 bancs de memoire ou de cache
4 bus 32 bits d’adresses − 4 bus 32 bits de donnees
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 Liaisons entre le crossbar et les autres 	el	ements du T 
  La gestion de la memoire
Une des am	eliorations du T  par rapport a ses pr	ed	ecesseurs est la possibilit	e
davoir une protection m	emoire empechant certains processus davoir acces a nimporte
quelle r	egion
Les processus invoquant la gestion m	emoire sont de type P
Process Un P
Process
sex	ecute sous le controle de son processus pere le superviseur Les instructions ex	e

cutables par le P
Process sont un sous
ensemble des instructions du T 
Les adresses acc	ed	ees sont logiques la conversion vers des adresses physiques 	etant
faites par hardware Dans le cas dun acces m	emoire ill	egal ou de lex	ecution dune
instruction privil	egi	ee le controle est redonn	e au processus pere
La description pr	ecise de la gestion m	emoire dun P
Process peut etre trouv	ee dans
la documentation INMOS   pages  a 
 	 Les communications
Nous avons vu dans la section  que le T  possede  liens de communication
bidirectionnels Il y a un controleur de DMA Direct Memory Access pour chaque
canal dentr	ee et chaque canal de sortie Des donn	ees peuvent donc etre transmises
sans que le processeur ne soit perturb	e

Le T  possede 	egalement un scheduleur performant Cf section  Plusieurs
processus peuvent sex	ecuter de facon concurrente sur un meme processeur An de
mieux exploiter ces deux possibilit	es le processeur peut suspendre un processus qui est
en attente de communication au prot dun autre Quand la communication est achev	ee
le processus est repris ce qui permet deectuer une synchronisation automatique avec
le transfert de donn	ee
Les communications entre deux processus r	esidant sur un meme processeur se font
via la m	emoire du processeur Les communications point a point entre deux processus
distants plac	e sur deux processeurs di	erents se font via les liens de communication
Un programme constitu	e dun ensemble de processus peut donc etre ex	ecut	e soit sur
un seul transputer soit sur un r	eseau de transputer comme le montre la gure 
Fig   
 Di	erents modes dex	ecution dun meme ensemble de processus sur   et
 transputers
Beaucoup dalgorithmes paralleles n	ecessitent un nombre de canaux de communi

cation sup	erieur au nombre de liens physiques entre processeurs De plus des processus
peuvent vouloir communiquer avec dautres processus ne se trouvant pas sur un proces

seur voisin La gestion des communications du T  va apporter une solution nouvelle
par rapport aux TXX 
 Le T  inclut une gestion hardware des communications en multiplexant plu

sieurs canaux virtuels sur un lien physique
 Un routeur nomm	e C permet de construire des r	eseaux de transputers et de
g	erer des communications entre processeurs non voisins Cf chapitre 
 Le T  impl	emente un routage hardware de type wormhole Cf section 
qui diere du mode de routage software store and forward des r	eseaux a base de
TXX
Les canaux virtuels
Le T  permet deectuer un nombre arbitraire de communications point a point
via un seul lien physique grace a son processeur de communication nomm	e VCP Virtual
Channel Processor capable de multiplexer un nombre quelconque de liens virtuels sur
un seul lien physique
Le protocole de communication est bas	e sur un concept a quatre couches comme
le montre la gure  Les messages sont 	echang	es entre processus et peuvent etre de
taille quelconque Ces messages sont d	ecoup	es en paquets lors de la transmission Les
paquets sont 	echang	es entre processeurs et sont transmis sous forme de ot de tokens

Les tokens sont 	echang	es entre devices nomm	es DS
link et transportent des donn	ees
ou des informations de controle de ot Un DS
link est en fait compos	e de quatre liens
 dans chaque direction un lien data et un lien strobe Le protocole entre deux DS
link
garantit que les deux signaux ne changent pas d	etat durant le meme top dhorloge
Le signal de strobe change d	etat chaque fois que le signal de data reste inchang	e
Chaque fois que lon d	etecte un changement d	etat strobe ou data on lit le bit sur le
signal data Les tokens sont cod	es lors de la transmission Il reste la couche physique
qui permet le transport des tokens le long des ls de cuivre La gure  donne un
apercu dune communication uni et bidirectionnelle via un lien virtuel
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Un processus du processeur A envoie un message  a un autre processus du processeur B Cest le VCP qui se charge de decouper
le message en paquets Chaque paquet contient un entete des donnees et une n de paquet Un paquet est luimeme compose de
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 Di	erentes couches du protocole pour les communications
La gure   donne le d	etail de la structure des paquets qui forment le message et
dont la taille est restreinte a  octets Chaque paquet a un entete header dont la
taille est de  ou  octets utilis	e pour 
 le routage du paquet vers le processus destinataire dun processeur 	eloign	e
 identier le bloc de controle du lien virtuel utilis	e par le processus destinataire
Un lien virtuel est initialis	e par la cr	eation dun bloc de controle dans chacun des
deux transputers et linformation contenue dans un entete de message peut donc se
limiter a ladresse de sa destination linformation concernant la source nest pas utile
Chaque paquet dun message est transmis directement 
 du processus envoyeur vers le lien physique

   HDRDATAHDRDATAHDRDATA
EOP HDR EOP HDR EOPHDR
cpu
vcp vcp
cpuPN PN   P 
Ack  AckN   AckN
EOPEOM EOP
Communication unidirectionnelle  Le message  a envoyer est decoupe en P     PN paquets Ces paquets sont achemines sur un
canal dun lien virtuel Les acquitements corespondant Ack     AckN sont achemines sur lautre canal du meme lien virtuel
PacketAckPacketAckPacket
EOPHDR DATAEOMHDR EOPHDR DATAEOMHDR EOPHDR
HDREOP HDRDATAEOPDATAEOM HDREOP HDRDATAEOPHDR
cpu
vcp vcp
cpu
AckPacketAckPacketAck
Communication bidirectionnelle  Les paquets sur le canal sortant vont etre melanges aux acquitements des paquets du canal
entrant et reciproquement
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 Communication uni et bidirectionnelle via un lien virtuelle
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 Structure dun paquet
 du lien physique vers le processus r	ecepteur dans lhypothese ou un processus
attend larriv	ee du paquet
Avec lhypothese pr	ec	edente un acquittement est envoy	e vers le processus envoyeur
sur le lien virtuel pour chaque paquet recu par le processus receveur De cette facon la
transmission de lacquittement peut etre recouverte par la transmission des messages
Si le premier paquet dun message arrive sur un lien virtuel il est possible quau

cun processus ne soit en attente de message Dans ce cas le paquet doit etre stock	e
temporairement dans des buers associ	es au bloc de controle Ceci sous
entend que
les communications via des liens virtuels partageant le meme lien physique ne sont pas
p	enalis	ees Le stockage des paquets se fait au niveau du DS
link qui doit avoir un buer
pouvant stocker au minimum  tokens Le DS
link eectue la gestion des tokens entre
processeurs par un controle de ot Un token de controle de ot est envoy	e chaque fois
quil y un buer libre pouvant contenir  tokens La gure  donne un exemple de
circulation de tokens de ot de controle entre deux DS
LINK
Bande passante utilisable
La taille des di	erents tokens Cf Figure  est de  bits  de donn	ees  bit
de parit	e et  bit de ag indiquant la pr	esence de donn	ees pour les tokens de donn	es
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 Structure des di	erents token
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 Gestion des buers de token par controle de ot
 bits avec un bit de parit	e pour les tokens de ot de controle n de paquet n de
message La parit	e couvre les tokens pr	ec	edents 
   
 P
DATA TOKEN
X X X X X X X X  P  z 
intervalle de parit	e
EOP
   P  z 
intervalle de parit	e
FCT
 
  
Il semble 	evident que le d	ebit de  Mbits s ne pourra pas etre pleinement atteint
par lutilisateur pour les raisons suivantes 
 chaque octet dinformation est cod	e sur  bits
 un token de ot de controle est envoy	e tous les  tokens de donn	ees recu
 chaque paquet a un entete et un token de n
 pour chaque paquet transmit un token dacquittement est envoy	e
Consid	erons le cas dune communication unidirectionnelle Soit m la taille du mes

sage en octets il sera transmis en np paquets ou np "

m


 Soit s la taille de lentete du
message Le nombre de bits transmis est  bd " m!s!np Les np acquittements

vont utiliser lautre canal physique du lien Cependant ces acquittements vont g	en	erer
des tokens de ot de controle puisquils vont avoir une taille de ndt " s! np tokens
Tous les  tokens un FCT Flot Control Token est envoy	e Donc le nombre de FCT
est nft "

ndt


 La taille dun FCT 	etant de  bits le nombre total de bits transmis
est B " bd ! nft Le nombre de bits transf	er	es propres au message est m et requiere
B bits Le taux de transfert est D " m
B
   Mbits s sur un lien a  Mbits
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 D	ebit sur un lien pour des messages courts
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 D	ebit sur un lien pour des messages longs
 
Prenons maintenant le cas dune communication bidirectionnelle On suppose que
le message est sur le canal sortant et que la meme quantit	e dinformation circule sur
le canal entrant Le nombre de paquets ne varie pas  np "

m


 Le nombre de bits
transmis pour le message sortant et pour les acquittements sortant est  bd " m !
s!np!s!np Le lien de sortie va transporter les FCT des donn	ees du lien
entrant Le nombre de tokens sur le lien entrant est ndt " m! s! np ! s! np
Donc le nombre de FCT est nft "

ndt


 Le nombre total de bits transf	er	es est donc
B " bd!nft et le taux de transfert est D "
m
B
  Mbits s sur un lien a  Mbits
La valeur asymptotique en fonction de la taille de lentete est D "  
	 s
pour le
cas unidirectionnel et D " 
	 s
pour le cas bidirectionnel Nous avons repr	esent	e sur
les gures  et  la bande passante Moctets s obtenue en fonction de la taille
des messages octets
 	 Conclusion
Les performances du T  peuvent paratre modestes vis a vis de la concurrence
En eet si lon compare les puissances en crete du T  par rapport a celle du
processeur i dIntel du processeur R de chez MIPS ou le DEC plus
connu sous le nom dAlpha elles sont largement inf	erieure en nombre de Mops et
de Mips Cependant comme nous lavons vu dans la section  le T  innove
en int	egrant un processeur de communication virtuelle VCP qui permet dutiliser un
protocole de communication wormhole entre  processeurs voisins et de multiplexer un
nombre quelconque de canaux virtuels sur un lien physique Un concurrent plus s	evere
pour le T  peut etre le C de Texas Instrument qui se positionne sur le meme
cr	eneau
Latout majeur du T  va etre son routeur associ	e le C que nous allons
d	ecrire dans la chapitre  et qui va le distinguer du C mais aussi de tous les autres
processeurs nint	egrant pas de processeur de communication

Chapitre 
Le circuit de routage C
  Introduction
Nous avons vu que le T  	etait capable dex	ecuter des communications entre deux
processus sur un meme processeur via la m	emoire et entre deux processeurs voisins via
un lien point a point Nous allons voir comment op	erer des communications entre des
processeurs distants grace a un routeur de paquets C Ce routeur va permettre
dinterconnecter plusieurs T  entre eux pour r	ealiser divers topologies de r	eseaux
dinterconnection
 Description du C  et de son mode de routage
Le protocole de communication entre transputers a 	et	e d	ecrit dans la section 
Chaque message envoy	e le long dun canal virtuel est divis	e en paquets et pour que des
paquets puissent etre m	elang	es sur un meme lien physique chacun contient un en t
ete
dont la taille est de  ou  octets Cet en
tete identie le lien virtuel dentr	ee du proces

seur destinataire Chaque paquet est acquitt	e et la proc	edure dacquittement seectue
par lenvoi de paquets ne contenant pas de donn	ees Ces acquittements sont achemin	es
par le second canal du lien virtuel Si lon eectue une communication bidirectionnelle
ils sont m	elang	es aux paquets de donn	ees sur un lien physique
Le C est utile pour pouvoir communiquer entre des transputers non voisins Le
C est un routeur de paquets Sa tache est donc de router des paquets qui arrivent
sur un lien vers un autre lien
Le C a  liens Fig  Il inclut un crossbar     non bloquant capable
de router un paquet de nimporte quel lien vers nimporte quel autre Il faut noter que
les liens sont bidirectionnels cest
a
dire si un lien est connect	e avec un autre lien cela
signie que son lien entrant est connect	e au lien sortant et vice versa En plus des 
liens il possede deux liens de controle qui seront d	etaill	es dans la section 
Le C possede 	egalement une unit	e de commande qui lui permet de s	electionner
le lien de sortie en fonction de len
tete dun message Tout ce qui suit un en
tete est
consid	er	e comme 	etant le corps du paquet jusquau token de n de paquet Ceci va
permettre au C de transmettre des messages de taille arbitraire
Les performances des communications d	ependent du choix du mode de routage
notamment par le temps de latence que lon peut d	enir comme 	etant le temps minimum

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 Architecture simpli	ee du C
n	ecessaire pour transmettre un message de longueur nulle compos	e seulement dun en

tete entre deux processeurs et par la bande passante utilis	ee qui est le nombre doctets
transmis durant le temps pris par la communication par rapport a la bande passante
disponible sur lensemble des liens utilis	es lors de cette communication
Dans les versions pr	ec	edentes du transputer TXX le mode de routage seectuait
dans un mode Store and Forward Un message progressait dans un r	eseau en 	etant
entierement stock	e dans les noeuds interm	ediaires Ce mode a comme inconv	enient
majeur un temps de latence assez important du au fait qua chaque 	etape chaque
paquet est stock	e d	ecod	e et envoy	e vers son processeur destinataire De plus la bande
passante nest pas pleinement utilis	ee puisque pour un message on utilise un seul lien
a la fois sur lensemble des liens n	ecessaires a la communication Fig 
Un second mode de routage le circuit switching est utilis	e par exemple sur les
hypercubes de type iPSC et sur la machine Paragon dIntel Cette technique est com

parable au principe du t	el	ephone Un en
tete est envoy	e an de cr	eer un circuit entre les
deux processeurs voulant communiquer et une fois que ce circuit est r	ealis	e le message
est envoy	e en une seule fois Le temps de latence reste important temps quil faut
pour 	etablir un circuit mais la bande passante est pleinement utilis	ee puisquune fois
le circuit 	etabli on utilise la bande passante de tous les liens
Pour essayer de pallier aux inconv	enients de ces deux modes le C va implanter
un mode de routage di	erent
  Mode de routage du C 

Le C utilise un mode de routage wormhole qui permet de router un paquet des
que len
tete est arriv	e sur le C La gure  donne une repr	esentation sch	ematique
de ce ver de terre progressant a travers le r	eseau en ouvrant un chemin devant lui au fur
et a mesure et le refermant automatiquement apres son passage Si le lien de sortie que
lon doit emprunter est libre len
tete est directement transmis et le reste du message
suit Dans le cas contraire len
tete est bueris	e Ainsi len
tete qui passe a travers
un r	eseau de C cr	ee un circuit temporaire n	ecessaire a lacheminement du message
Plusieurs messages peuvent transiter simultan	ement par un routeur en un temps donn	e
Le mode de routage implique que len
tete puisse etre recu par le destinataire avant que
la totalit	e du message nait 	et	e envoy	ee Ceci permet de minimiser le temps de latence
et de bien utiliser la bande passante Fig 
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 Mode de routage wormhole
 Algorithme de routage du C 

Le mode de routage wormhole du C pr	esent	e ci
dessus n	ecessite une strategie de
routage an de d	eterminer sur quel lien doit etre envoy	e un paquet qui vient darriver
Cet algorithme doit etre sur tout paquet envoy	e doit arriver # sans interblocage et
simple an de ne pas prendre trop de temps de facon a minimiser le temps de latence
De plus la partie automate de controle du C ne doit pas prendre une surface trop
importante lors de limplantation mat	erielle Le C utilise un algorithme nomm	e
intervalle labeling
Supposons que lon ait N transputers on assigne a chaque transputer un num	ero
de  a N   Pour tout routeur dans le r	eseau a chaque lien de sortie de chaque C
correspond un intervalle de num	eros cons	ecutifs On note x y lintervalle d	eni par
fnjx  n  yg Cet intervalle contient les num	eros des transputers qui sont accessibles
par le lien comme le montre la gure  Les intervalles associ	es aux liens dun routeur
sont non
recouvrants et tout label doit appartenir a un intervalle
Lorsquun paquet arrive dans un routeur ce dernier compare son en
tete ie sa des

tination avec lensemble des intervalles et le dirige vers le lien de sortie correspondant
a lintervalle contenant ladresse du processeur destinataire Linformation n	ecessaire a
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 Exemple de routage par num	erotation dintervalle
cet algorithme est restreinte et est stock	e dans des registres sp	eciaux de la partie s	elec

tion dintervalle Fig  Linitialisation de ces intervalles est faite lors du d	emarrage
du systeme de maniere logicielle via les liens de controles Cf section   Un exemple
de routage dun message est donn	e dans la gure  Le processeur  veut envoy	e un
paquet au processeur  Len
tete du paquet contient donc  Quand le paquet arrive
sur le premier C il compare son en
tete avec les intervalles et est dirig	e vers le lien
  puis de la meme maniere sur le lien   du second C
Tout r	eseau peut etre num	erot	e de maniere a obtenir un routage par intervalle sans
interblocage   Il sut de construire un arbre de recouvrement Cependant le
routage obtenu nest pas forc	ement optimal Il est possible de trouver une meilleure
num	erotation dintervalle pour la plupart des r	eseaux usuels hypercube grille arbre
r	eseau multi
	etage telle que le routage soit optimal et sans interblocage 
 Suppression dentete
Un inconv	enient majeur du mode de routage par intervalle est quil ne permet pas a
un message detre rout	e a travers une hi	erarchie de r	eseaux Une solution a ce probleme
est le grignotage den t
etes Chaque lien de sortie dun C peut etre programm	e Cf
section  pour supprimer len
tete dun paquet Les donn	ees qui suivent len
tete
deviennent le nouvel en
tete Len
tete global dun paquet est compos	e de plusieurs
sous en
tetes Fig  b Ceci permet de 
 simplier la num	erotation du systeme en s	eparant la num	erotation du r	eseau de
celle des liens virtuels sur les T  Fig 
 d	epasser la limite de K canaux virtuels par systeme r	eseau de C et de
T  du a la limitation de  octets maximum pour un en
tete
 construire des r	eseaux hi	erarchiques Fig  a
 minimiser le temps de latence
La gure  donne un exemple de lutilisation de ce mode de grignotage den
tete
Lutilisation de  sous en
tetes permet de faire d	ecrotre le temps de latence En eet
le nombre de transputers 	etant g	en	eralement inf	erieur au nombre de canaux virtuels
le premier sous en
tete peut etre de taille r	eduite un seul octet Ainsi tant que le
message est dans le r	eseau de C il est consid	er	e comme nayant quun seul en

tete de  octet ce qui minimise le d	elai entre chaque routeur De plus le nombre de

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	a
  Tous les liens du syst eme sont programmes pour recevoir
un entete de  octets La table de routage des intervalles des
C et les entetes des T sont programmes pour suppor
ter  canaux virtuels reliant chaque T La valeur des
entetes est indiquee en dessous de chaque T
	b
  Tous les liens du syst eme sont programmes pour recevoir
un entete de  octet et les liens terminaux 	numerotes de
      
 du reseau de C sont programmes pour grigno
ter un entete Un paquet est maintenant transmis avec  sous
entetes de  octet Le premier sert  a router le paquet  a travers
le reseau jusquau C terminal qui le grignote Le second sert
alors  a identier le canal virtuel
Fig   
 Exemple de grignotage den
tete an de faciliter la num	erotation dun
systeme en faisant la distinction entre le r	eseau et les canaux virtuels
liens virtuels peut alors etre augment	e en programmant les transputers pour accepter
 octets den
tete tout en ne modiant pas la taille  octet des en
tetes du r	eseau de
C Fig  b
Une autre utilisation du grignotage den
tete est la construction de r	eseaux hi	e

rarchiques On peut imaginer que dans une grille D chaque transputer puisse etre
remplac	e par un r	eseau local de transputer comme le montre la gure 
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 Les entetes sont supprimes lors de leur entree ou sortie
du reseau local
	b
  Exemple de routage dun paquet  a travers  reseaux avec
comme destination nale un canal virtuel dun T Len
tete est constitue de  sous entetes
Fig   
 R	eseau hi	erarchique utilisant le grignotage den
tete
 Routage universel
Nous avons vu quil existe une strat	egie de routage wormhole par intervalle sans
interblocage Cependant la vitesse de transmission des messages est d	ependante du
nombre de collisions entre paquets sur un lien Il peut arriver par exemple lors de com

munications dispers	ees sur un r	eseau quun nombre important de messages passent
par le meme lien cr	eant un goulot detranglement dans le r	eseau et augmentant consi

d	erablement le temps de communication du fait de la mise en attente des messages
Pour 	eviter ce cas il est possible dutiliser un algorithme de routage universel  qui
se d	eroule en deux 	etapes 
 routage du paquet vers un routeur interm	ediaire choisi al	eatoirement

 routage du paquet vers sa destination nale
Dans les deux cas le routage est wormhole et lalgorithme de routage est par in

tervalle Cet algorithme peut etre implant	e facilement sur le C en le programmant
pour appliquer un routage universel
La premiere 	etape se fait en programmant les liens dentr	ee dun routeur an dajou

ter un en
tete al	eatoire a chaque paquet qui arrive dans ce routeur an dindiquer la
destination interm	ediaire du paquet Cet en
tete est choisi al	eatoirement dans un inter

valle de valeurs programmable Cf section  Ce g	en	erateur est connect	e a chaque
lien comme le montre la gure  Le paquet est alors rout	e vers sa nouvelle destination
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 C d	etaill	e
La seconde phase consiste a supprimer len
tete al	eatoire quand un paquet atteint
sa destination interm	ediaire Chaque C est capable de reconnatre un intervalle de
valeurs seuils Quand un en
tete appartient a un tel intervalle seuil il est supprim	e Le
paquet est alors rout	e vers sa destination originelle
An que cette technique ne g	enere pas a son tour des points chauds il est pr	ef	erable
que les deux phases utilisent des canaux di	erents Tous les liens du r	eseau doivent
etre consid	er	es comme 	etant soit destinations soit aleatoires Ce sch	ema va etre
	equivalent a deux r	eseaux s	epar	es un pour la phase al	eatoire et un pour la phase de
routage La conjugaison des deux est sans interblocage si les deux r	eseaux sont sans
blocage
 Routage adaptatif groupe
On peut aussi implanter un routage adaptatif groupe Plusieurs liens cons	ecutifs
dun meme C sont regroup	es en sous
groupes de sorte que lorsquun paquet arrive
il est rout	e vers le premier lien libre du sous
groupe auquel il appartient La gure
 donne un exemple de routage avec cette m	ethode Ce mode de routage permet
dam	eliorer les performances dun r	eseau en diminuant le temps de latence
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Soit un paquet route du C  via le C  a destination du T  
Supposons quarrivant sur le C  lentete du paquet specie que ce
dernier doit etre dirige en sortie sur le lien  Si ce lien est utilise le
paquet sera automatiquement route vers les liens   ou  selon lordre
de leur disponibilite
Les liens sont congures par le registre special
Group Chaque bit correspond  a un lien et peut etre
initialise  a Start pour commencer un groupe ou
Continue pour etre inclus dans un groupe
Fig   
 Routage adaptatif group	e
 Con
guration du C 
  Les dierents parametres programmables
Comme on a d	eja pu le remarquer dans les sections pr	ec	edentes le C est con

gurable puisque plusieurs parametres sp	eciques pour chaque lien peuvent etre mo

di	es par linterm	ediaire de registres 
 valeur des bornes de chaque intervalle Interval   Interval
 num	ero du lien associ	e a chaque intervalle SelectLink   SelectLink
 positionnement de la valeur seuil pour le routage universel Discard   
Discard
 positionnement du drapeau pour le mode de g	en	eration al	eatoire pour un lien
dentr	ee Randomize
 valeur des bornes du g	en	erateur al	eatoire RandomBase et RandomRange
 positionnement du drapeau pour le mode de grignotage des en
tetes sur les liens
de sortie DeleteHeader
 longueur  ou  octets des en
tetes de chaque lien HeaderLength
 positionnement des groupes pour le routage adaptatif group	e Group
La programmation de ces registres se fait via les liens de controle comme nous le
verrons dans la section  Le choix du lien de sortie est eectu	e par le selecteur
dintervalle Fig  Les di	erents registres de ce s	electeur sont repr	esent	es dans la

gure   Chaque comparateur est connect	e a une paire de registre Intervaln sauf
le premier dont la base est x	e a z	ero Chaque registre Intervaln est donc la base
inf	erieure dun comparateur et la limite sup	erieure dun autre sauf pour le dernier qui
sert juste de limite sup	erieure Les registres SelectLinkn contiennent le num	ero du
lien associ	e a lintervalle correspondant Intervaln   Intervaln
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 Registre du s	electeur dintervalle
Un drapeau Discardn est associ	e a chaque intervalle permettant dindiquer quel
intervalle joue le role de seuil pour le routage universel Si un en
tete appartient a un
intervalle dont le drapeau est positionn	e un signal Discard est envoy	e au buer den

tete Fig  an que ce dernier le supprime Si aucun drapeau nest positionn	e le
m	ecanisme de seuil routage universel nest pas disponible
Limplantation dun routage adaptatif groupe seectue en regroupant les liens du
C en sous
groupes via un registre Group de  bits comme le montre la gure 
Chaque bit de ce registre correspond a un lien
 Les liens de controle
Les deux liens CLink et CLink Cf gure  du C permettent de cr	eer un
r	eseau de controle pouvant fonctionner ind	ependamment du r	eseau de communication
Ces liens vont permettre de congurer les di	erents registres d	ecrits dans la section pr	e

c	edente de r	ecup	erer des erreurs pouvant se produire sur un routeur de communiquer
avec le command processor Fig  Ces deux liens sont bidirectionnels et utilisent le
meme protocole de communication que le DS LINK On peut donc connecter un C
par son lien de controle a un lien de communication dun T  comme le montre la
gure  Toutes les communications avec le processeur de controle dun C se
font par son lien CLink le lien CLink servant de daisy chain si une commande ne
concerne pas le C ce dernier transmet la commande sur le lien CLink Il est donc
n	ecessaire que chaque noeud possede une adresse On peut donc connecter simplement
par une chane ou un arbre le r	eseau de controle Les liens de controle permettent

via des messages de commande de 
 d	emarrer le C
 initialiser lidenticateur dun C
 connatre lidenticateur dun C
 lire et 	ecrire dans les registres de conguration CPeek et CPoke
C  C  C  C 
T   
  
          
  
Fig   
 Exemple de r	eseau de controle en chane daisy chain avec les liens de
controle du C
 Outil de conguration et initialisation
La conguration et linitialisation du r	eseau C et T  va donc se faire de ma

niere logicielle Par initialisation il faut entendre positionnement des di	erents registre
des C et des T  dun r	eseau Les outils de conguration permettent de sp	ecier
le harware et le software A partir de ces descriptions le congureur va g	en	erer un
chier de conguration qui sera utilis	e pour initialiser et charger le r	eseau de T  et
de C via les liens de controle En n dinitialisation les T  seront dans un mode
pret a recevoir des donn	ees sur leurs liens de communication
La description du harware se fait par un Network Description Language NDL qui
permet 
 la d	eclaration de processeurs de routeurs et leurs interconnexions
 la sp	ecication des attributs pour les C bornes des intervalles mode de
grignotage  
 la v	erication de non
interblocage du systeme
Le chier NDL pour un systeme donn	e sera probablement fourni par le constructeur
mais il peut etre utile de pouvoir modier sa conguration de base
La description du software consiste a sp	ecier le code objet pour chaque processus
et la facon de charger ces processus sur les processeurs mapping
Ces outils vont donc permettre dinitialiser le r	eseau Une fois cette initialisation
faite les ex	ecutables pourront etre charg	es dune facon similaire a celle utilis	ee dans
un r	eseau de TXX
 
 Conclusion
Lint	eret du routeur C est quil permet de minimiser le cout des communications
non locales qui requierent des algorithmes de communication complexes gaspillent de la
bande passante et du temps CPU n	ecessaire par le software Le C permet deectuer
la scission entre le software et le harware 
 Un programme arbitraire peut tourner sur une machine quelconque
 Un programme tournant sur un nombre quelconque de transputers peut sex	ecuter
sur un seul
 Un programme tournant sur plusieurs transputers via un ou plusieurs routeur
peut tourner sur un nombre r	eduit de transputers
 Un programme tournant sur des transputers via un r	eseau de routers peut
tourner sur le meme nombre de transputers mais avec un topologie di	erentes
	a
   transputeurs totalement interconnec
tes pour une application specique
	b
  La meme topologie avec un seul C
Fig   
 Exemples de petits systemes
Meme si on imagine un petit systeme avec seulement  transputers totalement
connect	e lutilisation dun C accrot consid	erablement la bande passante puisque
tout couple de processeurs est connect	e par quatre chemins disjoints comme le montre
la gure  De plus des entr	ees sorties avec lext	erieur peuvent etre eectu	ees et le
le debuggage facilit	e

Conclusion
Nous avons essay	e de faire dans ce rapport un tour dhorizon des futures capacit	es
du processeur T  et du processeur de routage C
Les di	erentes innovations quintegre le nouveau transputer T  dINMOS en
font un processeur g	en	eral mais pouvant etre d	edi	e aux calculs num	eriques et 	etant
capable de g	erer de facon hardware des communications via des canaux virtuels grace
a son processeur de communication int	egr	e
La compilation destin	ee a des processeurs g	en	eraux est assez bien matris	ee Ce

pendant la gestion du parall	elisme de di	erentes unit	es ainsi que lutilisation optimale
des di	erents pipelines sont beaucoup plus ardues et encore assez mal connues Le
T  va certainement susciter de nombreux travaux a ce sujet de part son module de
groupage dinstruction Les compilateurs vont devoir essayer dutiliser au maximum les
di	erentes possibilit	es de parall	elisme quore ce nouveau transputer
Le processeur de routage C qui est associ	e au T  semble lui aussi tres pro

metteur Son mode de routage wormhole son faible temps de latence ainsi que la
possibilit	e de faire du routage universel ou adaptatif vont en faire un routeur id	eal
pour la construction de machines massivement paralleles

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