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Abstract
Memes on the Internet are often harmless and sometimes amusing. However, by
using certain types of images, text, or combinations of both, the seemingly harmless
meme becomes a multimodal type of hate speech – a hateful meme. The Hateful
Memes Challenge1 is a first-of-its-kind competition which focuses on detecting hate
speech in multimodal memes and it proposes a new data set containing 10,000+
new examples of multimodal content. We utilize VisualBERT – which meant
to be the “BERT of vision and language” – that was trained multimodally on
images and captions and apply Ensemble Learning. Our approach achieves 0.811
AUROC with an accuracy of 0.765 on the challenge test set and placed third out
of 3,173 participants in the Hateful Memes Challenge2. The code is available at
https://github.com/rizavelioglu/hateful_memes-hate_detectron
1 Introduction
Memes have gained huge popularity over the past years, resulting in over 180m posts on different
social media platforms until 2018 [1]. Although memes are oftentimes harmless and generated
especially for humorous purposes, they have also been used to produce and disseminate hate speech
in toxic communities. Hate Speech (HS) is a direct attack on people based on race, ethnicity, national
origin, religious affiliation, sexual orientation, sex, gender, and serious disease or disability [2] –
a growing problem in modern society. Giant tech companies, such as Facebook, own platforms
where millions of users log in daily and they are obliged to remove a tremendous amount of HS
to protect their users. According to Mike Schroepfer, Facebook CTO, they took an action on 9.6
million pieces of content for violating their HS policies in the first quarter of 2020 [3]. This amount of
malicious content cannot be tackled by having humans inspect every sample. Consequently, machine
learning and in particular deep learning techniques are required to alleviate the extensiveness of
online hate speech. Detecting hate speech in memes is challenging due to the multimodal nature of


























do: holistically. When viewing a meme, a human would not think about the words and the picture
independently; but understand the combined meaning. Moreover, while the visual and linguistic
information of a meme is typically neutral or funny individually, their combination may result in a
hateful meme.
A recent study shows that state-of-the-art methods for hate speech detection in multimodal memes
perform poorly compared to humans: 64.73% vs. 84.7% accuracy [4]. To catalyze sophisticated
research in this area, Facebook AI launched the Hateful Memes Challenge and published a dataset
containing more than 10,000 newly created multimodal memes [4]. Multimodal tasks reflect many
real-world problems, including how humans perceive and understand the world around them.
There has been a surge of interest in multimodal problems since 2015 in visual question answering [5,
6], image captioning [7, 8], speech recognition [9, 10] and beyond. But it is not always clear to what
extent genuinely multimodal reasoning and understanding are needed to solve current challenges.
For instance, for some datasets language can unintentionally impose strong priors, which might result
in a remarkable performance, without any understanding of the visual content. The Hateful Memes
challenge design and dataset are created to encourage and measure truly multimodal understanding
and reasoning of the models. A key point to achieve this are the so-called “benign confounders”
(also called contrastive [11] or counterfactual [12] examples) which addresses the risk of exploiting
unimodal priors by models: for every hateful meme, there are alternative images or text that flip the
label to not-hateful. Such image and text confounders require multimodal reasoning to classify the
original meme and its confounders correctly. Thus, making the dataset challenging and appropriate
for testing the true multimodality of a model.
In the following, we analyze the challenge dataset and describe our prize-winning solution that placed
third among 3,173 participants in the Hateful Memes Challenge in detail. Our solution achieves
0.811 AUROC with an accuracy of 0.765 on the challenge test set, which improves all the benchmark
models [4], including the state-of-the-art models at that time, such as ViLBERT [13] (trained on
Conceptual Captions [14]) and VisualBERT [15] (trained on COCO [8]). Nevertheless, the accuracy
is still behind humans with a mentionable gap, highlighting the need for progress in multimodal
research.
2 Problem Statement
The Hateful Memes dataset is not created for training models from scratch, but to fine-tune and
test large-scale, pre-trained multimodal models. Thus, the size of the dataset (10K images) is small
compared to datasets such as Visual Genome (108K) [7], COCO (330K) [8], and Conceptual Captions
(3.3M) [14]. The dataset is split into three sets: a train set of 8.500 samples, a dev set of 500 samples,
and a test set of 1.000 samples. In addition to this “seen” test set, a new test set consisting of 2.000
samples has been published where the winners are determined according to their performance on this
“unseen” test set. The area under the receiver operating characteristic curve (ROC AUC) [16] has





The labels indicating whether a meme is hateful or not-hateful are provided within the dataset, hence
the task can be cast as a binary classification problem.
3 Methods
The solution comprises VisualBERT [15], a multimodal BERT for vision-and-language approach.
Figure 1 illustrates an overview of the architecture. The approach can be divided into four sections:
dataset expansion, image encoding, training, and ensemble learning. Next, we will provide details of
our solution.
3.1 Dataset Expansion
More data delivers stable learning and brings better scores. Thus, we searched for additional data
sources in order to grow the dataset size and as a result, we expanded the training data by 428
additional memes.
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Figure 1: An example meme sampled from the dataset (left), and an illustration of the multimodal
transformer architecture (right). Image regions and language are combined with a Transformer to
allow the self-attention to discover implicit alignments between language and vision.
Unused data in dev seen We found that there are 500 samples in the seen dev set and 540 samples
in the unseen dev set. By comparing the memes by their IDs, we identified 400 overlapping samples:
|{dev_seen} ∩ {dev_seen}| = 400, which means that there are 100 samples that are not in dev
unseen: |{dev_seen}\{dev_seen}| = 100. We added these 100 samples to the training data and
evaluated the trained model on dev unseen.
Memotion Dataset The Memotion Dataset [17] is an open-sourced dataset containing 14K anno-
tated memes with human-annotated labels, namely sentiment(positive, negative, neutral), type of
emotion(sarcastic, funny, offensive, motivational). For instance, a meme could be annotated as Not
Funny, Very Twisted, Hateful Offensive, Not Motivational. After an exploratory analysis of the dataset,
we argue that the majority of the samples are wrongly labeled. Therefore, we manually re-labeled
a part of the dataset. We picked memes that are similar to the ones in the Hateful Memes dataset
considering the meme style and design of the challenge dataset. After cherry-picking the “similar”
memes, we added 328 new memes to the training data.
3.2 Image Encoding
For every image we extract 100 boxes of 2048D region-based image features from a fc6 layer of
a ResNeXT-152 based Mask-RCNN model [18], trained on Visual Genome [7] with the attribute
prediction loss following [19]. Figure 2 shows an example of a processed image. We project the visual
embeddings into the textual embedding space before passing them through the transformer layers.
We learn weights Wn ∈ RPxD to project each of the 100 image embeddings to D-dimensional token
input embedding space:
In = Wnf(img, n), (2)
where P = 2048, D = 768, and f(·, n) is the output of the n-th fully-connected layer in the image
encoder.
3.3 Training
Pre-training VisualBERT is originally pre-trained on COCO image caption dataset [8], but in our
experiments we noticed that the model pre-trained on Conceptual Captions [14] achieves noticeably
better scores. Therefore, we conducted our research on the latter model which is provided by MMF:
a framework for vision-and-language multimodal research from Facebook AI Research (FAIR) [20].
Fine-tuning We fine-tune the pre-trained VisualBERT model on the aggregated training set and
evaluate it on dev unseen set.
Classification We use the first output of the final layer as the input to a classification layer clf(x) =
Wx+ b where W ∈ RDxC , with D as the transformer dimensionality and C as the number of classes
(also see Figure 1). We apply a softmax on the logits and train with binary cross-entropy loss.
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Figure 2: An example of a processed image where the boxes are extracted by Mask-RCNN. Originally
100 boxes are extracted per image but for plotting purposes only 36 boxes are shown.










The idea of ensemble learning is to combine the predictions of multiple base models in order to
improve generalizability and robustness over a single model. Specifically, we use Majority Voting
technique (also known as Hard Voting or Voting Classifier) which combines different classifiers and
use a majority vote to predict the class labels. The resulting classifier is oftentimes useful for a variety
of equally well performing model as to balance out their individual weaknesses. Consequently, it
achieves better performance than any single model used in the ensemble.
We constructed a hyper-parameter search that resulted in multiple models having different AUROC
scores on dev unseen set. After sorting them by the AUROC score, the top 27 models are selected for
ensemble learning as shown in Table 1 (the number of models is chosen arbitrarily). Then, predictions
are collected from each of the models and the majority voting technique is applied: the class of a
data point is determined by the majority voted class. Besides, in order to calculate AUROC, the
probability that a data point is assigned to a class has to be determined: If the majority voted class is
1 (hateful), then the probability is the maximum among all the 27 models and minimum if it is class 0
(not hateful).
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Table 2: Model performance
Validation Test
Type Model Acc. AUROC Acc. AUROC
Human - - 84.70 82.65
Baselines
ViLBERT 62.20 71.13 62.30 70.45
VisualBERT 62.10 70.60 63.20 71.33
ViLBERT CC 61.40 70.07 61.10 70.03
VisualBERT COCO 65.06 73.97 64.73 71.41
Ours Ensemble - - 76.50 81.08Best ensemble model 70.93 75.21 - -
4 Experiments and Results
Majority Voting boosted both AUROC and accuracy by 2.5%. We argue that this technique success-
fully applies ensemble learning and generates one strong model from multiple ‘weak’ models – in
analogy to the idea of ’bringing the experts of the experts together’. Imagine that one model is very
good at – in other words, an expert – detecting hate speech towards women, but might not be an
expert in detecting hate speech towards religion. Then, we might have another expert whose expertise
is just the opposite. By using the majority voting technique, we bring such experts all together and
benefit from them as a whole. The results are shown in Table 2.
5 Conclusion
We proposed an approach detecting hate speech in internet memes multimodally, i.e. considering
visual and textual information holistically. We took part in the Hateful Memes Challenge and placed
third out of 3,173 participants. Our approach utilizes a pre-trained VisualBERT (a BERT of vision
and language), fine-tuned on an expanded train dataset, finally applying Majority Voting over the 27
best models. Our approach achieves 0.811 AUROC with an accuracy of 0.765 on the challenge test
set, which is a considerable result but also shows that we are still far from the accuracy of human
judgement.
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