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ABSTRAK 
Masalah pengoptimuman sering ditemui dalam pelbagai bidang. Pengelasan algoritma 
metaheuristik berasaskan anggaran telah diperkenalkan bagi menyelesaikan masalah 
pengoptimuman. Algoritma Kalman Penapis Simulasi (SKF) adalah salah satu algoritma 
di bawah klasifikasi ini. SKF diilhami oleh rangka kerja penapis Kalman (KF) iaitu 
penganggar yang popular bagi menyelesaikan masalah anggaran. SKF memerlukan 
parameter keadaan awalan, ralat kovarian awalan, hingar pengukuran, dan hingar proses 
untuk beroperasi. Namun, tiada kajian penalaan parameter dijalankan bagi kesemua 
parameter SKF. Memilih nilai parameter optimal dapat meningkatkan prestasi algoritma. 
Ini boleh dilakukan melalui eksperimen penalaan parameter. Namun, penalaan beberapa 
parameter adalah tugas yang mencabar dan memakan masa. Oleh itu, kajian ini cuba 
mengguna pakai strategi pencarian baru dari penganggar popular yang lain, dinamakan 
Penapis sambutan dedenyut terhingga saksama lelaran muktamad (UFIR) yang bekerja 
dengan hanya satu parameter. Penapis UFIR adalah salah satu daripada variasi penapis 
sambutan dedenyut terhingga (FIR). Penapis FIR diperkenalkan untuk mengatasi had 
dalam penapis KF yang mempunyai beberapa parameter yang sukar ditentukan dalam 
aplikasi-nyata. Dalam kerja ini, tiga algoritma baru metaheuristik berasaskan anggaran 
diperkenalkan. Algoritma pertama adalah algoritma berasaskan ejen-tunggal, dinamakan 
pengoptimum FIR ejen-tunggal (SAFIRO). Algoritma kedua adalah algoritma berasaskan 
ejen-berbilang dengan mekanisme kemas kini segerak, dinamakan pengoptimum FIR 
ejen-berbilang (MAFIRO). Algoritma ketiga adalah algoritma berasaskan agen-berbilang 
dengan mekanisme kemas kini tak segerak, dinamakan pengoptimum FIR tak segerak 
(AFIRO). SAFIRO berbeza daripada MAFIRO dari segi bilangan ejen. Manakala, 
MAFIRO berbeza daripada AFIRO dari segi strategi pencarian lelaran. Ketiga-tiga 
algoritma ini dipanggil secara pendek sebagai pengoptimum-pengoptimum FIR (FIROs). 
Setiap ejen FIROs bertanggungjawab mencari penyelesaian dengan melakukan 
pengukuran dan anggaran. Semasa pengukuran, FIROs menggunakan mutasi rawak bagi 
penyelesaian terbaik setakat ini beserta kaedah kejiranan tempatan untuk mengimbangi 
antara proses penjelajahan dan eksploitasi. Nilai pengukuran ini kemudiannya digunakan 
dalam anggaran bagi menambah baik penyelesaian secara lelaran. Prestasi FIROs diuji 
dengan menyelesaikan suit tanda aras CEC 2014. Kompetensi FIROs dibandingkan 
secara statistik dengan empat algoritma metaheuristik sedia ada: SKF, penyelesaian-
tunggal SKF (ssSKF), Pengoptimuman kerumunan zarah (PSO), dan algoritma Genetik 
(GA). Analisis statistik menggunakan ujian Friedman dan ujian Holm post hoc 
dilaksanakan untuk membariskan prestasi FIROs. Ujian Friedman menunjukkan SAFIRO 
mempunyai baris tertinggi, diikuti oleh MAFIRO, AFIRO, ssSKF, SKF, PSO, dan GA. 
Ujian Holm post hoc mendedahkan prestasi SAFIRO nyata lebih baik daripada SKF, 
ssSKF, PSO, dan GA. Manakala, prestasi kedua-dua MAFIRO dan AFIRO nyata lebih 
baik daripada PSO dan GA, tetapi setara dengan SKF dan ssSKF. SAFIRO, MAFIRO, 
dan AFIRO memberikan prestasi yang setara. Walau bagaimanapun, SAFIRO boleh 
dianggap sebagai algoritma terbaik dengan baris tertinggi Friedman dan jumlah tertinggi 
prestasi terbaik dalam menyelesaikan suit tanda aras CEC 2014. Penemuan menunjukkan 
konsep penapis UFIR adalah inspirasi yang baik bagi algoritma metaheuristik. Algoritma-
algoritma metaheuristik baru berasaskan penganggaran ini boleh menawarkan hasil yang 
diharapkan bagi menyelesaikan masalah pengoptimuman. 
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ABSTRACT 
Optimization problems are frequently found in various fields. The classification of 
estimation-based metaheuristic algorithms has been introduced for solving optimization 
problems. Simulated Kalman filter (SKF) algorithm is one of the algorithms under this 
classification. SKF is inspired by the framework of Kalman filter (KF) which is a popular 
estimator for solving estimation problems. SKF needs parameters of the initial error 
covariant, measurement noise, and process noise to operate. Nonetheless, no study on 
parameter tuning being carried out for all SKF’s parameters. Selecting optimal 
parameters’ values may improve an algorithm’s performance. This can be done through 
parameter tuning experiment. However, tuning several parameters is a challenging task 
and time-consuming. Thus, this study attempts to adopt a new search strategy from 
another popular estimator, named the Ultimate iterative unbiased finite impulse response 
(UFIR) filter which works with only one parameter. UFIR filter is one of the variants of 
the finite impulse response (FIR) filter. FIR filter is introduced to overcome the limitation 
in KF filter which has several parameters that difficult to be determined in a real 
application. In this work, three new estimation-based metaheuristic algorithms are 
introduced. The first algorithm is a single-agent-based algorithm, named Single-agent 
FIR optimizer (SAFIRO). The second algorithm is a multi-agent-based algorithm with 
synchronous update mechanism, named Multi-agent FIR optimizer (MAFIRO). The third 
algorithm is a multi-agent-based algorithm with asynchronous update mechanism, named 
Asynchronous FIR optimizer (AFIRO). SAFIRO differs from MAFIRO in term of the 
number of agents. Meanwhile, MAFIRO differs from AFIRO in terms of the iteration 
search strategy. These three algorithms are called in short as FIR optimizers (FIROs). 
Each agent in FIROs responsible for searching a solution by performing the measurement 
and estimation. During measurement, FIROs employ a random mutation of the best-so-
far solution with local neighbourhood method to balance between the exploration and 
exploitation process. This measurement value is then used in the estimation to improve 
the solution iteratively. The performances of FIROs are tested by solving the CEC 2014 
benchmark suite. The competencies of FIROs are statistically compared with four 
existing metaheuristic algorithms: the SKF, single-solution SKF (ssSKF), Particle swarm 
optimization (PSO), and Genetic algorithm (GA). Statistical analysis using the Friedman 
test and Holm post hoc test are performed to rank the performances of FIROs. Friedman 
test shows that SAFIRO has the highest rank, followed by MAFIRO, AFIRO, ssSKF, 
SKF, PSO, and GA. Holm post hoc test reveals SAFIRO performed significantly better 
than SKF, ssSKF, PSO, and GA. Whereas, both MAFIRO and AFIRO performed 
significantly better than PSO and GA, but equivalent to SKF and ssSKF. SAFIRO, 
MAFIRO, and AFIRO provide on par performances.  However, SAFIRO can be regarded 
as the best algorithm with the highest ranking of Friedman and the highest number of best 
performances in solving the CEC 2014 benchmark suite. Findings show that the concept 
of UFIR filter is a good inspiration for metaheuristic algorithm. These newly estimation-
based metaheuristic algorithms can offer promising results for solving optimization 
problems. 
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