Abstract. We give a simple axiomatic description of the degree 0 part of the polylogarithm on abelian schemes and show that its realisation in analytic Deligne cohomology can be described in terms of the Bismut-Köhler higher analytic torsion form of the Poincaré bundle.
Introduction
Norm compatible units play an important role in the arithmetic of cyclotomic fields and elliptic curves, especially in the context of Iwasawa theory and Euler systems. The norm compatible units in these cases are related to rich classical objects like polylogarithm functions and Eisenstein series.
The search for analogues in the case of abelian schemes was for a long time obstructed by the fact that the focus was narrowed on units rather than on classes in other K-groups. If one generalizes the question to classes in K 1 , then two different constructions were given in [Kin99] and [MR] . The first construction in [Kin99] relies on the motivic polylogarithm and gives not only norm compatible classes but a whole series of classes satisfying a distribution relation. The second approach in [MR] depends on the arithmetic Riemann-Roch theorem applied to the Poincaré bundle and constructs a certain current, which turns out to be in the image of the regulator map from K 1 .
It is a natural guess that these two approaches should be related or in fact more or less equivalent.
In the following paper we show that this expectation is founded but in a rather ad hoc way. To explain our result, let us fix some notation. Let π : A → S be an abelian scheme of relative dimension g, let ǫ : S → A be the zero section, N > 1 an integer and let A[N ] be the finite group scheme of N -torsion points. Here S is smooth over a subfield of the complex numbers. Then the (zero step of the) motivic polylogarithm is a class in motivic cohomology 
and pol 0 is the unique element mapping to the fundamental class of A[N ]\ǫ(S).
Similarly, the current g A ∨ on A constructed in [MR] gives rise to a class in analytic Deligne cohomology induced by cyc an is injective.
(Theorem 1 is Theorem 4.1.2 below)
Unfortunately, the obvious strategy to prove this theorem (ie to show that the class in analytic Deligne cohomology described above satisfies the same axiomatic properties as the zero step of the polylogarithm) fails because analytic Deligne cohomology does not come with residue maps. Instead we proceed as follows. We first show that the theorem is true for an abelian scheme if it is true for one of its closed fibres. After that, using the compatibility of both the polylogarithm and the current under base change we show that it suffices to consider the universal abelian scheme over a suitable moduli space of abelian varieties. There we have a special fibre, which is a product of elliptic curves, where the theorem can be checked by direct computations.
Let ǫ : pt → X be the zero section, then the exact triangle
where the Ext-groups are extension classes of local systems and π * Γ is considered as trivial local system. From the above cohomology computation it follows that Ext
and the last map is easily seen to be induced by the augmentation of
. Thus, we have an isomorphism
Definition 3.1.1. The (topological) polylogarithm is the class
that maps to the canonical inclusion Γ ⊂ I under the above isomorphism.
3.2. Review of the logarithm sheaf. Inspired by the above topological construction, one can define a logarithm sheaf in any reasonable sheaf theory, most notably forétale sheaves or Hodgemodules. This construction was first carried out in [Wil97] and generalizes the case of elliptic curves from [BL94] . The construction is very formal and does not need specific properties of the respective sheaf theory.
As in our main reference [Kin99] , we want to define the logarithm sheaf at the same time for ℓ-adic sheaves and for Hodge-modules over R. In the Hodge-module setting we let F = R and all varieties are considered over R. Lisse sheaves are the ones where the underlying perverse sheaf is a local system placed in degree [−dimension of the variety]. We will consider these sheaves as sitting in degree 0 to have an easier comparison with theétale situation. In the ℓ-adic setting we let F = Q ℓ and a lisse sheaf is associated with a continuous representation of theétale fundamental group.
Definition 3.2.1. Let H := (R 1 π * F ) ∨ = Hom S (R 1 π * F, F ) be the dual of the first relative cohomology of π : A → S.
The Leray spectral sequence induces a short exact sequence
which is exact and split because π has the section ǫ : S → A. Note that
A (F, π * H ) be the unique class, which maps to id H ∈ Hom S (H , H ) and such that ǫ * Log (1) splits. We write also Log (1) for the lisse sheaf representing this class.
By definition Log (1) sits in an exact sequence
We define
so that we have morphisms Log (n) → Log (n−1) induced by Log (1) → F . We write Log for the projective system (Log (n) ) n . Note that Log is a pro-unipotent sheaf, which is a successive extension of Sym k H .
Let ψ : A → B be an isogeny. Then ψ induces an isomorphism H A ∼ = ψ * H B and hence an isomorphism Log
B or more generally
For t ∈ kerψ(S), we get t * Log A ∼ = ǫ * A Log B , which induces an isomorphism
As in the topological case one can compute the cohomology of Log. 
and for i < 2g the maps Log (n) → Log (n−1) induce the zero map
for all n.
Let us define
then the Proposition 3.2.3 and the Leray spectral sequence for Rπ * imply that 
then we get a localization sequence
Corollary 3.3.1. Let Log[A[N ]] 0 := ker(ι * ι * Log → F ) be the kernel of the map induced by the augmentation Log → F . Then the localization sequence induces an isomorphism
Proof. From Equation (3.2.2) we get that the localization sequence gives
and the last map is induced by the augmentation Log → F .
Denote by H 0 (A[N ], F ) 0 the kernel of the trace map
By Equation (3.2.1) we have an inclusion
It is convenient to identify
via the restriction map.
be the class, which maps to ϕ under the isomorphism in Corollary 3.3.1. We let
be the image under the canonical map Log → Log (n) .
If we want to specify the theory of sheaves we working with, we write
for the absolute Hodge and
for the ℓ-adic polylogarithm. 
where trace [a] is the trace map relative to the finite morphism [a] . . Then one has
In particular, for a ≡ 1 mod N one gets tr [a] pol ϕ = pol ϕ and pol ϕ is norm-compatible.
Proof. As the trace map is compatible with residues, we have a commutative diagram
The result follows from the definition of the polylogarithm.
, F (g)) be the image of pol ϕ under the morphism
induced by the augmentation Log → F . Then
is in the generalized 0 eigenspace of tr [a] .
Proof. This is clear from Proposition 3.4.1.
3.5. A motivic construction of the polylogarithm. The motivic construction presented here is similar to the one in [Kin99] , except that we consider here the variant of the polylogarithm explained in 3.3.2. We will focus on the differences and refer to [Kin99] whenever possible.
Remark 3.5.1. All constructions in this section work without any changes in any twisted BlochOgus cohomology theory. To fix ideas, and because it is the "universal" case, we wrote everything for motivic cohomology.
Let us recall some notations from [Kin99] . Define
considered with the second projection p : U → A\ǫ(S) as a scheme over A\ǫ(S). Let V := U \∆ be the complement of the diagonal and set
More generally, we let for I ⊂ {1, . . . , n}
This gives a stratification U n = I V I . Denote by Σ n the permutation group of {1, . . . , n} and let sgn n denote the sign character. For any Q-vector space H with Σ n action, we denote by H sgn n the sgn n eigenspace.
The fundamental result for the construction is:
There is a long exact sequence
where the residue map is taken along the n-th variable and which is equivariant for the tr [a] action for any integer a.
The schemes U n and V n are considered over A\ǫ(S) and we consider the base change to A\A[N ] ⊂ A\ǫ(S):
Note that the base change is compatible with the Σ n action, so that the same proof as for [Kin99, Corollary 2.1.4] shows that there is also a long exact sequence
This sequence is still equivariant for the tr [a] -action. Now we use the fact that
which is an easy consequence of Proposition 2.2.1 by induction (see also [Kin99, Theorem 2.2.3]). Note that the vanishing does not depend on the a chosen to define tr [a] . If we combine this with the long exact sequence in the proposition we get:
Corollary 3.5.3. The residue maps induce isomorphisms
which do not depend on the integer a used to define the operator tr [a] .
We can now define the motivic polylogarithm.
to be the class, which maps to ϕ under the isomorphisms in Corollary 3.5.3.
From this characterization we get immediately:
Proposition 3.5.5. The polylogarithm is compatible with base change.
Proof. By [Dég04] the Gysin sequence is compatible with base change.
3.6.
Comparison with the realizations of the polylogarithm. In this section we relate the motivic polylogarithm pol M ,ϕ from Definition 3.5.4 via the regulator maps to the pol ϕ as in Definition 3.3.2.
Consider the regulator maps into absolute Hodge
As in Section 3.2 we will treat the absolute Hodge and the ℓ-adic case simultaneously. We start by identifying
sgn n .
Proposition 3.6.1. One has an isomorphism
and a commutative diagram
where the lower horizontal map is induced by Log (n) → Log (n−1) .
Proof. This is essentially proven in [Kin99, Proposition 2.3.1] but for the weight 1 parts.
Let U := (A\ǫ(S)) × A and V := U \∆. We denote by p the second projection. We also let V n := V n A\A[N ] to shorten notation. It is shown in the first part of the proof of [Kin99, Proposition 2.3.1] that
Let p V n : V n → A\A[N ] be the structure map. As the R i p V n , * F V n are all lisse sheaves, we can take the dual of the Künneth formula for Rp V n ,! to get
In particular,
. Let π : A\A[N ] → S be the structure map. Note that the projection formula for R π ! gives for lisse sheaves a projection formula for R π * . From the exact sequence
we see that tr [a] acts with weights ≥ 0 on R i π * Log (1) . We claim that (3.6.1)
If this is the case, at least one factor in the tensor product is of the form π * R i j π * F with i j < 2g − 1. Without loss of generality, we may assume j = 1. We get
The trace operator tr [a] acts on R i 1 π * F with weight ≥ 2 on (
with some weight ≥ 0. This gives the vanishing in Equation (3.6.1). We get
which gives the first claim of the proposition. The compatibility of the residue with Log (n) → Log (n−1) follows from the commutative diagram
sgn n−1 .
Corollary 3.6.2. The motivic polylogarithm
sgn n maps under the regulator maps to the absolute Hodge and to theétale polylogarithm
4. The abelian polylogarithm in degree 0 and the higher analytic torsion of the Poincaré bundle
In the first subsection, we recall some concepts and results from Arakelov theory and we state the main result of this section, ie Theorem 4.1.2. In the second subsection, we give a proof of Theorem 4.1.2.
4.1. Canonical currents on abelian schemes. We begin with a review of some notations and definitions coming from Arakelov theory.
Let (R, Σ) be an arithmetic ring. By definition, this means that R is an excellent regular ring, which comes with a finite conjugation-invariant set Σ of embeddings into C (see [GS90a, 3.1.2]).
For example R might be Z with its unique embedding into C, or C with the identity and complex conjugation as embeddings.
An arithmetic variety over R is a regular scheme, which is flat and quasi-projective over R. This definition is more restrictive than the definition of the same term given in [GS90a] .
For any arithmetic variety X over R, we write as usual
For any p 0, we let D p,p (X R ) (resp. A p,p (X R )) be the R-vector space of currents (resp. differential forms) γ on X(C) such that
• γ is a real current (resp. differential form) of type (p, p);
where F ∞ : X(C) → X(C) is the real analytic involution given by complex conjugation. We then define
All these notations are standard in Arakelov geometry. See [Sou92] for a compendium. It is shown in [GS90a, Th.
(ii)] that the natural map
If Z a closed complex submanifold of X(C), we shall write more generally D p,p Z (X R ) for the R-vector space of currents γ on X(C) such that
• γ is a real current of type (p, p);
Here N is the conormal bundle of Z in X(C), where Z and X(C) are viewed as real differentiable manifolds.
In the same way as above, we then define the R-vector spaces
is the set of currents γ ∈ D p,p Z (X R ) with the following property: there exists a current α of type (p − 1, p) and a current β of type (p, p − 1) such that γ := ∂α +∂β and such that the wave-front sets of α and β are included in the complexified conormal bundle of Z in X(C).
See [Hör03] for the definition (and theory) of the wave-front set.
It is a consequence of [BGL10, Cor. 4.7] that the natural morphism
Furthermore, it is a consequence of [BGL10, Th. 4.3] that for any R-morphism f : Y → X of arithmetic varieties, there is a natural morphism of R-vector spaces
provided f (C) is transverse to Z. This morphism extends the morphism
which is obtained by pulling back differential forms.
We shall write H * D,an (X, R(·)) for the analytic real Deligne cohomology of X(C). By definition,
where R(p) D,an is the complex of sheaves of R-vector spaces
X(C) → 0 on X(C) (for the ordinary topology). Here R(p) := (2iπ) p R ⊆ C and Ω i X(C) is the sheaf of holomorphic forms of degree i. Notice that there is morphism of complexes R(p) D,an → R(p), where R(p) is viewed as a complex of sheaves with a single entry in degree 0. This morphism of complexes induces maps
from analytic Deligne cohomology into Betti cohomology. We now define
It is shown in [BW98, par 6.1] that there is a natural inclusion
There is a cycle class map cyc an :
The composition φ dR • cyc an is the usual cycle class map (or "regulator") into Betti cohomology. Finally there is a canonical exact sequence
where (abusing language) the map cyc an is defined via the inclusion 4.1.1. The group CH p (A)
is the p-th Chow group of X (see the book [Ful98] ) and CH • (·) is the arithmetic Chow group of Gillet-Soulé (see [GS90a] ). The group CH • (·) is contravariantly functorial for any R-morphisms of arithmetic varieties and covariantly functorial for smooth projective morphisms.
Let now as before π A = π : A → S be an abelian scheme over S of relative dimension g = g A . We shall write as usual A ∨ → S for the dual abelian scheme. We let as before ǫ A = ǫ be the zero-section of A → S. We shall denote by S 0 = S 0,A = ǫ A (S) the (reduced) closed subscheme of A, which is the image of ǫ A . We write P for the Poincaré bundle on A × S A ∨ . We endow P(C) with the unique metric h P such that the canonical rigidification of P along the zero-section A ∨ → A × S A ∨ is an isometry and such that the curvature form of h P is translation invariant along the fibres of the map A(C) × S(C) A ∨ (C) → A ∨ (C). We write P := (P, h P ) for the resulting hermitian line bundle. See [MB85, chap I, 4 and chap. I] for more details on all this.
The following is Th. 1.1 in [MR] .
Theorem 4.1.1 (Maillot-R.). There is a unique class of currents g A ∨ ∈ D g−1,g−1 (A R ) with the following three properties:
Here the morphism p 1 is the first projection A × S A ∨ → A and [n] : A → A is the multiplicationby-n morphism. See [GS90a, 1.2] for the notion of Green current. The symbol ch(•) refers to the arithmetic Chern character, which has values in arithmetic Chow groups; see [GS90b] for this. By (·) (g) we mean the degree g part of (·) in the natural grading of the arithmetic Chow group.
In [MR] it is also shown that the restriction (−1) g+1 g A ∨ | A(C)\ǫ(C) is equal to the part of degree (g − 1, g − 1) of the Bismut-Koehler higher analytic torsion of P along the map A(C) × A ∨ (C) → A(C), for some natural choices of Kähler fibration structures on A(C) × A ∨ (C).
Furthermore (see [MR, Introduction] ), the following is known:
-Let T be a an arithmetic variety over R and T → S be a morphism of schemes over R. Let A T be the abelian scheme obtained by base-change and let BC : A T → A be the corresponding morphism. Then BC(C) is tranverse to S 0 (C) and BC
We now suppose that the field k is embeddable into C and we set R = k. We choose an arbitrary conjugation-invariant set of embeddings of R into C.
Fix once an for all a ∈ Z such that (a, N ) = 1. Recall that by Corollary 2.2.2, we have an isomorphism
and that the element pol 
where tr [a] is described in Definition 2.1.1, and
Theorem 4.1.2. We have
Furthermore, the map
induced by cyc an is injective.
(Theorem 4.1.2 is identical to Theorem 1 in the introduction)
The proof of Theorem 4.1.2 will occupy the next subsection.
The proof goes as follows. We first prove the basic fact that
(see Lemma 4.2.5). This is where Arakelov theory and the geometry of the Poincaré bundle play an important role. Next we show how the elements pol
behave under products (see Lemmata 4.2.8 and 4.2.7). To determine the behaviour of pol
under products, we need some elementary invariance results of residue maps in motivic cohomology and to determine the behaviour of (
under products, we need parts of the Gillet-Soulé calculus of Green currents. In our third step, we prove that Theorem 4.1.2 holds when A is an elliptic curve; this follows from some classical results in the theory of elliptic units (see Lemma 4.2.9). In our fourth and final step, we show that Theorem 4.1.2 holds for products of elliptic curves (see Lemma 4.2.9) and we use a deformation argument together with the existence of moduli spaces for polarised abelian varieties to reduce the general case to the case of products of elliptic curves (see subsubsection 4.2.3).
Remark 4.1.3. (important) At first sight, it might seem that a natural way to tackle a statement like Theorem 4.1.2 is to check that the elements −2·cyc an (pol
have the same residue and are both norm invariant (ie tr [a] -invariant). One could then argue that a norm invariant element is completely determined by its residue to conclude. This line of proof does not work because there are no localisation sequences in analytic Deligne cohomology (unlike in Deligne-Beilinson cohomology). This is why we have to resort to the more complicated deformation argument outlined above, together with some explicit computations.
4.2.
Proof of Theorem 4.1.2. We shall suppose without restriction of generality that S is connected. We also suppose without restriction of generality that a ≡ 1 (mod N ). To see that this last hypothesis does not restrict generality, notice first that pol M ,1 • N ,A,a = pol M ,1 • N ,A,a l for all l 1. Thus we may replace a by some a l and since (Z/N Z) * is finite there exists l 1 such that a l ≡ 1 (mod N ).
4.2.1. Invariance properties of residue maps in motivic cohomology. In this paragraph, we shall state certain elementary invariance properties of residue maps (see below for the definition of this term) in motivic cohomology. These invariance properties play a key role in the proof of Theorem 4.1.2.
Let T be a an arithmetic variety over R = k and T → S be a morphism of schemes over R. Let A T be the abelian scheme obtained by base-change and let BC : A T → A be the corresponding morphism.
be the morphism obtained by restricting BC. Similarly, let
be the morphism obtained by restricting BC.
Lemma 4.2.3. We have BC *
Proof. Follows from 4.2.1.
2. An intermediate result.
Proposition 4.2.4. (a)
The map
The proof of Proposition 4.2.4 will rely on the following lemmata.
Proof. It is sufficient to show that
Indeed, a natural analog of the operator tr [a] operates on analytic Deligne cohomology and the map cyc an intertwines this operator with tr [a] . So if 4.2.1 holds, we may deduce the conclusion of the lemma from the existence of the Jordan decomposition.
Let Σ be the rigidified line bundle on A ∨ corresponding to σ via the S-isomorphism A ≃ (A ∨ ) ∨ . Let Σ be the unique hermitian line bundle on A ∨ , such that -its underlying line bundle is Σ;
-the rigidification is an isometry;
-its curvature form is translation invariant on the fibres of the map A ∨ (C) → S(C).
To prove relation 4.2.5, we compute in CH g (A) Q :
Here we used in the second equality the fact that the direct image in arithmetic Chow theory is naturally compatible with smooth base-change. We also used the fact that ch(Σ) = 1 and the multiplicativity of the arithmetic Chern character. Now, we have
and thus the image of 
Proof. Notice that we have commutative diagram
where the isomorphism on the bottom line is the residue map in Betti cohomology. The fact that the residue map in Betti cohomology is an isomorphism follows from the fact that Betti cohomology is a twisted Poincaré duality theory in the sense of Bloch-Ogus and Corollary 2.2.2. Furthermore, the upper right vertical map can be seen to be injective. This implies the assertion of the Lemma.
Lemma 4.2.7. Let B → S be an abelian scheme.
Let σ ∈ A[N ](S) and let τ ∈ B[N ](S).
Then we have
Proof. Let ν A ∨ := (−1) g p 1, * (ch(P)) (g) . We shall write δ A×0 for the Dirac current in A(C) × S(C) B(C) of the closed complex manifold associated with the image of A by the morphism (Id A × S ǫ B • π A ). We shall also use the notation δ A×τ , which is defined similarly. Let q A : A × S B → A and q B : A × S B → B be the obvious projections. First we make the computation
In this computation, we used the following elementary fact (see [Roe99, before par. 6.2.1]): if η, ω are two currents of type (p, p) on a complex manifold, such that η and ω have disjoint wave front sets, then
Now using the formula [MR, Th. 1.2, 5.] for the canonical current of fibre products of abelian schemes and the previous computation, we get that
which implies the assertion of the lemma. Proof. We may choose T → S, such that T → S is proper and generically finite and such that
T . In view of this as well as Lemma 4.2.11 and Lemma 4.2.5, we see that it is sufficient to show that the map BC * h is injective when T → S is proper and generically finite. This is a consequence of the fact that BC h is then also proper and generically finite, of the projection formula, and of the fact that BC h, * (1) = deg(BC h ). Proof. The proof is similar to the proof of Lemma 4.2.13 and will be omitted. Then we have
Proof. If η is a differential form on A(C), we have from the definitions that 
