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En el presente trabajo se muestra el análisis realizado al método de corrimiento 
de fase utilizado para el proceso de escaneo y reconstrucción de objetos 3D. El 
análisis se enfoca en el algoritmo de 3 pasos, y se analizan características del 
proceso de digitalización en objetos virtuales, así como en objetos reales, 
realizando consideraciones para cada uno de los procesos, ya que principalmente 
en el escaneo de objetos reales. Los diferentes factores externos pueden provocar 
inconsistencias en la representación 3D final. El brillo del proyector es uno de los 
primeros factores que se consideran para su análisis, ya que este puede generar 
discontinuidades en el patrón de franjas, brillo irregular en la superficie del objeto, 
lo que hace el proceso de desdoblamiento de fase más complicado de resolver. 
Por ello, se propone una estrategia que permita reconstruir un objeto con un 
algoritmo de desdoblamiento de fase sencillo, analizando los parámetros en los 
dispositivos de la etapa de adquisición. 
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This paper shows the phase shifting method analysis, which one is used to the 
scan and 3D reconstruction. The analysis is focused on the 3-step algorithm and 
the goal characteristics about the 3D scan on virtual and real objects, we perform 
some considerations for each process because mainly at the 3D real objects scan.   
There are a lot of external factors that can do non-uniform results at 3D final object, 
the bright from projector is the firstly factor considerate for the analysis and the 
same form the scene captured by de camera because the camera calibration 
processes are required. After the 3D scan results with simple phase unwrapping 
are showed. 
Keywords: Digitalize, phase shifting, phase unwrapping, profilometry, scanning. 
 
1. Introducción 
La reconstrucción digital es el proceso por el cual se obtiene la representación 
de un objeto en un sistema computacional teniendo como entradas una o varias 
vistas 2D, manteniendo las características físicas reales del objeto (dimensiones, 
volumen y forma [Vilá, 2009]. 
En los últimos años, el análisis de la técnica de franjas ha logrado aumentar la 
velocidad y la resolución en la perfilometría 3D. Por ejemplo, un solo patrón de 
franjas podría ser usado para recuperar la forma 3D usando el método de la 
transformada de Fourier. Sin embargo, está limitado a medir superficies que son 
suaves en geometría y textura. Otro método es el de la luz láser o interferencia de 
luz blanca para generar patrones sinusoidales y han sido extensivamente 
utilizados en la perfilometría de alta precisión. Aunque los sistemas de láser e 
interferencia tienen alta precisión, requieren ajustes mecánicos que hacen muy 
lenta su medición [Zhang, 2013]. Por lo anterior la técnica de patrones de franjas, 
se ha convertido en una de las áreas de investigación más demandadas en el 
campo de la metrología óptica, con el objetivo de obtener la información 
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tridimensional de una superficie u objeto y representarla en un sistema 
computacional. Ésta técnica tiene diversos campos de aplicación: aplicaciones 
biomédicas tales como mediciones dentales [Chen, 2005], obtención de imágenes 
no invasivas y monitoreo de deformaciones de la pared vascular [Genovase, 
2006], medición de la forma del cuerpo humano, entre otros. Independientemente 
del método, la proyección de franjas se implementa de la siguiente manera: en 
primera instancia se proyectan patrones definidos sobre un objeto, la forma del 
objeto crea distorsiones en el patrón, donde la escena generada objeto más patrón 
se captura desde una cámara digital en un ángulo 15°≤θ ≤ 30°, por último, se 
procesa las imágenes con alguna técnica de distorsión. Cabe mencionar que es 
posible realizar o diseñar diferentes tipos de patrones, como lo son: líneas 
verticales u horizontales, líneas diagonales, cuadros, rombos, entre otros. 
En trabajos previos, se ha buscado minimizar las discontinuidades de la imagen 
capturada ocasionadas por la luz del proyector, luz natural, reflexión, material del 
objeto, entre otros. Debido a esto es necesario procesar la escena adquirida para 
representar el objeto 3D de una manera más precisa [Moya et al, 2012].  
Los proyectores modernos usualmente aplican una gamma no lineal decodificando 
el proceso automáticamente con valores γ = 2.2 – 2.6 [Wang et al, 2010]. 
Otra técnica recientemente propuesta, es utilizar 5 patrones binarios, tres para 
calcular la fase envuelta; y la intensidad promedio combinada con los dos patrones 
adicionales para determinar el orden de la franja pixel por pixel en el dominio de la 
fase [Hyun, 2017]. 
La innovación de este trabajo es un análisis en la etapa de reconstrucción para 
obtener una imagen compuesta del objeto con los patrones de franjas, para 
disminuir el post-procesamiento de la imagen y aplicar el algoritmo de 
desdoblamiento de fase. 
 
2. Métodos 
Perfilometría por Corrimiento de Fase o PSP 
Los algoritmos de PSP son ampliamente utilizados en mediciones ópticas 
debido a sus numerosas ventajas, “point-by-point measurement” (lo que permite la 
Pistas Educativas No. 128 (SENIE 2017), febrero 2018, México, Tecnológico Nacional de México en Celaya 
 
 
Pistas Educativas Vol. 39   -   ISSN: 2448-847X 
Reserva de derechos al uso exclusivo No. 04-2016-120613261600-203 
http://itcelaya.edu.mx/ojs/index.php/pistas ~1300~ 
resolución espacial a nivel de píxel-cámara), menor sensibilidad a las variaciones 
de reflectividad de la superficie, facilitando la medición de objetos muy complejos 
con fuertes variaciones de textura, y menor sensibilidad a la luz ambiental [Peng et 
al, 2005], [Zhang et al, 2010], [Ekstrand et al, 2013].  
Existen diversos métodos para el corrimiento de fase en los que destacan; “three-
step”, ”four-step” y “double three-step”. Estos métodos difieren en la cantidad de 
imágenes de entrada que se tendrán, el “three-step” tendrá 3 imágenes, el “four-
step” tendrá 4 y así consecutivamente. Para obtener la información de un objeto 
es necesario encontrar la fase, la fase contendrá la información necesaria para su 
reconstrucción tridimensional.  
En general, el desplazamiento de fase de “N-step” con fases iguales se puede 
describir por la ecuación 1. 
)  (1) 
 
Donde Ik(x,y) indica el patrón sinusoidal que se proyectará al objeto, I’(x,y) y I’’(x,y); definen la intensidad de las franjas con valores dentro del rango de 0 y 1. 
La frecuencia f0 representa el número de franjas que forma el patrón de 
proyección, x representa el tamaño de la imagen de proyección, ᵠ es la fase que 
tendrá el patrón generado y se determina conforme a la ecuación 2, donde puede 
adquirir valores entre 0 y 2π.  
      (2) 
 
El resultado de los patrones del algoritmo “three-step” contiene el menor número 
de imágenes a procesar (Li et al, 2013), donde se tiene un valor de ᵠ=2π/3, por lo 
que en la práctica los ángulos de desplazamiento suelen ser 120º, 0º y -120º 
[Guzhov et al, 2012], como se ilustra en la figura 1. 
Ya obtenidos los patrones estos son proyectados al objeto el cual se requiere 
capturar en computadora, un ejemplo de ello se muestra en la figura 2, donde se 
puede observar la deformación del patrón al contacto con el objeto virtual. El 
objeto utilizado en este caso como ejemplo ilustrativo es creado en computadora. 
Pistas Educativas No. 128 (SENIE 2017), febrero 2018, México, Tecnológico Nacional de México en Celaya 
 
 
Pistas Educativas Vol. 39   -   ISSN: 2448-847X 
Reserva de derechos al uso exclusivo No. 04-2016-120613261600-203 
http://itcelaya.edu.mx/ojs/index.php/pistas ~1301~ 
 
Figura 1 Cambios de fase representados de forma sinusoidal y patrón de franjas. 
 
 
Figura 2 Patrones de franjas proyectados a objeto virtual. 
 
Envolvimiento y Desdoblamiento de Fase 
Existen 2 etapas fundamentales para el tratamiento de la fase, el envolvimiento 
de fase y el desdoblamiento de fase. El envolvimiento de fase es el proceso que 
determina los valores de la fase en un rango de 0 a 2π. El desdoblamiento de fase 
es el proceso en el que se remueve la discontinuidad de 2π para generar un mapa 
de fase suavizado [Huang, 2006]. 
Cómo se muestra en la figura 3 la fase obtenida por lo general supera los valores 
de amplitud de -π a π por lo que se envuelve la fase y así se obtienen valores de -
π a π. 
Se puede expresar matemáticamente el envolvimiento de fase con la ecuación 3. 
     (3) 
 
La función de fase ᵠ(x,y) presenta discontinuidades con saltos de 2π para 
variaciones mayores de 2π. Estas discontinuidades se pueden corregir sumando o  
restando 2π dependiendo de si el salto de fase va de π a -π o viceversa. 
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Figura 3 Fase continua y fase envuelta [Gdeisat et al, 2012]. 
 
Existen algoritmos digitales (phase-unwrapping) que se emplean para corregir las 
discontinuidades de fase. Los algoritmos de desdoblamiento de fase aplicados al 
análisis de franjas se pueden categorizar en 2 grandes grupos. Los temporales 
(temporal phase unwrapping) y los espaciales (spatial phase unwrapping). Los 
métodos temporales son generalmente eficaces y robustos, pero requieren “multi-
frames” de fase envuelta a lo largo de la dimensión del tiempo; los principales 
algoritmos de desdoblamiento de fase temporal son “dynamic unwrapping 
method”, “multifrecuency method” y “heterodyne method” por otra parte los 
métodos espaciales tienen menos restricciones, pero es un reto hacer frente a las 
regiones disjuntas y discontinuidades inmersas en la fase; los principales 
algoritmos de esta rama son: “Goldstein’s method”, “quality-guided”, “Flynn’s 
method” y “minimum Lp-norm method”  [Zhao et al, 2011]. 
El mapa de fase del ejemplo de la figura 2 obtiene empleando la ecuación 4 y su 
resultado se aprecia en la figura 4.  
    (4) 
 
 
Figura 4 fase envuelta del objeto virtual. 
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En la figura 4b se aprecia que los valores máximos y mínimos de la fase envuelta 
se encuentran en rango [-1.5, 1.5], por lo que es necesario normalizar los valores a 
un rango [-π, π], para ello es necesario multiplicar la fase envuelta por π. El 
resultado de la normalización se aprecia en la figura 5. 
 
 
Figura 5 Mapa de fase normalizada. 
 
Normalizados los valores de la fase envuelta, se aplica un algoritmo de 
desdoblamiento de fase, para el ejemplo se emplea “Itoh tradicional” [Itoh, 1982], 
ecuación 3, el cual desenvuelve las filas una por una para verificar la 
discontinuidad entre los valores de la fila, seguido por un desenrollado en las 
columnas (igual una por una). El algoritmo inverso primero desenvuelve las 
columnas y después las filas.  
El resultado al desenvolver la fase es un plano inclinado visto en 3D, dónde al 
girar la imagen se puede apreciar ligeramente la forma del objeto, figura 6. Por 
último, para obtener el objeto tridimensional se debe obtener el mapa de fase del 
plano de referencia con los patrones de franjas proyectados; para ello es 
necesario retirar el objeto, figura 7. 
 
 
Figura 6 fase desenvuelta. 
Pistas Educativas No. 128 (SENIE 2017), febrero 2018, México, Tecnológico Nacional de México en Celaya 
 
 
Pistas Educativas Vol. 39   -   ISSN: 2448-847X 
Reserva de derechos al uso exclusivo No. 04-2016-120613261600-203 
http://itcelaya.edu.mx/ojs/index.php/pistas ~1304~ 
 
Figura 7 Obtención del objeto 3D. 
 
Las etapas anteriormente descritas para la reconstrucción digital de un objeto 
virtual, son representadas por la figura 8. Dónde las etapas marcadas en color 
negro, son procesos en los cuáles dependiendo los resultados previos sea 
necesario pasar a la etapa inicial para un cambio en la configuración del sistema. 
 
 
Figura 8 Etapas de reconstrucción tridimensional de objetos virtuales. 
 
3. Resultados  
Anteriormente se ha descrito los pasos para realizar el escaneo y 
reconstrucción computacional de un objeto 3D, como ejemplo un objeto 
tridimensional. A continuación, se describe una prueba con objetos reales, así 
como las etapas necesarias para llevar a cabo la reconstrucción digital de un 
objeto real. El proceso se muestra en la figura 9, posteriormente se detalla el 
desarrollo de cada etapa, así como las pruebas y resultados obtenidos. 
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Figura 9 Etapas de reconstrucción tridimensional de objetos reales. 
 
La primera etapa consiste en la generación del patrón de franjas con corrimiento 
de fase de 0º, -120º, y 120º, como la figura 1, y proyección del mismo al objeto. El 




Figura 10 Objeto Real. 
 
Es necesario ajustar el brillo generado por la luz del proyector, ya que es posible 
que se generen reflexiones de luz en el objeto, como se aprecia en la figura 11, 
por lo que la captura de la escena provoque resultados incorrectos. 
 
 
Figura 11 Ajuste de la intensidad de luz del proyector. 
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La adquisición de las imágenes con los cambios de fase en el patrón de franjas, se 
realiza por medio de una cámara web y sus características son enlistadas en la 
tabla 1. Las características principales del dispositivo proyector de luz (DLP) 
empleado se enlistan dentro de la tabla 2. 
 
Tabla 1 Logitech HD Pro Webcam C920. 
Video Full HD (1920x1080) 
 
Sensor de 3 MP para fotografía escalado a 15 
MP por software 
Frecuencia de Cuadro 30 fps 1080p 
Campo Visual 78º 
Longitud Focal 3.67 mm 
Enfoque Automático 
 
Tabla 2 Especificaciones técnicas dispositivo DLP. 
Marca: Dell M115HD 
 
Brillo: 450 lúmenes máx 
Resolución:WXGA(1280x800) 
Distancia de proyección: 0.76m – 2.58m 
Fuente de luz: LED 
Apertura: F/2.0 
Longitud focal: f = 14.95 mm 
Tamaño de diagonal de pantalla: 
30” ~ 80” 
 
Una vez adquiridas las tres escenas necesarias para utilizar el método “three-step 
PSP”, es necesario llevar a cabo una calibración en cada una de ellas de manera 
que el patrón de franjas tenga un ángulo de 90º, figura 12.  
 
 
Figura 12 Escenas calibradas. 
 
Ya que se tienen las escenas debidamente calibradas, se calcula el mapa de fase 
y se normalizan sus valores máximos y mínimos, figura 13. Así mismo, se 
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construye el patrón de referencia de sin objeto para cada imagen y de igual 
manera se obtiene el mapa de fase del plano de referencia, figura 14. A este 
procedimiento se le suele llamar preparación de la fase envuelta antes de aplicar 
el algoritmo de desdoblamiento. Por último, se realiza la diferencia entre la fase 
desenvuelta del objeto y la fase desenvuelta del plano de referencia para 
representar el objeto tridimensionalmente reconstruido en computadora. 
 
 
Figura 13 Fase envuelta del objeto real. 
 
 
Figura 14 Fase envuelta del plano de referencia. 
 
Por último, ya que se normalizó el mapa de fase con valores entre [-π, π], se 
aplica el algoritmo de desdoblamiento de fase, ecuación 3. La figura 15 muestra 
la fase desenvuelta y la representación del objeto real en computadora. 
 
 
Figura 15 Reconstrucción del Objeto. 
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El objeto de prueba mide 280x154x30 mm (x, y, z). La imagen se normaliza a 
512x512 pixeles. Por lo tanto, la resolución espacial del objeto utilizado es de 3.06 
pixeles/mm en el eje x, y 2.79 pixeles/mm en el eje y. Para el eje z, los valores son 
normalizados entre o y 1, donde el valor mínimo de z es 0 (0 mm) y el valor 
máximo 30 mm. 
El sistema empleado se ilustra en la figura 16a, donde se puede observar un 
ambiente controlado para no tener afectaciones por la luz natural, la posición del 
cañón y la cámara se colocan de manera vertical; figura 16b, con el objetivo de 
minimizar la generación de sombras en la escena. 
 
 
Figura 16 Sistema de proyección y captura. 
 
4. Discusión  
Cuando se tienen objetos virtuales, los cuales son diseñados en un software 
tipo CAD, se observa que la obtención de su reconstrucción no es afectada por 
factores ajenos como la luz o sombras. También es sencillo proyectar el patrón de 
franjas y llevar a cabo su corrimiento de fase para obtener el mapa de fase o fase 
envuelta, así mismo, no es necesaria la etapa de calibración de la imagen, ya que 
el patrón de franjas permanece con un ángulo de 90º. 
A diferencia de los objetos virtuales, cuando se tiene objetos reales, influyen 
diversos factores cómo la luz, sombras y deformación de la imagen capturada 
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debido al lente del dispositivo de adquisición (cámara digital). La calibración se 
lleva a cabo por medio de un software editor de imágenes, cómo por ejemplo el 
editor que se encuentra por defecto en el sistema operativo Windows 10. Cabe 
mencionar que fue necesario deshabilitar el autofoco de la cámara ya que este no 
podía enfocar claramente la escena, la resolución de las imágenes capturadas es 
de 640x480 pixeles. 
En este trabajo se optó por una posición vertical de la cámara y el proyector, con 
el fin de minimizar reflexiones de luz y sombras. Se utiliza una estructura con la 
cual sea posible mantener los dispositivos de proyección y adquisición en la 
posición deseada. 
En la obtención del objeto real se observa que el objeto tiene algunos picos que no 
fue posible suavizar por el método de desdoblamiento, ya que aún hay factores 
que impiden su correcta adquisición, como la distorsión de las franjas y la posición 
de interferencia de las mismas. 
 
5. Conclusiones 
Implementar el algoritmo de three-step PSP a objetos virtuales, es la manera 
ideal del cómo obtener la reconstrucción de un objeto tridimensional. Sin embargo, 
con objetos reales, se encuentra con demasiados factores que ocasionan una 
reconstrucción errónea, como lo son: la luz natural, la intensidad de brillo del 
proyector, la cámara digital, sombras generadas por la altura de los objetos, entre 
otros. Por lo que surge la necesidad de trabajar en algoritmos previos o 
posteriores a la obtención del mapa de fase. Algunos aspectos previos a 
considerar previamente a obtener el mapa de fase son: la luz externa, el brillo del 
proyector, propiedades de la cámara que permitan una captura con el mínimo de 
errores, y así, obtener una fase envuelta lo más limpia posible. 
Como trabajo a futuro se propone el diseño y desarrollo de un software, en el cual 
se implementen todas las etapas descritas para la reconstrucción de objetos 
reales, y así mismo, permita la generación del corrimiento de fase y proyección de 
forma automática, la calibración de la escena por medio de un algoritmo de 
transformación geométrica, incorporando la etapa de adquisición de imágenes y 
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configuración de las propiedades del dispositivo, con el objetivo de obtener una 
escena con el menor número de variaciones eliminando procesos previos y 
posteriores. 
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