Multivariable least squares approximation and its application to solving problems associated with space vehicles  summary report, may 1, 1962 - feb. 1, 1965 by Dupree, D. E.
~l 
I 
I 
I 
I 
~I 
DEPARTMENT OF MATHEMATICS 
NORTHEllST LOUISIANA STATE COUEGE 
MONROE, LOUISIANA 
Multivariable Least Squares Approximation and I t s  
Application t o  Solving Problems Associated with Space Vehicles I 
I 
I 
,I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
tl) 
w 
0 - a 
n 
0 
0 
Q 
Daniel E. Dupree 
0 Summary Report 
May 1, 1962 - February 1, 1965 
Contract Numb e r NAS -8 -2642 
Control Number TP2-81075 (1F) OPB 16-48-62 
February 1, 1965 
Prepared for George C. Marshall Space F l ight  Center, 
Huntsville, Alabama 
1 
e N65 2 2 5 4 4  I 
z I I 
E 
2. 
< L
t: 
2 
(NASA OR OR TMX OR AD NUMBER1 
https://ntrs.nasa.gov/search.jsp?R=19650012943 2020-03-16T23:41:52+00:00Z
I- 
DEPARTMENT OF MATHEMATICS 
NORTHEAST LOUISIANA STATE COLZEGE 
MONROE, LOUISIANA 
Multivariable Least Squares Approximation and I t s  
Application t o  Solving Probl-ems Associated with Space Vehicles 
Daniel E. k p r e e  
Summary Report 
May 1, 1962 - February 1, 1965 
C on t r ac t Numb e r NAS -8 -2 642 
Control Number TP2-81075 (1F) OPB 16-48-62 
February 1, 1965 
Prepared f o r  George C. Marshall Space F l ight  Center, 
Huntsville, Alabama 
. 
I 
I 
I 
DEPARTMENT OF MAT€IEMATICS 
NORTHELTT LOIJISIANA STATE COLLEGE 
MONROE, MUI: SI ANA 
Mul-tivariable Least Squares Apyroximation and It:: 
AppI-ication t o  Solving Problcns Assol-.iated with Space Vehicles 
Daniel E. Dupree 
May 1, 1.962 - February 1, 1965 
Contract Number NAS-8-26Ji2 
Control Number TP~-81075 (IF) Oi”3 16-48-62 
February 1, 1965 
Prepared f o r  George C. Marshall S p ? r ~  Fl ight  Center 
Huntsville, A h b a r n z  
SUMMARY 
1 
I $YG, !Ibis report  f o r  t h e  period May 1, 1-962 - February 1, 1965 on Contract 
W-8-2642 covers the  three accomplishments which a re  s ign i f icant  i n  help- 
i n g  solve problems associated with optimized miss i le  t r a j ec to r i e s .  These I a r e  : 
I 
I 
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1) The establishment of necessary and s u f f i c i e n t  conditions f o r  t he  
existence and uniqueness of mu1ti~aria.bl.e l e a s t  squares approximating 
functions. 
The development of  a multiva,rinb Le orthogonal.ization process which 
y ie lds  the l e a s t  squares approximating function without solving 
t h e  system of normal equations. 
The development of a technique f o r  obtaining an approximating 
function which yields  an e r ror ,  i n  t he  sense of l e a s t  squares, 
t h a t  i s  l e s s  than a specified tolerance. 
2) 
3 )  
I. INTRODUCTION 
The theory of l e a s t  squares approximating polynomials i n  a s ingle  
va r i ab le  has been covered i n  great d e t a i l  i n  t h e  l i t e r a t u r e .  
t h e  purpose of t h i s  report  t o  generalize t h i s  theory of l e a s t  squares 
t o  include not only polynomials i n  severa l  var iables  but a l s o  m u l t i -  
v a r i ab le  transcendental  functions. 
It i s  
I 
2 
11. EXISTENCE 
We can state the existence problem as follows: 
dependent functions of $, under what conditions do there ex i s t  
constants Ao,%, ..., such tha t  
i s  a minimum? 
continuous function of i t s  arguments'. 
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Hence, F(AO,l$, . . ,th) i s  n continuous function of i t s  arguments. 
Lemma 2: The function 
n N 
i o  a continuous 'function of i t s  arguments. 
n 
i=o 
Lemma 3:  If C X(p )o ( P  ) # 0,  for some j ,  0 < j < N, then i - j  i - -  
Q ( A o , 3 , .  . . ,$) hos non-zero extreme values on the  sphere 
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6 
A: + 4 + ... + 4 = 1. 
- Proof: 
and let y be an undetermined Lagrangian mul t ip l ie r .  
extreme values of Q(Ao,\,. . . ,%) 
following system of equations: 
Let R(l+,,\, ...,%) = A: + { + ... + 4 - 1 
Then the 
w i l l  occur a t  the zeros of t h e  
n N 
n n n 
Thus, t he  system above becomes 
7 
. 
n 
Therefore, A = l/y ( C X(pi)c?J(pt)), j = O,l,...,N, and 
3 i=o 
2 2 A. + tk + ... + f$ = 1 becomes 
n 2 
/ N  n 2 
Therefore, the extreme values 'Q(Ao,\v.. . ,%) m e  
n 
These extreme values a re  ~ l d t  m o  w c X(p4 )q,(  @, ) f a i l s  t o  
vanish for  
Theorem : 
n 
fying C 
i-0 
1-0 J 
some j ,  0 < j <N. 
I -  
If (@), T ~ ( @ ) ,  .. . , %( p )  are N + 1 functions satis- TO 
X(p )Q.(@ ) 0, fo r  some j ,  0 - -  < j < N,  then there i J i  
I. . 
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9 
exists constants Ao,%, C . .  , % such t h a t  
n N 2 
i s  a minimum. 
- Proof:
on the  uni t  sphere C A2 = 1. 
Let n # 0 be the minimum value of Q(Ao,%, . * . ,%I  
N 
j J=o 
I- 
N 
Case 1: n < 0. If r[ < 0, then / C A? > l / ~  (CY + 11, 
J 3 4  
where a = g.1.b.  of F(Ao,4 ,..., %). cy ex i s t s  since F - > 0. 
Therefore, 
n N 
i = O  j = O  
+ C ( C Ajcoj(Pi))2 
n N 
> K ( l / K )  (a, + 1) = CY + 1 > CY, 
a contradiction. Hence, t h i s  case cannot occur, 
10 
‘I 
I 
‘I 
I 
Case 2: II > 0. We assume that  
J A2 > 1/71 (a! + 1) and obtain t h e  same 3 3 4  
contradiction as in Case 1. Thus, 
is 8 closed bounded set of points  (Ao,%,...,%) 
dimensional space. 
(Ao,%,, . .,%) 
in N + 1 
F( no,%, . . . ,$) is a continuous function of I 
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1 and has a minimum value in or on the set. 
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111. UNIQUENESS 
We might reconsider t he  existence problem i n  8 different  
faGhion which w i l l  enable us t o  solve t h e  uniqueness problem as 
well. Recall t ha t  we desire t o  minimize the function 
n N 2 
Notice tha t  F can be writ ten as the following dot product: 
- -  
F a 8,  where 
N N 
12 
I a. 
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Theorem: If f has a r e l a t i v e  minimum value at  point P i n  Euclidean 
k space and if f > 0, then 9 2 also has a r e l a t ive  minimum value a t  P. 
F'roof: 
f o r  a l l  Q contained i n  some neighborhood of P. 
implies t h a t  0 < f2(P)  < f (P) f (Q)  and 0 < f ( P ) f ( Q )  < f2(Q) i n  t h i s  
Since f has a r e l a t ive  minimum value at P, then f ( P )  f ( Q )  
But f > 0, and t h i s  
-
- 
neighborhood. Thus, f 2- (P) < f2(Q) i n  t h i s  neighborhood. 
t o  minimize the  function H(Ao,%, .,%) = 1 1  3 - AoFo - A.& * ... 
- 
Therefore, i n  order t o  minimize F(AO,5,*..,$) it ie suf f ic ien t  
- %& I I . NOW H is a continuous function, since 
.. N 
Similarly,  the  function K( no,\, 
N 2  
continuous, and has a minimum h on t h e  sphere, C A j  = 1. Now 
h # 0, since the  vectors ~ q o , ~ ~ ,  . . .,% are l i nea r ly  independent, 
Hence, X > 0. 
J=O 
- -  - 
L e t  n denote the  g.1.b. of H. Then II > 0 and i f  -
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13 
contradiction. 
s t r i c t  ourselves t o  the  consideration of H i n  the  closed and bounded 
region 
Therefore, i n  seeking the  m i n i m u m  of H, we can re- 
I mi 
tinuouo function H has tl minimum. 
N 
C A c7 ( 8 )  and Now l e t  us assume t h a t  the two polynomials 
j =o 3 , j  
N 
C A'qi ( a )  s 3  y ie ld  the  best approximation i n  the  sense of l e a s t  3 4  
squares t o  t he  function X . =  X ( 0 ) .  Then 
where 8 f 0. For i f  8 = 0, then f i  = A i  j = 0,1, ..., N. 
Moreover, 
j J '  
A + A i  uN Therefore, - c { } Gj 11 = e 
3 4  
and 
14 
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a > 0, 
is a s t r i c t l y  normalized system. 
since t h e  col lect ion of a l l  vectors having reo1 components - 
Now if cr f 1, i s  tt l inear combination of the  vectors 
- L -  .- 
and t3 # O yie lds  a contradiction. Thus, CY = 1, 
N 
S (Aj - A t )  3 = 0, and A j = O,lp,.,JN, since the 
j = 3 3  3 4  
- 
are l inea r ly  independent. VJ 
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IV. GENERA!I'ION OF MULTIVARIABLE ORTHOGONAL POLYNCMIALS 
tabular points f o r  t h e  function X = X ( S ) ,  where p = ( q , x 2 ,  . )x  ) 
t 
and l e t  %(PI, cq(B), . . . , %(B) be N + 1 independent functions of 
p. We require  a polynomial of t h e  form C A ( a )  satisfying 
t h e  property t h a t  C (X(Bi)  - C A cp ( B  i s  m i n i m u m .  A 
necessary condition for t h i s  t o  be minimum i s  that 
N 
j = O  2 J J  
n N 
J J  i i=o j =o 
J F  -- 2 F  
bo= 3% 
-
= 0. This yie lds  the system of 
equations - - -  
A&)* 'Po + + . + A&' io = ""Po - - -  
AoQoe Ql + fq&,rq + .  . . + % $ e %  = ""9 
%viously, if v0( p) ,  qy( 13) , . . , %( B )  a r e  chosen so t h a t  
cpi# "j =aiJ , then t h e  problem i s  grea t ly  simplified. 0 -  
- Now l e t  us define t h e  vectors Q; ) q, . . . , % as follows: 
- -  - 
form an orthonormal col lect ion and N The vectors e0,el,.*.,e 
16 
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and A Y (k) r: (;!jek) , 1 In addition, define A (-1) = 
Y llq tl 
Theorem: If A (k) = (F,Gk) 
Y I{ , k = O,l,oe.,y- 1, then 
... 
- 
Although the noms of the vectors 3, $, ...,% are 
utilized in defining the A ( k )  of the previous theorem, it, is not 
necessary to actually construct this collection of vectors in 
Y 
order t o  calculate  these norms. 
theorem : 
This is shown i n  the  following 
1 
‘1 . .  
I - 
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where the  coefficients i n  t h i s  representation can be obtained from 
the following t r iangular  array: 
Notice tha t  only the  elements In the first column require any new 
calculations,  since a l l  other elements i n  the array can be w r i t t e n  
recursively using these elements and the  two theorems above. 
To show how these coeff ic ients  are  t o  be u t i l i zed ,  l e t  us define 
fo(s) = Ao( - l )  t?,(P), and 
Notice tha t  each f ( B )  i s  a l inear  combination of the  N e 1 in- 
dependent f’unctions qo( B ) , %( B ) , %( B ) 
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- 
f o r 1  C k-1 < N-1. Then k-1’ - - Now assume t h a t  1: = e  lc-1 
- - = %(-I) F& - $c(o)eo - A&l)zl, - ... - lj(k-l)ek,l = ek. 
N 
C A cq ( p )  such t h a t  Not7 r a t h e r  than f ind ing  the  function 3 J  
is minimized, we now attempt t o  find 
j=o n N 2 
c (X(Bi )  - C AJqJ(Pi )  
i d  j = O  
1 " -  _I 
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20 
n N 2 N 
t h e  function X A ' f  ( a )  such tha t  [X(Bi)  - C li'f ( B  ) ) 
J j  i i=o j =O j =o J j  
i s  minimized. 
equations 
The conditions necessary for  t h i s  a r e  t h e  normal 
- -  
N' /h; = X - e  
I 
D -  
1- 
I 
D 
I 
D 
I 
B 
1 
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V. BOUNDS FOR TKE ERriOR FUNCTION 
A recursion procedure has been devel-oped f o r  obtaining the 
coef f ic ien ts  %, %, .*. % of the function Ao'po(f3) + \?(p) + - - 
- + %%(p) such tha t  
i s  mlnlmum. 
function wlthout having t o  solve the normal cquntiorle. 
l e a s t  squares procedure minimizes the sum of t h e  squared errors ,  yet we 
have no assurance of t he  r e l a t ive  size o f  t h i s  w r o r .  
we will develop a process for  choosing t h e  ayproximnting function i n  
such a fashion t h a t  t he  e r ro r  will not exceed 0. given tolerance. 
Thio scheme yields the coeff ic ients  of the approximating 
O f  course, t h e  
I n  this report, 
Before doing t h i s ,  l e t  us examine inore closely t h e  e r ror  E i n -  
N 
curred by using the  Function A (p ((3) as an upproximating function. 
j =o 3 J  
- - -  
If the  vectors v0, (4, ... , %, N < n, are used t o  obtain the collection 
e*, el' ' - 0  9 eN o f  orthonormal vectors, then the e r r o r  E can be written 
as foll-ows: 
- - -  
n ,-. N -2 
From t h i s  representation of E, we t z e  able t o  observe t h e  follow- 
ing:  
I- 22 
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2 
1) 11 11 i s  an upper bound f o r  E. 
2) A sum of any k of the N + 1 terms (x, 
w i l l  y ie ld an error E > E, 
0 < k < N, 
b-l 
1 
3) If TN+l i s  MY other non-zero vector orthogonal t o  each of 
VI, SELECTION aF THE FUNCTION 
2 N  
After evaluatihg 11 11 - C (w, )2, wc may find that thle  3 3-0 
value e t i l l  exceede a ,given error tolerance 6 .  Then we wish t o  find 
I 
%+1 euch that 
ice., find $+1 euch that 
1111 
where is  the vector aeeoclated with that l e  orthonormal t o  
n w  - 
Suppoee we let  ... 
= ( x  x ,.*.,xn)* %+l 0’ 1 
Then 
I 
I- 
1. 
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23 
and if jT = (tO,tl, . ,tn) I then 
Thus, to have 
W e  must have 
24 
E 
I 
I or 
I 
25 
> 0. - 
If we l e t  
and 
n 
a . 0  + C hk eNi em ) } we can write th i s  inequality as 
k-0 
mi 
F ”  1 
I 
I 
I 
1 
I 
I 
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a 
n 2 
C <Ai Ai + Bi Ai) > 0, and th la  inequality i s  ~ ;a t i s f lod  i f  - 
id 
2 
Ai hi + Bi hi > 0, for i = 0, 1, ... , n, Notice that these con- -
ditiona are much stronger than a r e  necessary and we will need t o  examine 
some casea that might arise. 
If Ai > 0 for some i, 0 < i < n, choose 
At = 0, t = n, n-1, ...) i + 1, where io 
i s  the largest value of i such that 
Ai > 0, X 1, and hk 
- -  .II Case 1: -- 
0 
Bk 
= - T ’  io - 
k = 0, 1, ...) lo -1, provided Ak iz 0, 
or hk = Bk, k = 0, 1, ..., io -1, for 
4, = 0. 
If A < 0, for  all i, tentatively choose i Case 2: -- 
Ah = 1 and examine 
(1) - b& 1)-1 > 0, k = n,n-l , . . . ,  2,1,0. - 
If (1) i s  not true, choose Ak = 0 and 
proceed to examine, 
(2) Bk-2 - %-1 %-2 - > 0 for hkml f 1. 2 
If (2) i s  false, choose Ak - = 0 and 
proceed as before. 
I 
I -  
-4 - 
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If (1) is sa t i s f ied  fo r  some value of k,  
l e t  i be t h e  first such posi t ive integer 
i n  the  sequence n, n-1, ... , I, 0. 
Then (Bi-1)2 - hi,l Ai Ai 2 2 0, and 
we are assured of a solution A t o  t he  
i -1 
e quat ion 
2 
*io1 h2 i-1 + Bi-l + Ai xi = 0. 
Notice t h a t  t h e  left side of t h i s  equation 
is  Just  t h e  sum of t h e  i t h  and ( i - l ) s t  terms 
n 
i t 0  
of the sum C (Ai A: + Bi h i ) .  Thus, l e t  
be ei ther  solut ion of the  equation k l  
+ Ai hi 2 = 0. 
h2 i-1 + Bi-l li-1 
B 
3 J A 
Then1 = - 2 ,  j =i-1, ... , 1, 0, 
w i l l  assure the satisfaction of the  suceed- 
ing inequal i t ies .  
let At be the value of some ideal function %+1 ((9 at B,; i * e * ,  %+l ( B )  i = 
Ai. Then t h i s  ideal function assures us that the e r ro r  E, where 
is less than the  -sed tolerance 6. 
ideal function at the tabular values f3, our next objective is t o  develop 
Since we know the v d u e s  of t h i s  
28 
a technique for computing %+,(et), for some value p 1  tc: P,, i - O,l,...,n, 
such that the error obtained by using C A Q ( p  ) to approximate X( f3') , N+1 
3 PO 3 3  
In the sense of least squares, is EIB s m a l l ,  if not smaller, than the error 
N 
3 . 9  
obtained by approximating X(p') with r, A cp ( p ' ) .  We obtain this value 3 3  
( ) in  the following manner l %+l 
CI First, we compute %+l(k), k - -1, 0, 1, , N, and %+1 QB 
follow8 : 
1 
a 
. 
Finally, compute the (N+2) Ad's, j = 0, 1, ..., N+l, as follows: 
I 
1- 29 
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I 
I 
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1 
I 
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1 
1 
1 
I 
I 
1 
1 
I 
Now let B,, be LL g such thaw 11 pi, - p 5. 
and l e t  us define the following f'unction: 
~1 0, otherwise, 
Thus, when gl  is chosen, we m e  able to use the function above t o  
approximate X ( g ' ) ,  being assured t ha t  the approximation obtained here I s  no 
N 
3 4  
worse that the value C A cp (PI) obtained by using the initial least 3 J  
squares approximating function. 
Writing this multiple of A t  as 
1 
B- 
J* 
I 
I 
I 
I 
I 
1 
i 
I 
1 
I 
I 
1 
i 
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I 
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30 
we see that we have a factor which varies from zero to one as 0 '  varioe from 
a position on the boundary to Q position at the center of the ball 
Thus, the factor Xi, 
p , is  weighted depending an the nearness of f 3 t  t o  pi,  
which wEsa derived i n  association with the vector 
i 
I 
V I 1  RECOMMENDATIONS 
The contractor  recommends tha t  the computation technique developed 
i n  this report  be u t i l i z e d  as soon as f eas ib l e  i n  constructing l e a s t  
squares approximating f'unctions f o r  
1 )  The development of s teer ing  programs needed by space 
vehicles  a t  each ins tan t  of time i n  order t o  s a t i s f y  
given cut-off equations i n  an optimum manner, and 
2) The development of optimum t r a j e c t o r i e s  sa t i s fy ing  
given cut-off equations. 
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