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Introduction
The aim of elementary particle physics is to explain the fundamental building blocks of
matter and their interactions on a sub-nuclear scale. During the last decades the Stan-
dard Model of elementary particle physics was developed and tested by theoretical
and experimental physicists. The Standard Model uses relativistic quantum field theo-
ries to describe the strong and electroweak interactions of the fundamental particles.
Since the coupling strength of gravity is tens of orders of magnitudes smaller than the
other interactions on sub-nuclear scales, it is is not included in the Standard Model. Al-
though, the Standard Model is not a complete theory, its predictions have passed many
stringent precision tests up to an energy scale of O(200GeV) in high energy physics
experiments.
The interactions between the Standard Model particles are described by gauge bosons,
which interact with twelve known matter particles and their corresponding anti-particles.
The constituents of matter are distinguished into two classes, each consisting of six lep-
tons and six quarks. In 1995 the heaviest of the six quarks, the top quark was discov-
ered in proton anti-proton collisions at the Tevatron collider at a centre-of-mass energy
of
p
s = 1.8 TeV by the two collaborations, CDF and D/O [1, 2]. The top quark is about
40 times heavier than the second heaviest quark. Its mass of 173.2± 0.9 GeV/c2 [3] is
of the same order as the electroweak symmetry breaking scale. Thus, it plays a distinct
role in precision tests of the Standard Model.
A new energy frontier is set by the Large Hadron Collider (LHC). In the data taking pe-
riod of 2011, protons were brought to collision at a centre-of-mass energy of 7 TeV. This
opens the opportunity to test the Standard Model up to an energy scale of O(1 TeV).
At the energy scale available at the LHC, the top quark provides an excellent probe
to test the Standard Model. At hadron colliders, the main production mechanism is
the pair production due to the strong interaction. An additional production mode is
predicted by the Standard Model via charged currents of the weak interaction, involv-
ing a W -t-b vertex. It is denoted as electroweak single top-quark production. Three
different sub-processes are distinguished. The t- or s-channel, which are characterised
by the exchange of a virtual W boson and the associated production of a top quark to-
gether with a real W boson. The predicted cross-sections at the LHC are 64.6+2.7−2.0 pb for
the t-channel [4], 15.7±1.1 pb for the associated production [5], and 4.6±0.2 pb for
the s-channel [6]. Compared to the Tevatron, the probability of producing a t-channel
single top-quark event in a collision increases approximately by a factor of 30.
In a combined search of the s- and t-channel, the Tevatron collaborations CDF and
D/O reported the observation of single top-quark production in 2009 [7, 8]. At the
III
LHC, the ATLAS and CMS collaborations have observed the t-channel single top-quark
production process [9, 10].
Precision measurements of the single top-quark production offer several opportunities
to test the predictions of the Standard Model, especially the W -t-b vertex of the weak
interaction. The t-channel production cross-section is proportional to the squared ab-
solute value of the quark-mixing matrix-element Vt b. In the Standard Model, this num-
ber is derived from the unitarity constraint of the matrix under the assumption of three
quark generations. The measurement of the electroweak single top-quark production
cross-section offers direct access to this theoretical quantity without any assumptions
on the number of quark generations.
The aim of this thesis is the measurement of the single top-quark t-channel production
cross-section with the first data recorded by the ATLAS detector. A dataset with an
integrated luminosity of 1.04 fb−1, recorded in the first half of 2011 at a centre-of-mass
energy of 7 TeV is used.
The observable final state of the signal process is characterised by the decay products of
the top-quark. The W boson originating from the top-quark decay is reconstructed in
the leptonic final state in the eν or µν decay mode. Therefore, selected events have an
isolated high-pT electron or muon and missing transverse momentum. The hadronic
final state of the W -boson decay is not a feasible channel due to the overwhelming
background from multijet events. Some acceptance to τν events, where the τ decays
leptonically, is also contained in the dataset. Additionally, two or three jets are expected
in the event. Exactly one of the jets is required to be identified as a jet containing a
b quark. Compared to the background processes, a striking feature of the t-channel
process is the light-quark jet which is predominantly scattered in the forward direction.
The challenge of this analysis is to extract a small fraction of signal events from a
dataset which is dominated by a large number of background events. An additional
difficulty is the theoretically not well predicted normalisation of some of the main
background processes. Event models of the signal and background processes are con-
structed by using Monte Carlo simulation techniques. For the instrumental background
due to the misidentification of multijet events as events featuring a charged lepton, a
data-driven event model is developed. Since no single variable provides a sufficient sep-
aration power between signal and background processes, an artificial neural network
(NN) is trained to classify events. For the background normalisation and signal cross-
section measurement a binned maximum-likelihood fit of the continuous NN-output
distribution to observed data is employed. The systematic uncertainties of the measure-
ment are evaluated using a frequentist method. Finally, the cross-section measurement
is used to determine the quark-mixing matrix element |Vt b|.
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Chapter 1
The Top-Quark within the Standard Model
During the 1960s and 70s the theoretical framework of the Standard Model (SM) of
elementary particle physics was developed. It is formulated by combining quantum
mechanics with special relativity. The SM adheres a fundamental set of matter parti-
cles and describes the interactions amongst them on a subatomic scale, except gravity
which is not included. Although it is known, that the SM is not a complete theory, it
passes many high-precision tests up to an energy scale of O(200 GeV). At the Large
Hadron Collider, the predictions of the SM can be tested up to an energy regime of sev-
eral TeV. This chapter provides a brief summary on the particle content of the SM and
the forces that interact between the fundamental constituents of matter. The main fo-
cus is on the production mechanisms of the top quark, the heaviest elementary particle
known so far. Besides top-quark pair production via the strong interaction, the three
different production modes of electroweak single top-quark production are explained.
At the end of the chapter a small overview on singly produced top-quarks as probe for
new physics is given.
1.1 The Standard Model of Elementary Particle
Physics
The SM of elementary particle physics is a quantum field theory [11], which describes
the fundamental constituents of matter and the interaction amongst them. As it will
be shown in this section, all matter is composed of fermions. Their interactions are
mediated by gauge bosons. In nature, four fundamental forces are known: The strong,
the electromagnetic, the weak, and the gravitational force. Each is described by a sin-
gle theory, chromodynamics, electrodynamics, flavourdynamics, and Einstein’s general
theory of relativity. One of the big achievements of the SM is to explain the electro-
magnetic and weak interaction as manifestation of the same physical effect in one
self-contained theory. The SM does not incorporate the gravitational force. First, a
quantum theory of the gravitation is not formulated yet and second, it does not play a
role in the sub-nuclear interaction of elementary particles because its relative strength
is more than 30 magnitudes weaker than the other interactions.
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Fermions
The constituents of matter in the universe are the fermions. They are point-like fun-
damental particles, which carry spin 1/2. One distinguishes two classes of fermions,
quarks and leptons. In the SM the fermions are grouped in three generations of parti-
cles. The second and third generation are a copy of the first one with the same type
of particles having a larger mass. Each generation has an electrically charged lepton
with a neutral partner and two quarks having a different electric charge. Table 1.1 sum-
marises the fermions of the SM and their properties. All visible matter of the universe is
formed of the particles of the first generation. The heavier particles of the second and
third generation are only produced in high energy processes and decay subsequently
into the light and stable particles of the first generation. One has to note, that the mass
hierarchy between the particle generations comprises five orders of magnitude. The
particle masses range from a few MeV/c2 to approximately 170 GeV/c2. Each fermion
has a corresponding anti-particle with the same mass, but opposite additive quantum
numbers, e.g. the electrical charge. The fermion masses are free parameters of the SM,
which have to be determined experimentally.
The electrically charged leptons of the SM are the electron (e), the muon (µ), and the
tau (τ). They carry a charge of −Qe. Hereby Qe is the absolute value of the electron
charge. Each is accompanied by a neutral partner called neutrino (ν). Charged leptons
Name Symbol El. Charge [Qe] Col. Charge Mass [MeV/c2]
up quark u 2
3
Ø (1.7− 3.1)
down quark d −1
3
Ø (4.1− 5.7)
electron e −1 − 0.511
e-neutrino νe 0 − < 2 · 10−6
charm quark c 2
3
Ø (1.18− 1.34) · 103
strange quark s −1
3
Ø (80− 130)
muon µ −1 − 106
µ-neutrino νµ 0 − < 0.19
top quark t 2
3
Ø (171.4− 174.4) · 103
bottom quark b −1
3
Ø (4.13− 4.37) · 103
tau τ −1 − 1777
τ-neutrino ντ 0 − < 18.2
Table 1.1: The properties of the spin-1
2
particles, the fermions [12]. The electric charge is given
in units of the positron charge, the mass in units of MeV/c2. The first row presents the
constituents of the stable matter in the universe. The second and third row represent the
components of heavier unstable particles, which are produced in high energy processes
and decay subsequently to the stable particles of the first generation.
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interact via the electromagnetic and weak force, whereas the neutrinos only take part
in the weak interaction. In the SM neutrinos are assumed to be massless. However,
experimental measurements have observed neutrino masses [13, 14].
The second group of fermions, the quarks, take part in the electromagnetic, weak and
strong interaction. An individual flavour quantum number is assigned to each quark.
For this reason, they interact with the weak force. As a consequence of carrying a
colour charge, the quarks participate in the strong interaction. In nature, free colour-
charged objects do not exist. Thus, no free quarks are observed [15]. They form bound
states, the hadrons. The up and down quark of the first generation are the constituents
of neutrons and protons. According to their electric charge, the quarks are classified as
up-type +2
3
Qe and down-type quarks −13Qe. The up-type quarks are the up (u), charm
(c) and top quark (t). The down (d), strange (s) and bottom quark (b) belong to the
group of down-type quarks.
Bosons and Forces
Mathematically, the SM is based on a Lagrangian, which has to be invariant under cer-
tain local gauge transformations [16, 17]. This requirement is fulfilled by the symmetry
group of the SM, which is SU(3)C × SU(2)L × U(1)Y . These symmetries correspond
to the fundamental interactions explained by the SM. Hereby, the strong force is as-
sociated with the SU(3)C symmetry and the electroweak interaction corresponds to
the SU(2)L × U(1)Y symmetry. Those gauge symmetries are related to gauge bosons
which mediate an interaction between fundamental particles. In the SM, the gauge
bosons are spin-1 particles. Each symmetry corresponds to a conserved quantity which
is invariant under the gauge transformation. This quantity is identified with the charge
the gauge boson couples with [18], e.g. the photon couples to the electric charge.
Table 1.2 gives an overview on the properties of the different gauge bosons.
The strong interaction is formulated in the framework of quantum chromodynamics
(QCD) [19–21]. The underlying symmetry is the non-Abelian gauge group of a local
SU(3)C . As conserved quantity of the gauge transformation a three-valued charge is
identified. It is denoted by the colours red, green, blue, and the corresponding anti-
Name Force Symbol El. Charge [Qe] Col. Charge Mass [GeV/c2]
gluon strong g 0 Ø 0
photon electromagnetic γ 0 − 0
W± boson weak W± ±1 − 80.403± 0.029
Z0 boson weak Z0 0 − 91.188± 0.002
Table 1.2: Properties of the spin-1 particles, the gauge bosons [12]. The electric charge is
given in units of the electron charge, the mass in units of GeV/c2.
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colours. Massless gluons, which couple to the colour charge, are the mediators of the
strong force. Since gluons carry one colour and one anti-colour charge eight different
colour combinations are possible in the SU(3)C . Thus, the gluons couple to each other.
The only fermions that carry one colour charge are the quarks. Gluons couple with
equal strength to all quarks and conserve the quark flavour in the interaction. In
nature, only colour neutral objects are observed. Thus, no free quarks can exist, since
quarks carry only one colour charge. They are the constituents of bound quark states,
the hadrons. The bound state of a quark and antiquark is called meson, the bound
state of three quarks or antiquarks is denoted as baryon. At energies of the order
of the binding energy of the hadrons, the coupling strength of the strong interaction
is large. So the quarks are confined into hadrons. In the case of high energetic QCD
processes, the strength of the coupling gets weaker and the interaction can be described
by perturbation theory.
The electromagnetic force is described by Quantum Electro Dynamics (QED). The un-
derlying symmetry group is a U(1)Q symmetry. Massless photons, which couple to
the electric charge Q mediate this force. Therefore, the range of the electromagnetic
force is infinite. Since only electrically charged particles take part in this interaction no
self-coupling of the photon is possible.
The weak interaction couples to all fermions, with a strength depending on the fermion
type. In nature, the massive mediators of the weak force are observed as the electrically
charged W± bosons and the electrically neutral Z0 boson. Due to the large mass of
the gauge bosons it is a short ranged interaction. In the case of neutrinos it is the
only possibility to interact with other fundamental particles. The W± bosons interact
only with left-handed particles. The Z0 boson interacts with both chiralities, but with
different strength. The weak interaction involving a W± boson does not conserve the
flavour of a quark. A flavour transitions is not only possible within a generation, e.g.
c→W++ s, it also happens across the families. Without the possibility of a transition
between the families, the lightest particles of a generation would be stable. In such
weak interactions, the flavour eigenstate of a quark is not identical with the mass
eigenstate. The transformation between the mass eigenstates (d, s, and b) and the
flavour eigenstates (d ′, s′, and b′) is given by the Cabibbo-Kobayashi-Maskawa (CKM)
matrix VCKM [22, 23]:
 d ′s′
b′
=
 Vud Vus VubVcd Vcs Vcb
Vtd Vts Vt b

 ds
b
 . (1.1)
To preserve probability, the matrix has to be unitary. The strength of the charged
current between two quarks i and j is proportional to the CKM-matrix element |Vi j|2.
None of the matrix parameters is predicted by theory. Thus, they have to be derived
from experimental data. The current numerical values are [12]:
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V CKM =
 0.97413 to 0.97443 0.2246 to 0.2260 0.00330 to 0.003580.2245 to 0.2259 0.97330 to 0.97329 0.0421 to 0.0403
0.00836 to 0.00822 0.0414 to 0.0396 0.999122 to 0.999107
 .
(1.2)
The CKM matrix is almost diagonal with small off-diagonal elements. The largest mix-
ing across the families happens between the first and second quark generation. An
overview on the different direct and indirect measurements of the individual matrix
elements is given in Ref. [12]. In the SM, the matrix element Vt b is precisely deduced
from the unitarity constraint of the 3× 3 CKM matrix. A direct access to this theoret-
ical quantity is possible by measuring electroweak single top-quark production. More
details on this process are given in section 1.2.2.
Both phenomena, the electromagnetic and weak interaction can be unified to one
single theory. The electroweak unification was developed by Glashow [24], Wein-
berg [25], and Salam [26] in the 1960s. At low energies, both interactions seem
to be different entities. But it turns out, that at high energies they are the manifesta-
tion of the same effect. This is called electroweak unification. The underlying gauge
symmetry of the theory is SU(2)L × U(1)Y . The generator of the SU(2)L group is the
weak isospin T . The second gauge symmetry of the theory is a U(1)Y . Hereby, the
generator of the symmetry group is the hypercharge Y . It is connected to the charge
generator Q by Q = T3 + Y /2. Now, in the unified theory, the gauge bosons are the
isospin triplet W 1,2,3µ and a isospin singlet Bµ. The observable gauge bosons W
±, Z0
and γ are linear combinations of those.
In this theory, the W 1,2,3µ and Bµ bosons are massless. In the SM model, the elementary
particle masses are acquired by the Higgs mechanism [27–30], that introduces a scalar
Higgs field. As a consequence of its non-zero vacuum expectation value, the masses
of the heavy gauge bosons W± and Z0 are generated, whereas the photon remains
massless. Additionally, the Higgs boson appears as observable particle which has not
been discovered up to now. Searches at the LEP collider exclude a mass range be-
low 114.4 GeV/c2 [31] and as of the time of writing this thesis, preliminary results of
the ATLAS collaboration exclude the mass ranges from 112.9 GeV/c2 to 115.5 GeV/c2,
131 GeV/c2 to 238 GeV/c2, and 251 GeV/c2 to 466 GeV/c2 [32]. By introducing gauge
invariant Yukawa couplings, the masses of the fermions are acquired by coupling to the
Higgs potential. The coupling strength is proportional to the fermion masses. Hence,
the top quark will have a strong coupling to the Higgs boson. All particles masses and
the CKM-matrix parameters are free parameters of the Higgs Lagrangian of the SM.
The interactions between elementary particles due to the fundamental forces explained
before are studied in high energy collisions of hadrons or charged leptons. In case of
the LHC protons are accelerated and collided. Since protons are compound objects,
the actual interaction takes place between the constituents of the protons, which are
denoted as partons. Thus, a description of the proton structure is necessary. The
9
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proton consists of so-called valence quarks (uud) which are kept together by gluons.
Those may split into a quark-antiquark pair, called sea quarks. Each constituent i
of the proton carries a certain momentum fraction x i of the total proton momentum
pP , hereby, the parton momentum is given by pi = x i · pP . Parton density functions
(PDF) fi,p(x i,µ2) describe the probability of finding a parton of a certain flavour and
momentum fraction. The factorisation scale µ is the typical energy scale at which, the
interaction takes place. Figure 1.1 shows the PDFs of the CTEQ6L [33] parametrisation
for a factorisation scale µ2 = (170GeV)2, the typical scale where top-quark production
processes take place.
ix
-210 -110 1
)2 µ
, i(x if i
x
-210
-110
1
10
210 2 = (170 GeV)2µCTEQ6L1: 
val+seau
val+sead
seab
gluons
Figure 1.1: The parton density functions of the CTEQ6L parametrisation [33] of the proton
for up, down and b quarks and gluons. The contributions of the valence and the sea
quarks are considered at a factorisation scale of µ2 = (170GeV)2.
A measure of the probability to observe a certain final state X in a collision event is
the cross-section σ. To compute the interaction rate the scattering process is assumed
to take place between quasi-free partons. The cross-section of the incoming partons i
and j to the final state X is denoted as partonic cross-section σˆ(i j → X ). In the case
of hadron collisions, the partonic cross-section needs to be translated to the hadronic
cross-section to obtain the interaction rate in the hadron collision. This is done by em-
ploying the factorisation ansatz. Hereby, the hadron substructure is taken into account
by the convolution of the partonic cross-section σˆ with the PDF of the hadron:
σ(PP → X ) = ∑
i, j
∫
d x id x j fi,P(x i,µ
2) f j,P(x j,µ
2)σˆ(i j→ X ; sˆ,µ2). (1.3)
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The partonic cross-section depends on the square of the centre-of-mass energy of the
two colliding partons sˆ. For two hadrons having the same energy E it is defined by
sˆ = 4x i x j E2. The change of an initial-state i j to a final state X of a quantum system
is expressed by the transition matrix element M. It is converted to the partonic cross-
section by summing all final state configurations and integrating their kinematic phase
space. The convolution of σˆ with the PDF averages over the type of the initial-state
partons and their kinematic phase space. Since it is impossible to compute σˆ in closed
from, perturbation theory is used. Here, the interaction is expanded in a power se-
ries of the coupling constant α of the interaction. The main contribution stems from
the leading-order (LO) terms of the perturbation series. Higher order corrections are
important for the numerical precision and stability of the computation. But also impor-
tant physical effects can appear at next-to-leading order (NLO). With increasing order,
the calculation becomes extremely complex. Only for a few processes results in approx-
imate next-to-next-to-leading-order (approx. NNLO) are available. Here, additional
logarithmic terms beyond NLO are included in the calculation.
Physical processes in the parton picture can be visualised by Feynman diagrams. One
example is shown in Fig. 1.2. It depicts the annihilation of an electron-positron pair
to a photon, that splits into an electron-positron pair again. The perturbation series of
a certain order can be visualised by a set of Feynman diagrams showing all possible
graphs of the interaction. The other way round, the graphical illustration can be con-
verted into the mathematical terms of the perturbation series by applying specific rules
for the lines in the graph which denote the propagation of partons in space-time and
the nodes which illustrate the coupling of the interaction.

e−
e+
e+
e−
Figure 1.2: Feynman diagram of an electron-positron annihilation into a photon, that splits to
an electron-positron pair.
1.2 The Top Quark
In 1995 the top quark was discovered at the Tevatron collider by the two collaborations
CDF and D/O [1, 2] in proton-antiproton collisions at a centre-of-mass energy of 1.8 TeV.
Top quarks were also observed at the LHC in the first year of operation by the ATLAS
and CMS collaborations [34, 35] in 2010. Since the observation, many properties
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of the top quark have been studied. The CKM-matrix parameters and the mass of
the top quark have to be determined from experimental measurements because they
are free parameters of the SM. At the Tevatron, the recent combination of all mass
measurements yields a mass of 173.2±0.9 GeV/c2 [3]. It is the heaviest particle known
so far with a mass 40 times larger than the mass of the b quark. The large mass leads
to a very short lifetime, which is approximately τtop ∼ 10−25 s [12]. This is shorter
than the typical timescale of the strong interaction of 1/ΛQC D ∼ 10−23 s [36]. Hence,
the top quark decays before forming any bound state with other quarks. This provides
the unique opportunity to study a quasi-free quark. The spin information is passed to
the particles of the weak decay without any perturbation by the strong interaction. The
top quark decays predominantly into a W boson and a b quark. Decays into an s quark
or d quark are suppressed by the small values of the CKM-matrix elements Vts and
Vtd . The final states are labelled by the subsequent decay of the W boson. Figure 1.3
depicts the two decay modes: The hadronic decay of the W boson W → qq¯′ (a) and
the leptonic decay of the W boson W → `ν (b). The branching ratios are 67.6% and
32.4% [12], respectively.
W
+
t
b
q
q¯′
(a)
W
+
t
b
ν`
`+
(b)
Figure 1.3: The decay of the top quark into a b quark and a W boson. Other decay modes
with an s quark or d quark in the final state are suppressed by the small CKM-matrix
parameters. A hadronic decay of the W boson (a) happens with a probability of 67.6%,
the branching ratio of the leptonic decay (b) is 32.4%.
1.2.1 Top-Quark Pair Production
The primary production process of top quarks at hadron colliders is the production of
a top quark antiquark pair (t t) via the strong interaction. Figure 1.4 depicts the most
important Feynman diagrams of t t production at leading order in α2s . Two relevant
partonic modes can be distinguished: The quark-antiquark annihilation (a) and the
gluon-gluon fusion (b)-(d). Both production modes contribute differently to the the
total cross-section. At a collision energy of 7 TeV a parton momentum fraction of x ≈
2mtp
s
= 0.05 is enough to exceed the threshold of t t production of sˆ = 4m2t . Hence, the
gluon fusion channel contributes roughly 90% to the total cross-section, because the
PDF is dominated by gluons at the low x region c.f. Fig. 1.1. Whereas at larger values
of sˆ for above the production threshold, the quark-antiquark annihilation becomes
dominant.
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
g t¯
g t
(c)

g t
g t¯
(d)
Figure 1.4: Feynman diagrams of the t t production at leading order in α2s : quark-antiquark
annihilation (qq¯→ t t¯) (a) and gluon fusion (g g → t t¯) (b)-(d).
A perturbative QCD calculation is utilised to determine the partonic cross-sections of
i j → t t¯. At next-to-leading order, gluon bremsstrahlung corrections and loop effects
are included in the calculation. Current calculations of the t t production cross-section
include higher order terms up to next-to-next-to-leading order of logarithmically en-
hanced terms near the threshold [37]. At a centre-of-mass energy of
p
s = 7TeV the
cross-section is:
σ
approx. NNLO
t t¯ = 164.57
+4.30
−9.27 (scale)
+7.15
−6.51 (PDF)pb [38]. (1.4)
This calculation assumes a top-quark mass of 172.5 GeV/c2 and uses the CTEQ6.6 [33]
PDF parametrisation and its uncertainties. The scale uncertainty is evaluated at µ =
0.5mt and µ= 2mt . At the design energy of the LHC of
p
s = 14 TeV the t t production
cross-section predicted to be σapprox. NNLOt t¯ = 874
+29−43 pb [38].
Three final states can be distinguished by the combinations of the decay products of
the top quarks, depending on the W boson decaying either hadronically or lepton-
ically. The di-lepton channel denotes the case where both of the W bosons decay
leptonically. This happens with a probability of 10.3%. If one of the W bosons de-
cays leptonically and the other one hadronically, one speaks of the semi-leptonic chan-
nel, which contributes with 42.5%. Since a τ is difficult to identify only the e and
µ final states of the W boson decay are considered in experimental measurements
using the di-lepton of semi-leptonic channel. Final states including a τ account for
50% of the di-lepton and 30% of the semi-leptonic channel. Both W bosons decay-
ing hadronically accounts for 46.2% of the cases in the full-hadronic channel. Re-
cent, preliminary results of the ATLAS collaboration measure a t t cross-section of
σt t¯ = 179.0+9.8−9.7 (stat+ syst) ±6.6 (lumi)pb [39] in the semi-leptonic channel, using a
dataset corresponding to an integrated luminosity of L = 698pb−1. The measurement
is consistent with the theoretical approximate NNLO calculation.
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Figure 1.5: Feynman diagrams at LO of the single top-quark production modes: t-channel (a),
s-channel (b) and W t production (c),(d).
1.2.2 Single Top-Quark Production
An additional production mechanism of top quarks is predicted by the SM via the
weak interaction. Compared to the QCD process, the weak process qq → Z → t t¯
is negligible at hadron colliders. Thus, only the production of a single top-quark is
of importance. Three different channels can be distinguished by the virtuallity Q2 =
−q2 of the involved W boson. Here, q denotes the four-momentum of the W boson.
Figure 1.5 gives an overview of the Feynman diagrams at LO of the three processes.
The t-channel (a) and s-channel (b) are labelled by the virtuallity of the exchanged W
boson characterising each process. Both processes involve a highly virtual W boson,
which is time-like or space-like. The third process is the associated production (c)
and (d). It is characterised by a real W boson in the final state together with the top
quark. In 2009 the Tevatron experiments CDF and D/O reported the observation of
singly produced top quarks [7, 8]. At the LHC, the ATLAS and CMS collaborations
have also measured the t-channel production process [9, 10].
t -channel
The t-channel production mode is characterised by the electroweak scattering of a light
quark off a b quark. A virtual, space-like W boson (q2 = tˆ < 0) is exchanged between
the two quarks. The b quark stems from a gluon splitting into a bb¯ pair. Thus, this
process is also denoted as W -gluon fusion. It is the dominant production mode of
single top-quarks because it has the largest cross-section amongst the three production
modes at the centre-of-mass energy of the LHC or Tevatron. Some of the Feynman
diagrams at NLO are shown in Fig. 1.6. The most important contribution to the total
cross-section stems from the 2 → 3 process (a), which includes the gluon splitting
in the matrix element of the process. Hence, a second b quark is present in the final
state. Cross-section calculations at NLO accuracy are based on the qb→ tq′ process. In
those computations, the initial-state b quark is assumed to be massless. This scheme is
denoted as five flavour scheme (5FS). Large logarithmic terms of the form log(Q2/m2b)
due to collinear initial-state g → bb¯ splittings are absorbed by the resummation into
the PDF. In the 5FS, the properties of the second b quark are not at NLO precision
since its existence appears at NLO in the matrix elements. An alternative is to consider
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the gq→ t bq′ process at Born level. In the so called four flavour scheme (4FS) the b
quark is considered to be massive. Thus, it does not enter the QCD evolution of the
strong coupling and the PDF. Here, an additional particle is present in the final state of
the matrix element. Therefore, the properties of the second b quark can be studied at
NLO accuracy. Reference [40] compares both schemes in detail. The authors find an
agreement of the NLO calculations in both schemes within 5%. However, the 4FS has
a larger dependence on the scale variation than the 5FS, because the 2 → 3 process
already contains a factor of αs. Most of the scale dependence is due to the heavy-
quark lines. The advantage of the 4FS is a reliable prediction of all relevant kinematic
distributions, especially the transverse momentum and rapidity of the second b quark.
The 4FS and 5FS are in general agreement but have a small residual difference, which
indicates that higher-order corrections might be necessary.
Recent theoretical calculations reach an accuracy beyond the previous NLO calcula-
tions in Ref. [41]. Those include next-to-next-to-leading order logarithms to achieve
an approximate NNLO accuracy. Numerical results for the LHC energies are calculated
in Ref. [4]. One has to note, that in case of a proton-proton collider the production
cross-section of singly produced top quarks is almost twice the one for singly produced
top antiquarks. The reason can be found in the structure of the proton, which features
two up valence-quarks and one down valence-quark. Two up quarks are available
for top-quark production, whereas only one down quark is present leading to a top-
antiquark production. The cross-section is dominated by the contribution of up and
down quarks as incoming light quark. The effect of a charm or strange quark in the
initial state of the light-quark line is rather small with roughly 2% . Also the produc-
tion involving a W -t-d or W -t-s vertex is strongly suppressed by the small CKM-matrix
elements involved [42].
At a centre-of-mass energy of
p
s = 7 TeV and a top-quark mass of 172.5 GeV using the
MSTW2008 NNLO PDF parametrisation [43] the numerical results are:
σt−chant = 41.92± 0.38 (mass) ± 0.83 (scale) +0.97−0.13 (PDF)pb (1.5)
σt−chant¯ = 22.65± 0.23 (mass) ± 0.50 (scale) +0.41−0.55 (PDF)pb. (1.6)
The quoted uncertainties stem from a top-quark mass variation of ±1 GeV, the depen-
dence on the scale µ varied between mt/2 and 2mt and the uncertainty on the PDF
parametrisation. Corrections due to the logarithmic terms at NNLO are about −1%
compared to the NLO calculation. At the design centre-of-mass energy of the LHC ofp
s = 14 TeV the total t-channel cross-section will be σt−chan = 243+8−4 pb.
It is remarkably, that the t-channel production cross-section is of the same magnitude
as the t t production cross-section, although it is a process of the weak interaction. The
main reason for the enhancement is the scaling behaviour of the cross-sections. The
cross-section of the t-channel production scales like 1/M2W , whereas the t t production
scales like 1/sˆ. Additionally, the t t production is colour suppressed in the gluon-gluon
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Figure 1.6: Feynman diagrams at NLO suppressed by a factor of αs of the t-channel single
top-quark production mode: W-gluon fusion (a) and (b); initial-state (c) and final-state
(d) radiation.
fusion mode by a factor 3 because the colour combinations at the gluon vertex must
match. A detailed review is given in Ref. [44].
s-channel
The production of a (t,b) quark pair by quark antiquark annihilation is denoted as
single top-quark s-channel production. A virtual, time-like W -boson (Q2 = −q2 <
(mt + mb)2) is formed from the two initial-state quarks. Several Feynman diagrams
at NLO are depicted in Fig. 1.7. A comparison of diagram (a) with the 2 → 3 t-
channel diagram Fig. 1.6 (a) suggests an interference between the s- and t-channel at
NLO, because both processes have the same initial and final state. But both diagrams
are independently gauge invariant. The (t,b) pair produced in the s-channel process
stems from a W decay. Therefore, it forms a colour singlet, whereas in the t-channel
2→ 3 process the (t,b) pair is colour connected with the initial-state gluon. Thus, this
process forms a colour octet. The different colour structure of both diagrams prohibits
an interference [45].
A theoretical prediction of the s-channel cross-section is available with a precision at
approximate NNLO [6]. The s-channel production cross-section at the LHC is strongly
suppressed compared to the Tevatron because of the proton structure. The antiquark
has to stem from the proton sea quarks, whereas at the Tevatron the antiquark stems
from the antiproton valence quarks. Hence, the s-channel will be a challenging mea-
surement at the LHC. The cross-sections for top-quark and top-antiquark production
are:
σs−chant = 3.19± 0.07 (mass) ± 0.06 (scale) +0.08−0.06 (PDF)pb (1.7)
σs−chant¯ = 1.44± 0.03 (mass) ± 0.01 (scale) +0.04−0.04 (PDF)pb. (1.8)
The calculation assumes a top-quark mass of 172.5 GeV and uses the MSTW2008 NNLO
PDF parametrisation for a centre-of-mass energy of
p
s = 7 TeV. The quoted uncertain-
ties stem from a top-quark mass variation of ±1 GeV, the dependence on the scale µ var-
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Figure 1.7: Some Feynman diagrams at NLO, suppressed by a factor of αs, of the s-channel
single top-quark production mode: initial-state gluon splitting (a), inital-state (b) and
final-state (c) radiation.
ied between mt/2 and 2mt and the uncertainty of the PDF parametrisation. Compared
to an NLO calculation, the cross-section is enhanced by 10% due to the approximate
NNLO corrections. The cross-section at the nominal LHC centre-of-mass energy will be
σs−chan = 11.92+0.61−0.68 pb.
Associated Production
The third production mode of single top-quarks is the so called associated production or
W t-channel. A single top-quark is produced together with a real or close to on-shell W
boson (q2 = M2W ). Feynman diagrams at LO are depicted in Fig. 1.5 (c) and (d). At the
LHC W t-production is the second most important source of single top-quarks. It makes
up 19% of the total single top-quark production cross-section. The cross-section for top-
quark and top-antiquark production is the same, since the initial state particles are a
gluon and a b quark from the quark-sea. A theoretical approximate NNLO calculation
is also available for this channel [5]. Virtual and real NLO corrections as well as
corrections due to soft gluon radiation are considered. At a centre-of-mass energy
of
p
s = 7 TeV with a top-quark mass of 172.5 GeV and the MSTW2008 NNLO PDF
parametrisation the calculation yields:
σW t = 15.74± 0.28 (mass) ± 0.40 (scale) +0.66−0.68 (PDF)pb. (1.9)
The quoted uncertainties to the theoretical calculation are the uncertainty to a top-
quark mass variation of ±1 GeV, the dependence on the scale µ varied between mt/2
and 2mt and the uncertainty of the PDF parametrisation. Compared to a NLO calcu-
lation, the NNLO soft-gluon corrections enhance the cross-section by 8%. The cross-
section at the nominal LHC centre-of-mass energy is predicted to be σW t = 83+4−5 pb.
Between the W t-channel diagrams at NLO, as presented in Fig. 1.8, and the Feynman
diagrams of t t production at LO (Fig. 1.4) an interference appears. The diagrams
of the associated production at NLO have the same final state as the t t diagrams.
Reference [46] reviews the problem of an interference in detail. Both processes are
separately well defined, if the associated production cross-section is larger than the
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Figure 1.8: Some Feynman diagrams at NLO, suppressed by a factor of α2s , of the W t single
top-quark production mode. Those graphs are equivalent to the leading-order t t graphs,
with one of the top quarks already weakly decayed.
scale uncertainty of the t t production cross-section and if the interference term is small.
The former is given, the later can be assessed by removing the t t contribution to the W t
cross-section calculation. Two different schemes are available to estimate the impact
of the interference term on the cross-section. In the diagram removal scheme one
subtracts the t t diagrams at LO from the NLO calculation of the associated production.
The second method, the diagram subtraction, implements subtractions terms in the
W t cross-section calculation that cancel the t t contribution locally [47]. Since the
results of both methods agree within their scale uncertainties, if experimental cuts
are considered for the cross-section calculation, the interference is small. Thus, both
processes are separately well defined.
Top-Quark Polarisation
Due to the V -A structure of the weak interaction, top quarks are produced highly po-
larised in the s- and t-channel. In the t-channel production mode, the top quark is
produced 100% polarised in direction of the light quark (c.f. Fig. 1.5). The top quark
decays, before the spin information is diluted by hadronisation effects. An experimen-
tal access to the spin polarisation is possible by the decay products of the top quark.
The spin information is transferred to the W boson. In its leptonic decay mode, the
angle θ between the charged lepton and the light-quark jet in the top-quark rest-frame
is a good observable of the polarisation. The angular distribution of the polarisation is
defined by dΓ
Γdcos
= 0.5 · (1+ cosθ) [48, 49].
Summary
Figure 1.9 shows the cross-sections of the three single top-quark production modes as
a function of the centre-of-mass energy. At
p
s = 7 TeV the t-channel production mode
is the main source of singly produced top quarks. It accounts for 76% of the total single
top-quark production cross-section. The associated production amounts for 19% of the
total expected rate. Due to the gluon dominated PDF at the energies of the LHC, the
s-channel production is strongly suppressed and accounts only for 5%. The reduction
of the LHC collision energy from 14 TeV to 7 TeV leads to a drop in the production
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cross-section by a factor of 4 for the t-channel, a factor of 3 for the s-channel, a factor
of 5 for the associated production.
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Figure 1.9: Cross-sections of the different production modes of the single top-quark production
processes as a function of the collision energy. The theoretical calculation of the t-
channel [4], s-channel [6], and associated production [5] are at approximate NNLO
precision.
1.2.3 Single Top-Quark Production as a Window to New Physics
Models, that extend the SM interact with the top quark in two ways: They introduce
new, heavy particles that couple to the top quark or the couplings of the top quark to
the known particles of the SM are changed. New physics phenomena that appear at
an energy scale Λ contribute to the production cross-section proportional to (
p
s/Λ)n,
whereas the contribution in top-quark decays scales as (mt/Λ)n. Hereby, n is a positive
integer number or zero [50]. Thus, the production of single top-quarks at high energy
colliders is sensitive to new physics phenomena. Any modification of the SM will affect
the cross-sections of the three production modes in a different way.
Modified Vertex Couplings
The production of single top-quarks involves the W -t-b vertex. Thus, the cross-sections
are proportional to the quark-mixing matrix element |Vt b|2. Measuring the t-channel
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cross-section makes this quantity accessible. Assuming a modification of a W -t-b cou-
pling due to an effective operator Oeff, the cross-section is proportional to |VL|2:
VL = Vt b +Oeff
v2
Λ2
. (1.10)
Where Λ is the energy scale at which the new phenomena appear and v = 246 GeV
is the scale of electroweak symmetry breaking. In the SM VL = Vt b, but new physics
contributions allow values larger than Vt b [51–53].
One possibility of a new effective coupling is the introduction of a flavour-changing
neutral current (FCNC). Those are forbidden in the SM at tree level and suppressed at
higher orders. A new production mode for single top quarks via such an anomalous
coupling is for example possible by a g-t-q vertex. In this process, a u quark or c quark
interacts with a gluon to produce a single top-quark. The strength of the coupling is de-
fined by the parameters κug t and κcg t . Current searches for FCNC single-top quark pro-
duction set an upper limit of σqg→t×B(t →W b)< 3.9pb. This result yields a limit on
the coupling strength of κug t/Λ< 6.9 · 10−3 TeV−1 and κcg t/Λ< 1.6 · 10−3 TeV−1 [54].
Extra Heavy Particles
Extensions of the SM postulate the existence of additional heavy gauge bosons, such as
a W ′ for example. The s-channel is sensitive to the exchange of a W ′ [55] that couples
to the top quark and b quark. A positive or negative contribution to the cross-section
may arises from the interference with the SM s-channel production mode. Especially a
resonant enhancement may arise, if a close to on-shell W ′ boson is exchanged. In this
case a resonance should appear in the invariant mass distribution of the (t,b) system.
In contrast, a contribution to the t-channel will be negligible because the exchange of
a heavy particle will be suppressed by 1/M2W ′ .
Other theories beyond the SM introduce additional heavy quarks, such as an up-type
t ′ quark or a fourth generation quark pair (t ′, b′) [56]. Direct searches for the
QCD production of extra quarks, set lower mass limits of mb′ ≥ 372 GeV [57] and
mt ′ ≥ 358 GeV [58] at 95% CL. The quark-mixing matrix element Vt b ∼ 1 is derived
with high precision using the unitarity constraint of the 3× 3 CKM matrix. A fourth
quark generation could mix with the quarks of the third generation. Hence, in such
models Vt b can be smaller than 1. Since the single top-quark production cross-section
is proportional to |Vt b|2, it is sensitive to a fourth quark generation [42]. Thus, the sin-
gle top-quark cross-section will be reduced proportional to the value of |Vt b|2. In this
scenario Vts might be as large as 0.55. Therefore, an enhancement of the t-channel
cross-section by ∼ 37% is possible because a new production mode opens which is
suppressed in the SM. The s-channel cross-section will be reduced by the value propor-
tional to |Vt b|2 compared with the SM.
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Chapter 2
The ATLAS Detector at the Large Hadron
Collider
At the European Centre for Nuclear Research (CERN), located near Geneva, the Large
Hadron Collider (LHC) [59] is operated. It reuses the existing infrastructure of the
previous Large Electron Positron Collider (LEP) [60], the 26.7 km underground tunnel
and the CERN pre-accelerator complex. The LHC is designed to collide proton beams
with an maximum energy of 7 TeV per beam or lead ions with an energy of 2.56 TeV
per nucleon.
At four interaction points, six detectors are placed to record the beam collision events.
A large ion collider experiment (ALICE) [61] is designed to investigate the properties
of the quark-gluon plasma produced in lead-ion collisions. This is a state similar to the
very early phase of the universe shortly after the big bang, where quarks and gluons
are not confined in hadrons [62]. A second experiment, LHCb [63], is specialised
in the physics of b hadrons produced in proton collisions. Precision measurements
of CP violation in b-hadron decays might give an indirect evidence for new physics
beyond the SM and an insight to the question of the matter-antimatter asymmetry
of the universe. The LHC forward detector (LHCf) [64] measures the scattering of
particles in the very forward direction. This will provide data for the calibration of
hadron-interaction models used for the physics of high-energy cosmic-rays. Another
small experiment, Totem [65] studies the total elastic and diffractive proton-proton
cross-section. The two general purpose experiments ATLAS [66] and the Compact
Muon Solenoid (CMS) [67] are designed to explore the physics at the TeV scale. Both
detectors have the same physics goals: Testing the SM at the new accessible energy
regime, the quest for the Higgs boson, and the search for new unknown phenomena.
This chapter introduces shortly the main components of the CERN accelerator complex
and the LHC, which provides the hadron beams for the experiments in the first part. In
the second part, the ATLAS detector will be described, as the analysis presented in this
thesis is performed with proton-collision data recorded by this detector. Finally, the
operating parameters of the LHC as well as the data taking performance of the ATLAS
detector are briefly discussed.
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2.1 The Large Hadron Collider
The 26.7 km long tunnel of the LHC predecessor is reused to house the LHC. Hence,
it adopts the same geometry with eight arcs and eight straight sections. Each of the
straight sections is 528 m long. Four of them are the insertion regions (IR) of the main
experiments. Here, ATLAS, CMS, LHCb, and ALICE are placed in huge underground
caverns. Totem and LHCf share their interaction region with CMS and ATLAS, respec-
tively. The other four IRs are used to install the systems needed to control the beam:
Radio-frequency cavities to accelerate the beam and to compensate energy losses, the
beam-dump system and collimators to absorb beam particles which deviate from the
nominal trajectory and momentum. Each of the eight arcs is equipped with 154 super-
conducting NbTi dipole magnets to keep the beam on the circular track. Due to the
maximum beam energy of 7 TeV a dipole field of 8.33 T is needed to bend the beam.
To achieve this high field strength, the magnets have to be cooled down to 1.9 K. An
optimal beam focusing and corrections of the beam trajectory are attained by 8400
multi-pole magnets.
One important parameter of a collider is the number of events which is produced per
second in the interaction point:
N˙ = σL. (2.1)
Hereby, σ is the cross-section of the considered process and L the instantaneous lumi-
nosity. It is a measure of the number of particles passing through the interaction point
per cm2. Thus, it has the unit of a particle flux density cm−2s−1. The instantaneous
luminosity is given by parameters of the accelerator and the beam:
L =
N 2b nb frevγr
4piεnβ∗
F(θ ,σz). (2.2)
It depends on the number of particle bunches nb, the number of particles per bunch
Nb, the revolution frequency frev, the relativistic gamma factor γr , and the size of the
beam in the interaction region. That is given by the transverse beam emittance ε and
the beta function β∗ in the collision point. F is a geometric luminosity reduction factor
as a function of the bunch length σz and the crossing angle θ in the interaction point.
The nominal proton beam is formed by 2808 proton bunches separated by a 25 ns gap.
Each bunch contains Nb = 1.15× 1011 protons. With the given beam parameters, a
instantaneous luminosity of 1034 cm−2s−1 can be reached. In case of a heavy ion beam
the design luminosity is 1027 cm−2s−1. The typical beam-lifetime is between 10 and 20
hours.
The hadron beams are prepared in the pre-accelerator complex at CERN. A succession
of accelerators increases the energy of the hadron beams step-by-step. Figure 2.1 gives
an overview on the accelerator chain. Protons are obtained from a duoplasmatron.
Here, protons are obtained from hydrogen-gas, by breaking up the chemical bond and
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Figure 2.1: Protons and lead-ions run through various pre-accelerators [68] before being in-
jected to the LHC ring. Protons successively pass the LINAC 2, the PSB, PS and SPS.
Before lead-ions are injected into the PS, they are accelerated by LINAC3 and LEIR.
stripping the electron from the hydrogen atom. The extracted protons are boosted by
the linear accelerator (LINAC 2) to an energy of 750 keV. A proton pulse of 30µs is in-
jected into the Proton Synchrotron Booster (PSB) [69], where the energy is increased
to 1.4 GeV. After that, the protons are transferred to the proton synchrotron (PS) [70].
Here, the LHC bunch pattern is formed. Up to six PSB cycles are filled into the PS and
split into 72 bunches with a bunch spacing of 25 ns. Additionally the beam is acceler-
ated to 25 GeV. In the subsequent super proton synchrotron (SPS) filled with up to four
PS batches the protons are brought to the LHC injection energy of 450 GeV. To achieve
the 2808 bunches per beam, twelve SPS [71] cycles are needed for each of the beams.
The maximal energy of 7 TeV is reached in the LHC ring. Lead-ions are accelerated in
a similar way. They are obtained from an oven, where lead is evaporated and partially
ionised. Before being injected into the PS, the lead-ions are accelerated by LINAC 2
and the Low Energy Ion Ring (LEIR) to 4.2 MeV per nucleon and 72 MeV per nucleon,
respectively. Full ionisation is achieved during the injection of the lead-ions into the
SPS, by a thin Al foil in the PS-SPS transfer line. The injection energy of the LHC after
the SPS is 177 GeV per nucleon.
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2.2 The ATLAS Detector
At the collision points large detectors are placed to measure the particles produced in
the high energetic collisions of the proton beams. Hereby, the design of the ATLAS
detector is driven by the requirements of the LHC physics programme. It serves as mul-
tiple purpose detector to explore the physics at the TeV scale. Besides the search for
new physics, the SM model is studied at this new energy regime. The main benchmark
process used to define the detector requirements during the design phase is the SM
Higgs boson production. A sophisticated detector design with a fine granularity and
fast detector read out is required by the experimental conditions at the LHC with a
high luminosity. The main aspects can be summarised as follows: In general a large ge-
ometrical acceptance, good charged particle momentum resolution and reconstruction
in the inner detector, good vertex reconstruction close to the interaction region, good
muon identification and momentum resolution, very good electromagnetic calorimetry
for photon and electron identification and an accurate hadronic calorimeter with a fine
resolution and a large geometrical acceptance is needed. A detailed overview of the
detector is given in Ref. [66].
The origin of the right-handed coordinate system is the nominal interaction point. With
an upwards pointing y-axis and the x-axis pointing to the centre of the LHC ring. The
Figure 2.2: A Perspective view of the ATLAS detector [66]. The detector component closest to
the interaction point is the inner tracking system, which is encased by a solenoid magnet.
This is surrounded by the electromagnetic and hadronic calorimeter. The outermost
detector systems are the air-core toroid magnets with the muon spectrometer.
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z-axis is in beam direction. In the x-y plane the azimuthal angle φ is measured from
the x-axis. The polar angle is defined in the y-z plane being measured from the z-
axis. The pseudorapidity is defined as η = − ln tan (θ/2). Distances in the η-φ plane
are denoted as R =
p
∆η2+∆φ2. Momentum and energy measured orthogonal with
respect to the beam axis are denoted as transverse momentum pT =
p
p2x + p
2
y and
transverse energy ET = E · sinθ .
The main components of the ATLAS detector are shown in Fig. 2.2. Silicon pixel and
strip detector techniques as well as a transition-radiation detector are chosen for the
inner detector to measure the tracks of charged particles. The inner tracking system is
encased by a 2 T solenoid magnet to bend the tracks of the charged particles. The in-
ner tracking system is surrounded by the liquid-argon (LAr) electromagnetic sampling
calorimeter and the hadronic calorimetry. The outermost sub-detector is the muon
spectrometer. A strong magnetic field is generated by an air-core toroid magnet in this
volume to bend the tracks of the muons. The overall dimensions of the ATLAS detector
are 25 m in height and 44 m in length, and a total weight of 7000 t. The expected
energy and momentum resolutions and geometric acceptances of the sub-detectors ex-
plained in the following are summarised in Tab. 2.1.
Detector Component Required Resolution
η Coverage
Measurement Trigger
Tracking σpT/pT = 0.05% / pT ⊕ 1% ±2.5 -
EM Calorimetry σE/E = 10% /
p
E ⊕ 0.7% ±3.2 ±2.5
Hadronic Calorimetry
Barrel and End-Cap σE/E = 50% /
p
E ⊕ 3% ±3.2 ±3.2
Forward σE/E = 100% /
p
E ⊕ 10% 3.1< |η|< 4.9 3.1< |η|< 4.9
Muon Spectrometer σpT/pT = 10% at pT = 1TeV ±2.7 ±2.4
Table 2.1: Performance goals of the different subsystems of the ATLAS detector [66].
2.2.1 Superconducting Magnet System
To bend the tracks of charged particles for momentum measurements and charge iden-
tification, a magnetic field is necessary. The magnet system of the ATLAS detector is
a hybrid system of four superconducting Al-stabilised NbTi magnets. It comprises one
solenoid magnet encapsulating the ID and three toroid magnets. The larger of them
in the barrel region of the muon spectrometer and two smaller in the end-caps. The
overall dimensions of the system are 22 m in diameter and 26 m in length. Figure 2.3
depicts an overview on the coils configuration of the magnet system. A detailed techni-
cal description is given in Ref. [66, 72].
The solenoid magnet provides a 2 T axial field with an inner bore of 2.46 m and an
axial length of 5.8 m. An energy of 40 MJ is stored in it. Since the solenoid magnet
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Figure 2.3: The Geometry of the ATLAS magnet system [66]. The outer part of the system
consists of eight barrel toroid magnets accompanied by end-cap coils (red). In the inner
part of the detector a solenoid magnet is employed. The tile calorimeter serves as return
yoke for this magnet.
is encapsulated by the calorimeter system, the design is chosen to minimise additional
material in front of the calorimeters. Approximately 0.66 radiation lengths are placed
in front of the calorimeters due to the magnet. As return yoke of the solenoid field
serves the steel of the hadronic calorimeter.
One of the main features of the ATLAS detector are the large toroid magnets of the
muon spectrometer. The barrel part consists of eight racetrack-shaped coils with an
overall length of 25.3 m. The inner and outer diameter are 9.4 m and 20.1 m. At a
nominal current of 20.5 kA the energy stored in the system is 1.1 GJ. Each end-cap of
the muon spectrometer is additionally equipped with smaller end-cap toroid magnets.
The magnetic field of the toroid system is highly non-uniform. The field strength ranges
between 0.5 T and 1 T. A 1 mT accuracy of the B-field strength and 3 mrad in direction
is necessary for the required momentum resolution in the muon spectrometer. Thus,
the toroid field is monitored by 1840 B-field sensors.
2.2.2 Inner Detector Tracking System
The inner detector system (ID) [73] is located directly around the interaction region.
It is build to provide an excellent momentum and position resolution of the tracks of
charged particles. Also a very good measurement of primary and secondary vertices
for the identification of heavy flavour particle decays is necessary. Due to the high
particle flux the detectors need a fine granularity and radiation resistant electronics.
Approximately 1000 charged particles emerge from each collision. The dimensions
of the ID envelope are 1150 mm in diameter and 7024 mm in length. This covers a
pseudorapidity range of |η|< 2.5. Three independent subsystems form the ID. Closest
to the beam pipe a pixel detector with three barrel layers and three end-caps with
a very high spatial resolution. A silicon strip tracker (SCT) with four barrel layers
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Figure 2.4: One side of the ATLAS inner detector system [66]. The pixel detector barrel and
end-caps are closest to the interaction point, surrounded by the four SCT barrel layers
and nine end-caps. Both cover a region up to |η| = 2.5. The TRT barrel as outermost
part of the ID is not shown in this figure, but the TRT end-cap ranging up to |η|= 2.
and nine end-cap discs. At lager distances a transition radiation tracker (TRT) with
many layers of gas straw tube elements is used which cover a pseudorapidity range of
|η| < 2.0. In addition to track charged particles, the TRT is used to identify electrons.
Figure 2.4 gives an overview on the individual components of the ID.
Pixel Detector
The pixel detector [66, 74] is build of three concentric cylindrical barrel layers, lo-
cated at mean radii of 50.5 mm, 88.5 mm and 122.5 mm around the nominal z-axis
with a length of 801 mm. It is enclosed by three end-caps at each side, positioned at
z = ±495 mm, z = ±580 mm and z = ±650 mm. 1744 pixel sensors are mounted on
112 barrel staves and 48 disk sectors. Each sensor carries 47232 pixels with a size of
50× 400µm2 (90%) and 50× 600µm2 (10%). The modules are operated with a bias
voltage of 150 V to facilitate good charge collection. Depending on ageing effects, a
bias voltage up to 600 V is foreseen. The overall area covered by the pixel detector
is approximately 1.7 m2 with 80.4 · 106 pixels in total. To achieve the demanded res-
olution of the ID the intrinsic axial and azimuthal (R-φ) accuracy of the mechanical
alignment is required to be 10µm and 115µm. A charged particle will have 3 space
point measurements in the fiducial volume of the pixel detector.
SCT
The silicon strip tracker (SCT) [66, 73] has four cylindrical barrel layers positioned
at mean radii between 284 mm and 498 mm with respect to the z-axis. The overall
length of the barrel section is 1530 mm. It is supplemented with nine end-cap discs
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at each side of the barrel located between 854mm < |z| < 2720 mm. The whole
detector consists of 4088 modules, 2112 modules mounted on the barrel layers and
1976 modules installed on the end-cap discs. On each modules there are two layers
of microstrip sensors, which are rotated by ±20µrad around their geometrical centre.
Each sensor has 768 active strips of 12 cm length and a strip pitch of 80µm. The strips
of the barrel modules are aligned parallel to the beam direction for the measurement
of the R-φ position of a track. An intrinsic accuracy of 17µm (R-φ) and 580µm (z) is
reached with this geometry. In the end-caps the strip positioning is in radial direction.
Hence, an intrinsic accuracy of 17µm (R-φ) and 580µm (R) is obtained. An overall
area of 63 m2 is almost hermetically covered by the SCT. The layout of the detector
provides up to four measured space points per track. The number of readout channels
is approximately 6.3 million.
TRT
The transition radiation tracker (TRT) [66] uses the fact, that photon radiation is pro-
duced if a charged particle crosses the boundary of two materials with different di-
electric constants. This effect can be used for particle tracking and identification. In
particular to distinguish charged pions from electrons. Therefore, straw tubes with a
diameter of 4 mm are embedded in polyethylene fibres. In the barrel region 52544
of them with a length of 144 cm are aligned parallel to the z-axis in 73 layers. The
overall length of the barrel detector is 1560 mm, with an inner and outer radius of
554 mm and 1066 mm. At each side of the barrel, 32 cm long tubes are aligned ra-
dially in the end-caps. Those are grouped to 20 end-cap wheels, positioned between
827mm < |z| < 2744mm, each with 8 layers, having an inner and outer radius of
615 mm and 1106 mm. In total the end-caps are made up from 319488 tubes. The
drift tubes are filled with a gas mixture of 70% Xe, 27% CO2 and 3% O2 at 5 to
10 mbar overpressure. A bias voltage of −1530 V is used to operate the cathodes. The
TRT covers a pseudorapidity range of
η < 2.0. At least 36 straws will be crossed by
a charged particles with pT > 0.5 GeV. In the transition region between the barrel and
the end-cap (0.8< |η|< 1.0) this number is reduced to 22. An electron above 2 GeV is
expected to have about 10 hits in the TRT.
2.2.3 Calorimetry
The energy of hadronic and electromagnetic interacting particles is measured in the
calorimeter system. To deduce the missing energy of particles that are not absorbed
by the calorimeter system, a hermetic coverage with a fine granularity is necessary.
Figure 2.5 shows a view of the calorimeter system used by the ATLAS detector. Several
subsystems are in place to achieve a φ-symmetric coverage up to a pseudorapidity of
|η| < 4.9. An electromagnetic liquid argon (LAr) calorimeter [75], matching the ID
acceptance range is used for precision energy and position measurements of electrons
and photons. Energy and position measurements of hadronic particles are achieved
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Figure 2.5: View of the ATLAS calorimetry system [66]. The ID is surrounded by the LAr
calorimeter, segmented into a barrel and end-cap. It provides the energy measurement of
electromagnetic interacting particles. Hadronic energy is measured by the tile calorime-
ter, segmented into a barrel and extended barrel. The FCal enables an calorimetry
coverage up to |η|= 4.9.
with the hadronic calorimeter [75, 76] covering the full η-range. An appropriate choice
of the absorber material thickness limits the punch-through of electromagnetic and
hadronic showers to the muon system. The energy loss of charged particles in the
inner detector and solenoid magnet (corresponding to 1.3 to 1.9 radiation lengths) is
measured by a pre-shower LAr calorimeter in a pseudorapidity range of |η|< 1.8.
Electromagnetic Calorimeter
The transverse energy and position of electromagnetic showers of electrons or pho-
tons is measured with a calorimeter based on liquid argon as scintillating material.
It provides an intrinsic linear response to the energy deposition and is radiation-hard.
Accordion shaped lead plates are used as absorber material. The design of the calorime-
ter is divided into a barrel part, covering the pseudorapidity region of |η| < 1.475 and
at each side of the barrel, two end-cap wheels to cover the pseudorapidity range of
1.375 < |η| < 2.5 and 2.5 < |η| < 3.2. To reduce the material placed in front of
the barrel calorimeter, it shares the cryostat with the solenoid magnet. The accor-
dion geometry of the lead absorbers was chosen to achieve a complete φ-symmetry
without any cracks in the azimuthal direction. The barrel calorimeter is segmented in
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three sections in depth, whereas the end-cap wheels have two segments. In terms of
electromagnetic radiation-lengths X0 the calorimeter has a thickness of 22X0 to 33X0
and 24X0 to 38X0 in the barrel and end-cap, respectively. The first layer of the bar-
rel calorimeter has a finest granularity of 0.025× 0.1 (|η| < 1.40) and 0.025× 0.025
(1.40 < |η| < 1.475) in ∆η×∆φ for precision position measurements. The segmen-
tation of the calorimeter depends on the layer and lateral position of the segments. It
ranges up to 0.1× 0.1 in ∆η×∆φ in the end-cap. More detailed information is given
in Ref. [66, 75].
Hadronic Calorimeter
The hadronic energy of a collision event is measured with two different types of
calorimeters. In the central detector region a tile calorimeter is employed up to a
pseudorapidity of |η|< 1.7. The barrel is enclosed by the hadronic endcap calorimeter
(HEC) in a pseudorapidity region of 1.5 < |η| < 3.2. The forward region is covered
by the forward calorimeter (FCAL) up to a pseudorapidity of |η| = 4.9. Detailed infor-
mation is given in Ref. [66, 75, 76]. The tile calorimeter uses steel plates as absorber
material and scintillating tiles. It is subdivided into a barrel for |η| < 1.0 and an ex-
tended barrel for 0.8< |η|< 1.7. 64 azimuthal segments with three layers in depth are
used with a granularity of 0.1×0.1 (first layer) and 0.1×0.2 (other layers) in∆η×∆φ.
The three layers have a depth of 1.5, 4.1 and 1.8 hadronic interaction lengths λ. The
total average thickness is 7.4λ. The HEC shares the same cryostat with the EMC. At
each side of the tile calorimeter the end-cap is formed of two wheels covering a pseu-
dorapidity range of 1.5 < |η| < 3.2. The overlap with the tile calorimeter and forward
calorimeter reduces the material drop in the transition region. Copper plates are used
as absorber material arranged in 32 wedges in each wheel with two segments in depth.
Liquid argon is used as scintillating material. The granularity ranges from 0.1× 0.1
to 0.2 × 0.2. In the very forward direction, the calorimetry is supplemented by the
forward calorimeter which is also integrated in the end-cap cryostat to achieve a uni-
form calorimeter coverage. The segmentation in depth is three layers. Copper plates
are used in the first layer as absorber material for electromagnetic measurements, the
other two layers utilise tungsten, to measure the hadronic energy. In total the FCAL
has a depth of 10λ.
2.2.4 Muon Spectrometer
The largest sub-detector of the ATLAS detector is the muon spectrometer (MS) [66, 77]
as outermost layer to detect the tracks of all charged particles which are not absorbed
by the calorimeter system. Between the coils of the large air toroid magnets, the track-
ing chambers of the muon system are mounted. There are three concentric cylinders
segmented into eight symmetric octants in φ and each in 2 lateral sectors. Their posi-
tion is at mean radii of 5 m, 7.5 m and 10 m, covering a pseudorapidity up to |η| < 2.
The muon system barrel is enclosed by 4 large wheels at each side at the z = 7.4 m,
30
2.2. The ATLAS Detector
Figure 2.6: Sketch of the muon spectrometer [66]. Three barrel layers and 4 large wheels at each
end of the barrel equipped with MDT chambers (green/azure) are used for measuring
muon tracks. CSC chambers (yellow) are utilised for the first wheel where high track
densities are expected. For triggering on muon tracks, RPC chambers (|η|< 1.05) and
TGC (1.05< |η|< 2.4) chambers are used.
z = 10.8 m, z = 14 m and z = 21.5 m, which corresponds to a pseudorapidity range of
2.0< |η|< 2.7. A schematic sketch of the muon system is depicted in figure 2.6.
Monitored drift tube chambers (MDT) provide a precision momentum measurement
of charged tracks with a simple construction in the whole MS. In total, 1088 chambers
form the barrel and end-cap wheels. Except the innermost layer of the end-cap, where
cathode strip chambers (CSC) are employed due to the high particle flux. An area of
5500 m2 is covered by MDT chambers. Each of them is equipped with 8 layers of drift
tubes, aligned tangentially in φ-direction. The drift tubes are operated with a Ar/CO2
mixture. They measure the coordinate in the bending direction of the magnetic field.
Around 20 space points are measured for each track. CSCs are used in the inner
wheel of the end-caps in a pseudorapidity range of 2 < |η| < 2.7. These multi-wire
proportional chambers with a cathode plane segmented orthogonal into strips provides
a η-φ measurement. They cover a total area of 65 m2. The MS is also equipped with
Resistive Plate Chambers (RPC) in a pseudorapidity range up to |η|< 1.05 and thin gap
chambers (TGC) in a pseudorapidity range of 1.05< |η|< 2.4 for a quick identification
of muon-tracks. They provide a track information within 15 to 25 ns. Additionally, they
complement the MDT spatial measurement by providing a second φ-measurement.
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2.2.5 Luminosity Detectors
The main system to measure the luminosity in the interaction region is based on a
Cerenkov detector. At a position of ±17 m of both sides of the interaction point the
LUCID [66] detector (Luminosity measurement using Cerenkov Integrating Detector)
is positioned. Twenty gas-filled Cerenkov tubes cover the pseudorapidity range of
5.6 < |η| < 6.0. They detect the particles of inelastic proton-proton scatterings in
the forward direction. The signal amplitude is related to the number of particles pass-
ing the detector. A measure of the luminosity in the interaction region is the number
of counted particles.
An additional system is the Beam Conditions Monitor (BCM) [78]. Four diamond
sensors are placed as horizontal and vertical pair at each side of the interaction point
at a position of |η| = 4.2 around the beam pipe. The main purpose of the detector is
to monitor the beam background level to issue an beam abort in case of beam losses.
But, the hit rates are also used to measure the bunch-by-bunch luminosity.
A third system is foreseen to measure the absolute luminosity. But the ALFA [66]
detector is not yet commissioned. It is located at a distance of 240m from the interac-
tion point to measure the elastic proton-proton scattering. The optical theorem relates
the elastic scattering amplitude in forward direction to the total inelastic cross-section.
The aim is to use special data taking runs to calibrate the LUCID detector with this
measurement.
2.2.6 Trigger and Data Acquisition
At nominal LHC operation conditions a proton bunch pair collides every 25 ns in the
interaction points of ATLAS and CMS. It is impossible to process and store collision
data with a frequency of 40 MHz. Fortunately, most of the events are low energetic
processes which are not of interest. Thus, it is important to select events with an
interesting signature originating from a high energetic inelastic scattering processes.
A sophisticated trigger system reduces the amount of data to a manageable size of
roughly 200 Hz. Three different levels are implemented in the trigger system with a
refined decision in each step. The first step is the Level 1 (L1) trigger system [79],
which is operating on custom-made detector electronics. The trigger decision is taken
on objects with high transverse momentum detected in the muon system and calorime-
ters (jets, electrons, photons, missing transverse energy). A fast decision within 2.5µs
after the corresponding bunch crossing is found by taking into account the information
of the considered sub-detectors with a reduced granularity. A reduction to 75 kHz is
achieved by applying the L1 trigger selection. The result of the L1 trigger is processed
by the central trigger processor to enable combinations of different trigger signatures
and pre-scaling of trigger signatures for optimal bandwidth usage for the given lumi-
nosity and background conditions. Regions of interest (RoI) are defined by the L1
trigger system. Those are used as seed for the Level 2 (L2) trigger system. Before the
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L2 processing the data of the RoI is copied to off-detector electronics. On average 2%
of the event data have to be processed. The L2 trigger refines the decision by evalu-
ating the information of all sub-detectors with full granularity and precision for the
given RoI. The L2 trigger decision is taken within 40 ms and reduces the data rate to
3.5 kHz. During this time, the event data is stored in the detector readout electronics in
pipelined buffers. Finally, an event filter is applied after an online reconstruction and
processing, which takes approximately 4 s depending on the event complexity. Both,
the L2 and event filter are executed on a computer farm. All events passing this final
step are copied to a permanent storage. Analysers can access the stored data via the
world wide computing grid [80]. An average event rate of 200 Hz can be handled by
the data taking system. This corresponds to a data rate of approximately 300MB/s.
It is limited by the computing resources for the data processing and storage system.
Under special conditions event rates up to 600 Hz have been achieved [81]. The size
of one event which passes the high level trigger (HLT) is approximately 1.3 MB. The
data acquisition system (DAQ) is responsible for the full data taking chain and detector
configuration during the data taking. The detector hardware is steered by a separate
system the detector control system (DCS). Additional information on the trigger and
DAQ system can be found in [66, 79, 82].
2.3 LHC Commissioning and ATLAS Data Taking
Performance
First proton collisions at the LHC were achieved at a centre-of-mass energy of 900 GeV in
November 2009, followed by a short run with 2.36 TeV. From April 2010 on the protons
are collided with an centre-of-mass energy of 7 TeV. The energy per beam is limited by
the maximum dipole field allowed for safe operation. This limitation is caused by the
resistance of the interconnections between the dipole magnets. A total integrated lumi-
nosity of L= 45pb−1 was collected during the year 2010. In a data taking period with
heavy ion beams at a centre-of-mass energy of 2.76 TeV/nucleon a total luminosity of
L= 9.2µb−1 was collected.
During 2011 the operation continued optimising the beam parameters to increase the
instantaneous luminosity. A major improvement was the reduction of the beam size in
the interaction point by lowering β∗ from 3.5 to 1.5, with a beam emittance of 40µm
and a crossing angle of 240µrad. The number of maximum bunch pairs colliding in
the interaction points of ATLAS and CMS was 1380 with a bunch spacing of 50 ns. A
maximum peak luminosity of 3.65 × 1033 cm−2s−1 was achieved with the optimised
beam parameters. A summary of some operational records by the LHC is shown in
Tab. 2.2.
At the end of the data taking period 5.25 fb−1 were recorded by the ATLAS detector,
which corresponds to a data taking efficiency of 95% of the detector. Figure 2.7 shows
the total integrated luminosity (a) and the peak instantaneous luminosity (b) as a func-
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Figure 2.7: The data delivered by the LHC and stored by the ATLAS detector [85]. The
integrated luminosity (a) and peak instantaneous luminosity per fill (b) during the data
taking period 2011. Data recorded until the end of June is analysed in this thesis.
tion of time. The luminosity is calibrated by van der Meer scans [83]. In this method,
the beams are moved horizontally and vertically against each other to measure the
beam profile, which is an input to the luminosity calculation. Details on the calibration
are given in Ref. [84].
In this thesis a subset of the recorded data is used. It falls in the data taking period
from April to June and corresponds to a integrated luminosity of 1.04±0.04 fb−1 after
all data quality requirements.
Record Date
Peak Stable Luminosity Delivered 3.65× 1033 cm−2s−1
Maximum Luminosity Delivered in one Fill 122.44 pb−1 11/10/16
Maximum Colliding Bunches 1854 11/10/27
Maximum Average Events per Bunch Crossing 32.21 11/10/25
Longest Time in Stable Beams for one Fill 26.0 h 11/08/05
Fastest Turnaround to Stable Beams 2.11 h 11/08/17
Table 2.2: Operational records achieved by the LHC during the data taking period in 2011.
34
Chapter 3
Object Reconstruction
In a collision event, many different particle types are produced. They need to be recon-
structed and identified from the traces they leave in the various sub-detector systems.
Signals in the inner detector are used to reconstruct the tracks of charged particles.
The energy of charged and neutral hadrons, electrons, and photons is measured by
the calorimeter system. To distinguish electrons from hadronic jets and photons, the
combined information from the tracks and calorimeters is used. Muons are identified
by tracks in the muon spectrometer. Neutrinos are particles which are not measured
directly. Therefore, they have to be reconstructed indirectly. In this chapter, the al-
gorithms ATLAS uses to identify the different particle types and their kinematics are
shortly described. Also the reconstruction of the top-quark decay chain of the t-channel
single top-quark production process is presented.
3.1 Track and Vertex Reconstruction
The reconstruction of charged particle tracks is important for the particle identification
and to measure the particle momentum. Tracks originating from the interaction region
are reconstructed from hits in the inner detector. To reconstruct the primary vertex,
where the hard interaction took place, the tracks of the charged particles are used. The
primary vertex has to be distinguished from pile-up event vertices in the same bunch
crossing. Those are additional scattering processes with a smaller momentum transfer.
3.1.1 Track Reconstruction
Two consecutive approaches are used to reconstruct the tracks of charged particles
from the three dimensional hit measurements of the ID layers. A detailed description
of the tracking algorithms is given in Ref. [86].
The inside-out method starts with three measured hits of the pixel and SCT detector to
construct track seeds. To reduce their number a constraint in z-direction is applied for
only selecting tracks pointing to the interaction region. A Kalman filter [87] is used
to associate additional hits identified in the search corridor of the track seed to the
candidate track by performing a χ2 fit. Ambiguities of hits being assigned to different
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tracks are resolved by scoring the tracks by their quality depending on their parameter
quality and χ2. All tracks are refitted after reassigning the ambiguous hits to the tracks
with the highest scoring. Additional space-point measurements from the TRT are added
to the track candidates, if it improves the track fit. Otherwise, the previous one is kept
and the hits are assigned as outliers to the track. After the inside-out procedure, the
outside-in approach is performed, to find additional tracks which were missed by the
previous algorithm. Track segments are searched using a Kalman filter in the TRT and
tracked back to the silicon detector.
In general, a track in the magnetic field is described by a helix, which is parametrised
by the signed transverse (d0) and longitudinal (z0) impact parameter and the azimuthal
and polar angle θ and φ of the track tangent and the charge signed inverse transverse
momentum q/pT. For a precise track reconstruction, a good alignment of the detector
modules is necessary. A precision of 4 to 10µm is achieved for the pixel and SCT
sensors [88].
3.1.2 Vertex Reconstruction
Besides the primary vertex where the hard scattering process of interest takes place,
up to 25 pile-up vertices are expected to happen in one bunch crossing. A high track
multiplicity is expected from the primary vertex, but this is not a sufficient identifica-
tion criterion. Since high-pT objects are produced by the hard interaction, the primary
vertex is defined to have the largest sum of the squared transverse momenta Σp2T of the
tracks associated to this vertex. All tracks matching the luminous region of ATLAS are
taken into account in the vertex reconstruction [89] using an adaptive vertex finding
algorithm [90]. Vertex seeds are found by searching local maxima in the z-coordinate
distribution of the tracks. The compatibility of a track belonging to the candidate ver-
tex is computed from the χ2 fit. Incompatible tracks are removed on an iterative basis,
until the fit converges. The vertex finding through fitting is iteratively done for all re-
maining tracks, until no more vertices can be constructed. For high track multiplicities
(∼ 70 tracks) a primary vertex reconstruction resolution of 30µm in the x/y-direction
and 50µm in the z-direction is found [91].
3.2 Charged Lepton Reconstruction
Charged leptons need to be identified and their energy and momentum needs to be
measured. The kinematics of electrons is measured by combining information from
the ID track measurement and LAr calorimeter energy measurement. The momentum
of muons is measured from the tracks of the inner detector and muon spectrometer. It
is necessary to distinguish prompt electrons and muons from the primary interaction
from other objects in the detector and charged leptons from secondary decays.
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3.2.1 Electron
An electron candidate in the central region of |η| < 2.47 is defined by a reconstructed
energy cluster in the LAr calorimeter and a track pointing to the cluster position. The
clusters are found by a sliding window algorithm [92] with seeds in a window of
3× 5 calorimeter cells in η×φ exceeding an energy threshold of 2.5 GeV. Since more
than one track can match to the calorimeter position, the track with the best quality
criteria is chosen to be associated to the electron candidate. After matching the track
and the cluster, the later is recomputed using a 3× 7 (5× 5) sliding window in the
barrel (endcap) with additional energy corrections. To compute the four momentum
of the electron, the direction of the track η, φ and the energy E of the cluster is used.
The transverse energy ET of the electron candidate is defined as ET = E/ cosh
 
η

.
The identification of an electron is refined by applying additional cuts on the electron
candidates. Three different sets of cuts are defined with increasing power to reject
backgrounds, at which the tighter definition always includes the cuts defined by the
looser ones. Table 3.1 gives an overview on the cuts to define the electron categories.
The loose electron class includes cuts on the detector acceptance, the shower shape in
the middle layer of the LAr calorimeter and on the hadronic leakage. Additional cuts
on track quality criteria, the matching between the cluster and the track and variables
of the strip layer of the em-calorimeter are required by the medium electron category.
The tight electron quality definition applies more stringent cuts on the variables used by
the previous definitions and uses an additional cut on the energy-momentum ratio E/p
of the electron to distinguish between electrons and charged pions and a requirement
on a hit in the b-layer of the pixel detector to reject electrons from photon conversions.
Further information from the TRT is used for particle identification. To veto against
conversion electrons from photons, all electrons which are reconstructed as photon
candidates are rejected.
Besides the cut-based electron identification, a calorimeter and track-based electron
isolation is defined to distinguish electrons from hadronic jets or from secondary decays
within a jet. The calorimeter isolation defines the energy measured by the calorimeter
cells in a cone around the electron cluster with the electron energy removed. A track
based isolation accounts for the momentum of additional tracks in a cone around the
electron track, with the electron track momentum being removed from this quantity.
The tight quality criterion provides an electron reconstruction efficiency of 72% with
a powerful background rejection of ∼ 105 compared to medium electrons, which only
have a rejection factor of ∼ 103. The dependence of efficiency of the three electron
categories on pT and |η| is shown in Fig. 3.1. An energy resolution of 1.2% to 1.8% in
the calorimeter barrel and endcap is observed [94]. A detailed description of the algo-
rithms used for the electron reconstruction and identification is presented in Ref. [93].
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Type Description Variable
loose
Detector Acceptance • |η|< 2.47
Hadronic Leakage
• Ratio of ET in the first layer of the hadronic calorimeter to ET of
the EM cluster in the range |η|< 0.8 and |η|> 1.37.
Rhad1
• Ratio of ET in the hadronic calorimeter to ET of the EM cluster
in the range |η|> 0.8 and |η|< 1.37.
Rhad
Second Layer of EM
Calorimeter
• Ratio in η of cell energies in 3× 7 versus 7× 7 cells. Rη
• Lateral width of the shower. wη2
medium (includes loose)
Second Layer of EM
Calorimeter
• Total shower width. wstot
• Ratio of the energy difference associated with the largest and
second largest energy deposit over the sum of these energies.
Eratio
Track Quality
• Number of hits in the pixel detector (≥ 1).
• Number of hits in the pixel detector and SCT (≥ 7).
• Transverse impact parameter (< 5mm). d0
Track Matching • ∆η between the cluster and the track (< 0.01). ∆η1
tight (includes medium)
b-Layer • Number of hits in the b-layer(≥ 1).
Track Matching
• ∆φ between the cluster and the track (<0.02). ∆φ2
• Ratio of the cluster energy to the track momentum. E/p
• Tighter ∆η cut (<0.005). ∆η1
Track Quality • Tighter transverse impact parameter cut (< 1mm). ∆φ2
TRT
• Total number of hits in the TRT. The difference between the mea-
sured number of hits and the expected average number of hits is
required to be within 15 hits. On average, 30 to 35 hits are ex-
pected.
• Ratio of the number of high threshold hits to the total number
of hits in the TRT.
Conversions • Electron candidates matching to reconstructed photon candi-
dates are rejected.
Table 3.1: Definition of the cuts for the loose, medium, and tight electron categories in the
central detector region of |η|< 2.47 [93]
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Figure 3.1: Electron reconstruction efficiency in dependence of pT (a) and |η| (b) for the loose,
medium and tight electron definition for Z → e+e− events [93].
3.2.2 Muon
Muons are easier to identify than electrons. Hadronically and electromagnetically in-
teracting particles are absorbed by the calorimeter system with very high probability.
Hence, a charged particle being measured in the MS is a good muon candidate. The
aim of the muon reconstruction is to achieve a momentum resolution below 3.5% for
muons having a pT ∼ 200 GeV and a resolution of about 10% for high-pT muons up to
1 TeV. Therefore, a combined measurement of tracks from the ID and MS is performed,
which limits the geometric acceptance to the acceptance of the ID of |η|< 2.5. Hereby,
the reconstruction efficiency is limited by the MS track reconstruction efficiency due
to the transition regions at |η| ∼ 0 and |η| ∼ 1.2. For the muon reconstruction track
segments are searched in the MS. Straight line segments are reconstructed from hits
in the muon chambers and the corresponding trigger chambers. Track candidates are
constructed by a fit, whereas segments in the outermost layer are used as seed for the
fit. The track with the most associated hits and the best fit quality is kept. To construct
a combined muon, a combined fit of the MS and the matching ID tracks is performed.
Figure 3.2 shows the reconstruction efficiency of combined muons in dependence of pT
and η. An overall efficiency of > 96% is observed [95]. To distinguish prompt muons
from secondary decay muons or muons within a jet, a track and calorimeter isolation
criterion is available to refine the muon definition. A detailed description of the muon
reconstruction algorithms and expected performance is given in Refs. [96, 97].
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Figure 3.2: Combined muon reconstruction efficiency in dependence of pT (a) and η (b) for
Z → µ+µ− events [95].
3.3 Jet Reconstruction
Quarks that originate from the hard process end up in a bunch of collimated hadrons.
To measure the initial quark, the bunch of hadrons needs to be measured and related
to the initiating particle. On simulated events a jet algorithm is used to cluster all semi-
stable hadrons which are close together to one jet. In the calorimeter, the hadrons
are measured as energy deposition in the calorimeter cells. From those, topological
clusters [92] are constructed, which are the input for the jet algorithm. There are
two important requirements a jet algorithm has to fulfil: collinear and infrared safety.
The first means that the result of the jet finding should not be affected, if the energy
carried by one particle is distributed over two collinear particles. The second, the
infrared safety, describes that the result of the jet reconstruction has to be stable under
soft energy radiation. Two different categories of jet algorithms can be distinguished:
Cone and cluster algorithms. Cone algorithms collect all particles in an area with a
fixed cone size. But they are not infrared safe. A cluster algorithm is used by ATLAS
to reconstruct jets. It fulfils the infrared and collinear safety requirement. This section
describes the jet algorithm used by ATLAS and the jet energy scale (JES) calibration of
jets in observed data. Additionally, the identification of jets originating from a b quark
is explained, which is an important tool to suppress background events in the analysis.
3.3.1 Jet Algorithm
Cluster algorithms fulfil the requirement of infrared and collinear safety, because their
object combination scheme does not depend on a fixed geometrical cone size. It is
based on the pairwise combination of objects on basis of a distance measure di j be-
tween two objects i and j as well as the distance diB between the object i and the beam
B. The objects with the minimal distance di j are combined to become a new object and
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all distances are recalculated. All objects are called a jet and removed from the list, if
the distance to the beam diB is the minimum of all distances. The procedure is stopped,
if no more objects are left to combine. The following distance measures are used in
this context:
di j = min

p2pTi , p
2p
T j
∆R2i j
R
(3.1)
diB = p
2p
Ti . (3.2)
The parameter R is the resolution of the algorithm and defines the size of the jet.
∆Ri j is the geometric distance between two objects in the η-φ plane. The transverse
momentum of an energy cluster or merged object is denoted by pTi.
Depending on the value of p three different cluster algorithms are distinguished, de-
pending on their properties. For the choice of p = 1, it is the kT [98] algorithm. Soft
objects are clustered before the harder ones are added to the final jet. The area of the
jet in the η-φ plane has a complex structure. In case of the Cambridge-Aachen [99]
algorithm, p = 0, only the geometric distance between the objects is considered, not
their transverse momentum. The choice ATLAS uses for the jet clustering is the anti-kt
[98] algorithm for p =−1 with a parameter R= 0.4. The distance di j is dominated by
the geometric distance∆Ri j and the inverse of the transverse momentum. Hence, hard
objects collect adjacent soft ones, before the hard objects are clustered. Well separated
hard objects will collect all softer objects within a radius smaller than 2R and produce
conical shaped jets. If two hard objects are located close to each other a more complex
shape of the jet area is expected: For R < ∆Ri j < 2R, the objects in the overlapping
region are associated to one of them depending on the di j, whereas one jet is produced
if both hard objects are within ∆Ri j < R. The anti-kt algorithm has the advantage that
it is theoretically well-behaved in terms of infrared- and collinear-safety and a calibra-
tion of jets reconstructed in the detector is possible because of their well-defined jet
shape.
3.3.2 Jet Energy Calibration
Calorimeter jets are reconstructed from topological clusters which are calibrated on
the electromagnetic energy scale. The energy deposit of electromagnetic showers is
measured correctly in this calibration scheme, but the energy of the jet has to be cor-
rected to the hadronic energy scale. It has to include all effects due to hadronic particle
showers of charged and neutral hadrons in the calorimeter. This is done by comparing
the kinematics of measured jets with simulated jets. Different detector effects have to
be taken into account: Partial energy measurements due to dead material, calorimeter
leakage and the clustering due to the jet algorithm are corrected. Additional energy
due to pile-up is removed from the em-scale energy of the jets and the jet-origin is
corrected to the primary vertex. The JES is restored by comparing the energy EEMcalo of
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Figure 3.3: The average JES correction factor as a function of the calibrated transverse momen-
tum for representative detector-|η| intervals (a) and the simulated jet energy response
on the electromagnetic scale as a function of the detector-|η| and selected values of
the calibrated jet energy (b). The results are shown for an anti-kt distance parameter
R= 0.6. Similar results are obtained by using R= 0.4 [100].
isolated calorimeter jets with the energy Etruth of simulated truth jets. The EM-scale
energy response R = EEMcalo/Etruth is measured in bins of η and pT. The jet energy cor-
rection factor is defined as 1/F j(EEMj ,R j), where F j is the calibration function in bins
of η and pT. Figure 3.3 shows the average JES correction factor as function of the
calibrated transverse momentum pEM+JEST for different pseudorapidity-regions (a) and
the jet-energy response R at the em-scale as function of the detector |η| for differ-
ent calibrated jet energies EEM+JES. The results are shown for the distance parameter
R = 0.6. Similar results are obtained for R = 0.4. The uncertainty on the JES calibra-
tion depends on the transverse momentum and the calorimeter region. An uncertainty
between 2.5% to 4% in the central region, 3.5% to 8% in the calorimeter end-cap
and 5% to 14% in the forward calorimeter are obtained. Detailed results on the JES
calibration are presented in Ref. [100].
3.3.3 b-Quark Jet Identification
The identification of events with jets that originate from b quarks is of crucial impor-
tance to isolate signal process events from background processes that do not contain
a b quark in the final state. To distinguish b-quark jets from light jets that originate
from a gluon or a light quark (u, d, s) or a c quark different techniques are applied
which are denoted as b-tagging. An overview is given in Refs. [101, 102]. To identify
a b-quark jet, the properties of the b hadron inside the jet are exploited. A b hadron
has an average lifetime τ of O
 
1.5ps

, which leads to a secondary vertex at a distance
of cτ ∼ 500µm. On average, 5 tracks with a large impact parameter originate from
the decay-vertex of the b hadron. Therefore, the misidentification of a light-quark jet
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or c-quark jet as b-quark jet is dominated by secondary decays of long lived particles
(Ks,Λ) and mismeasurements of tracks. To identify b-quark jets, a combined discrim-
inant of the IP3D and JetFitter algorithms is used in this analysis. The IP3D [101]
algorithm uses a likelihood ratio to discriminate between b-quark jets and light-quark
jets, based on the information of the signed longitudinal and transverse impact param-
eter significance of the tracks associated to the jet and the correlation amongst them.
The JetFitter [103] algorithm uses a Kalman filter to reconstruct secondary vertices.
A fit to the b hadron decay chain, including potentially tertiary vertices from c-quark
decays, is performed. The discriminating variables of the IP3D and JetFitter are com-
bined using an artificial neural network to construct the JetFitterCombNN discriminant.
A cut on the discriminant above 2.4 defines a working point with a 56% b-tagging ef-
ficiency and a light-quark rejection factor of 520 simulated in t t events. Figure 3.4
shows the b-tagging efficiency versus the light quark rejection for different algorithms.
The combination of the IP3D+JetFitter (JetFitterCombNN) has the best rejection factor
for the chosen tagging efficiency. The calibration of the algorithm is performed using
the prelT -method of Ref. [104]. A subset of b-quark jets is selected that contains a
reconstructed muon which is assumed to stem from the b-quark decay and has a rela-
tive transverse momentum prelT with respect to the jet axis. The flavour composition is
calibrated by fitting template distributions of this variable for light-quark, c-quark and
b-quark jets to observed data. A calibration factor between 0.9 and 1.1 is found for
jets in the transverse momentum range of 20 GeV to 300 GeV.
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3.4 Missing Transverse Energy
The only stable particles that do not interact with the detector material are the neutri-
nos. Therefore, only an indirect measurement of them is possible. Since the incoming
beams have no transverse momentum and energy-momentum conservation holds for
the produced particles, the vector sum of all transverse momenta has to be zero. A
particle escaping the detector without being measured, leads to an imbalance of the
reconstructed transverse momentum. Therefore, the transverse momentum carried by
the neutrino is the negative sum of all transverse momenta of the reconstructed parti-
cles. At hadron colliders, the pz component of the neutrino momentum is not accessible
since the energy fraction of the colliding partons inside the proton is unknown. The
missing transverse momentum is defined by:
~EmissT =

Emissx
Emissy

(3.3)
EmissT =
~EmissT =qEmissx 2+ Emissy 2 (3.4)
The x and y components of the missing momentum are denoted by Emissx and E
miss
y . The
absolute value is denoted as missing transverse energy EmissT . The energy of all particles
absorbed by the calorimeter system is measured at the EM scale. The sum of all cluster
energies Ei gives the components of the E
miss
T :
Emissx = −
Ncell∑
i
Ei sinθi cosφi (3.5)
Emissy = −
Ncell∑
i
Ei sinθi sinφi. (3.6)
Here, the cluster position is given by the polar angle θi and azimuthal angle φi. In the
sum of the cluster energies, muons are not taken into account. Thus, their transverse
track momentum needs to be subtracted to reconstruct the transverse momentum of
the neutrinos. To improve the reconstruction of the EmissT the clusters are associated
to the reconstructed physics objects and calibrated according to their energy scales.
Therefore, the EmissT object is composed of different terms corresponding to the recon-
structed objects in the detector. The topological calorimeter clusters are associated to
electrons ~EmissT,Electron, jets with low-pT to ~E
miss
T,softJet, and jets with high-pT to ~E
miss
T,Jet. The track
momentum of muons is considered as ~EmissT,Muon. Clusters which are not associated to any
physics object are included at the em-scale in the cell-out term ~EmissT,CellOut:
~EmissT = ~E
miss
T,Electron+ ~E
miss
T,Jet+ ~E
miss
T,softJet+ ~E
miss
T,Muon+ ~E
miss
T,CellOut. (3.7)
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All electrons which pass a pT threshold of 10 GeV and fulfil the tight electron require-
ments are considered in the ~EmissT,Electron term. Their energy correction factors, except the
out-of-cluster corrections are taken into account. Clusters associated to high-pT jets,
that pass a threshold of 20 GeV are calibrated at the JES scale. Whereas the soft-jet
term for jets with a pT between 7 GeV and 20 GeV uses the EM scale calibration for the
clusters. All muons reconstructed in the full spectrometer acceptance of |η| < 2.7 are
considered by the EmissT calculation. Also muons that are found in the crack region of|η| < 0.1 or 1.0 < |η| < 1.3 are taken into account. Calorimeter clusters associated
with muons are included in the cell-out term at EM-scale, except those of non-isolated
muons which overlap with a jet (∆R < 0.3). Here, the clusters are already included
in the jet term. A EmissT resolution of σ ∼ 0.7
p
ΣET is achieved. A description of the
physics object orientated EmissT calculation and performance is given in Refs. [105, 106].
3.5 Top Quark Reconstruction
The top quark needs to be reconstructed from its decay products, the b-quark jet, and
the charged lepton (`) - neutrino (ν) pair of the W -boson decay. Studies on simulated
events have shown that the reconstructed b-tagged jet matches the b quark of the hard
process in more than 90% of all t-channel single top-quark production events with one
b-tagged jet [107, 108]. Since only the transverse momentum of the neutrino is mea-
sured as EmissT , only the transverse components of the W -boson can be reconstructed.
The transverse W -boson mass mT(W ) is defined as:
mT(W → `ν) =
q
pT,`+ pT,ν
2− px,`+ px,ν2− py,`+ py,ν2. (3.8)
To derive the full four momentum of the W boson pW = p` + pν the z-component of
the neutrino momentum needs to be calculated. Since the neutrino stems from a real
W -boson decay, its pole mass of mW = 80.4 GeV/c2 can be used as a constraint, leading
to a quadratic equation for pz,ν following the method in Ref. [109]:
p2z,ν − 2 ·
µ · pz,`
E2` − p2z,` · pz,ν +
E2
`
· p2T,ν −µ2
E2` − p2z,` = 0, (3.9)
with µ=
m2W
2
+ pT,` · pT,ν · cos∆Φ. (3.10)
Here, E` denotes the energy of the charged lepton and ∆Φ is the azimuthal angle
between the charged lepton and the ~EmissT . In general, a quadratic equation has two
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solutions pA,Bz,ν :
pA,Bz,ν =
µ · pz,`
p2T,`
±
s
µ2 · p2z,`
p4T,`
− E
2
` · p2T,ν −µ2
p2T,`
. (3.11)
For a positive discriminant, the solution with the smaller pz,ν is chosen. Comparisons
with simulated events show, that this solution reproduces the generated neutrino better
in ∼ 60% of all cases, than the larger pz,ν solution . A complex solution is obtained
in approximately 30% of all cases if the discriminant is negative. This is the case if
mT(W ) is larger than mW due to an imperfect EmissT measurement. This can be avoided
by modifying the EmissT such, that the discriminant becomes 0, by obeying equation 3.9.
The mT(W ) is set to 80.4 GeV/c2 for such cases. A solution for the quadratic relation
between px,ν and py,ν is obtained by minimising the distance δ between the modified
EmissT and the measured one:
δ1/2

px,ν

=
Ç
px,ν − /ET,x
2
+

py1/2,ν

px,ν
− /ET,y2. (3.12)
A complex solution for δ is avoided by restricting the values of px,ν and py,ν to a numer-
ical range which lead to a real solution. The smaller value for δ is taken to calculate
the neutrino z-component since it minimises the modification of the EmissT . The result
for mT(W ) is illustrated in Fig. 3.5 (a). The mass constraint on the W boson restricts
m(W ) to 80.4 GeV/c2for all solutions (b).
To finally reconstruct the top-quark four-vector, the reconstructed four vectors of the
neutrino, charged lepton and b-quark jet are added. Additional qualitative studies are
presented in Ref. [108].
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Figure 3.5: Comparison of mT(W ) (a) and m(W ) (b) for the W boson reconstructed from the
charged lepton and measured EmissT or the reconstructed neutrino. A complex solution
for the neutrino pz is obtained if the mT(W ) is larger than the m(W ) due to imperfect
EmissT measurements. It is avoided by modifying the EmissT such that the discriminant
becomes 0. In such cases mT(W ) is 80.4 GeV/c2. In all cases, the mass constraint on
the W boson restricts all m(W ) to 80.4 GeV/c2.
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Chapter 4
Modelling of Signal and Background
Processes
To understand observed data, the signal and background processes have to be mod-
elled. All physical processes having the same reconstructed final-state particles as the
signal process are regarded as background processes. To model the kinematic observ-
ables and to understand the selection efficiencies, Monte Carlo (MC) simulations are
used to model the processes according to a theoretical model. This chapter briefly in-
troduces the various aspects of MC methods to describe collision events. A summary
on the MC programs used to simulate the various background processes and the signal
process is given. MC simulations are an important tool to develop particle detectors,
analysis strategies and to interpret observed data, but not all background processes can
be simulated properly. Thus, also data-driven event models are used for event classes
that cannot be simulated properly.
4.1 Event Generation with Monte Carlo Techniques
To study the physics of high energetic particle collisions, one has to understand the
structure of the collision event. But its complexity exceeds the possibility of a full quan-
tum mechanical treatment. Too many particles are involved and perturbation theory is
no more applicable in some parts to describe the event, such as the transition of par-
tons to hadrons. Therefore, several tools are available to perform a MC simulation of
the collision event. In this part, the basics of the MC simulation as well as the tools in
use are briefly described. A general introduction to MC methods is given in Ref. [110].
4.1.1 Steps of Monte Carlo Simulation
The simulation of a collision event is subdivided into several steps. A visualisation
of the different stages of the MC simulation is depicted in Fig. 4.1. It starts with the
generation of the high energetic process characterising the event, followed by the evo-
lution of partons to observable final-state particles. This implies a QCD showering and
hadronisation of colour charged objects. In the following each part is briefly described.
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Hard Process
The nature of a physical process taking place in a parton scattering is described by
the transition matrix element M of the incoming to the outgoing particles. Due to the
high momentum transfer Q2 perturbation theory is applicable to derive M at least at
the lowest order of the perturbation series. The main characteristics of the physics
process are the number and type of outgoing partons and their kinematic distributions,
including the information on the spin configuration. A parametrisation of the incoming
partons which stem from the proton is given by the parton density function f
 
x ,Q2

.
A subsequent decay of heavy and short-lived outgoing particles like the top quark or W
boson may also be treated by the hard scattering. Simulated events are generated by
sampling the phase space of the transition matrix element with uniformly distributed
random numbers. Hereby, the momentum and position space points, as well as the spin
configuration of all particles taking part in the interaction span the phase-space. The
square |M|2 of the matrix element is proportional to the differential cross-section dσ,
which is the probability of an event to occur in the differential volume dΩ of the phase
space. No physical meaning can be assigned to an individual event carrying the weight
dσ. The distribution of an observable is gained by histogramming the weights. This
procedure is used by cross-section integrators. Event generators, by contrast, gener-
ate unweighted events with a frequency, proportional to their differential cross-section.
Those events represent, what might be observed by an experiment. Only a large num-
ber of randomly generated unweighted events can be used to predict the distribution
of an observable.
Parton Shower
Higher-order QCD corrections are added to the hard process by the application of the
parton shower (PS), which is a non-perturbative description since it ranges down to
low energy scales, where perturbation theory is no longer applicable. Additional gluons
are radiated by the initial-state and final-state quarks (q → q + g) and gluons (g →
g+ g). During the parton shower, gluons are also split into a quark-antiquark pair g →
q+ q¯. Whereas the probability of a parton branching is given by the DGLAP splitting
functions [111]. The QCD showering is the transition of one parton originating from
the hard process to a jet of many partons, which moves approximately in the same
direction as the parton initiating the shower. Since a parton shower is a consecutive
process, its evolution is described by a time ordering parameter t, the momentum
fraction z of the radiated particle and an azimuthal angle φ. The shower evolution is
terminated at the cut-off parameter t0. A typical numerical value is an energy of 1 GeV.
Collinear parton-splittings and soft-gluon emissions are suppressed to avoid infrared
singularities during the parton-shower evolution. In general, the hard process gives a
good description of well separated jets with a large transverse momentum, whereas
the parton shower models soft, collinear jets well.
To simulate physical processes having a final state X plus n additional jets due to
QCD radiation (e.g. the W/Z+n-jets production), exclusive subsamples for each jet
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multiplicity are generated. The inclusive sample containing all jet multiplicities is con-
structed by merging the exclusive subsamples. A phase space overlap of jets emerging
from the parton shower and matrix element has to be removed. A final state with m
jets might originate from a hard process with m final-state partons which end up in a
jet or from a matrix element with m− n partons and n additional extra parton emis-
sions from the parton shower. Thus, a double counting of events from higher-order
calculations or hard parton emissions from the shower arises. To eliminate it, the jets
after the shower have to be matched to the original partons of the matrix element. Two
methods are widely utilised: the CKKW [112] and the MLM [113] algorithms. The
former vetoes events featuring parton-shower jet emissions in the phase space of the
matrix element. The latter is used for the simulated events of this thesis. At parton
level, only events are accepted, that have partons, that are above a transverse energy
threshold EminT and are well separated ∆Ri j < ∆Rmin. After the shower evolution, the
particles of the shower are grouped to jets and matched to the partons of the matrix
element. Only those events are accepted for a exclusive sample, where all jets match
exactly one parton of the hard process. Events with additional jets from the parton-
shower emission are rejected. To generate an inclusive sample extra jet emissions are
allowed for the highest parton multiplicity of the hard process sample.
Hadronisation and Decay
The quarks, which remain after the showering process, do not exist as free particles,
since they carry a colour charge. Therefore, they have to be grouped to colour neutral
hadrons. This is done in the hadronisation step. The energy scale of the hadronisation
is in the non-perturbative regime. Thus, phenomenological models, which are tuned
to observed data, have to be applied. During the hadronisation process, short-lived
resonances may be formed. Those have to be decayed to long-lived, stable particles.
The lifetimes of hadrons and decay probabilities to other hadrons are well known from
experimental measurements.
Underlying Event and Pile-up
The hadron remnants of the two colliding hadrons are colour-connected to the out-
going quarks and gluons of the hard process. This colour connection results in addi-
tional particles that are associated to the hard process, the underlying event. Addition-
ally, pile-up events have to be taken into account by the simulation. These are supple-
mentary inelastic hadron-hadron collisions featuring a smaller momentum transfer as
the hard process in the same bunch crossing. At the nominal LHC beam conditions up
to 25 pile-up events are expected on average per bunch crossing. For the MC produc-
tion used in this thesis on average 8 pile-up events are added.
Detector Simulation
Besides a well-founded theoretical knowledge of the physical processes taking place
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Figure 4.1: A hadron collision event divided to the different steps of the simulation. Two partons,
which are described according to the hadron PDF collide in the hard subprocess. The
final-state partons undergo a parton shower, where QCD radiation is added to the event.
The partons are evolved to observable hadronic jets. Since partons are no free objects,
they are grouped together to hadrons in the hadronisation step, followed by the decay to
stable hadrons. Additional to the particles emerging from the hard interaction, pile-up
events are added, that originate from additional hadron-hadron collisions at the same
bunch crossing. [110].
in a collision event one needs a precise picture of the detector response to the final-
state particles. Therefore, the interaction between the particles and the experimental
apparatus has to be modelled, taking into account all information on the detector
geometry. The final-state particles of the physics process simulation are passed to the
detector simulation performed using the GEANT4 [114] package. A summary of the
ATLAS simulation infrastructure is provided by Ref. [115].
4.1.2 ME Generators
As described in the previous section, the first step of an MC simulation is the generation
of the hard process. Software for the simulation is available at leading-order and
next-to-leading order accuracy. The final-state particles generated by matrix element
generators are bare quarks, which have to be processed further by showering programs.
A general overview on the MC simulation used for top-quark analysis is given in Ref.
[116]. In the following section, the MC programs used to simulate the hard scattering
are briefly introduced.
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ALPGEN
The simulating of 2→ m multi-parton final states is provided by the ALPGEN [117] soft-
ware. In particular it is specialised in the production of additional jets accompanying
the physics process due to QCD radiation. A collection of matrix elements is imple-
mented at leading order for the QCD and QED processes. The parton shower has to
be simulated with an external showering software. The fixed order QCD calculation
gives a better description of the additional jets than a parton shower simulation only.
To avoid double counting between events with jets from the parton shower and the
matrix element, the MLM algorithm is used.
MC@NLO
Events simulated with NLO accuracy are provided by the MC@NLO [118] package.
The hard process is treated with a full NLO calculation in αs. This treatment improves
the modelling of an additional hard jet emission, which is included in the matrix ele-
ment, whereas the soft and collinear emissions are simulated by the parton shower. A
matching between the jet emission from the matrix element and parton shower is neces-
sary. By the time, the implementation of MC@NLO provides a matching to the parton
shower and hadronisation of the HERWIG [119, 120] package. To remove the phase
space overlap which occurs between the parton-shower emission and hard emission
modelled by the NLO matrix element, the parton-shower approximation is subtracted
from the NLO calculation. This procedure provides a smooth transition between the
hard emission and the parton shower, but introduces negative event weights.
POWHEG
A matrix-element library collection is included in the POWHEG [121, 122] package
at NLO accuracy. The main feature of this generator is that the interfacing between
the parton shower and NLO calculations is done such, that no negative event weights
occur. This is achieved by simulating the hardest emission of QCD radiation first using
the exact NLO calculation. The usage of any showering program is possible, that uses
a pT-ordered parton shower algorithm.
ACERMC
The ACERMC [123] program provides a collection of selected matrix elements for SM
processes as they are typical at the LHC in proton-proton collisions. The matrix ele-
ments are generated by the MADGRAPH [124] package in leading order. One feature
of the software is that it reaches an efficient event generation due to a phase-space op-
timisation for LHC conditions. The event simulation can be interfaced to all available
showering generators.
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4.1.3 PS Generators
Mainly, matrix element MC generators are used to simulate the high energetic part
of a physics event. To obtain a realistic event, the QCD showering and hadronisation
has to be applied to the partons of the hard process. Specialised tools are available
for this task. The application of the QCD shower adds higher-order corrections to the
simulated event. Further parts of the simulation such as the hadronisation and decay
of hadrons as well as the event structure from the proton remnant are simulated by
these programs. The PS generators are also used to generate soft inelastic events that
are used to model pile-up events. Those tasks are in a non-perturbative energy regime.
Hence, phenomenological models have to be applied, which have to be tuned to the
observed data.
PYTHIA
A complete simulation of an event is possible with PYTHIA [125]. It is capable to sim-
ulate the ME at the lowest order of the perturbation theory including the subsequent
steps of the simulation. But also events produced with other matrix element generators
can be processed. PYTHIA can model initial-state and final-state parton showers, multi-
ple parton interactions, treatment of the beam remnants, the hadronisation and parti-
cle decays. The parton-shower algorithm relies on a pT-ordered shower evolution. The
hadronisation process is simulated using the Lund string fragmentation model [126].
It assumes a linear confinement between two colour charged partons. A colour flux
tube is stretched between two partons with an energy potential that linearly increases
with the parton distance. As soon as a new qq¯ pair can be produced from the stored
potential energy, the strings break apart. Therefore, a new colour neutral object is
produced.
HERWIG
A library with matrix elements at leading-order perturbation theory is available with
the HERWIG [119, 120] package. The matrix elements are already matched to the
QCD parton shower. HERWIG can also be used to process events generated by ME
generators for the further steps of the simulation. Initial-state and final-state QCD
radiation is modelled using an angular ordered scheme, where the energy a parton can
radiate, depends on its space-like virtuallity. The parton shower includes an algorithm
to achieve a pre-confinement of the partons. To combine the partons into hadrons, the
cluster model is used. In the hadronisation step, colourless clusters are formed from
nearby partons. Semi-stable clusters are the observable hadrons. Unstable clusters
are further processed, until they can be turned into a stable hadron. All hadrons are
decayed according to their lifetime. To simulate multiple parton interactions, HERWIG
makes use of JIMMY [127].
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4.2 Signal Modelling
A simulation of the t-channel signal process which only includes the LO Feynman di-
agrams does not provide a proper modelling of the final-state particles. The qb → t b
(Fig. 4.2 (a)) process starts with a b quark, which is modelled by the PDF. Originally
the b quark stems from a virtual gluon splitting inside the proton g → bb¯. Since
the strong interaction obeys flavour conservation, an additional b quark needs to be
present in the process. Thus, the second b quark is modelled by the DGLAP backward
parton-shower evolution. A feature of this procedure is that the soft pT spectrum is
modelled well, whereas the hard pT spectrum of the second b quark is mismodelled.
To overcome this problem it is crucial to include at least tree level NLO corrections
for the t-channel process for a proper signal modelling. Therefore, the 2 → 3 matrix
element diagrams have to be taken into account. Those include the gluon splitting in
the matrix element by comprising the processes g + q→ q′+ t + b¯. The contributions
of both subprocesses have to be combined in a way that there is no phase space over-
lap between them. To simulate the t-channel process, ACERMC + PYTHIA is used. The
ACOT [128] matching mechanism is implemented in ACERMC for a proper combina-
tion of the 2→ 2 and 2→ 3 processes. This matching scheme removes the overlap of
the LO+PS and NLO events by introducing a subtraction term leading to events having
a negative event weight. Figure 4.3 shows the pT and η distributions for the final-state
partons of the process: the top quark, the light quark, and the second b quark. The
pT distribution of the top quark peaks at 50 GeV (a), its η distribution (b) shows peaks
at |η| ∼ 2. The pT distribution of the light-quark jet peaks at 50 GeV (c) and shows
distinct peaks in the forward direction at |η| ∼ 3 (d). Compared to the light-quark
jet, the second b jet features low pT (e) and is produced centrally (f). To evaluate the
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Figure 4.2: Feynman diagrams of the t-channel signal production at tree level. The LO 2→ 2
process starts with a b quark from the PDF. The NLO tree level 2→ 3 process starts
with a g → bb¯ in the matrix element.
consistency of the simulated event model, a comparison with a fully differential NLO
calculation using MCFM [129] is carried out. The recent version of MCFM employs
the four-flavour scheme for the NLO calculation of the signal process. Previous NLO
calculations worked with the five-flavour scheme. Here, the 2 → 2 Born diagram is
calculated at NLO accuracy by assuming a massless b quark. In this approach, possibly
large logarithms of the form log Q
2
m2b
due to collinear g → bb¯ splittings in the initial state
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are absorbed by re-summing them in the b quark PDF. Since the second b quark is mod-
elled by the evolution of the PDF, its kinematic properties are not at NLO accuracy in
this scheme. Recent calculations [40] apply the four-flavour scheme to achieve an NLO
accuracy for the properties of the second b quark. This is done by an NLO calculation
of the 2→ 3 process by keeping the b-quark mass finite. Both schemes are in general
agreement.
Comparing the NLO calculation and the distributions generated by ACERMC, an overall
good agreement is seen. A simulation with NLO accuracy for the 2 → 2 process is
available by MC@NLO together with HERWIG. The comparison of the pT and η spectra
of the second b quark shows a significant mismodelling of the MC@NLO + HERWIG
simulation. Too many of the second b quarks are at high |η| and low pT. The reason
is a problem in the HERWIG interface to handle the initial-state b quark from the PDF
properly when applying the backward evolution of the parton shower. This problem
is solved in more recent versions of HERWIG++ which are not available for this study.
Due to the wrong b quark kinematics this MC model is not usable for this analysis.
Additional kinematic studies and comparisons of MC generators with theoretical calcu-
lations can be found in Ref. [107].
54
4.2. Signal Modelling
(a)
 (top-quark)η
-5 0 5
Ev
en
t F
ra
ct
io
n
0
0.05
0.1
 = 7 TeVs                                                        
n
o
rm
a
liz
ed
 to
 u
ni
t a
re
a
(b)
 (light-quark) [GeV/c]
T
p
0 50 100 150 200
Ev
en
t F
ra
ct
io
n
0
0.05
0.1
0.15
 = 7 TeVs                                                        
n
o
rm
a
liz
ed
 to
 u
ni
t a
re
a
(c) (d)
 (second b-quark) [GeV/c]
T
p
0 50 100 150 200
Ev
en
t F
ra
ct
io
n
0
0.2
0.4
0.6
 = 7 TeVs                                                        
n
o
rm
a
liz
ed
 to
 u
ni
t a
re
a
(e) (f)
Figure 4.3: Comparison of the pT and η distributions of the final-state quarks: the top quark,
light quark and second b quark. MC models by ACERMC+PYTHIA, MC@NLO+HERWIG
and MCFM using the four-flavour scheme are compared. ACERMC+PYTHIA and MCFM
are in good agreement, whereas MC@NLO+HERWIG shows a severe mismodelling of the
second b quark, (e) and (f), due to a problem in the HERWIG interface, handling the
second b quark.
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4.3 Background Event Modelling
Since is not possible to select signal events only, there is always a significant contribu-
tion of events having the same final state as the signal process, but originating from a
different physical process. Those events have to be considered as background events
in the analysis. A profound understanding is important to establish a reliable measure-
ment of the rare signal process. The main background contributions in this analysis
are all events that include a real W -boson decay. For example t t production events
or W+jets events. The background processes are modelled using MC simulated event
models as well as data-driven methods. In this section, the different processes consid-
ered as background to the signal are described.
4.3.1 Monte Carlo Simulated Background Event Modelling
The classes of MC simulated background events are described in the following. This
includes the production of t t events, single top-quark s-channel production, single
top-quark associated production, the production of W+jets events, Z+jets events, and
diboson events.
Top-Quark Background
One important origin of background events is the production of top quarks. The dom-
inant source is the production of t t events. It is simulated using MC@NLO + HERWIG.
The main contribution stems from the semi-leptonic decay channel (Fig. 4.4 (a)). Ad-
ditionally, the simulated event sample also includes the di-leptonic decay channel. The
t t final state mimics the signal event signature if not all decay products are observed
due to detector acceptance, reconstruction, and selection efficiencies. An additional
background stems from the other single top-quark production modes, the associated-
production (Fig. 4.4 (b)) and s-channel (Fig. 4.4(c)) mode. Both processes are sim-
ulated with ACERMC + PYTHIA. Due to their smaller production cross-section, the
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Figure 4.4: Example Feynman diagrams of background events from top-quark production. The
dominant source is the t t production in the semi-leptonic decay channel (a). An addi-
tional contribution stems from the single top-quark production in the associated produc-
tion (b) and s-channel production (c) mode, but with smaller rates.
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contribution to the background rates is much smaller that the one of t tevents. In the
analysis, background events stemming from real top-quark production are grouped
together and denoted as ’top’-background.
W+jets
One crucial background to the signal process arises from the production of a real W
boson in the leptonic (e, µ, τ) decay mode, accompanied by additional hadronic jets.
Samples with different parton multiplicities on the matrix-element level are simulated
with ALPGEN + HERWIG. Exclusive samples with 0 to 4 partons and one inclusive sample
with 5 and more partons are generated. The overlap between partons originating
from the matrix element and the parton shower is handled by the MLM matching
mechanism. The simulation of the ME only takes into account the production of an
extra jet due to a gluon or a light quark. In this context, a light quark is a u, d, s, or c
quark, which is considered to be massless. An example Feynman diagram is depicted in
Fig. 4.5 (a). Here, b quarks are only produced in the parton shower. Hence, additional
samples with massive heavy-flavour quarks (b, c) are simulated. Those include the
matrix elements of W + cc¯/bb¯+jets, as depicted in Fig. 4.5 (b) and the production of a
W boson together with a single c-quark, as depicted in Fig. 4.5 (c). The MC simulation
does not include a mechanism to perform a matching of heavy quarks from the ME and
PS. Therefore, events of different samples can have the same final-state configuration.
To avoid a double counting of events a matching of the MC samples based on the
origin of the heavy-flavour quarks is necessary. The used matching procedure exploits
the fact, that the ME provides a better description of well separated high-pT quarks
than the PS, which models the collinear case well. Thus, the matching criterion is the
angular distance ∆R between two heavy partons in the MC event. In the light quark
samples, only those events are accepted that have a ∆R < R0, to select events with
collinear c and b quark pairs. The parameter R0 = 0.4 is chosen to be of the same
size as the cone-size parameter of the jet algorithm. Events from the samples that
produce massive c and b quarks in the matrix elements are kept if the quarks are well
separated. Thus a ∆R > R0 is required. This procedure is called heavy-flavour overlap
removal (HFOR) [116]. Additional to the LO cross-section calculated by ALPGEN a k-
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Figure 4.5: Production of a real W boson in association with jets. Different sets of samples are
simulated, those including only light quarks (u,d,s) in the ME (a), and samples including
heavy quarks (b, c) in the matrix element (b) and (c). Only the leptonic decay (e, µ,
τ) of the W boson is considered.
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factor is taken into account to correct the cross-section to a NLO calculation performed
with FEWZ [130]. For all samples 1.2 is used, except the sample simulating the W c
production, which has a NLO scale factor of 1.52. Here, the scale factor is derived
using MCFM [116]. In the analysis, the production of a W boson together with light-
quark jets is denoted as ’W+light jets’ sample. No events containing heavy-flavour jets
from the matrix element or the parton shower are regarded in this event class. Even
though, the sample does not include heavy-flavour quarks, a significant amount of
events remains due to the large cross-section and b-tagging inefficiencies. All other
events featuring heavy quarks from the ME or PS, are referred to as ’W+heavy flavour’.
This is the dominant event class after the application of b-tagging.
Z+jets and Diboson
A small contribution to the background events arises from the production of Z+jets
(Fig. 4.6 (a)) and diboson production, which includes the production of a WW , W Z
and Z Z , depicted in Fig. 4.6 (b) to (d). To simulate the Z+jets processes ALPGEN
+ HERWIG is used. An inclusive Z+jets sample is generated from sub-samples with
0 to 5 partons in the final state. The MLM matching is applied to remove double
counted events between the sub-samples. Heavy quarks are produced in the parton
shower, because the matrix elements only include light quarks. A scale factor of 1.25
derived using FEWZ is taken into account to correct the LO cross-section to the NLO
level. The diboson processes are simulated with HERWIG. Their cross-sections are
corrected by NLO scale factors derived from a comparison with MCFM and MC@NLO.
To mimic the event signature, the production of a heavy-flavour jet is involved. In
case of the Z+jets and Z Z production, one of the leptons from the Z-decay needs to
be lost or misidentified as a jet due to detector acceptance and reconstruction effects.
Both classes of processes are considered together as source of background events and
denoted as ’Z+jets, diboson’ background.
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Figure 4.6: Feynman diagrams of the diboson production Z+jets (a), WW (b), W Z(c), and
Z Z production.
Summary of the MC Simulated Processes
A summary of the MC samples produced for the different physics processes is given in
Tab. 4.1. The cross-section and NLO scale factor if available and the size of the event
58
4.3. Background Event Modelling
process σ[pb] k-factor Generator Events
W t (all decays) 15.74 1.0 ACERMC + PYTHIA 300,000
t-channel (W → eνe) 6.94 1.0 ACERMC + PYTHIA 200,000
t-channel (W → µνµ) 6.83 1.0 ACERMC + PYTHIA 200,000
t-channel (W → τντ) 7.26 1.0 ACERMC + PYTHIA 200,000
s-channel (W → eνe) 0.498 1.0 ACERMC + PYTHIA 200,000
s-channel (W → µνµ) 0.489 1.0 ACERMC + PYTHIA 200,000
s-channel (W → τντ) 0.521 1.0 ACERMC + PYTHIA 200,000
t t¯ (no fully hadronic) 80.1 1.12 MC@NLO + HERWIG 12,500,000
Z → `` + 0 parton 668 1.25 ALPGEN+HERWIG 6,620,000
Z → `` + 1 partons 134 1.25 ALPGEN+HERWIG 1,335,000
Z → `` + 2 partons 41 1.25 ALPGEN+HERWIG 405,000
Z → `` + 3 partons 11 1.25 ALPGEN+HERWIG 110,000
Z → `` + 4 partons 2.9 1.25 ALPGEN+HERWIG 30,000
Z → `` + 5 partons 0.8 1.25 ALPGEN+HERWIG 10,000
W → `ν + 0 parton 6,920 1.2 ALPGEN+HERWIG 3,460,000
W → `ν + 1 partons 1,300 1.2 ALPGEN+HERWIG 642,000
W → `ν + 2 partons 380 1.2 ALPGEN+HERWIG 3,770,000
W → `ν + 3 partons 100 1.2 ALPGEN+HERWIG 1,010,000
W → `ν + 4 partons 26 1.2 ALPGEN+HERWIG 250,000
W → `ν + 5 partons 7 1.2 ALPGEN+HERWIG 70,000
W → `ν + bb¯ + 0 parton 47 1.2 ALPGEN+HERWIG 475,000
W → `ν + bb¯ + 1 partons 36 1.2 ALPGEN+HERWIG 360,000
W → `ν + bb¯ + 2 partons 17 1.2 ALPGEN+HERWIG 175,000
W → `ν + bb¯ + 3 partons 7 1.2 ALPGEN+HERWIG 70,000
W → `ν + cc¯ + 0 parton 128 1.2 ALPGEN+HERWIG 1,275,000
W → `ν + cc¯ + 1 partons 105 1.2 ALPGEN+HERWIG 1,050,000
W → `ν + cc¯ + 2 partons 52 1.2 ALPGEN+HERWIG 525,000
W → `ν + cc¯ + 3 partons 17 1.2 ALPGEN+HERWIG 170,000
W → `ν + c + 0 parton 644 1.52 ALPGEN+HERWIG 6,500,000
W → `ν + c + 1 partons 205 1.52 ALPGEN+HERWIG 2,070,000
W → `ν + c + 2 partons 51 1.52 ALPGEN+HERWIG 520,900
W → `ν + c + 3 partons 11 1.52 ALPGEN+HERWIG 115,000
W → `ν + c + 4 partons 3 1.52 ALPGEN+HERWIG 30,000
WW 11.5 1.48 HERWIG 250,000
W Z 3.46 1.60 HERWIG 250,000
Z Z 0.97 1.30 HERWIG 250,000
Table 4.1: MC samples used for the analysis. The cross-section column includes the branching
ratios. The cross-sections of the top-quark processes are the NLO theory predictions.
NLO correction k-factors have to be applied on top of the cross-section of the other
background processes.
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samples are documented. For the processes involving the production of a top quark, ad-
ditional MC samples are available for systematic studies. They are presented in Tab. 4.2.
The additional samples are produced using alternative MC generators and PS models.
Additional t t samples are produced using POWHEG+HERWIG and POWHEG+PYTHIA. To
study the effect of the parton shower modelling on the single top-quark production
processes, samples using ACERMC+HERWIG are generated. The parton shower param-
eters are varied to investigate the effect of increased or reduced QCD radiation from
initial-state and final-state particles.
process σ[pb] k-factor Generator Events
W t (all decays) 15.74 1.0 ACERMC + HERWIG 300,000
t-channel (W → eνe) 6.94 1.0 ACERMC + HERWIG 200,000
t-channel (W → µνµ) 6.83 1.0 ACERMC + HERWIG 200,000
t-channel (W → τντ) 7.26 1.0 ACERMC + HERWIG 200,000
s-channel (W → eνe) 0.498 1.0 ACERMC + HERWIG 200,000
s-channel (W → µνµ) 0.489 1.0 ACERMC + HERWIG 200,000
s-channel (W → τντ) 0.521 1.0 ACERMC + HERWIG 200,000
t t¯ no fully hadronic 80.1 1.12 POWHEG+HERWIG 3,000,000
t t¯ no fully hadronic 80.1 1.12 POWHEG+PYTHIA 3,000,000
initial-state and final-state variation samples
t t¯ (no fully hadronic) 80.1 1.12 ACERMC+PYTHIA 1,000,000
W t (all decays) 15.74 1.0 ACERMC+PYTHIA 200,000
t-channel (W → eνe) 6.94 1.0 ACERMC+PYTHIA 200,000
t-channel (W → µνµ) 6.83 1.0 ACERMC+PYTHIA 200,000
t-channel (W → τντ) 7.26 1.0 ACERMC+PYTHIA 200,000
s-channel (W → eνe) 0.498 1.0 ACERMC+PYTHIA 200,000
s-channel (W → µνµ) 0.489 1.0 ACERMC+PYTHIA 200,000
s-channel (W → τντ) 0.521 1.0 ACERMC+PYTHIA 200,000
Table 4.2: MC samples used for studies of systematic uncertainties. The cross-section column
includes the branching ratios. The cross-section of the top-quark processes are the NLO
theory predictions.
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4.3.2 Data Driven QCD model
Another source of background events arises from QCD multijet events that are misiden-
tified as lepton+jets events. Signal leptons stem from a prompt W -boson decay taking
place in the hard process of the collision. Whereas non-prompt leptons are produced
in leptonic decays of a b or c hadron within a hadronic jet. Those may be selected as
isolated electron or muon if they are well separated from the hadronic jet. Thus, they
can be misinterpreted as a lepton originating from the hard process. An example of
such a multijet event is direct bb¯ production, depicted in Fig. 4.7 (a). Those events
are the main source of muon-fake events. Another possibility of faking a lepton is the
misidentification of a hadronic jet as electron. The event signature of such multijet
events is shown in Fig. 4.7 (b). An additional source of non-prompt electrons are elec-
trons from photon conversions. These event classes have a similar signature as the
signal events if a simultaneous mismeasurement of EmissT takes place.
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Figure 4.7: Feynman diagrams of QCD multijet events. The semileptonic b decay of bb¯ events
can lead to fake-lepton events. The production of pure multijet events (b) contributes
due to jets being misidentified as electron.
Since the origin of a fake lepton is the misidentification of a jet as lepton or a non-
prompt lepton originating from a jet, it has to be understood on the basis of the detector
simulation and object reconstruction. Also, a mismeasurement of the EmissT depends
on the performance of the calorimeter system during the data taking period and is
challenging to model correctly. These instrumental effects are difficult to include in
the detector simulation. Thus, it is difficult to model fake-lepton events using MC
simulated QCD multijet events. The probability of misidentifying a jet as a lepton is of
the order of 10−4. Despite the small fake rate, the large cross-section of QCD multijet
events which is ∼ 1 mb [131] leads to a significant amount of fake-lepton events. The
adequate solution to address those difficulties is a data-driven model which selects
events from collision data with the typical kinematic properties of QCD multijet events.
In the context of this analysis the ‘jet-electron‘ model was developed. The ansatz is to
select pure QCD multijet events, satisfying the signal selection criteria, but instead of
a signal lepton, one of the jets in the event that fulfils certain criteria is used to model
the lepton. Using a jet instead of a lepton is motivated by the fact, that misidentified
jets are the source of fake-electrons. The jet-electron model is also used as a model for
events having a fake muon. This is justified, since QCD multijet events faking a muon
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due to a heavy-flavour decay within a jet and QCD multijet events where one jet is
misidentified as an electron have the same event kinematics.
The events of the model are selected from a jet-triggered data sample. The jet which
is used to model the lepton, the jet-electron, has to pass the kinematic acceptance
cuts of the signal leptons in pT and η. The energy of the jet-electron is calibrated at
the em-scale to match the electron energy-scale. This requires a recalculation of the
EmissT , including the jet at the em-scale with a calibration factor of 0.90 · emjes. Hereby,
emjes denotes the original JES calibration factor of the jet. The constant calibration
factor of 0.9 is necessary since a jet is used as an electron, which has a different cal-
ibration scheme in the EmissT calculation. It is empirically derived by comparing the
low mass range of the mT(W ) distribution of observed data events which is dominated
by selected fake-lepton events to the distribution predicted by the jet-electron model.
Additional requirements on the jet are a high electromagnetic energy fraction fEM be-
tween 0.8 and 0.95 and having at least 4 tracks to avoid selecting real electrons from
photon conversions. An additional veto against signal leptons prevents selecting real
lepton events. In Tab. 4.3 the selection criteria to define the jet-electron sample are
summarised. Figure 4.8 shows a comparison of the EmissT distribution (a) and trans-
verse W -boson mass (b), the difference of the azimuth angle between the lepton and
the EmissT (c) and the pT of the lepton (d) for simulated events with real W bosons
and the jet-electron model. Typically, fake-lepton events have a small EmissT and mT(W )
because the origin of the EmissT is instrumental. Additionally, the pT of the jet-electron
is softer than the pT of a lepton originating from a W -boson decay. Another property
is, that the jet-electron is parallel to the ~EmissT in the transverse plane, whereas both
are back-to-back for events with a real W -boson decay. In the analysis the fake-lepton
events are denoted as ’multijets’ background.
Variable Cut
Trigger
EF_j20_a4_EFFS, EF_J20_a4tc_EFFS,
EF_j15_a4tc_EFFS, EF_j10_a4tc_EFFS,
EF_fj20_a4tc_EFFS, EF_fj15_a4tc_EFFS,
EF_fj10_a4tc_EFFS
Transverse Energy of the Jet ET > 25 GeV
η of the Jet (electron) |η|< 2.47, no CRACK region
η of the Jet (muon) |η|< 2.5
EM Fraction 0.8< fEM < 0.95
Number of Tracks within the Jet ntracks > 3
Table 4.3: The jet-electron model is selected from a generic jet-trigged sample. Additional
requirements are applied to the jet which is used to model the lepton. This jet has to
fulfil the lepton (e or µ) kinematic acceptance cuts at the em-scale.
62
4.3. Background Event Modelling
 [GeV]missTE
0 50 100
Ev
en
t F
ra
ct
io
n
0
0.05
0.1
0.15
0.2
W+light jets
Multijets
2 jets 
 = 7 TeVs                                                           
n
o
rm
a
liz
ed
 to
 u
ni
t a
re
a
(a)
]2(W) [GeV/cTm
0 50 100 150
Ev
en
t F
ra
ct
io
n
0
0.05
0.1
0.15 2 jets 
 = 7 TeVs                                                           
n
o
rm
a
liz
ed
 to
 u
ni
t a
re
a
(b)
)missTE (l, φ ∆
-2 0 2
Ev
en
t F
ra
ct
io
n
0
0.05
0.1
2 jets 
 = 7 TeVs                                                           
n
o
rm
a
liz
ed
 to
 u
ni
t a
re
a
(b)
(l) [GeV/c]
T
p
0 50 100 150
Ev
en
t F
ra
ct
io
n
0
0.1
0.2
0.3
0.4
2 jets 
 = 7 TeVs                                                           
n
o
rm
a
liz
ed
 to
 u
ni
t a
re
a
(b)
Figure 4.8: Characteristic distributions that distinguish fake-lepton events modelled by the jet-
electron model from real W events, the EmissT (a), mT (W ) (b), ∆φ(`, EmissT ) (c) and the
pT (`) (d). Typically, fake lepton events have a small EmissT , mT (W ) and pT (`). The
φ-direction of the EmissT and lepton is back-to-back for real lepton events and parallel
for fake-lepton events.
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Chapter 5
Event Selection and Event Yield
In this chapter, the event selection criteria of the signal region and control datasets
are defined. The number of expected events after the selection cuts for the MC simu-
lated background models and data-driven background model is estimated differently. A
binned maximum-likelihood fit is employed to derive the amount of fake-lepton events
in the signal region, whereas the event yields of the different processes are calculated
from the theoretically predicted cross-sections and the selection efficiencies obtained
from simulated events; Hereby, correction factors have to be taken into account for
different reconstruction and identification efficiencies in observed events and the sim-
ulation. The event yield is presented for an integrated luminosity of 1.04 fb−1 for the 2
and 3 jet signal and control region.
5.1 Lepton + Jets Event Selection
Candidate events of the t-channel signal process from simulated events and observed
data are selected in the lepton+jets dataset. The signal event signature is characterised
by the leptonic decay mode eν or µν of the W boson stemming from the top quark.
Thus, events with one isolated high-pT electron or muon and large E
miss
T due to the
neutrino are selected. Also events with a W → τν decay contribute to the selected
events, if the τ decays to an isolated electron or muon. Two or three jets are expected
to be present in the signal events. Exactly one of them has to be identified as a jet
originating from a b quark. One important characteristic of the signal process is the
light-quark jet in the forward direction. Thus, the full pseudorapidity coverage of the
hadronic calorimeter up to |η| = 4.5 is used to select jets. By contrast to standard t t
analyses which only use the central region of the calorimeter in a pseudorapidity range
up to 2.5. Additional cuts on the event topology are applied to reduce the background
from fake leptons. In the following the selection cuts applied to the reconstructed
physics objects are described in detail. Table 5.1 presents an overview on the kinematic
event cuts.
Electrons
In the electron channel one isolated high-pT electron is required to be present in the
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Cut Value
Electron
Trigger EF_e20_medium
Transverse Momentum pT > 25 GeV
Fiducial Region |ηcl|< 2.47, 1.37< |ηcl|< 1.52 excluded
Quality and Isolation tight, ptcone30/pT < 0.10, etcone30/pT < 0.15
Muon
Trigger EF_mu18
Transverse Momentum 25 GeV < pT < 150 GeV
Fiducial Region |ηcl|< 2.5
Jet Overlap ∆R(jet,µ)> 0.4
Quality and Isolation tight, ptcone30/pT < 0.10, etcone30/pT < 0.15
Jet
Transverse Momentum pT > 25 GeV
Fiducial Region |η|< 4.5
Electron Overlap ∆R(jet, e)> 0.2
Quality no bad jet with pT > 10 GeV
Event Level
Anti-QCD mT(W )> 60− EmissT
EmissT E
miss
T > 25 GeV
Primary Vertex more than one with at least 4 associated tracks
b-tag one jet with JetFitterCombNN discriminator > 2.4
Jets 2 or 3 jets
Charged Lepton one isolated electron or muon
Table 5.1: Cuts for selecting the physics objects in the event and the candidate events. Events
having exactly one isolated electron and muon with 2 or 3 jets with one of them b-tagged
are considered as signal events.
event. It has to pass the EF_e20_medium [132] event filter chain. An electromag-
netic cluster energy of 20 GeV is demanded for the electron trigger object. The effi-
ciency of the electron trigger εtrigger is measured using Z → ee and W → eν events.
At the plateau of the trigger turn-on-curve above 25 GeV an efficiency of ' 98% is
achieved. Therefore, for a constant trigger efficiency, a reconstructed electron needs
a transverse momentum larger than 25 GeV. The trigger efficiency of simulated events
and observed data agrees with unity [133]. The fiducial region of a selected electron
is defined by the position of the calorimeter cluster (cl) associated to the electron. A
pseudorapidity range of |ηcl| < 2.47 is required. The transition region of the elec-
tromagnetic calorimeter of 1.37 < |ηcl| < 1.52 is excluded from the fiducial region.
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Due to a dead region in the LAr calorimeter, electrons in the rectangular region of
(−0.74< φ < 0.64)× (0< η < 1.4) are not measured in observed data. This problem
exists for 85% of the observed dataset studied in this analysis. Roughly 10% of the
observed events are rejected by removing events, where the reconstruction is affected.
In simulated events, electrons in this detector region are not reconstructed as an elec-
tron. For a clean electron identification the track and cluster properties need to fulfil
the tight identification requirements, which have a selection efficiency of ∼ 75% [134].
Additionally, an isolation of the electron is demanded to reduce the background from
fake-electrons. Thus, an extra energy in the calorimeter (etcone) and additional track
momenta (ptcone) not associated to the electron in a cone of ∆R around the electron
track are determined. A relative isolation criterion is applied to the etcone30 and pt-
cone30 variables. An additional cluster energy of 15% and track momentum of 10%
of the electron pT is allowed in a cone of ∆R< 0.3 around the electron. It was studied
that the relative isolation reduces the background from misidentified electrons by a
factor of 2 to 3 in comparison to an absolute cluster-isolation criterion smaller than
3.5 GeV. Correction factors are measured for the differences of the trigger and electron
identification between data and simulated events as described in Ref. [135]. The
energy scale of observed electrons is corrected according to studies based on results of
the Z → ee analysis [136].
Muons
In the muon channel of the analysis, events having one isolated high-pT muon are se-
lected. This has to pass the EF_mu18 event filter chain, which demands a muon-trigger
object with a pT larger than 18 GeV. A trigger efficiency of roughly 80% is observed. The
identification of reconstructed combined muons is based on the tight track quality re-
quirements described by Ref. [137]. Muons with a geometric coverage of |η| < 2.5
in the transverse momentum range between 25 GeV and 150 GeV are selected. The pT
range is restricted by the measurements of the reconstruction efficiency due to statis-
tical limitations. The loss of observed events and expected signal events due to the
upper pT cut is negligible. To reduce the contamination of non-prompt muons from
heavy-flavour decays within hadronic jets, different isolation criteria are applied. A rel-
ative track (ptcone30) and calorimeter (etcone30) isolation is required within a cone
of ∆R< 0.3 around the muon direction. An extra calorimeter energy of 15% and track
momentum of 10% of the muon pT is allowed, which is not associated to the muon.
Additionally, muons overlapping with a hadronic jet within a cone of ∆R < 0.4 are
rejected. Jets with a pT above the threshold of 20 GeV are considered. The efficiencies
of the muon trigger and reconstruction are derived from Z → µµ events with the tech-
niques described in Ref. [138]. The efficiencies in simulated events and observed data
are compatible.
Jets and EmissT
Jets are reconstructed using the anti-kT algorithm with a cone-width parameter of 0.4.
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The jets are calibrated at the EM+JES energy scale. Jets with a pT larger than 25 GeV
are selected. Their fiducial region is defined by the position of the calorimeter clus-
ter associated to the jet of |ηcl | < 4.5. Events having a jet with an uncalibrated pT
above 10 GeV and bad quality criteria due to calorimeter noise bursts or non-collision
backgrounds [139] are rejected, because they would lead to a mismeasurement of the
EmissT . Since the jet reconstruction algorithm forms jets from all topological calorimeter
clusters, also electrons are reconstructed as jets. Thus, the jet closest to a selected
electron candidate is removed from the jet list, if it overlaps with the reconstructed
and isolated electron within a cone of ∆R < 0.2. Events featuring a jet fulfilling the
above quality criteria with pT > 20 GeV that is in the dead rectangular region of LAr
calorimeter (−0.74 < φ < 0.64)× (0 < η < 1.4) are rejected on simulated events and
observed data. In the pseudorapidity range of |η| < 2.5 the JetFitterCombNN algo-
rithm is used to identify jets originating from a b quark. A jet is defined as tagged jet
if the discriminator exceeds a value of 2.4.
Events having 2 or 3 jets are selected. Exactly one of them is required to be a b-tagged
in the tagged dataset. In the pretag dataset, one of the jets has to have a |ηcl| < 2.5.
To select events with neutrinos from the W -boson decay, the missing transverse energy
has to exceed 25 GeV.
Anti-QCD
Using tight quality and isolation criteria for electrons and muons reduces the amount
of events with lepton fakes significantly. For a further reduction, the kinematic prop-
erties of fake-lepton events are exploited. The EmissT of those events stems from an
instrumental mismeasurement or a semi-leptonic b hadron or c hadron decay in a
jet. Thus, they are characterised by a small EmissT and small mT(W ). Hence, a triangu-
lar cut on mT(W ) > 60 − EmissT is performed to reject this event class. In the pretag
dataset, the performance of the triangular cut can be studied since it is dominated by
the production of W+jets events. Figure 5.1 illustrates the distribution of events in the
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Figure 5.1: Simulated real W events (a), observed data events (b) and the difference between
the observed data and the MC expectation (c) for the two jet pretag selection. The
triangular and EmissT cut were omitted in the selection. White lines are used to illustrate
both cuts. The difference between the simulated and observed events shows the event
class of fake lepton events in the low EmissT and low mT(W ) region.
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two-dimensional EmissT -mT(W ) plane in the pretag dataset. The the sum of all simulated
real W -boson events is shown in Fig. 5.1 (a). The observed data events are displayed
in Fig. 5.1 (b) and the difference between the observed data and simulated events in
Fig. 5.1 (c). The triangular cut and the EmissT cut are omitted for this selection and indi-
cated by the white lines. The remaining events in the low EmissT and mT(W ) region are
suspected to be fake-lepton events and are rejected by the triangular cut. In the tagged
dataset the efficiency on the t-channel signal events is roughly 95%, on observed data
about 85%. Alternative cut scenarios (∆φ( j1, EmissT ) vs. E
miss
T , ∆φ( j2, E
miss
T ) vs. E
miss
T ,
∆φ(`, EmissT ) vs. E
miss
T , ∆φ(`, E
miss
T ) vs. p
`
T, and mT(W ) vs. p
`
T) were studied, but the
rejection of fake-lepton events was less powerful.
Signal and Control Dataset
Figure 5.2 shows the jet multiplicity distribution of the signal events after all selection
cuts: 45% and 30% of the simulated signal events are selected in the 2 jets and 3 jets
channel, respectively. Therefore, these two channels are regarded as signal channels in
the analysis. The 1-jet and 4-jet channel only have a small contribution of signal events
compared to the background processes. The data sample of the signal region, where
the b-jet identification requirement is applied, is called ‘tagged dataset‘. An additional
control sample, the ‘pretag dataset‘, without any requirements on b-jet identification is
defined. Here, one of the jets is required to be in the pseudorapidity region of |η|< 2.5,
which is the pseudorapidity range of a b-tagged jet.
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Figure 5.2: Distribution of the jet multiplicity after all selection cuts for the t-channel signal
sample.
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5.2 Data-Driven QCD Estimate
A binned maximum-likelihood fit is utilised to estimate the normalisation of the QCD-
multijet background. The kinematic shapes of multijet events are obtained from the
data-driven jet-electron model. Simulated events are used for the shapes of real W-
boson and Z-boson events. Several kinematic distributions were tested to perform the
fit. Finally, the EmissT distribution turned out to be the most sensitive one. All event
selection cuts, except the EmissT cut are applied to define the datasets on which the fits
are performed. Thus, the full range of the EmissT distribution is used, including the
sideband between 0 and 25 GeV to increase the discrimination power between lepton-
fake events which accumulate in the low energy region and real-W events. Since the
statistical uncertainty on the multijet event yield is not used in the further analysis, the
full EmissT -range can be fitted.
The performance of the method has been investigated in Ref. [140] using pseudo-data
from simulated events. In this study, the jet-electron model is also constructed from
simulated events. Good agreement of the fitted number of multijet events and the
real contamination in the pseudo-data was found. Additionally, a comparison with an
alternative model, that constructs the multijet event model by inverting the electron
identification cuts is in good agreement within the uncertainty of the fit.
The binned maximum-likelihood fit is performed separately in the electron and muon
channel. For the tagged dataset, the jet-electron model with the pretag selection is used
to avoid statistical fluctuations of the model, to ensure smooth event shapes. Both, the
shape of the tagged and pretag model are very similar and agree within their statistical
fluctuations. A shape comparison is given in Appx. A.1. The number of multijet events
in the signal region above 25 GeV is determined from the fit. Table 5.2 shows the re-
Pretag Events Tagged Events
Jet Bin QCD QCD Fraction [%] QCD QCD Fraction [%]
Electron Channel
2-Jet 14860±500 11 710±90 14
3-Jet 5980±330 15 580±60 16
Muon Channel
2-Jet 6800±420 5 440±70 8
3-Jet 1660±270 4 270±60 7
Table 5.2: Estimate of the QCD-multijet background in the electron and muon channel in the
2-jet and 3-jet dataset for pretag and tagged events. The yield and the event fraction
of the multijet events is given in the signal region with EmissT > 25GeV. The uncertainty
of the yield is the statistical uncertainty of the fit.
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sults for both lepton channels for events with 2 or 3 jets, separately.
Figure 5.3 depicts the fit results of the two jet bin for the electron and muon chan-
nel. The pretag dataset is shown in 5.3 (a) and 5.3 (c), the tagged dataset is shown
in 5.3 (b) and 5.3 (d). In the electron channel, a slight mismodelling of the EmissT
sideband region is visible. Additional kinematic control variables in the pretag dataset
are presented in Fig. 5.4 and Fig. 5.5. In general good agreement between observed
data and the fit result is found for the kinematic variables. The low-pT region of the
electron channel Fig. 5.4 (d) shows a small deviation. Appxs. A.2 to A.5 show all fit
results and pretag control plots for the electron and muon channel. In the electron
channel, a QCD fraction of 14% and 16% is found for the 2-jet and 3-jet signal region.
A smaller contamination is measured in the muon channel, accounting to 8% and 7%
for 2-jet and 3-jet events, respectively.
The effect of different pile-up conditions is evaluated by dividing the jet-electron sam-
ple into a high pile-up sample having six and more primary vertices and a low pile-up
sample having less than six vertices. Each of the sample is used to re-estimate the
event yield. A variation within ±20% with respect to the nominal jet-electron sample
is observed in the different channels. Additionally, the results are checked by perform-
ing the fits in a less sensitive variable, the transverse W-boson mass. Here, a variation
within ±50% is seen. The detailed results are shown in Appx. A.6. Conclusively, a
systematic uncertainty of 50% is assigned to the fit results.
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Figure 5.3: Fits to the EmissT -distribution in the 2 jet pretag (a) and tagged (b) dataset for the
electron channel and the 2 jet pretag (c) and tagged (d) dataset of the muon channel.
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Figure 5.4: Control plots for the fit of the jet-electron model after all cuts in the signal region
(pretag) for the electron channel in the 2-jet bin. Distribution of the EmissT (a), the
reconstructed transverse W -boson mass (b), the ∆φ between the charged lepton and
the ~EmissT (c), the pT of the charged lepton (d), the cosθ between the leading jet and
the reconstructed neutrino (e), the ∆R between the charged lepton and the leading jet
(f).
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Figure 5.5: Control plots for the fit of the jet-electron model after all cuts in the signal
region (pretag) for the muon channel in the 2-jet bin. Distribution of the EmissT (a),
the reconstructed transverse W boson mass (b), the ∆φ between the charged lepton
and the ~EmissT (c), the pT of the charged lepton (d), the cosθ between the leading jet
and the reconstructed neutrino (e), the ∆R between the charged lepton and the leading
jet (f).
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5.3 Event Yield
The number of expected events for the simulated signal and background processes is
given by the theoretical cross-section σ of each process, the event selection efficiency
εevt and the integrated luminosity Lint =
∫
Ld t. Thus, it is important that the cross-
section calculation and kinematic distributions are theoretically well understood. Some
of the backgrounds events rates are difficult to predict. Therefore, they need to be
normalised using observed data. This is done for W+jets events in the final analysis
by simultaneously fitting the signal and background rates. The theoretical prediction
serves as rough approximation of the estimate for the W+light and W+heavy flavour
events. The event yield of multijet events is also measured from observed data as
described in the previous section. Taking all together, the number of expected events
νˆ is given by:
νˆ = σtheory · εevt ·Lint (5.1)
εevt = εBR · εMC · εtrigger · εreco · εb−tagging · εpile−up. (5.2)
The total event detection efficiency εevt is the product of several efficiencies and cor-
rection factors. For events featuring a leptonic W -boson decay, the leptonic branching
ratio of the W boson εBR = 0.324 has to be taken into account. Simulated events are
used to determine the event selection efficiency εMC by taking the ratio of all selected
event weights to the sum of all weights in the simulated sample. The branching ratio
εBR takes into account that only specific decay modes are considered in the simulated
event samples. Additional correction factors have to be considered to adjust different
selection efficiencies in simulated events and observed data. Those are derived for the
trigger efficiency εtrigger, lepton reconstruction εreco and the b-tagging εb−tagging. Also,
the simulated events are reweighed according to the different pile-up conditions in
observed data and the event simulation, which is accounted for in εpile−up.
Table 5.3 and 5.4 show the event yields for an integrated luminosity of 1.04 fb−1 for
the pretag and tagged dataset with 2 or 3 jets. The uncertainties on the event yield are
due to the theoretical prediction and experimental measurements. The theoretical un-
certainty on the signal process is +4−3%. The uncertainty on the processes composing the
top background is of theoretical nature. It is −10−7 % [38] on t t, 7% on the single-top W t
channel and 4% on the single-top s-channel [5, 6]. Uncertainties on the background
normalisation of W+heavy-flavour jet of 50% and W -light jet production of 30% are
derived from an experimental measurement [141]. An uncertainty of 5% is assigned to
the diboson background [142] and one of 60% to the Z+jets background. The multijet
background has an uncertainty of 50%. In the tagged dataset, the main source of back-
ground events is the production of W+heavy flavour events and t t events. W+light jet
events, which are the vast background in the pretag dataset are rejected significantly
by the application of the b-jet identification. After all event selection cuts, 940± 20
and 620±20 t-channel signal events are expected in the 2 and 3 jet channel. This cor-
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responds to a signal-to-background ratio of 11.2% and 9.0%. The total event selection
efficiency for signal events is 4.3% and 2.8% in the 2 and 3 jets channel, respectively.
Pretag
2-Jets 3-Jets
εevt[%] νˆ εevt[%] νˆ
t-channel 2.8 1890±50 1.6 1100±30
top 1.0 3330±290 1.9 6670±580
W+light 0.6 196440±58930 0.1 44950±13480
W+heavy flavour 0.9 54510±32700 0.3 15890±9530
Z+jets, Diboson 1.7 19200±11520 0.6 6280±3770
Multijets − 21660±10830 − 7640±3820
Total Exp. 297020±92990 82520±23640
S/B 0.6 1.4
DATA 272286 73751
Table 5.3: Event yield for the pretag dataset of 1.04 fb−1 with 2 and 3 jets. The QCD multijet
event estimation is from the fitting method. All the other expectations are derived using
theoretical cross-sections. The uncertainties are due to the uncertainty on the predicted
cross-section.
b-Tagged Dataset
2-Jets 3-Jets
εevt[%] νˆ εevt[%] νˆ
t-channel 1.4 940±20 0.9 620±20
top 0.3 1160±100 1.0 3380±300
W+light 0.003 1010±300 0.001 390±120
W+heavy flavour 0.06 4800±2400 0.03 2080±1040
Z+jets, Diboson 0.03 330±200 0.02 180±110
Multijets − 1150±570 − 850±420
Total Exp. 9390±2770 7490±1280
S/B 11.2 9.0
DATA 10613 7507
Table 5.4: Event yield for the tagged dataset of 1.04 fb−1 with 2 and 3 jets. The QCD multijet
event estimation is from the fitting method. All the other expectations are derived using
theoretical cross-sections. The uncertainties are due to the uncertainty on the predicted
cross-section.
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Chapter 6
Candidate Event Classification
After the event selection, a signal-to-background ratio of 11.2% and 9.0% in the 2-
jet and 3-jet channel is expected for the tagged dataset. The strategy used in this
analysis to isolate signal events from background events is to combine several topolog-
ical variables with an artificial neural network (NN) to one distribution having more
discrimination power than the individual variables. An NN exploits not only the indi-
vidual separation power of a single variables but also the correlations amongst them.
In this analysis, the NEUROBAYES [143, 144] package is used to train a classifier that
discriminates t-channel single top-quark signal events from all background processes.
Simulated events are used to create template distributions which are fitted to the clas-
sifier output of observed data. One advantage is, that the background normalisation
and signal extraction can be done in a combined binned maximum-likelihood fit to the
observed output distribution of the NN. In a classical approach of isolating a signal
enriched sample space by applying additional cuts the background normalisation has
to be derived from additional measurements in control regions. In this chapter the
general functionality of an NN and the specialities of NEUROBAYES are explained. Addi-
tionally, the selection of discriminating variables and the validation of the NN classifier
is presented.
6.1 Neural Networks
The NEUROBAYES package combines a three-layer feed forward NN with a complex and
robust preprocessing of the input variables. In general, a neural network consists of
neurons arranged in different layers, where each neuron of one layer is connected to
all neurons of the previous layer. Finally, the output calculated by each neuron in the
previous layer is merged together by one output neuron. It provides a continuous dis-
tribution that separates signal and background events. After a successful training, the
network can be used to classify the observed events. In this section, the preprocessing
of the input variables and the technique of neural networks is explained.
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6.1.1 Preprocessing of the Input Variables
Before the input variables x i are processed by the NN, each single variable undergoes
a complex preprocessing. It includes variable transformations and a linear decorrela-
tion from the other input variables. The individual preprocessing of an input variable
starts with flattening the distribution to be uniformly distributed for the sum of signal
and background events. A uniform distribution is achieved by applying a monotonous
non-linear transformation. Technically, this is done using the cumulative probability
distribution of x i, to create a histogram having the same number of events in each
bin. Hence, a variable bin width is obtained. This procedure prevents that extreme
outliers saturate a neuron of the network and dominates its final output. A conditional
probability of an event being a signal or background event P(x i, j|signal) in each bin j
of the histogram is derived from the flattened distribution. It is given by the purity dis-
tribution p j = N
signal
i, j /(N
signal
i, j + N
background
i, j ). Here, N
signal
i, j and N
background
i, j are the number
of signal and background events in each bin of the histogram. To avoid statistical fluc-
tuations of the purity distribution, a spline fit is applied for smoothing. The numerical
range of the input variables is standardised by transforming the purity distribution to
a Gaussian distribution with mean zero. By doing so, all input variables have a similar
dynamic range. Thus, numerical problems are avoided in the network training and
evaluation.
After this procedure, all input variables are decorrelated to achieve an optimal network
training. A Jacobi transformation [145] is applied for a linear decorrelation of the
input variables. Correlations at higher order still remain. Finding the n-dimensional
rotation matrix, that diagonalises the correlation matrix, is a difficult task. Thus, it
is approximated by consecutive 2-dimensional rotations until the correlation matrix is
close to a diagonal form.
To find an optimal set of input variables in terms of the separation power of the net-
work, an importance ranking of the variables is calculated at the end of the preprocess-
ing. This helps to select variables having major separation power and remove those,
that would not contribute significantly to the network. Adding a variable that is highly
correlated to an other one for instance does not increase the separation power of the
network. To determine the variable ranking, the total correlation to the training target
is calculated using the correlation matrix. The training target is defined as the classi-
fication of an event to belong to the signal or background hypothesis. Each variable
is removed once from the set of n input variables, to calculate the correlation to the
training target of the remaining n−1 variables. This is done for all variables. The least
important variable is identified by the smallest loss in the correlation to the target of
the remaining variables. Hence, this variable is removed and the procedure is repeated
with the set of n− 1 variables to find the least important amongst them.
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Figure 6.1: Schematic sketch of a simple three-layer feed forward NN topology. The prepro-
cessed input variables x i are fed to the network via input nodes. Those are connected to
all hidden layer nodes, with individual weights. Its strength is denoted by the different
grayscales of the connection lines. The output of one hidden node is calculated by the
transfer function S. The output of all hidden layer neurons is combined to one output
variable.
6.1.2 Neural Network Technique
In general, the topology of an artificial neural network is comparable with a mesh,
which nodes are denoted as neurons. The strength of the connection between two neu-
rons is given by an individual weight. For classification problems NEUROBAYES utilises
a three-layer feed-forward network. Here, the output of one neuron is propagated only
in direction of the output node as input of the subsequent nodes. In the first layer, the
input variables feed to the network, plus an additional bias node. All nodes of the input
layer are connected to each neuron of the hidden layer. Thereby, an arbitrary number
of hidden layer nodes can be chosen for the network architecture. Their output is com-
bined to one single value of the output neuron. A simple sketch of such a topology is
depicted in Fig. 6.1.
The input of an internal neuron j is the weighted sum a j(~x) of all input variables x i.
The strength of the connections of the internal neuron j to the input node i is given by
the weight wi j:
a j(~x) =
D∑
i
wi j x i +µ j. (6.1)
A constant bias µ j can be used to shift the weighted sum. NEUROBAYES facilitates a
shifted sigmoid function S(a j) to compute the output of a neuron:
S

a j

=
2
1+ e−a j − 1. (6.2)
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Figure 6.2: The transfer function of the neurons to calculate their output is a shifted sigmoid
function. It is sensitive for input values around zero and saturates for large values.
It maps the input value range ]−∞,∞[ to the output value range [−1,1]. A visuali-
sation of the sigmoid function is depicted in Fig. 6.2. It is sensitive for values around
zero and has an asymptotic behaviour for large values. The bias constant µ j is used
to shift the weighted sum of the input variables to the sensitive region of the sigmoid
function to avoid saturation effects.
The final output of a network with M hidden nodes and D input variables is given by
the weighted sum of all hidden layer node outputs:
o = S
 
M∑
j
·S
 
D∑
i
wi j x i +µ j
!!
. (6.3)
Since the output of the network is passed through a sigmoid function, its target values
for the classification of background events are -1 and +1 for signal events. A map-
ping of the continuous output to the range between 0 and 1 allows an interpretation
as conditional probability for an event to be signal or background like. The weights
that connect the network nodes have to be adjusted by a network training for each
classification task.
6.1.3 Training of the Neural Network
The training procedure of the neural network adjusts the weights connecting the neu-
rons such, that a complex pattern is recognised by the network to discriminate between
two event classes. The aim of the learning procedure is to minimise the difference be-
tween the network classification with respect to the true event class of the training
sample. Therefore, adjusting the weights is equivalent with a minimisation problem.
The numerical quantity that is used to define the error of the network output is the
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entropy loss function:
ED =
∑
k
log

1
2
 
1+ Tk · ok + ε . (6.4)
Hereby, Tk denotes the training target of the problem for event k, which is a binary
value of −1 for background and +1 for signal events. The current output of the net-
work for this event is ok. A small regularisation constant ε avoids numerical problems
at the beginning of the training. It decreases with each training iteration. Using the en-
tropy loss function has the advantage, that completely wrong classifications will have
an infinite large value. Thus, they are avoided in the very early iterations of the train-
ing. Finding the minimum of a complex multidimensional surface is a numerically
non-trivial problem. Since the network has a complex structure and the target values
of the hidden nodes are unknown, the back-propagation algorithm is used for this task.
This algorithm propagates the input pattern through the network to calculate the cur-
rent response and error. Since the target values of the hidden values is not known,
the weight update of the connections to the hidden layer is propagated backwardly
through the network. The weight update is calculated by the gradient of the current
surface point:
∆wnewi j = −γ
∂ E
∂ w j
+µ∆wprevi j . (6.5)
The change of the weight is given by the gradient ∂ E
∂ w j
and a constant γ, which regulates
the learning speed. To avoid getting stuck in local minima of steep valleys or flat
plateaus, a momentum term is added. It depends on the previous weight update and a
constant term µ to steer the strength of the momentum term.
Special care needs to be taken during the training of a neural network to avoid an over-
training, which degenerates the generalisation ability of the classifier. The NEUROBAYES
package uses Bayesian regularisation techniques to enhance the generalisation ability
of the network. Using a Bayesian minimisation technique involves a simultaneous
minimisation of the network entropy and the network weights [146] to improve the
generalisation ability of the NN. Hereby, insignificant connections between neurons or
even full neurons that do not have significant connections are removed from the net-
work. Thus, the number of free parameters of the minimisation problem are reduced.
After a successful network training, the final network topology represents the optimal
solution for the given training dataset.
6.1.4 Training Sample
To train the NN an example dataset needs to be presented to the network. In this analy-
sis the training dataset is composed of simulated events only. The data-driven multijet
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event model is not included in the training of the network. The available number of
events of the model limits the possibility of an adequate training. To simulate the
expected data as close as possible in the training dataset, the relative ratios of the sim-
ulated event samples are according to their theoretical expectation. But for a proper
training, it is better to enhance the importance of the signal process in the training
dataset such, that it consists of 50% signal and 50% background events. In doing so,
the signal process is as important as all background processes together in the network
training. The network gets 50% of the information to learn from the signal process and
50% from the background processes. Otherwise, the learning would be dominated by
the background process information. The relative fractions among the background pro-
cesses is according to their theoretical prediction. Selecting a random subset of the
available simulated event sample of each process, whose amount corresponds to the
relative ratios, has the problem that the MC sample with the smallest statistics limits
the size of the training sample. To avoid the problem of dropping events, all avail-
able simulated events that pass the event selection are used to construct the training
dataset. By introducing additional event weights for the different processes, the de-
sired fractions are achieved. The advantage of this method is that all available events
from the full phase-space are used instead of randomly dropping events. The composi-
tion of the training dataset in the 2-jet and 3-jet channel is presented in Tab. 6.1. In
the training dataset, 12k and 9k signal events and 135k and 245k background events
are available for the 2-jet and 3-jet channel, respectively. All simulated processes are
2 jets 3 jets
Process Events Σw Fraction [%] Events Σw Fraction [%]
Diboson 6075 3835 0.76 2953 3642 0.4
Z+jets 823 6828 1.4 530 8729 1.0
W+light jets 1646 33103 6.6 785 27117 3.2
W+c+ jets 7738 86406 17 1565 57261 6.8
W + cc¯/bb¯+jets 7468 70890 14 4332 87334 10.4
t t¯ 93707 39632 7.9 224246 206749 24.7
s-channel 15120 2590 0.5 6631 2429 0.3
W t 2652 8782 1.7 3496 25699 3.1∑
Background 135229 252066 50 244538 418960 50
t-channel 12465 252066 50 9009 418960 50
Table 6.1: Composition of the dataset used for the NN training. The relative composition of
the signal to background events is 50:50. All background events are weighted according
their expected rate. Here, the available number of simulated events, the sum of the
event weights w and the relative fraction is given for the 2-jet and 3-jet dataset. The
fraction of the background events refers to the sum of all background events.
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included separately in the training. The main contribution to the training sample stems
from W + heavy flavour events and t t production.
6.2 Discriminating Variables
Many variables are considered as potential discriminators between the signal process
and background processes. The emphasis is set to variables providing a good separa-
tion, which are well modelled in control regions. Quantities directly measured in the
detector, as well as reconstructed objects are considered. Simple kinematic distribu-
tions like the pT or η of the reconstructed jets or the charged lepton belong to the
first category. More complex reconstructed properties to the second one. Such as the
properties of the b-tagged jet. The event kinematics is described with variables com-
bining several physics objects, like the reconstructed top-quark mass, mT(W ), invariant
masses of the jets, and the transverse sum of all object momenta HT. Angular variables
between the reconstructed jets, the charged lepton, and EmissT such as ∆R, ∆φ, ∆η are
evaluated. In total, more than 80 variables were tested in each channel of the analysis.
The best separating and well modelled variables were chosen as input to the neural
network discriminant. Quantities, that do not add a significant improvement of the
separation power to the network are not regarded.
6.2.1 Discriminating Variables in the 2-Jet Channel
Twelve variables are used in the neural network training of the 2-jet channel to dis-
criminate between the t-channel signal and the background processes. The kinematic
distributions of the discriminating variables are presented in Figs. 6.3 and 6.4. They
are normalised to unit area for each process. It is advantageous for the network train-
ing to take the absolute value of symmetric distributions to increase the statistics in the
bins of the variable used for the training. The reconstructed objects used to construct
the discriminating variables are the b-tagged jet (b), the untagged jet ( j), the charged
lepton (`), missing transverse momentum EmissT the reconstructed neutrino (ν), and
the reconstructed W boson (W ). The reconstruction of the neutrino is described in
Sec. 3.5.
• m (`νb): The four-vector of the top quark is reconstructed from the charged
lepton, the neutrino, and the b-tagged jet of the event. The mass of the top
quark is defined by the invariant mass of the three objects. Figure 6.3 (a) depicts
the shape distributions of this variable for all processes. Signal events have a
sharp peak around the top-quark mass. The distribution of top-quark events is
broader due to the combinatorial ambiguity in the top-quark reconstruction of t t
events. The other backgrounds peak at the threshold of the distribution around
110 to 120 GeV, due to the kinematic selection cuts on the jet, lepton and EmissT .
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• |η  j |: One of the main characteristics of the single top-quark t-channel pro-
cess is that the light-quark jet is produced mainly in the forward direction. Thus,
the distribution of the absolute value of the pseudorapidity of the untagged jet
distinguishes the signal from background events. Figure 6.3 (b) shows the cor-
responding shapes for the signal and background processes. A good separation
between the signal, the top-quark background and the W+jets background is
evident. The untagged jet of the background processes is in the central region.
The shape of the fake-lepton model is very similar to the signal shape. Thus, a
separation between signal events and multijet events is difficult in this variable.
• ET
 
j

: The transverse energy of the untagged jet. A discrimination is possible
between light jets from top-quark processes which have more transverse energy
than light jets from multijet or W+jets backgrounds. The shape distributions are
depicted in Fig. 6.3 (c).
• |∆η (b,W) |: The absolute value of the pseudorapidity difference between the
b-tagged jet and the reconstructed W boson is shown in Fig. 6.3 (d). Here,
the distributions of the top-quark processes are similar. A separation between
those and the other background processes is possible. The |∆η| between the W
boson and b quark is smaller for events with a real top quark, since both objects
originate from the top-quark decay. For W+heavy flavour events, the W and b
quark are not correlated through the top-quark decay.
• |∆η  j , b |: The absolute value of the pseudorapidity difference between un-
tagged jet and b-tagged jet in the event. For the signal process, the b-tagged
jet is expected to be centrally distributed. Together with the characteristic for-
ward jet, a large η difference is expected. The |∆η| distribution of the simulated
background processes peaks at zero, because the jets are expected to be centrally
distributed. Only a small separation is achievable between the signal and the
multijet model with this variable. The shapes of the distributions are depicted in
Fig. 6.3 (e).
• pT (`): The pT distribution of the charged lepton is depicted in Fig. 6.3 (f).
A softer spectrum than the signal one is observed for the multijet background
and W+light jet events. The other backgrounds show a slightly more energetic
distribution.
• HT: The scalar sum of the pT of the jets, the charged lepton, and the E
miss
T . As
shown in Fig. 6.4 (a) the distribution of top-quark background events peaks
at 330 GeV, whereas the other backgrounds peak just below 200 GeV close to the
threshold of the distribution due to the kinematic pT cut on the objects. The peak
of the signal process is in between the two classes of background.
• mT (W): The transverse mass of the reconstructed W boson, which is recon-
structed from the charged lepton and ~EmissT . The transverse mass is calculated
according to Eqn. (3.8). Figure 6.4 (b) shows the discrimination between non-W
events such as Z+jets and multijet events and those containing real W bosons.
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The shapes of the signal events and the W+jets event classes are similar, whereas
the top-quark background shape is broader due to the larger EmissT of t t events.
• η (`): The pseudorapidity distribution of the charged lepton is shown in Fig. 6.4 (c).
Charged leptons from top-quark decays show a central distribution, whereas the
other backgrounds tend to have a flat pseudorapidity distribution.
• m (b): The mass of the four-vector of the b-tagged jet is depicted in Fig. 6.4 (d).
A difference between b-jets from the top-quark decay which have a larger mass
and b-tagged jets from W+jets events can be seen. The origin of this effect are
light jets or c jets from the W+light jets and W+heavy flavour sample which are
misidentified as a b-tagged jet.
• EmissT : The reconstructed missing transverse momentum is shown in Fig. 6.4 (e).
A difference can be clearly seen between events having fake EmissT , such as it is
the case for non-W events as the multijet and the Z+jet background. Top-quark
events tend to have a larger EmissT than W+jet events. The signal process can also
be distinguished from t t production which has a larger EmissT .
• m
 
j b

: The invariant mass of the untagged jet and b-tagged in the event. Fig-
ure 6.4 (f) shows the shapes for the different processes. The resulting distribution
depends on the underlying structure of the event. If the two jets stem from the
same physical object, for example from a hadronically decaying W boson or Z
boson, it is the invariant mass of the boson. In case of top-quark events a dis-
tribution with larger values is seen. In particular, the distribution of the signal
process shows a broad peak featuring a long tail. Here, the invariant mass is
constructed from two high-pT objects having a large pseudorapidity difference.
The light-jet of the signal process is characteristically scattered in the forward
direction, whereas the b-tagged jet is produced centrally. For the W+jets back-
ground the invariant mass is smaller, since both jets stem from an initial state
gluon radiation.
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Figure 6.3: Comparison of the kinematic distributions normalised to unit area of the different
processes used for the NN training in the 2-jet channel. The reconstructed top-quark
mass m(`ν b)(a), the |η| of the untagged jet (b), the transverse energy ET of the un-
tagged jet (c), the |∆η| between the tagged jet and the reconstructed W boson (d), the
|∆η| between the untagged and tagged jet (e), and the pT of the charged lepton (f).
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Figure 6.4: Comparison of the kinematic distributions normalised to unit area of the different
processes used for the NN training in the 2-jet channel. The scalar sum of the transverse
momenta HT of the jets, the charged lepton and the missing transverse momentum (a),
the reconstructed transverse mass of the W boson (b), the pseudorapidity of the charged
lepton (c), the mass of the four vector of the tagged jet (d), the missing transverse
momentum (e), and the invariant mass of the tagged and untagged jet (f).
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6.2.2 Discriminating Variables in the 3-Jet Channel
In total, 18 variables are used in the neural network training of the 3-jet channel to
discriminate between the t-channel signal and the background processes. The shapes
of the kinematic distributions of the discriminating variables are presented in in Figs.
6.5, 6.6, and 6.7. The reconstructed objects used to construct the discriminating vari-
ables are the b-tagged jet (b), the charged lepton (`), missing transverse momentum
EmissT the reconstructed neutrino (ν), the reconstructed W boson (W ), and the jets.
Jets are labelled according to their transverse momentum, the jet having the largest pT
is denoted as j1, the second leading jet as j2, and the jet with the smallest pT as j3.
• m
 
j1 j2

: The invariant mass of the two jets having the largest and second largest
pT is depicted in Fig. 6.5 (a). For the signal process, a larger and broader
distribution than for the backgrounds is observed. The background processes
peak at approximately 100 GeV for the top-quark background and below for the
other backgrounds.
• m (`νb): The reconstructed top-quark mass is shown in Fig. 6.5 (b). Signal
events have a sharp peak around the top-quark mass. The distribution of top-
quark background events is broader due to the combinatorial ambiguity in the
top-quark reconstruction of t t events. The other backgrounds peak at much
smaller values.
• |∆η  j1, j3 |: The absolute value of the pseudorapidity difference between the
jet having the largest and smallest pT is shown in Fig. 6.5 (c). The background
processes show a smaller |∆η| than the signal process because the jets of the
background processes are produced centrally.
• |∆η  j2, j3 |: The absolute value of the pseudorapidity difference of the second
leading and lowest pT jet in the event is depicted in Fig. 6.5 (d). Background
processes tend to have centrally produced jets. Thus, a discrimination of the
signal is possible, which has a large |∆η| due to the forward jet.
• mT (W): The transverse mass of the reconstructed W boson is shown in Fig. 6.6 (e).
• HT: Scalar sum of the transverse momenta of the jets, the charged lepton and
the missing transverse energy in the event is depicted in Fig. 6.5 (f).
• |∆η (`, b) |: The absolute value of the pseudorapidity difference of the charged
lepton and the b-tagged jet is shown in 6.6 (a). On average, events from top-
quark background processes show a smaller pseudorapidity difference between
the charged lepton and the b-tagged jet, than the other backgrounds. This is the
case since the b-jet and charged lepton stem from the top-quark decay. Therefore,
both are boosted in its direction.
• |∆η  j1, j2 |: The absolute value of the pseudorapidity difference between the
two jets having the largest and second largest pT is depicted in Fig. 6.6 (b).
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The signal process has a large opening angle between the two jets, whereas the
background processes have a smaller one.
• pT (`): Transverse momentum of the charged lepton is presented in 6.6 (c).
• η (`): The pseudorapidity of the charged lepton is shown in Fig. 6.6 (d).
• m (b): The invariant mass of the b-tagged jet is depicted in Fig. 6.6 (e).
• m
 
j1 j3

: The invariant mass of the jet having the largest and the smallest pT in
the event is shown in Fig. 6.6 (f). On average, the invariant mass has larger
values for signal events than for the background events.
• |∆η (b,W) |: The absolute value of the pseudorapidity difference between the
b-tagged jet and the reconstructed W boson is shown in Fig. 6.7 (a).
• cosθ ∗: The cosine of the helicity angle of the W boson decay, where θ ∗ is defined
as the angle between the momentum of the charged lepton in the W -boson rest-
frame and the momentum of the W boson as seen in the top-quark rest-frame. It
is shown in Fig. 6.7 (b).
• EmissT : The reconstructed missing transverse energy is shown in Fig. 6.7 (c).
• |∆η `, j3 |: The absolute value of the pseudorapidity difference between the
charged lepton and the jet having the smallest transverse momentum is shown
in Fig. 6.7 (d).
• |∆η `, j2 |: The absolute value of the pseudorapidity difference between the
second leading jet and the charged lepton (`) is shown in Fig. 6.7 (e).
• m
 
j1 j2 j3

: The invariant mass of the three jets present in the event is shown in
Fig. 6.7 (f). This variable shows a good separation power since the t t process
events have a sharp peak around 200 GeV with a tail to larger values, whereas
the other background processes have a broader peak at lower values. The signal
process shows a harder distribution than the background processes with a large
tail.
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Figure 6.5: Comparison of the kinematic distributions normalised to unit area of the different
processes used for the NN training in the 3-jet channel. The invariant mass of the
leading and second leading jet (a), the reconstructed top-quark mass m(`ν b) (b), the
|∆η| between the leading and third leading jet (c), the |∆η| between the second and
third leading jet (c) (d), the reconstructed transverse mass of the W boson (e), and the
scalar sum of the pT of the jets, the charged lepton, and the ~EmissT (f).
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Figure 6.6: Comparison of the kinematic distributions normalised to unit area of the different
processes used for the NN training in the 3-jet channel. The |∆η| between the charged
lepton and the b-tagged jet (a), the |∆η| between the leading and second leading jet
(b), the pT of the charged lepton (c), the η of the charged lepton (d), the invariant
mass of the b-tagged jet (e), and the invariant mass of the leading and third leading jet
(f).
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Figure 6.7: Comparison of the kinematic distributions normalised to unit area of the different
processes used for the NN training in the 3-jet channel. The |∆η| between the recon-
structed W boson and the b-tagged jet (a), the helicity angle of the W -boson decay
(b), the missing transverse momentum (c), the |∆η| between the charged lepton and
the third leading jet (d), the |∆η| between the charged lepton and the second leading
jet (e), and the invariant mass the three jets in the event (f).
92
6.3. Input Variable Validation
6.3 Input Variable Validation
The input variables of a NN have to be checked carefully to ensure the reliability of
the classification power of the NN. Thus, the event model is validated for each input
variable in a control region. In this analysis, the pretag dataset, which is dominated
by W+jets events, is chosen as control dataset. Here, the contribution of the signal
process is insignificant compared to the number of background events. Since no re-
quirement on a b-tagged jet is defined in the pretag dataset and many variables use
the properties of the b-tagged jet, an alternative definition for a ’tagged jet’ is necessary.
The most central jet is used to model the b-tagged jet in the pretag dataset, because
the signal process expects the jet originating from a b quark in the central region. To
be compatible with the fiducial region of b-taggable jets, the central jet is required to
be in the pseudorapidity range of |η|< 2.5.
To check the event model of the observables used as input to the NN it has to be
compared to observed data. Thus, the shapes of the model are scaled to the theoretical
prediction of each process and stacked on top of each other. The shape of the overall
event model for a kinematic observable is checked against observed events by scaling
the stacked histogram to the number of observed events, respecting the relative ratios
of the processes. Deviations of the event model from the observed distributions have
to be covered by the systematic uncertainty on the model description. For this check
the uncertainty on the JES is chosen, because it involves the larges variations on the
reconstructed four-vector of the jets and EmissT . The effect on the acceptance as well as
on the shape of the distributions are considered when evaluating the JES uncertainty.
Variables that do not show a reasonable modelling within this uncertainty are not used
in the network training.
Exemplarily, three input variables of the 2-jet and 3-jet channel are depicted in Fig. 6.8.
All input variables are documented in Appxs. B.1 and B.2. In general, good agreement
between the distributions of collision events and the event model is found. A small
mismodelling of the forward jet in the 2-jet channel, depicted in Fig. 6.8 (c) is visible
in the region of |η| ∼ 3. It is still covered by the JES, but as it is shown in section
7.3 an additional systematic uncertainty is introduced to account for this effect. Since
neural networks also exploit the correlation information between the input variables,
the correlation of the input variables are also checked. The correlation variable κ
between the input variables i and j is defined as:
κi j =
x i − x¯ i
σx i
· x j − x¯ j
σx j
(6.6)
The mean of the observable is denoted by x¯ i and the width by σx i . Figure 6.9 shows the
distributions of the correlation variable between the most important and the three next
important variables for the 2-jet and 3-jet channel. The ranking of the input variables
is discussed in the next section.
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Figure 6.8: Validation of the discriminating variables in the pretag dataset. The overall MC
expectation is scaled to the number of observed data events by respecting the individual
cross sections. The error band is due to the uncertainty of the JES for all MC processes.
The reconstructed top-quark mass (a), the |η| of the untagged jet (c), and the transverse
energy of the untagged jet (e) of the 2-jet channel. The invariant mass of the leading
and second leading jet (b), the reconstructed top-quark mass (d), and the |∆η| of the
leading and third leading jet (f) of the 3-jet channel.
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Figure 6.9: Validation of the correlation between the discriminating variables in the pretag
dataset. The overall MC expectation is scaled to the number of observed data events
by respecting the individual cross sections. The error band is due to the uncertainty
of the JES for all MC processes. In the 2-jet channel, the correlation between the
reconstructed top-quark mass and the |η| of the light jet (a), the transverse energy of
the light jet (c), and the |∆η| between the central jet and the reconstructed W boson
(e) is shown. In the 3-jet channel the correlation between the invariant mass of the
leading and second leading jet and the reconstructed top-quark mass, the |∆η| between
the leading and third leading jet (d), and the |∆η| between the second and third leading
jet (f) is shown.
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6.4 Result of the Neural Network Training
Two separate neural networks are trained for the 2-jet and 3-jet channel of the tagged
dataset. The samples of simulated events are used to construct template distributions
according to the network output of each process. Templates of processes that have a
similar shape are combined to one template. For example the templates of the asso-
ciated production and t t production are not distinguishable. Finally, five background
templates plus one additional template for the signal sample are constructed. The
background templates are W+heavy flavour jets, W+light jets, Z+jets and diboson,
multijets, and the background processes involving the production of top quarks, as
described in section 4.3.
The neural network infrastructure used for the training includes 33 hidden layer nodes.
Studies have shown, that the number of hidden nodes does not influence the separation
power of the network significantly. The parameters of the preprocessing are the same
for all input variables. All input variables are flattened and smoothed by a regularised
spline fit and decorrelated.
The preprocessing procedure provides a ranking of the input variables by their impor-
tance for the separation power of the network. The separation power is expressed in
terms of the correlation of the input variables to the training target of the classification
problem. Table 6.2 provides an overview of the variable ranking for the 2-jet (a) and
3-jet (b) channel training, respectively. The quantity used for the variable ranking is
the significance σ, which is determined from the iterative method described in sec-
tion 6.1.1. It expresses the additional gain of the network in terms of correlation to
the training target by including this variable. The correlation of each individual vari-
able to the training target is given by the significance of this single variable σonly. In
general, the variable with the largest significance is the most important of the network
training. It might happen, if two variables that have a large individual significance but
are highly correlated do appear in the ranking as most important and least important
variable. Thus, the loss of significance σloss of each variable is given when it is removed
from the training sample. The global correlation κ to all other variables has a big in-
fluence on the ranking of the input variables. For example, in the training of the 2-jet
channel |η( j)| and m( j b) have a similar individual correlation to the training target,
but m( j b) is the least important, whereas |η( j)| is the second most important variable.
The reason for this is the loss of information if one of the two variables is removed
from the training. Due to the large correlation to the other variables, the information
loss by removing m( j b) is much smaller than by removing |η( j)|.
The result of the training is depicted in Fig. 6.10. The shape distributions of the neural
network output are shown in Fig. 6.10 (a) for the two jet and Fig. 6.10 (b) for the 3-jet
channel of the tagged dataset. A validation of the neural network classifier is done in
the pretag dataset. It is shown in Fig. 6.10 (c) and Fig. 6.10 (d) for the two analysis
channels. The agreement between the shape of the observed and simulated event
distribution is acceptable within the uncertainty of the JES. The event model of the
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tagged dataset is shown in Fig. 6.10 (e) and Fig. 6.10 (f) in the 2-jet and 3-jet channel.
The event model of the different processes is normalised to their expected event yield
of Tab. 5.4. As it is shown in the next chapter, the overall normalisation of the signal
and background processes is derived from a combined binned maximum-likelihood fit
of the NN shape distributions to the observed data. A normalisation of the W+light
jets and W+heavy flavour jets background from observed data is necessary since the
theoretical predictions are associated with a large uncertainty.
Variable σ σonly σloss κ
m(`ν b) 264 264 159 39
|η( j)| 206 244 111 62
ET( j) 136 140 54 72|∆η(b, W )| 86 157 66 44
|∆η( j, b)| 97 206 41 83
pT(`) 71 85 52 38
HT 63 190 39 63
mT(W ) 59 89 62 32
η(`) 53 115 52 36
m(b) 47 147 38 49
EmissT 37 94 39 39
m( j b) 26 249 26 86
(a)
Variable σ σonly σloss κ
m( j1 j2) 246 246 60 93
m(`ν b) 225 222 122 43
|∆η( j1, j3)| 213 252 54 87|∆η( j2, j3)| 137 227 63 82
mT(W ) 126 150 89 31
HT 113 138 82 41|∆η(`, b)| 86 121 34 69
|∆η( j1, j2)| 74 277 80 75
pT(`) 68 158 67 41
η(`) 69 116 61 30
m(b) 44 105 44 24
m( j1 j3) 37 234 39 93|∆η(b, W )| 33 108 33 68
cosθ ∗ 28 63 30 26
EmissT 30 89 29 30|∆η(`, j3)| 29 101 30 58|∆η(`, j2)| 16 66 16 46
m( j1 j2 j3) 15 315 15 97
(b)
Table 6.2: The ranking of the 12 input variables of the 2-jet channel (a) and the 18 input
variables of the 3-jet channel (b), which are used in the neural network training ordered
by their importance. The significance σ is the gain in total correlation to the training
target by adding the n-th variable to the existing set of (n-1) variables. If this variables
is removed from the set of input variables, the loss is given by σloss. The correlations
of each individual variable to the training target is denoted by σonly and κ gives the
correlation of each variable to the others. .
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Figure 6.10: Result of the network training. The shapes of the NN output distribution are
shown in (a) for the 2-jet channel and (b) for the 3-jet channel of the tagged dataset.
A validation of the classifier is done in the pretag dataset, by scaling the overall MC
expectation to the number of observed events, by respecting the individual cross sections.
A comparison of the event model and observed events is shown in (e) and (f) for the two
channels in the tagged dataset. The MC model is normalised to the SM expectation.
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Chapter 7
Analysis
The aim of the analysis is the measurement of the t-channel single top-quark produc-
tion cross-section. A binned maximum-likelihood fit of the NN output distribution
templates to the observed data is used to extract the number of signal events. A cru-
cial part of the analysis is the identification and evaluation of the impact of systematic
uncertainties on the cross-section measurement. They affect the number of expected
events and the shape of the template distributions of each process. Different sources
of systematic uncertainties due to residual differences between MC simulations and
observed data, as well as the modelling of the signal and background processes are
discussed. In this chapter, the statistical methods used in this analysis are introduced.
The method of a binned maximum-likelihood fit is explained, as well as the treatment
of the systematic uncertainties using a frequentist method. Additionally, the statistical
significance of the measurement is evaluated using a hypothesis test based on a likeli-
hood ratio. The final result of the cross-section measurement including the impact of
the different systematic uncertainties is presented.
7.1 Statistical Methods
In this section, the mathematical formulation of the likelihood function used to fit the
template distributions to the observed data is explained. Additionally, the treatment of
the impact of the systematic uncertainties on the shape of the NN output distributions,
as well as on the normalisation of the different processes is illustrated. The statistical
significance of the measurement is derived from a hypothesis test based on a likelihood-
ratio technique.
7.1.1 Binned Likelihood Function
The number of observed single-top t-channel events is determined by a binned maximum-
likelihood fit of the NN output distributions to the distribution of observed data. In
practise, MINUIT [147] is used to minimise the negative log-likelihood function. Two
parts build the likelihood function. First, a product of Poisson terms with each single
term reflecting the probability to observe nk events in bin k of the histogram with M
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bins. The second part contains Gaussian terms to constrain the normalisation of the
background processes due to prior knowledge:
L(β s;β b1 , . . . ,β
b
B ) =
M∏
k=1
P(nk;µk) ·
B∏
j=1
G(β bj ; 1.0,∆ j). (7.1)
The parameters of the likelihood function are the scale factors β s for the signal process
and β bj for each of the background processes j. The number of background processes
is labelled by B. The scale factors are varied by MINUIT in the fit to the observed data
such, that they minimise the log-likelihood function. They are the ratio of the observed
cross-section σs,bobs, j to the expected cross-section σ
s,b
SM, j, defined as β
s,b
j = σ
s,b
obs, j/σ
s,b
SM, j. A
value of β = 1 corresponds to the SM expectation. The Poisson term of the likelihood
function in the bin k is defined by:
P(nk;µk) =
e−µk ·µnkk
nk!
. (7.2)
Hereby, µk denotes the number of expected events and nk the number of observed
data events in the bin k. The number of expected events is given by the sum over
the expected number of background events µbjk for each background process j plus the
number of expected signal events µsk:
µk = µ
s
k +
B∑
j=1
µbjk , µ
s
k = β
s · ν˜ s ·αsk , and µbjk = β bj · ν˜ bj ·αbjk . (7.3)
The number of predicted events is denoted by ν˜ s for the signal process and ν˜ bj for each
background process j. The fraction of events in each bin of the histogram is defined by
the template fraction αsk for the signal process and α
b
jk for the background processes j.
Each template distribution needs to obey the normalisation condition
∑M
k=1α
s,b
k = 1.
To improve the robustness of the fit, Gaussian penalty terms limit the variation of the
background scale factors β b to account for a-priori knowledge on the background rates:
G(β bj ; 1.0,∆ j) =
1Æ
2pi∆2j
· exp
−

β bj − 1
2
2∆2j
. (7.4)
Those Gaussian priors have a mean of one and a width of ∆ j, which is the relative
uncertainty on the production cross-section of the background processes.
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7.1.2 Treatment of Systematic Uncertainties
A frequentist approach is used to evaluate the effect of systematic uncertainties on the
precision of the cross-section measurement. Variations on the shape of the neural net-
work template distributions, as well as on the acceptance of the signal and background
processes are considered. In pseudo-experiments, those effects are estimated by cre-
ating a set of pseudo-data with variations according to the systematic shifts, follow-
ing the idea of Refs. [148, 149]. The whole set of pseudo-experiments is interpreted
as the available phase space due to the systematically limited knowledge of nature.
In each set of pseudo-data, randomly altered by the systematic variations, the signal
measurement is performed to obtain an estimator β s of the possible outcomes of the
signal measurement. The expected uncertainty on the cross-section measurement is
the root-mean-square (RMS) of the β s-distribution of the pseudo-experiments using
the predicted cross-sections as input. The uncertainty on the actual measurement is
estimated by using the scale factors βˆ after the fit to observed data for the generation
of the pseudo-data.
Cross-Section Uncertainties
In each pseudo experiment, the expectation values of the backgrounds ν˜ j are randomly
varied according to a multiplicative factor βgenj following a log normal distribution:
N
 
x;µ,σ

=
1
x
p
2piσ2
exp
(− ln x −µ2
2σ2
)
(7.5)
Using a log-normal distribution has the advantage of avoiding unphysical negative
expectation values for the background processes by construction. A Gaussian prior
by contrast does not avoid negative values for the expected event yield. To obtain
a log-normal distribution having an expectation value of one and a variance of ∆ j
by choosing the parameters µ = −σ2/2 and σ2 = ln(∆2j + 1). For the cross-section
measurement, the β s of the signal process is not varied according to its theoretical
uncertainty, since the signal cross-section is measured. The systematic uncertainties on
the cross-section measurement are evaluated exactly at the predicted cross-section.
Monte Carlo Statistics
To take into account the limited amount of simulated events, the template distributions
are morphed according to the statistical uncertainty on the number of simulated events
in each bin, following a Gaussian distribution.
Acceptance Uncertainties
Each systematic variation i of a process alters its acceptance. The systematic shifts are
denoted by εi j+ for an upward and εi j− for a downward variation of the acceptance
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of the signal and background processes j. Those are included by varying the expec-
tation values ν˜ s and ν˜ bj accordingly for each source of systematic uncertainty i. The
total number of considered systematic uncertainties is S. This is done by drawing a
random number δi from a Gaussian distribution with mean of zero and width of one
for each source of systematic uncertainty in each pseudo experiment. The constant
values of εi j+ and εi j− correspond to the one-sigma deviation from the nominal expec-
tation value and the random value δi is equal to the strength of the variation in the
pseudo experiment. The altered expectation value used for the generation of a pseudo
experiment is given by:
ν
gen
j = ν˜ j · βgenj ·
(
1+
S∑
i=1
|δi| ·
·H(δi) · εi j++H(−δi) · εi j−) . (7.6)
Hereby, H denotes the Heaviside step function, to define whether an upward or down-
ward fluctuation of the systematic i is generated in the pseudo experiment. The βgenj
are randomly drawn from a log-normal distribution as explained before. Finally, the
number of events n j for each process in the pseudo experiment is drawn from a Poisson
distribution with mean νgenj .
Shape Uncertainties
Systematic effects on the shapes of the NN output distribution α jk are gained by eval-
uating the NN with the systematically altered event model. Thus, a new set of shapes
α+jk and α
−
jk for the upward and downward shift is obtained for all processes and each
systematic uncertainty. To include the systematic shifts on the shape of the classifier,
new template distributions αgenjk are generated. A linear interpolation between the nom-
inal shape and the systematically shifted shape is done in each pseudo experiment. The
strength of the shift is given by the random value δi, which is 100% correlated to the
strength of the acceptance variation for each systematic i. The new, generated shape
is given by:
α
gen
jk = α jk +
S∑
i=1
|δi| ·
n
(α+jki −α jk) ·H(δi) + (α−jki −α jk) ·H(−δi)
o
. (7.7)
The distribution of the process j in the pseudo experiment is gained by drawing n j
events from the new shape αgenjk , including the systematic shifts with random strength.
7.1.3 Hypothesis Testing
A hypothesis test needs to be carried out, to determine the significance of the cross-
section measurement. It will answer the question, if the observed signal events are
significantly distinguishable from a background fluctuation. Thus, two hypotheses are
investigated. The null hypothesis H0 assumes, that the signal process does not exist.
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The alternative hypothesis H1 assumes, the production of the signal process with the
predicted rate of the SM. In both cases, an ensemble test is carried out to determine
the probability of the observed signal events being only a background fluctuation. Ad-
ditional to all sources of systematic uncertainties, the theoretical uncertainty on the
cross-section of the signal process is included in each ensemble. The pseudo-data of
H0 does not include the signal process, whereas it is included in the ensemble data of
H1. According to the Neyman-Pearson lemma [150], a likelihood-ratio test is the most
powerful test statistic:
Q =−2 · ln L

β s = 1; βˆ b1 , . . . , βˆ
b
B

L

β s = 0; ˆˆβ b1 , . . . ,
ˆˆβ bB
 (7.8)
To construct the quantity Q of the hypothesis test, the likelihood function is fitted twice
to each ensemble test, first by including the signal process in the fit by setting β s = 1
and second by only fitting the background process templates using β s = 0. The values
βˆ j and
ˆˆβ j are the observed results of each background process j. The significance is
obtained from the overlap of the two Q-value distributions, q0 for the null-hypothesis
and q1 for the alternative hypothesis, defined by the p-value:
p
 
Q0

=
1
Iq
∫ Q0
−∞
q0
 
Q′

dQ′, (7.9)
Iq =
∫ ∞
−∞
q0(Q
′)dQ′. (7.10)
The p-value is the fraction of pseudo-experiments of the q0 distribution in the range of−∞ to Q0. For the expected p-value, Q0 is defined as the median of the q1 distribution.
In case of the observed p-value, it is the Q-value of the likelihood fits to the observed
data. Under the assumption that H1 is correct, an observed p-value smaller than p is
found with a probability of 50%.
Commonly, the significance of a method is expressed in terms of standard deviations
σ of a normal distribution, which is comparable to the probability of rejecting the null
hypothesis although it is true. It is the one sided integral of the Gaussian distribution:
σ =
p
2 · Erf−1  1− 2 ·  1− p , (7.11)
Erf =
2p
pi
∫ z
0
e−t2 d t, (7.12)
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Two numerical values are of vital importance. An evidence for a signal process is
claimed for an observed significance of 3σ. This corresponds to p < 1.35 · 10−3. One
speaks of an observation of a signal process, if the significance of the measurement
exceeds 5σ with a p-value smaller than 2.87 · 10−7.
7.2 Result of the Binned Likelihood Fit
As a result of the fit the scale factors βˆ s of the signal process and βˆ bj of the background
processes j , which minimise the likelihood function, are obtained. The whole NN out-
put distribution is used in the fit to exploit the background enriched region to constrain
the rates of the background processes in conjunction with the signal measurement. Us-
ing the 2-jet and 3-jet channel in a simultaneous fit adds additional constraints to the
background processes due to the different composition of the backgrounds. Since the
background from top-quark events is the dominant one in the 3-jet channel, it adds
an additional constraint to the rates of the top-quark background in the 2-jet channel.
Prior knowledge on the background rates is added to the fit by including the Gaus-
sian constraints ∆ j shown in Tab. 7.1 for the different processes. The constraints
of Z+Jets, diboson and top-quark processes are taken from the theoretical prediction,
whereas the constraints on the W+heavy flavour and W+light jets is taken from the
uncertainties found in an auxiliary measurement [141]. Since the multijet background
yield was already measured in the signal region by the EmissT -fit described in section 5.2
it is set to this result and is not varied in the fit.
To check the consistency of the binned maximum-likelihood fit, a linearity check is
implemented. Technically, this is done by constructing sets of pseudo data using the
expected SM rates of the background processes but different scale factors βSinput for the
signal process, which are varied between 0.4 and 1.6 for each pseudo dataset. A com-
Background Process ∆ j
W+heavy flavour 0.50
W+light jets 0.30
Z+jets, diboson 0.60
top 0.087
Mulitjets fixed
Table 7.1: The relative uncertainties ∆ j on the background processes are applied as Gaussian
constraints in the binned likelihood fit. The constraints on the Z+Jets, diboson, and
top-quark processes are taken from the theoretical prediction. W+heavy flavour and
W+light jets processes are constrained by the results of auxiliary measurements [141].
Moreover, the multijet background is set to the result of the EmissT -fit and not varied.
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Figure 7.1: Linearity check of the fit (a). Different expected cross-sections for the t-channel
signal process are compared with the fit result. The input cross-section β sinput is varied
between 0.4 and 1.6 of the SM expectation. It shows the expected linear dependence.
The pull distribution (b) for the scenario with the SM expectation. The pull is defined
as (β sfit− β sinput)/∆β sfit.
parison of the signal scale factor used in the pseudo dataset and the result βSfit obtained
by the fit is shown in Fig. 7.1 (a). In the tested range, a perfect linear behaviour of
the fit without any bias is found. Also the 68% and 95% C.L. intervals of the pseudo
experiments are shown, which are of statistical nature only.
As additional check for a bias, the average deviation of the βSfit from the true β
S
input of
the pseudo experiments is tested. For this purpose, the pull distribution is defined:
pull(β sfit) =
β sfit− β sinput
∆β sfit
. (7.13)
The statistical uncertainty on the fit result is denoted by ∆β sfit. An unbiased method ex-
pects the pull distribution to be a Gaussian distribution with mean zero and width one.
A pull distribution for the SM scenario assuming a β sinput = 1 is shown in Fig. 7.1 (b).
The pull distribution shows that the fit does not induce a bias. A width of one proofs,
that the average deviation of the fit result from the input is compatible with the statis-
tical uncertainty of the fit.
Table 7.2 presents the results of fitting the NN template distributions to observed col-
lision data. The estimated event yield after the fit is denoted by νˆ j. It is calculated by
νˆ j = βˆ j · ν˜ j, whereas βˆ j is the estimator of the fit. The uncertainties on the expected
yield ν˜ j are the ones used for the Gaussian constraints (see Tab. 7.1), whereas the
uncertainties on the observed yield νˆ j are the statistical uncertainties of the fit to ob-
served data. A scale factor of βˆ s = 1.28 for the signal process is found. To estimate the
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Figure 7.2: Distributions of the fitted βˆ s value from experiments for the expected (a) and
observed (b) numbers. The width of the distribution is the statistical uncertainty due
to the size of the dataset.
uncertainty due to the data statistics in the selected data set, pseudo experiments are
employed by varying the event yields according to a Poisson distribution. The width of
the resulting β s distribution of the ensemble is the relative statistical uncertainty. Two
sets of pseudo experiments are carried out. First for the expected number of events
ν˜ j and second for the observed event numbers νˆ j. Both distributions are depicted in
Fig. 7.2. For the expected SM cross-section of 64.6± 3.9 (stat)pb a relative statistical
uncertainty of 6% is expected. Using the fitted scale factor βˆ s the observed t-channel
single top-quark production cross-section yields 82.6± 4.2 (stat)pb. A relative statisti-
cal uncertainty of 5% is observed.
Both, the quality of the fit and the quality of the background model can be judged
by comparing the observed distribution of the NN classifiers and input variables to
the signal and background model from simulated events, normalised to the fit result.
Figure 7.3 (a) shows the 2-jet channel and (b) for the 3-jet channel of the NN output
distribution. Good agreement between observed data and the event model is found
in the 2-jet channel. A small mismodelling is present in the background region of
the 3-jet channel. It is acceptable since it does not influence the signal region and is
covered by the systematic uncertainties. The three most important input variables in
both channels are shown in Fig. 7.4. In general, good agreement between the event
model normalised to the fit result and observed data is seen. A deviation between the
simulated model and observed data is noted in the 2-jet channel for the pseudorapidity
distribution of the untagged jet. Since the deviation is in the central region |η| ∼ 0,
which is highly background enriched, it is covered by the systematic uncertainties. All
input variables used in the 2-jet and 3-jet channel are shown in Appx. C.1 for the 2-jet
channel and Appx. C.2 for the 3-jet channel.
To check the input variables of the 2-jet channel in a highly signal enriched phase
space events having a NN output value larger than 0.875 are selected. The event
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model is normalised to the βˆ-scale factors of the binned maximum-likelihood fit. The
normalisation of the multijet background is estimated by the cut efficiency on the NN
output value. In Fig. 7.5 the reconstructed top-quark mass (a), the |η| of the untagged
jet (b), the transverse energy ET of the untagged jet (c), the reconstructed transverse
mass of the W boson (d), the scalar sum of the transverse momenta of the jets, charged
lepton, and missing transverse momentum (e), and the pT of the charged lepton (f) are
shown. An overall reasonable agreement of the event model and observed data is seen.
The untagged jet shows a small mismodelling in the very forward direction in the |η|
range between 3 and 4 and in the low ET range of 25 GeV to 40 GeV. Both seem to be
correlated, because the jets in the very forward direction are expected to have a small
ET.
Process ν˜(2Jets) ν˜(3Jets) βˆ νˆ(2Jets) νˆ(3Jets)
t-channel 940±20 620±20 1.28±0.07 1200±60 800±40
nuisance parameters
W+ heavy flavour 4800±2400 2080±1040 1.22±0.06 5850±290 2530±130
W+ light jets 1010±300 390±120 0.72±0.16 740±160 280±60
Z+ jets, diboson 330±200 180±110 0.84±0.56 270±180 150±100
top 1160±100 3380±300 0.88±0.03 1370±50 2960±120
Multijets 1150±570 850±420 – 1150±570 850±420
Total sum 9390±2770 7490±1280 – 10570±760 7570±490
Total observed – – – 10613 7507
Table 7.2: Input and result of the binned maximum-likelihood fit. The SM expectations ν˜ of all
processes including their uncertainty ∆ j are the input of the fit. The event yield of the
multijet background is estimated using the EmissT -fit. The estimators of the likelihood
function parameters are denoted by βˆ and the estimated event yield after the fit νˆ . Their
quoted uncertainties are statistical, only.
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(a)
(b)
Figure 7.3: The Neural network output distribution of the 2-jet (a) and 3-jet (b) signal region
with one b-tagged jet. The simulated event model is normalised to the results of the
binned maximum-likelihood fit.
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Figure 7.4: The three most important variables of the 2-jet channel are the reconstructed
top-quark mass (a), the |η| of the untagged jet (c), and the transverse energy ET of
the untagged jet (e). The three most important variables of the three jet channel, the
invariant mass of the leading and second leading jet (b), the reconstructed top-quark
mass (d), and the |∆η| between the leading and third leading jet (f). The event model
is normalised to the result of the binned maximum-likelihood fit.
109
7.2. Result of the Binned Likelihood Fit
]2b) [GeV/cνm(l
0 100 200 300 400 500
Ca
nd
id
at
e 
Ev
en
ts
0
100
200
300
2 jets 1 tag  @ 7 TeV
-1
                                            1.04 fb
M
C 
no
rm
al
ize
d 
to
 fi
t v
al
ue
s
ATLAS data
single-top t-channel
top
W+heavy flavour
W+light jets
Z+Jets,diboson
Multijets
(a)
 (j)|η|
0 1 2 3 4 5
Ca
nd
id
at
e 
Ev
en
ts
0
50
100
2 jets 1 tag  @ 7 TeV
-1
                                            1.04 fb
M
C 
no
rm
al
ize
d 
to
 fi
t v
al
ue
s
(b)
 (j)TE
0 50 100 150 200
Ca
nd
id
at
e 
Ev
en
ts
0
50
100
2 jets 1 tag  @ 7 TeV
-1
                                            1.04 fb
M
C 
no
rm
al
ize
d 
to
 fi
t v
al
ue
s
(c)
]2(W) [GeV/cTm
0 50 100 150
Ca
nd
id
at
e 
Ev
en
ts
0
50
100
150
2 jets 1 tag  @ 7 TeV
-1
                                            1.04 fb
M
C 
no
rm
al
ize
d 
to
 fi
t v
al
ue
s
(d)
(e)
 (l) [GeV/c]
T
p
0 50 100 150
Ca
nd
id
at
e 
Ev
en
ts
0
50
100
150
2 jets 1 tag  @ 7 TeV
-1
                                            1.04 fb
M
C 
no
rm
al
ize
d 
to
 fi
t v
al
ue
s
(f)
Figure 7.5: Kinematic distributions in the 2-jet channel in a highly signal enriched phase space
by cutting on the NN value larger than 0.875. The event model is normalised with
the scale factors obtained by the binned maximum-likelihood fit. The reconstructed
top-quark mass (a), the |η| of the untagged jet (b), the transverse energy ET of the
untagged jet (c), the reconstructed transverse mass of the W boson (d), the scalar sum
of the transverse momenta of the jets, missing transverse momentum and lepton (e),
and the pT of the charged lepton (f).
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7.3 Systematic Uncertainties
In this section, the different sources of systematic uncertainties taken into account
for the measurement of the single top-quark t-channel production cross-section are
explained. First, different sources of systematic uncertainties and their impact on the
normalisation of the signal and background processes as well as on the shape of the NN
output distribution are investigated. Second, the size of the systematic uncertainties
on the measurement is evaluated.
7.3.1 Sources of Systematic Uncertainties
Many sources of systematic uncertainties are considered affecting the precision of the
single top-quark t-channel production cross-section measurement. Two categories of
systematic uncertainties are be distinguished. The first category comprises uncertain-
ties affecting the modelling of physics objects due to residual differences between ob-
served data and simulated events, such as the energy scale calibration of jets or leptons.
The second category includes uncertainties dealing with the modelling of simulated
events, such as the difference between MC generators or different parton shower mod-
els. The systematic effects explained in this section have an impact on the normalisa-
tion of all simulated processes by changing their acceptance. Table 7.3 and 7.4 present
the relative rate uncertainties for the different processes for the 2-jet and 3-jet channel,
respectively. Since template distributions are used in a binned maximum-likelihood fit
to extract the signal cross-section, the impact on the shapes of the neural network out-
put has to be taken into account, too. Figure 7.7 and 7.8 show exemplarily the shape
uncertainties due to the JES for the 2-jet and 3-jet channel. All shape uncertainties
are documented in Ref. [151]. In the following, all sources of systematic uncertainties
considered in the analysis are specified.
Lepton Energy Scale and Resolution
The impact of the lepton energy scale uncertainty on the simulated event samples is
evaluated by scaling the pT of the lepton up or down by 1σ of the uncertainty and
re-applying the event selection. Also, the lepton energy resolution is investigated by
smearing the lepton energy with a random number from a Gaussian distribution. Both,
the lepton momentum scale and resolution is measured using Z → `` events [93, 97].
The effect on the acceptance and shape of the NN distribution is considered.
Lepton ID and Trigger Efficiency Scale Factors
Scale factors are applied to match the trigger and lepton identification efficiencies in
observed data and simulated events. These scale factors have associated uncertainties.
Their impact on the cross-section measurement is assessed by reweighting the selected
events according to the uncertainty on the scale factor depending on the lepton pT and
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η. The scale factor uncertainties are around 3%. Both, the impact on the shape and
event yield is considered.
Jet Energy Scale
The uncertainty on the JES depends on the pT and η of the reconstructed jet [152].
The MultijetJESUncertaintyProvider tool is used to scale the energy of each jet up or
down by 1σ of the uncertainty. It varies between 2.5% and 8% (3.5% and 14%)
in the central (forward) region of the calorimeter. An additional uncertainty on the
JES is applied to b-tagged jets. Hereby, the b-jets are selected by their true flavour
from the simulated event information. It is provided in 5 pT bins and the uncertainty
ranges from 2.5% to 0.76% for low-pT and high-pT jets. Since the JES is calibrated
with 2010 collision data, an extra uncertainty to the JES due to the different pile-up
conditions in 2011 data ranging from 1% to 5% as function of the jet pT is added. The
additional uncertainties are added in quadrature to the JES uncertainty. This change
is propagated to the calculation of the missing transverse momentum. Reapplying the
object and event selection reveals the effect on the normalisation of each simulated
process and the shapes of the NN output.
Jet Energy Resolution
The energy resolution of jets (JER) is measured using di-jet collision data. An agree-
ment at the level of 10% is found between collision data and simulated events [153].
The impact of the uncertainty on the JER is evaluated by smearing the pT of the jets in
simulated events with a normal distribution having a width of the resolution, depend-
ing on the pT and η of the jet. Since it is an one-sided uncertainty, it is symmetrised by
taking half of the difference as up- and downward fluctuation of the acceptance. The
symmetrised shape uncertainty is constructed by adding half the difference between
the altered and nominal shape to the nominal shape for the upward fluctuation. In
case of the downward fluctuation half of the difference is subtracted from the nominal
shape.
Jet Reconstruction Efficiency
The jet reconstruction efficiency (jet reco) is measured using minimum bias and QCD
di-jet events. An uncertainty of 2% on the reconstruction efficiency on jets with pT <
30 GeV is found by comparing the selection efficiencies in collision data and simulated
event samples. For jets with a larger pT it is negligible [152]. To study the impact of
the jet reconstruction efficiency on the analysis, jets are randomly dropped from the
nominal simulated event samples. The uncertainty on the acceptance and the shape of
the NN output distribution is symmetrised.
b-Jet Identification Efficiency
Different b-tagging efficiencies between observed data and simulated events are cor-
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rected by scale factors. The uncertainty on the scale factor for b-tagged b-jets is de-
noted as ‘b-tagging scale-factor‘ and is at the level of 10% to 20%. The scale factor
uncertainty on light-jets, as well as c-jets misidentified as b-jets is denoted as ‘mistag
scale-factor‘. An uncertainty of 20% to 50% or 20% to 40% is assigned on the scale fac-
tor for mistagged light- and c-jets, respectively. The uncertainties depend on the pT and
η of the jet [102]. To evaluate the uncertainties in the analysis, the jet flavour is taken
from the MC truth information for each jet to identify true b-tagged jets and mistagged
jets to apply the corresponding scale factor variation. Both uncertainties, the b-tagging
scale factor and the mistag scale factor have an impact on the acceptance and the shape
of the classifier distribution.
MC Generator
An uncertainty due to the MC generator model for the important top-quark processes
is taken into account. Therefore, different MC generators are compared to study the
impact on the acceptance and on the shape of the processes. In case of the t t pro-
cess, events generated with MC@NLO+HERWIG and POWHEG+HERWIG are compared.
The resulting uncertainty on the shape and acceptance is symmetrised. The generator
uncertainty on the signal sample is estimated by comparing on parton level the accep-
tance difference between the nominal signal sample simulated using ACERMC+PYTHIA
and a simulated sample using MCFM. Hereby, a cut of pT > 20 GeV is required for the
second b quark and the light quark. In doing so, an acceptance uncertainty of 7.5% is
found. This uncertainty is symmetrised.
Parton Shower Modelling
Two different models used for the parton shower and hadronisation are compared
to evaluate a systematic uncertainty due to the model used. Since the signal pro-
cess is simulated using ACERMC+PYTHIA, it is compared to ACERMC+HERWIG. In
case of the t t sample, POWHEG+HERWIG is compared with POWHEG+PYTHIA. Techni-
cally, the shape difference between the two samples is transferred to the shape of the
MC@NLO+HERWIG sample to create the systematic sample used in the pseudo experi-
ment generation. Since the parton shower model uncertainty is a one-sided one, it is
symmetrised for the acceptance and shape uncertainty.
Initial-State and Final-State Radiation
The dependence of the signal process and the other top-quark background processes
on the initial-state radiation (ISR) and final-state radiation (FSR) settings of the parton
shower model are evaluated. The uncertainty on the model is estimated from a set of
ACERMC+PYTHIA samples for the top-quark processes generated with a variation of the
corresponding parameters. In order to alter the ISR, the PYTHIA settings PARP(64)=1
and PARP(67)=1 are changed. The former corresponds to a variation of the strong
evolution scale proportional to 1/ΛISRQCD. Its value is varied to increase (decrease) the
ISR to 4 (0.25). The later limits the maximum virtuallity of partons in space-like parton
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showers. Here, the values are changed to 0.5 (6) to decrease (increase) the radiation
of partons. To change the activity of the FSR, the PYTHIA parameters PARP(72)=192
and PARJ(82)=1 are modified. The first is the energy scale ΛFSRQCD for time-like parton
showers in the final state. It is changed to 0.092 (0.384) to increase (decrease) the
probability of the radiation of a parton in the final state. The second is the low-pT
cutoff for an FSR branching. It is varied to 2 (0.5) to increase (decrease) the amount
of FSR. The simulated sample with the simultaneous up- and downward variation of
the ISR and FSR parameters is used. The shape difference due to the ISR/FSR variation
is transferred to the shapes of the nominal simulated event samples. Since a different
MC generator set is used than for some of the nominal samples, the observed shape
uncertainty is transferred to the nominal shapes to create the templates used for the
pseudo experiments.
Parton Distribution Functions
An uncertainty due to the parametrisation of the PDF is taken into account for the top
quark related processes. The nominal MC samples are reweighted according to an alter-
native PDF parametrisation. As uncertainty, the largest deviation due to the alternative
parametrisation is taken. The PDF sets taken in consideration are: MSTW2008nlo68cl
[154], CTEQ6.6 [155]. The rate uncertainty ranges from 3% to 8%, depending on
the process and channel of the analysis. An impact on the shape of the NN output
distribution is negligible and not regarded.
Theoretical Cross Section Normalisation
In this analysis, the event yields of the t t, Z+jets, diboson and the single-top s-channel
and associated production background processes are estimated using the acceptance
from MC simulated events and the theoretically predicted cross-sections. The cross-
section uncertainty on the t t cross-section is +10−7 % [38]. For the W t and s-channel
single-top processes a 7% and 4% uncertainty on the cross-section is assigned [5, 6].
An uncertainty of 5% is assigned to the diboson background [142] and one of 60%
to the Z+jets background. These uncertainties account for scale variations, PDFs, and
the imperfect knowledge of αS. The uncertainties of processes that are combined in
the final analysis are added linearly to incorporate a correlation of the uncertainties.
QCD Background Normalisation
The QCD background is normalised to data through fitting the EmissT distribution for the
electron and the muon channel. As described in section 5.2 a systematic uncertainty
of 50% is assigned to the normalisation based on studies comparing results of fitting
in mT(W ) and comparing the impact of different pileup conditions on the model.
W+jets Background Uncertainty
The theoretical prediction of the W+light jet production and W+heavy-flavour jet pro-
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duction provides only an approximation of the normalisation of these processes. Thus,
the normalisation of the W+light jet production is associated with an uncertainty of
30%. An uncertainty of 50% is considered on the normalisation of the W+heavy-
flavour jet production. These numbers are estimated in the frame of the single top-
quark t-channel cross-section measurement using a cut-based approach [141], which
extracts the signal region by applying more stringent cuts. Here, the W+jets normali-
sation is estimated from sidebands in the pretag and tagged dataset using the event
counting method by solving a set of equations to normalise the W+light jets and
W+heavy-flavour jets and processes. The uncertainties associated with this method
are used for this analysis.
Luminosity
The uncertainty on the integrated luminosity for the 2011 data is 3.7%. It is based
on dedicated van der Meer scans taken in May 2011 and constantly validated using
calorimeter-based techniques during the data-taking period [84].
Forward Jet η-Reweighting
To evaluate uncertainties due to the mismodelled η distribution of the forward jet c.f.
Fig. B.1 (b) for the 2-jet pretag dataset, especially for high η regions, alternative MC
distributions are generated by a reweighting procedure. The reweighting histograms
are obtained from the pretag data samples in the 2-jet or 3-jet dataset. The η distri-
bution of observed events is divided by the distribution taken from simulation. The
reweighting histograms are shown in Fig. 7.6.
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Figure 7.6: Reweighting histogram determined in the pretag sample for the 2-jet (a) and 3-jet
(b) dataset by dividing the η distribution of the forward jet obtained from observed
events by the distribution taken from simulated events.
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MC Statistics
An uncertainty due to the limited statistics of simulated events is included as described
before.
W+Jets Shape Uncertainty
An uncertainty is assigned to the shapes of the W+jets background based on vary-
ing several ALPGEN parameters in the generation of the W+jets MC. The MLM match-
ing threshold of the jets PTJMIN is changed to pT = 10 GeV compared to the nominal
value of pT = 15 GeV. Another variation is changing the factorisation scale (IQOPT) from
Q2 = m2W + Σm
2
T to Q
2 = m2W + p
2
T(W ). Hereby, mW is the mass of the W boson
and mT the transverse mass of a final-state particle. The nominal W+jets samples are
reweighted according to the resulting change of these variations. The largest variation
is considered as systematic uncertainty.
EMis sT
An additional uncertainty to the EmissT calculation is introduced from calorimeter cells
that are not associated to any jet (cell-out) and from soft jets that are included in the
EmissT calculation. Soft jets are defined as jets with a pT larger than 7 GeV and smaller
than 20 GeV. The contribution from the soft-jets and cell-out term are treated fully
correlated. The impact on the shape and acceptance are regarded.
Pileup EMis sT
A flat variation of 10% is applied to the cell-out and soft-jet term of the EmissT cal-
culation to take into account an additional uncertainty due to pile-up events on the
EmissT -composition. This uncertainty affects the shape of the distributions as well as the
acceptance.
Liquid Argon
Due to a hardware failure in the LAr calorimeter read-out electronics, a rectangular
region of (−0.74< φ < 0.64)× (0< η < 1.4) was not read out during the data taking
runs 180614 to 185353. Thus, events featuring a jet with pT > 20 GeV which is in this
calorimeter region are rejected. A systemtic uncertainty is is evaluated by varying the
pT threshold of those jets by ±4 GeV.
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Source t-ch. top W+lj W+hf Z+j, diboson
Jet Energy Scale
up −6.65 −13.05 +14.84 +6.53 +7.40
down +2.75 +14.30 −15.15 −6.97 −8.82
Jet Energy Resolution
up −0.73 −0.82 +0.97 +1.14 +0.10
down +0.73 +0.82 −0.97 −1.14 −0.10
Jet Reconstruction
up −0.01 +0.04 −1.00 +0.07 +0.60
down +0.01 −0.04 +1.00 −0.07 −0.60
Lepton Efficiencies
up +2.71 +3.27 +2.58 +2.91 +2.88
down −2.68 −3.24 −2.56 −2.89 −2.86
Lepton Energy Resolution
up +0.11 −0.00 +0.30 +0.04 −0.20
down −0.09 −0.05 +0.31 +0.05 +0.08
Electron Energy Scale
up −0.01 +0.11 +0.35 +0.30 +0.29
down −0.21 −0.14 +0.17 −0.09 +0.30
b-tagging Scale Factor
up +10.21 +6.33 +2.12 +16.54 +12.11
down −10.40 −7.48 −2.14 −16.67 −12.30
Mistag Scale Factor
up +0.01 +0.09 +21.35 +0.68 +6.05
down −0.01 −0.09 −21.37 −0.68 −6.05
PDF
up +3.20 +6.40 −− −− −−
down −3.00 −5.60 −− −− −−
MC Generator
up +3.55 −13.05 −− −− −−
down −3.55 +14.30 −− −− −−
Parton Shower
up +5.68 −3.97 −− −− −−
down −5.68 +3.97 −− −− −−
ISR/FSR
up −9.26 −5.61 −− −− −−
down +18.70 +13.69 −− −− −−
η-Reweighing +1.22 −1.41 −1.80 −0.95 −1.33
Luminosity
up +3.70 +3.70 −− −− +3.70
down −3.70 −3.70 −− −− −3.70
EmissT
up +0.03 −0.05 −0.54 +0.35 +0.98
down −0.36 +0.03 −2.10 −0.21 +1.74
Pileup EmissT
up +0.12 −0.04 −0.22 +0.25 +0.49
down −0.34 +0.00 −1.66 −0.28 +1.99
Liquid Argon
up +0.74 +1.09 +0.73 +0.77 +1.18
down −1.00 −1.54 −1.15 −0.81 −0.98
Table 7.3: The relative rate uncertainties of the tagged 2-jet dataset given in per cent.
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Source t-ch. top W+lj W+hf Z+j, diboson
Jet Energy Scale
up +4.94 −6.48 +23.79 +12.80 +20.97
down −5.65 +6.49 −11.55 −13.69 −13.48
Jet Energy Resolution
up −0.19 −0.57 +6.93 −0.60 +1.88
down +0.19 +0.57 −6.93 +0.60 −1.88
Jet Reconstruction
up −0.08 +0.07 +0.41 −0.29 +1.42
down +0.08 −0.07 −0.41 +0.29 −1.42
Lepton Efficiencies
up +2.77 +3.28 +2.41 +3.01 +3.26
down −2.75 −3.26 −2.39 −2.99 −3.23
Lepton Energy Resolution
up +0.01 −0.02 +0.84 +0.14 +1.03
down −0.12 −0.01 +0.56 +0.21 +0.02
Electron Energy Scale
up +0.14 +0.12 +0.78 +0.14 −0.24
down −0.20 −0.01 +0.60 +0.07 +0.73
b-tagging Scale Factor
up +6.35 +3.28 +3.03 +14.97 +12.08
down −7.32 −5.03 −3.04 −15.32 −12.30
Mistag Scale Factor
up −0.01 +0.03 +21.63 +0.90 +5.93
down +0.01 −0.03 −21.67 −0.91 −5.94
PDF
up +3.00 +7.55 −− −− −−
down −3.00 −6.66 −− −− −−
MC Generator
up +3.55 −6.48 −− −− −−
down −3.55 +6.49 −− −− −−
Parton Shower
up −4.50 −3.69 −− −− −−
down +4.50 +3.69 −− −− −−
ISR/FSR
up −1.94 −4.69 −− −− −−
down −4.87 +11.50 −− −− −−
η-Reweighing +1.58 −0.63 −0.44 −0.59 −1.33
Luminosity
up +3.70 +3.70 −− −− +3.70
down −3.70 −3.70 −− −− −3.70
EmissT
up −0.11 +0.12 +0.28 +0.21 −0.23
down +0.13 −0.01 +1.82 −0.05 +2.46
Pileup EmissT
up −0.20 +0.09 +0.12 +0.35 +0.47
down +0.04 −0.01 +1.79 +0.30 +2.71
Liquid Argon
up +0.63 +1.14 +1.64 +0.43 +1.61
down −1.14 −1.40 +0.41 −1.47 −1.12
Table 7.4: The relative rate uncertainties of the tagged 3-jet dataset given in per cent.
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Figure 7.7: The shape variation of the neural network discriminant for the JES variation in the
2-jet channel. The nominal shape is shown by the black points. Red denotes the shape
with the JES shifted up and the blue histograms show the neural network response for
a JES shifted down. The relative difference is defined as (shifted - nominal)/nominal.
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Figure 7.8: The shape variation of the neural network discriminant for the JES variation in the
3-jet channel. The nominal shape is shown by the black points. Red denotes the shape
with the JES shifted up and the blue histograms show the neural network response for
a JES shifted down. The relative difference is defined as (shifted - nominal)/nominal.
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7.3.2 Evaluation of Systematic Uncertainties
Ensemble tests are carried out in order to evaluate the impact of the systematic un-
certainties on the precision of the cross-section measurement. Those include all sys-
tematic shifts on the normalisation and shape of the NN output distribution, which are
explained in the previous section. The effect of each single uncertainty on the precision
is deduced by running pseudo experiments which varies only this single effect. To esti-
mate the expected and observed uncertainties, the SM expectations ν˜ and the result νˆ
of the template fit are used, respectively. The result of the pseudo experiments is the
distribution of measured cross-sections βˆ s. It is interpreted as estimator of the proba-
bility density function of all possible results of a cross-section measurement under the
assumed systematic effects. The uncertainty on the actual measurement is estimated
from the RMS of the distribution. A potentially positive or negative bias due to the
systematic uncertainties is added in quadrature to the positive or negative uncertainty.
Thus, asymmetric uncertainties can arise.
The impact of each single systematic uncertainty due to the different sources originat-
ing from the object modelling, the event modelling, and the normalisation of the back-
grounds is listed in Tab. 7.5. It shows the relative uncertainties ∆σ/σ on the expected
and the observed cross-section measurement. Hereby, ∆σ denotes the absolute uncer-
tainty of the measurement. Figure 7.2 depicts the probability density function of the
ˆbeta
s
-value, using 100k pseudo experiments for the ensemble tests of the expected (a)
and observed (b) cross-section measurement. The RMS of this distributions is the rel-
ative uncertainty. Including all systematic uncertainties and the statistical uncertainty,
a total relative uncertainty of +26−24% (expected) and +24−24% (observed) is found. The un-
certainty due to systematic effects only is +25−24% (expected) and +24−23% (observed). They
dominate over the uncertainty due to the data statistics ±6.1% (expected) and ±5.1%
(observed). An asymmetric uncertainty is found, since the mean of the βˆ s distribution
is shifted by 8% (expected) and 6% (observed) to larger values, respectively. Since the
bias is small compared to the size of the uncertainty, it has no influence on the total
observed uncertainty. The main sources of the bias are ISR/FSR and the forward jet
η-reweighting.
The dominant uncertainties belonging to the object modelling category are the uncer-
tainty on the b-tagging calibration, the JES uncertainty, and the lepton efficiencies.
A relative uncertainty of ±13.4% (expected) and ±13.0% (observed) due to the b-
tagging calibration is found. The relative JES uncertainty on the measurement ac-
counts to ±5.7% (expected) and ±4.4% (observed). The efficiencies on the lepton
identification and reconstruction yield a relative uncertainty of ±1.9% (expected) and
±2% (observed). All other sources of systematic uncertainties play a minor role. Their
values are in the range of 0.5% to 2%.
In the event-modelling category, the largest uncertainties are due to ISR/FSR, parton-
shower modelling, and the forward jet η-reweighting. ISR/FSR is the largest individ-
ual uncertainty with ±14% (expected/observed). An additional large uncertainty is
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Figure 7.9: Distributions of the fitted βˆS value from pseudo experiments for the expected
(a) and observed (b) event yields. In the pseudo experiments, all sources of systematic
uncertainties are included.
due to the forward jet η-reweighting, accounting for +6.9−4.2% (expected) and 6.4−3.9% (ob-
served). Comparing different parton shower models yields a relative impact of ±4.5%
(expected) and ±5% (observed) on the cross-section measurement. Uncertainties due
to MC generator models and the PDF parametrisation ranging from 0.5% to 3.5% can
be regarded as small compared to the other uncertainties in the event-modelling cate-
gory.
The dominant uncertainty on the background normalisation is the uncertainty on the
event yield of the multijet background. It results in an uncertainty of±4.7% (expected)
and ±5.3% (observed) on the measurement.
To improve the precision of the cross-section measurement, a better understanding of
the object and event modelling is needed. It is crucial, to tackle the largest uncertain-
ties which are the uncertainty due to the ISR/FSR modelling and on the b-tagging
calibration. Both are roughly 2.5 times larger than the other uncertainties of major im-
portance. If one assumes both uncertainties to be at a level of 7%, the total expected
uncertainty would roughly improve to a 18% level. To reduce the uncertainty of the
b-tagging calibration, a better understanding on the b-tagging efficiencies in simulated
events and observed data is necessary. A future reduction of the ISR/FSR uncertainty
will be possible based on t t cross-section measurements that derive constraints on the
additional jet activity due to high energetic QCD radiation. A measurement and com-
parison to theoretical models is performed in Ref. [156]. Those results will be available
to constrain the ISR/FSR uncertainty for future analyses.
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Source ∆σexp/σexp [%] ∆σobs/σobs [%]
Data Statistics ±6.1 ±5.1
MC Statistics ±3.8 ±3.4
Object Modelling
Jet Energy Scale ±4.7 ±5.3
Jet Energy Resolution ±1.7 ±1.5
Jet Reconstruction ±0.5 ±0.2
b-Tagging Scale Factor ±13 ±13
Mistag Scale Factor ±0.6 ±0.4
Lepton Efficiencies ±1.9 ±2.0
Lepton Energy Resolution ±0.4 ±0.3
Electron Energy Scale +0.5/−0.6 0.2/−0.4
EMissT ±1.0 ±0.8
Pileup EMissT ±1.0 ±0.9
Liquid Argon ±0.9 ±0.9
Event Modelling
PDF ±3.3 ±3.3
W Shape +0.5/−0.3 +0.5/−0.3
Top Generator ±3.3 ±2.3
t-Channel Generator ±3.5 ±3.5
ISR/FSR ±14 ±14
Parton Shower ±4.5 ±5.0
η-Reweighting +6.9/−4.2 +6.4/−3.9
Normalisation
Background Normalisation ±1.1 ±0.9
QCD ±5.7 ±4.4
Luminosity ±3.9 ±3.8
Total Systematic +25/−24 +24/−23
Total Systematic + Statistic +26/−24 +24/−24
Table 7.5: Breakdown of the major contributions to the relative systematic uncertainties on the
expected ∆σexp/σexp and observed ∆σobs/σobs t-channel cross-section measurement.
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7.4 Results
In this analysis an integrated luminosity of 1.04 fb−1 of data recorded by the ATLAS
detector at a centre-of-mass energy of 7 TeV is studied. The cross-section of the single
top-quark t-channel production is measured in a signal enriched dataset having two or
three jets. Exactly one of the jets is required to be b-tagged. Also, one high pT electron
or muon and large EmissT is demanded to be present in the event. The significance of the
measurement is determined to distinguish the interpretation of the observed events as
signal from a statistical fluctuation of the background processes. Using the result of
the cross-section measurement, the absolute value of the CKM matrix element Vt b is
extracted.
Cross-Section Measurement
The single top-quark t-channel cross-section is measured by a simultaneous binned
maximum-likelihood fit of the NN output distributions to the NN distribution of ob-
served data in the 2-jet and 3-jet channel. Using the SM expectations and the results
of the systematic uncertainties evaluation as presented in section 7.3.2 the expected
measurement yields
σt−channelexpected = 65± 4 (stat.)+16−15 (syst.)pb= 65+17−16 pb. (7.14)
Since the systematic uncertainties are much larger than the uncertainty due to the data
statistics, the precision of the measurement is limited by the impact of the systematic
uncertainties. The fit to observed data yields an observed cross-section of
σt−channelobserved = 83± 4 (stat.)+20−19 (syst.)pb= 83± 20 pb. (7.15)
A result, which is 28% larger than the SM expectation is found. But, the observed
result is compatible with the theoretical cross-section value within the statistical and
systematic uncertainties.
Significance
To distinguish the interpretation of the observed result as signal from a fluctuation
of background events, a test statistic based on a likelihood ratio is used. A detailed
description of the method is given in section 7.1.3. To compute the significance, 2.1 ·
109 pseudo experiments are generated including all sources of systematic uncertainties.
The Q-value distributions of the null- and alternative hypothesis are shown in Fig. 7.10.
Only two pseudo experiments are smaller than the expected Q-value of Qexp = −415.
Thus, the expected p-value is 9.7 · 10−10. It corresponds to a significance of 6σ in
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terms of standard deviations, which exceeds the 5σ threshold of a measurement to be
statistically significant.
The fit to observed data obtains a Q-value of Q˜0 = −530. No single pseudo experi-
ment of the q0 distribution has a Q-value smaller than Q˜0. To deduce the observed
significance an approximation is necessary, because it is not feasible to create more
pseudo experiments. For a sufficient statistics to populate the tails of the q0 distribu-
tion roughly 10 times more pseudo experiments are necessary, which is very CPU time
consuming. Thus, a Gaussian function is used to extrapolate the tail of the q0 distri-
bution for Q-values smaller than 0. Using the extrapolation, a p-value of 3.9 · 10−13
corresponding to 7.2σ is observed. Summarising the results of the hypothesis test
for the given dataset, the expected and observed significance of the measurement are
6σ and 7.2σ, respectively. This result shows the statistical significance of the single
top-quark t-channel production cross-section measurement.
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Figure 7.10: The Q-value distributions the signal hypothesis (red) and the background only
hypothesis (blue) are shown. The expected Q-value is the median of the signal hypothesis
distribution, whereas the observed Q-value is obtained from the fit to collision data. The
tail of the background hypothesis is extrapolated using a Gaussian function.
Extraction of Vt b
The t-channel production cross-section of singly produced top quarks involves the W -
t-b vertex. Thus, it is proportional to the CKM-matrix element |Vt b|2. In the SM with
three generations of quarks, the Vt b matrix element is close to one. It is only obtained
indirectly due to the unitarity constraint of the CKM matrix. Using the observed cross-
section, the absolute value of |Vt b| can be extracted independently of the assumption of
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three generations of quarks and the unitarity constraint. Contributions of new physics
processes may alter the W -t-b coupling to significantly larger values. Only two assump-
tions have to be made for the extraction. The first assumption is the left handedness
of the weak interaction. The second assumption is that the top quark predominantly
decays to b quarks. For a measurement of |Vt b|2 being independent of the b-tagging
requirement of the analysis, it has to be assumed that |Vt b|  |Vtd |, |Vts|. This as-
sumption is tested by measuring the branching ratio of top quarks decaying into b-jets
B(t →W b) to all jet flavours B(t →Wq) defined as R = B(t →W b)/B(t →Wq) by
counting the number of b-tagged jets in selected t t events. A ratio of R = 0.98± 0.04
being compatible with the SM expectation is observed [157].
The numerical value of |Vt b| is obtained from the square root of the ratio of the ob-
served σobs to the expected cross-section σtheo.
|V obst b | =
r
σobs
σtheo
(7.16)
The extraction of |Vt b| from the cross-section measurement yields a result of |Vt b| =
1.13+0.14−0.13. The experimental and theoretical uncertainties are added in quadrature. The
result is still compatible with the assumptions of the SM. Assuming the SM constraints
on |Vt b| by requiring 0< |Vt b|< 1, a lower limit of |Vt b|> 0.75 at the 95% C.L.is found.
Figure 7.11 shows the posterior probability density function of |Vt b|2.
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Figure 7.11: Probability density function of the CKM matrix element |Vt b|2.
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Conclusion and Outlook
In the presented analysis, 1.04 fb−1 of data, recorded by the ATLAS experiment during
the 2011 data-taking period, are analysed to measure the t-channel single top-quark
production cross-section. The final state of the signal process is characterised by a
light-quark jet produced predominantly in the forward direction and the decay of the
top quark to a W boson and a b quark, t →W b. The W boson is reconstructed in the
W → eν and W → µν mode. Thus, events having missing transverse momentum and
an isolated high-pT charged lepton are selected. Some acceptance to τν events, where
the τ decays leptonically, is also contained in the dataset. Additionally, two or three
jets are required, whereas one of them is identified as a jet originating from a b quark.
Studies on simulated events show that 45% and 30% of the signal events are selected
in the 2-jet and 3-jet channel, respectively. The dominant contributions of background
events stem from the production of a W boson in association with heavy quark jets and
t t events. A signal-to-background ratio of roughly one to ten is expected after the final
event selection.
The signal and background processes are modelled using MC techniques. Additionally,
a data driven method was developed for QCD multijet events, that are misidentified
as lepton + jets events. In the context of this analysis the jet-electron model was
developed. Here, pure QCD multijet events are selected from a jet-triggered dataset.
One of the jets, fulfilling certain requirements is used to model the charged lepton in
the event. The amount of selected QCD multijet events in the signal region is estimated
by fitting the MC event models and the data-driven model to the missing transverse
momentum distribution. It was studied that the amount of multijet background events
can be reduced by a factor 2 to 3 by tightening the lepton identification and isolation
requirements. In the signal region, a contribution of 8% to 16% is found.
A neural network is trained using the simulated event model to separate signal from
background events. In the 2-jet and 3-jet channel, a separate network is trained utilis-
ing characteristic kinematic event observables. Template distributions are constructed
from the output for the signal and background processes. The signal cross-section
is extracted by a combined binned log-likelihood fit of the template distributions to
observed data. The fit simultaneously extracts the signal cross-section and the normal-
isation of the background processes. Especially, the normalisation of the W+heavy
flavour process is not predicted well by theory. The influence of the systematic un-
certainties on the cross-section measurement is estimated using a frequentist method.
Hereby, the effect on the normalisation and the shapes of the NN output distribution
is considered for the different sources of systematic uncertainties. In this analysis, a
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single-top quark t-channel production cross-section of
σt−channelobserved = 83± 4 (stat.)+20−19 (syst.)pb= 83± 20 pb.
is measured. A significance of 7.2σ is observed for the measurement, whereas 6σ are
expected. The measured cross-section is 28% larger than the expected cross-section of
64.6+2.7−2.0 pb, but compatible within the uncertainties. The precision of the measurement
is limited by the size of the systematic uncertainties of +24−23% compared to the statistical
uncertainty of 5.1%. Hereby, the dominant uncertainties are ISR/FSR accounting for
14% and the b-tagging calibration accounting for 13%. Systematic uncertainties be-
cause of the object modelling, event modelling, and background normalisation are of
the size of 4% to 7%. To improve the measurement, the uncertainties on the ISR/FSR
and b-tagging calibration have to be reduced. Future measurements will profit from
a better understanding of the b-tagging efficiencies in observed data and simulated
events, and constraints on the ISR/FSR uncertainty from t t measurements studying
the additional jet activity of high energetic QCD radiation [156].
Using the measured cross-section to extract |Vt b| under the assumption of |Vt b| |Vtd |, |Vts|, with the result of |Vt b| = 1.13+0.14−0.13 is obtained. Within the uncertainty, the
result is compatible with the Standard Model value of |Vt b| ≈ 1. Under the assumption
of 0< |Vt b|< 1 a lower limit of |Vt b|> 0.75 is set at the 95% C.L.
Two alternative methods have analysed the same dataset, a cut-based analysis [141]
and an analysis employing a boosted decision tree (BDT) [158]. In the cut-based anal-
ysis, a signal enriched region is defined by more stringent cuts on the phase space. The
BDT analysis selects a signal enriched region by cutting on the output of the BDT. The
cut based analysis observes a cross-section ofσt = 92±7 (stat.)+28−25 (syst.)pb= 92+29−26 pb.
A result of σt = 97±7 (stat.)+30−29 (syst.)pb= 97+31−30 pb is found by the BDT analysis. All
analyses are in agreement within their systematic and statistical uncertainties. The
NN analysis presented in this thesis is the most precise measurement among the three
ATLAS measurements.
The CMS collaboration has presented preliminary results on the t-channel production
cross-section. Here, a dataset of 1.14 fb−1 (1.51 fb−1) recorded in 2011 is studied in
the electron (muon) channel. The signal cross-section is extracted by a likelihood fit to
the |η|-distribution in a signal enriched region having two jets with one of them being
identified as b-jet. A signal cross-section of 70±5.2 (stat.)10.4± (syst.)±3.4 (lumi)pb
is observed [10]. The total uncertainty amounts to 17%. The uncertainty of the
CMS measurement is smaller than the one presented in this thesis mostly due to
a smaller uncertainty on ISR/FSR of ±7% on the signal process and a smaller b-
tagging uncertainty of ±3.1%. The extraction of the |Vt b| matrix elements yields|Vt b| = 1.04 ± 0.09(exp.) ± 0.02(th.), under the same assumptions as stated above.
The CMS measurement is in agreement with the Standard Model prediction and the
ATLAS results. A summary of the measurements is given in Fig. 8.12.
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Figure 8.12: Summary of the ATLAS and CMS single top-quark t-channel cross-section results.
The experimental ATLAS results are documented in [141, 151, 158], the CMS result
in [10], and the theoretical prediction is obtained from [4].
For future measurements, the systematic uncertainties have to be revisited to improve
the precision of the measurement. With a larger amount of observed data, the cross-
section measurement can be redone for the t and t¯ production separately or the cross-
section ratio σt/σ t¯ . Since a b quark is in the initial state of the process, the cross-
section ratio measurement is sensitive to constrain the b-quark PDF. The NN can be
used to select a highly signal enriched region by cutting on large NN output values.
Thus, the kinematic event model of the signal process can be validated.
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Appendix A
QCD estimation and control distributions
A.1 Comparison of the jet-electron event shapes in
the tagged and pretag dataset
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Figure A.1: Comparison of the jet-electron model in the tagged and pretag dataset with 2 jets.
The tagged jet electron model is limited by low statistics. It is compatible with the
pretag model within the statistical uncertainty. No EmissT cut is applied.
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A.2. Fitted EmissT distributions in the electron channel
A.2 Fitted EmissT distributions in the electron channel
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Figure A.2: EmissT distribution of the pretag dataset (a) and (c), and tagged dataset (b) and
(d) for the 2-jet and 3-jet electron channel. A binned maximum-likelihood fit was
performed to determine the fraction of QCD-multijet events. The shape of the QCD-
multijet background is modelled by the jet-electron model. The fit is performed after
the triangular cut in the pretag and in the tagged dataset.
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A.3 Control distributions for the fit of the jet-electron
model in the electron channel
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Figure A.3: Control Plots for the jet-electron model after all cuts in the signal region (pretag)
for the electron channel in the 2-jet channel. The EmissT (a), the reconstructed transverse
W boson mass (b), the ∆φ between the charged lepton and the ~EmissT (c), the pT of the
charged lepton (d), the cosθ between the leading jet and the reconstructed neutrino
(e), the ∆R between the charged lepton and leading jet (f).
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A.3. Control distributions for the fit of the jet-electron model in the electron channel
 [GeV]missTE
0 50 100
Ca
nd
id
at
e 
Ev
en
ts
0
2000
4000
6000 3 jets pretag - electron
 @ 7 TeV-1                                            1.04 fb
M
C 
no
rm
al
ize
d 
to
 fi
t v
al
ue
s
data
top
W+Jets
Z+Jets, diboson
multijets
(a)
]2(W) [GeV/cTm
0 50 100 150
Ca
nd
id
at
e 
Ev
en
ts
0
1000
2000
3000
4000 3 jets pretag - electron
 @ 7 TeV-1                                            1.04 fb
M
C 
no
rm
al
ize
d 
to
 fi
t v
al
ue
s
(b)
)miss
T
(l, Eφ ∆
-2 0 2
Ca
nd
id
at
e 
Ev
en
ts
0
500
1000
1500
2000
3 jets pretag - electron
 @ 7 TeV-1                                            1.04 fb
M
C 
no
rm
al
ize
d 
to
 fi
t v
al
ue
s
(c)
 (l) [GeV/c]
T
p
0 50 100 150
Ca
nd
id
at
e 
Ev
en
ts
0
2000
4000
6000
3 jets pretag - electron
 @ 7 TeV-1                                            1.04 fb
M
C 
no
rm
al
ize
d 
to
 fi
t v
al
ue
s
(d)
)
1
,jν(θcos-1 -0.5 0 0.5 1
Ca
nd
id
at
e 
Ev
en
ts
0
2000
4000
3 jets pretag - electron
 @ 7 TeV-1                                            1.04 fb
M
C 
no
rm
al
ize
d 
to
 fi
t v
al
ue
s
(e)
)
1
 R (l,j∆0 2 4 6 8 10
Ca
nd
id
at
e 
Ev
en
ts
0
5000
10000
3 jets pretag - electron
 @ 7 TeV-1                                            1.04 fb
M
C 
no
rm
al
ize
d 
to
 fi
t v
al
ue
s
(f)
Figure A.4: Control Plots for the jet-electron model after all cuts in the signal region (pretag)
for the electron channel in the 3-jet channel. The EmissT (a), the reconstructed transverse
W boson mass (b), the ∆φ between the charged lepton and the ~EmissT (c), the pT of the
charged lepton (d), the cosθ between the leading jet and the reconstructed neutrino
(e), the ∆R between the charged lepton and leading jet (f).
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Figure A.5: EmissT distribution for the pretag dataset (a) and (c), and tagged dataset (b)
and (d) for the 2-jet and 3-jet muon channel. A binned maximum-likelihood fit was
performed to determine the fraction of QCD-multijet events. The shape of the QCD-
multijet background is taken from the jet-electron model. The fit is performed after the
triangular cut in the pretag and in the tagged dataset.
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A.5 Control distributions for the fit of the jet-electron
model in the muon channel
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Figure A.6: Control Plots for the fit of the jet-electron model after all cuts in the signal region
(pretag) for the muon channel in the 2-jet channel. The EmissT (a), the reconstructed
transverse W boson mass (b), the ∆φ between the charged lepton and the ~EmissT (c), the
pT of the charged lepton (d), the cosθ between the leading jet and the reconstructed
neutrino (e), the ∆R between the charged lepton and leading jet (f).
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A.5. Control distributions for the fit of the jet-electron model in the muon channel
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Figure A.7: Control Plots for the fit of the jet-electron model after all cuts in the signal region
(pretag) for the muon channel in the 3-jet channel. The EmissT (a), the reconstructed
transverse W boson mass (b), the ∆φ between the charged lepton and the ~EmissT (c), the
pT of the charged lepton (d), the cosθ between the leading jet and the reconstructed
neutrino (e), the ∆R between the charged lepton and leading jet (f).
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A.6. Systematic Uncertainty Evaluation
A.6 Systematic Uncertainty Evaluation
To evaluate the uncertainty on the multijet event yield, the sensitivity to the amount
of pile-up events in the events selected for the model is tested. The jet-electron sample
is divided into two subsets one with less than six primary vertices and one with six
or more primary vertices. The fit to the EmissT distribution is redone for each sample
separately. In the electron and muon channel, a variation between ±20 % is observed.
The results are shown in Tab. A.1 and A.2.
Additionally, the fit is redone after all selection cuts, including the cut on EmissT > 25 GeV
in the mT(W ) distribution. Here, the comparison with the nominal results shows a
variation within ±50%. Thus, a rate uncertainty of 50% is assigned to the result of the
multijet background event yield.
2 Jets 3 Jets
Pretag [%] Tagged [%] Pretag [%] Tagged [%]
Number of Vertices ≥ 6 −8 −17 −15 21
Number of Vertices < 6 −17 8 12 8
mT(W ) 48 38 53 −49
Table A.1: Variation of the multijet event yield in the electron channel, obtained by fitting the
jet-electron sample constructed with events having six and more primary vertices and
less than six primary vertices. The fit is also done in the mT(W )-distribution with the
nominal jet-electron sample to estimate the uncertainty of the method. The deviation
is with respect to the event yield obtained from the default procedure.
2 Jets 3 Jets
Pretag [%] Tagged [%] Pretag [%] Tagged [%]
Number of Vertices ≥ 6 −12 −22 −32 −23
Number of Vertices < 6 18 16 0.4 13
mT(W ) 24 −16 29 20
Table A.2: Variation of the multijet event yield in the muon channel, obtained by fitting the jet-
electron sample construes with events having six and more primary vertices and less than
six primary vertices. The fit is also done in the mT(W )-distribution with the nominal jet-
electron sample to estimate the uncertainty of the method. The deviation is with respect
to the event yield obtained from the default procedure fitting the EmissT -distribution.
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Appendix B
Validation of the Input Variables
B.1 Discriminating Variables in the 2-Jet Pretag
Channel
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B.1. Discriminating Variables in the 2-Jet Pretag Channel
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Figure B.1: Validation of the discriminating variables in the pretag dataset. The overall MC
expectation is scaled to the number of observed data events by respecting the individual
cross sections. The error band is due to the uncertainty of the JES for all MC processes.
The reconstructed top-quark mass (a), the |η| of the untagged jet (b), the transverse
energy ET of the untagged jet (c), the absolute value of the |∆η| between the central jet
and the reconstructed W boson (d), the absolute value of the |∆η| between the central
jet and untagged jet (e), and the pT of the charged lepton (f).
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Figure B.2: Validation of the discriminating variables in the pretag dataset. The overall MC
expectation is scaled to the number of observed data events by respecting the individual
cross sections. The error band is due to the uncertainty of the JES for all MC processes.
The scalar sum of the transverse momenta of the jets, missing transverse momentum and
lepton (a), the reconstructed transverse mass of the W boson (b), the pseudorapidity of
the charged lepton (c), the mass of the central jet (d), the missing transverse momentum
(e), and the invariant mass of the central jet and untagged jet (f).
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Figure B.3: Validation of the discriminating variables in the pretag dataset. The overall MC
expectation is scaled to the number of observed data events by respecting the individual
cross sections. The error band is due to the uncertainty of the JES for all MC processes.
The invariant mass of the leading and second leading jet (a), the reconstructed top-quark
mass (b), the |∆η| between the leading and third leading jet (c), the |∆η| between the
second and third leading jet (c) (d), the reconstructed transverse mass of the W boson
(e), and the scalar sum of the pT of the jets, the lepton and the ~EmissT (f).
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Figure B.4: Validation of the discriminating variables in the pretag dataset. The overall MC
expectation is scaled to the number of observed data events by respecting the individual
cross sections. The error band is due to the uncertainty of the JES for all MC processes.
The |∆η| between the charged lepton and the central jet (a), the |∆η| between the
leading and second leading jet (b), the pT of the charged lepton (c), the η of the
charged lepton (d), the mass of the four vector of the central jet (e), and the invariant
mass of the leading and third leading jet (f).
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Figure B.5: Validation of the discriminating variables in the pretag dataset. The overall MC
expectation is scaled to the number of observed data events by respecting the individual
cross sections. The error band is due to the uncertainty of the JES for all MC processes.
The |∆η| between the reconstructed W boson and the central jet (a), the helicity angle
of the W boson decay (b), the missing transverse momentum (c), the |∆η| between the
charged lepton and the third leading jet (d), the |∆η| between the charged lepton and
the second leading jet (e), and the invariant mass the three jets in the event (f).
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Figure C.1: The input variables of the two jet NN. The simulated event model is normalised
to the result of the binned likelihood fit. The reconstructed top-quark mass (a), the
|η| of the untagged jet (b), the transverse energy ET of the untagged jet (c), the |∆η|
between the b-tagged jet and the reconstructed W boson (d), the |∆η| between the
untagged and b-tagged jet (e), and the pT of the charged lepton (f).
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Figure C.2: The input variables of the two jet NN. The simulated event model is normalised
to the result of the binned likelihood fit. The scalar sum of the missing transverse
momentum and the transverse momenta of the jets and the charged lepton (a), the
reconstructed transverse mass of the W boson (b), the pseudorapidity of the charged
lepton (c), the mass of the b-tagged jet (d), the missing transverse momentum (e), and
the invariant mass of the b-tagged and untagged jet (f).
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Figure C.3: The input variables of the three jet NN. The simulated event model is normalised
to the result of the binned likelihood fit. The invariant mass of the leading and second
leading jet (a), the reconstructed top-quark mass (b), the |∆η| between the leading and
third leading jet (c), the |∆η| between the second and third leading jet (c) (d), the
reconstructed transverse mass of the W boson (e), and the scalar sum of the pT of the
jets, the charged lepton, and the ~EmissT (f).
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Figure C.4: The input variables of the three jet NN. The simulated event model is normalised
to the result of the binned likelihood fit. The |∆η| between the charged lepton and the
b-tagged jet (a), the |∆η| between the leading and second leading jet (b), the pT of the
charged lepton (c), the η of the charged lepton (d), the mass of the b-tagged jet (e),
and the invariant mass of the leading and third leading jet (f).
152
C.2. Discriminating Variables in the Three Jets Channel
(W,b)|η∆|
0 2 4 6
C
a
n
d
id
a
te
E
v
e
n
ts
0
1000
2000
3 jets 1 tag
@ 7 TeV-11.04 fb
M
C
n
o
rm
a
liz
e
d
to
fi
t
v
a
lu
e
s
ATLAS data
single-top t-channel
top
W+heavy flavour
W+light jets
Z+Jets,diboson
Multijets
(a)
 * (l,W)Θcos 
-1 -0.5 0 0.5 1
Ca
nd
id
at
e 
Ev
en
ts
0
200
400
3 jets 1 tag  @ 7 TeV
-1
                                            1.04 fb
M
C 
no
rm
al
ize
d 
to
 fi
t v
al
ue
s
(b)
 [GeV]missTE
0 50 100 150
Ca
nd
id
at
e 
Ev
en
ts
0
500
1000
1500
3 jets 1 tag  @ 7 TeV
-1
                                            1.04 fb
M
C 
no
rm
al
ize
d 
to
 fi
t v
al
ue
s
(c)
)|
3
 (l,jη ∆|0 2 4 6
Ca
nd
id
at
e 
Ev
en
ts
0
500
1000
1500 3 jets 1 tag  @ 7 TeV
-1
                                            1.04 fb
M
C 
no
rm
al
ize
d 
to
 fi
t v
al
ue
s
(d)
)|
2
 (l,jη ∆|0 2 4 6
Ca
nd
id
at
e 
Ev
en
ts
0
500
1000
1500
3 jets 1 tag  @ 7 TeV
-1
                                            1.04 fb
M
C 
no
rm
al
ize
d 
to
 fi
t v
al
ue
s
(e)
]2) [GeV/c
3
j
2
j
1
m(j
0 200 400 600 800
Ca
nd
id
at
e 
Ev
en
ts
0
200
400
600
800 3 jets 1 tag
 @ 7 TeV-1                                            1.04 fb
M
C 
no
rm
al
ize
d 
to
 fi
t v
al
ue
s
(f)
Figure C.5: The input variables of the three jet NN. The simulated event model is normalised to
the result of the binned likelihood fit. The |∆η| between the reconstructed W boson and
the b-tagged jet (a), the helicity angle of the W -boson decay (b), the missing transverse
momentum (c), the |∆η| between the charged lepton and the third leading jet (d), the
|∆η| between the charged lepton and the second leading jet (e), and the invariant mass
the three jets in the event (f).
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