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TIME DISCRETIZATION SCHEMES FOR HYPERBOLIC SYSTEMS
ON NETWORKS BY ε-EXPANSION∗
R. ALTMANN†, C. ZIMMER‡
Abstract. We consider partial differential equations on networks with a small param-
eter ε, which are hyperbolic for ε > 0 and parabolic for ε = 0. With a combination of
an ε-expansion and Runge-Kutta schemes for constrained systems of parabolic type, we
derive a new class of time discretization schemes for hyperbolic systems on networks,
which are constrained due to interconnection conditions. For the analysis we consider
the coupled system equations as partial differential-algebraic equations based on the vari-
ational formulation of the problem. We discuss well-posedness of the resulting systems
and estimate the error caused by the ε-expansion.
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1. Introduction
The propagation of pressure waves in a network of pipes [Osi87, BGH11] as well as
the electro-magnetic-energy propagation along a network of transmission lines [MWTA00,
GHS16] can be modeled as a coupled system of hyperbolic partial differential equations
(PDE). On each edge of the network (representing, e.g., a pipe or transmission line) we
consider a one-dimensional linear wave system with damping of the form
p˙e(t, x) + ae(x)pe(t, x) + ∂xm
e(t, x) = ge(t, x),
ε m˙e(t, x) + ∂xp
e(t, x) + de(x)me(t, x) = f e(t, x).
Here, pe and me model the potential and flow variables of the system on a single edge e.
The non-negative parameters ae, de include linear damping, e.g., due to friction, and the
source terms ge, f e may encode, e.g., the slope of a pipe. For the parameter ε we assume in
this paper that 0 ≤ ε≪ 1. In a gas network this would equal the product of the adiabatic
coefficient and the square of the Mach number. We emphasize that setting ε = 0 results
in a parabolic PDE whereas the PDE is hyperbolic for ε > 0.
Considering a network as illustrated in Figure 1.1, the stated conservation and balance
laws require additional coupling conditions. These reflect important physical properties
similarly to the circuit laws of Kirchhoff. In particular, we demand continuous potentials
and that the sum of flows is balanced at each junction. Thus, the overall system combines
hyperbolic PDEs with explicitly stated constraints, cf. [JT14, EKLS+18]. Mathematically,
the resulting model equals a partial differential-algebraic equation (PDAE), see [LMT13]
for an introduction.
The aim of this paper is to derive time discretization schemes for the given class
of PDAEs. Recently, time discretization schemes have been analyzed for the parabolic
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Figure 1.1. Example of a network of pipes, represeted by a graph with
vertices V = {v1, v2, v3, v4, v5, v6} and edges E = {e1 = (v1, v2), e2 =
(v2, v3), e3 = (v2, v4), e4 = (v3, v5), e5 = (v4, v5), e6 = (v4, v6)} .
case (ε = 0) including Runge-Kutta methods [AZ18] and discontinuous Galerkin meth-
ods [VR18]. In general, one may say that the construction and analysis of numer-
ical schemes need a combination of methods known from time-dependent PDEs, see,
e.g., [LO95, ET10], as well as strategies coming form the theory of differential-algebraic
equations (DAE), cf. [HLR89, HW96, KM06].
The foundation for the analysis of time discretization schemes are well-posedness results
for the PDAE models. Hence, a major part of the paper discusses mild and classical
solutions for different regularity assumptions on the right-hand side. For the particular
case of gas networks with ae = 0, well-posedness and exponential stability have been
shown in [EK18]. Therein, the connection to the parabolic system for ε = 0 is exploited.
Similar techniques are applied in the present paper.
The paper is organized as follows. In Section 2 we derive the model equations together
with the constraints coming from coupling and boundary conditions. Further, we discuss
two particular examples and needed function spaces. The variational formulation, which
then leads to the considered PDAE system, is subject of Section 3. This includes unique-
ness and existence results of mild and classical solutions. An important step towards the
proposed time discretization scheme is then the consideration of the parabolic limit case,
which we obtain for ε = 0.
Section 4 is devoted to the comparison of the two solutions coming from the hyperbolic
and parabolic systems, respectively. For this, we consider the difference of the solutions
for ε > 0 and ε = 0 and show that this is of order ε for appropriate initial values. In
view of time discretization schemes of higher order, we also consider the second-order
term in the ε-expansion of the exact solution. We prove that this then yields a second-
order approximation under certain additional conditions on the initial data. In Section 5
we shortly comment on the differentiation index of the DAEs resulting from a spatial
discretization of the coupled systems. Finally, we introduce in Section 6 time discretization
schemes which result from a combination of the ε-expansion of the solution and Runge-
Kutta schemes. A numerical illustration of the results is given in Section 7.
2. Model Equations and Preliminaries
In this section, we introduce the hyperbolic system equations as well as the coupling
conditions, which are directly given by the underlying network structure. Furthermore,
we introduce the needed function spaces and the constraint operators. These will be used
in the subsequent section for the operator formulation of the system equations.
2.1. Network geometry. We consider a directed graph G = (V, E), which encodes the
geometry of the underlying network, cf. Figure 1.1 for an exemplary illustration. The
set of vertices V includes the junctions of the network whereas the edges in E represent
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interconnections, e.g., pipes in gas networks or transmission lines in power networks. On
each edge e ∈ E we consider a linear hyperbolic PDE in one space dimension of the form
p˙e + aepe + ∂xm
e = ge,(2.1a)
εm˙e + ∂xp
e + deme = f e(2.1b)
with appropriate boundary conditions and given initial values for pe(0) and me(0). The
variable pe models a potential whereas me is a flow variable. The parameters ae and
de include damping to the system equations and are assumed to be constant in time.
However, they may be space-dependent within its bounds
0 ≤ ae(x) ≤ amax, 0 < dmin ≤ de(x) ≤ dmax <∞
for almost every x ∈ e and all e ∈ E . An essential assumption of this paper is that
the parameter ε satisfies ε ≪ 1, which accounts for the different time scales of the two
variables. We emphasize that setting ε = 0 results in a parabolic PDE whereas the PDE
is of hyperbolic type for ε > 0.
For the specification of boundary and coupling conditions we need to distinguish two
kinds of vertices: The set of boundary vertices for which the potential variables are pre-
scribed is denoted by Vflow and defines N := |Vflow| ≥ 1. For the remaining nodes in
V \ Vflow we either have coupling (at interior vertices) or boundary conditions for the flow
variables. Further, we introduceM := |V \Vflow| such that N+M equals the total number
of vertices in G. Given any vertex v ∈ V, we define by E(v) the set of edges, which have v
as a vertex. Finally, the number ne(v) = ±1 encodes the direction of the edge e. In partic-
ular, this means that the graph is directed from a vertex v to v′ if ne(v) = −ne(v′) = −1.
For a boundary node v ∈ V we assume that all adjacent edges are equally directed, i.e.,
the sign ne(v) is identical for all edges e ∈ E(v). Consequently, we either have only in- or
only outflow at a boundary node.
The system equations on the network G are now given edgewise by (2.1) in combination
with certain boundary and coupling conditions. For this, we define the functions p and m
elementwise by pe and me, respectively. Similarly, the damping parameters a and d are
edgewise defined through ae and de, respectively. Note that this implies uniform bounds
on d in terms of dmin and dmax. The coupling conditions are similar to the Kirchhoff’s
circuit laws, i.e., we assume that p is continuous and that for every vertex v ∈ V \ Vflow
we have ∑
e∈E(v)
ne(v)me(v) = r(v).(2.2)
The given function r : [0, T ] → RM models the action of consumers, dissipation, or a
lossless connection at interior junctions. Note that we use here an identification of RM
and the nodes V \ Vflow, which allows to evaluate r at a node v ∈ V \ Vflow. The Dirichlet
boundary conditions modeling the inflow are given by
p(v) = h(v)(2.3)
for every v ∈ Vflow and prescribed h : [0, T ]→ RN . As before, we use here an identification
of RN and Vflow.
2.2. Examples. We discuss two particular applications, which lead to coupled systems
of the given form with a small parameter ε.
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Gas networks. In the example of a gas network, each edge e ∈ E corresponds to a pipe in
which we consider the propagation of pressure waves. Thus, the variables p and m stand
for the pressure and the mass flux, respectively. Under certain simplifying assumptions
this is governed by equations of the form (2.1), cf. [EK17]. In this case, the parameter ε
equals the product of the adiabatic coefficient and the square of the Mach number and
is of order 10−3, cf. [BGH11]. Further, we have ae = 0 and de includes damping due to
friction at the walls of the pipe. The right-hand side f e includes the slope of a pipe e.
For the case that Vflow includes all boundary nodes and r ≡ 0 the existence of classical
solutions has been discussed in [EK17]. The extension of this result to r 6= 0 is straightfor-
ward if r is independent of time. In this paper, however, we allow more general boundary
conditions and time-dependent right-hand sides, which includes the boundary data r.
Power networks. In a power network, each edge e ∈ E corresponds to one transmission
line whereas a node models a customer, power supplier, or an interconnection. The cor-
responding variables then model the voltage (p) and the current (m). The hyperbolic
equation, which is considered on a single edge is also called the telegrapher’s equation,
cf. [MWTA00, GHS16]. The power loss due to the resistance of the underlying material
is modeled trough the parameter de. On the other hand, ae describes the capacitance of
the transmission line and depends on its length. Also in this kind of models small values
of ε emerge.
2.3. Function spaces. For a proper weak formulation of system (2.1) we consider (piece-
wise) Sobolev spaces. First, we introduce the space L2(E) consisting of all functions which
are edgewise in L2(e). The corresponding inner product reads
(·, ·) := (·, ·)L2(E) =
∑
e∈E(·, ·)L2(e)
and defines the norm ‖ · ‖ := ‖ · ‖L2(E) = (·, ·)1/2. The space of broken H1-functions is
denoted by H1(E). This means that v ∈ H1(E) if and only if v|e ∈ H1(e) for all e ∈ E .
Due to well-known embedding theorems [Zei90, Ch. 21.3], such a function is continuous
on all edges but may jump at junctions.
For the subspace of globally continuous functions in H1(E) we write H1(E¯). This notion
is motivated by the fact that globally continuous functions, which are edgewise in H1, are
globally in H1. We emphasize that the function space H1(E¯) is densely embedded in
L2(E). Further, H10 (E¯) denotes the Sobolev space of functions in H1(E¯) with vanishing
function values at the boundary nodes in Vflow. We emphasize, that this includes only the
vertices for which we prescribe the potential p in form of boundary conditions. Finally,
we denote the dual space of H10 (E¯) by H−1(E¯).
As we consider time-dependent problems, appropriate solution spaces are given by
Sobolev-Bochner spaces, cf. [Rou05, Ch. 7]. Denoting the space of quadratic Bochner
integrable functions with values taken in V by L2(0, T ;V ), we use correspondingly the
notion Hm(0, T ;V ), m ∈ N, for functions with higher regularity in time. Moreover, we
define for two Sobolev spaces V1 →֒ V2 the space
W (0, T ;V1, V2) :=
{
v ∈ L2(0, T ;V1) | v˙ exists in L2(0, T ;V2)
}
.
2.4. Constraint operators. We introduce several constraint operators for the incorpo-
ration of the constraints on m, namely (2.2), as well as the boundary conditions for p.
First, we define the operator R : H1(E)→ RM by
(Rm)(v) :=
∑
e∈E(v) n
e(v)me(v)
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for a vertex v ∈ V \ Vflow. Recall that we use a one-to-one correspondence of nodes
in V \Vflow and the components of a vector in RM , as M equals the corresponding number
of vertices. It is easy to see that the operator R is surjective. Its dual operator R∗ : RM →
[H1(E)]∗ is defined through
R∗λ := 〈R∗λ, · 〉 = (R· , λ) = (R· )Tλ
for λ ∈ RM .
Second, we introduce Rin : H1(E) → RN , which is defined similarly to R but on the
boundary nodes of the network with inflow. Thus, we set
(Rinp)(v) :=
∑
e∈E(v) n
e(v)pe(v)
for a boundary node v ∈ Vflow. Note that also Rin defines a surjective operator. The
corresponding dual operator reads R∗in : RN → [H1(E)]∗ and is defined for λ ∈ RN through
R∗inλ = (Rin · , λ).
In the following subsections we will also need function evaluations of H1(E¯)-functions
at the nodes of the network. We denote this operation by B : H1(E¯) → RN for nodes
with inflow and C : H1(E¯)→ RM for the remaining nodes. Obviously, also the operators C
and B are surjective. The following lemma shows that all four operators are even inf-sup
stable, since they map into a finite-dimensional space.
Lemma 2.1. Let X be an arbitrary Banach space and the operator S : X → Rn linear,
continuous, and surjective. Then S is inf-sup stable, meaning that there exists a positive
constant β > 0 with
inf
µ∈Rn
sup
v∈X
(Sv, µ)
‖v‖X‖µ‖Rn ≥ β.
Proof. Let µ ∈ Rn \ {0} be arbitrary and ei the i-th Cartesian unit vector in Rn, i =
1, . . . , n. Since S is surjective, there exist linearly independent vectors vi ∈ X with
Svi = ei. For v˜ :=
∑n
i=1 µivi we then obtain the estimate
‖v˜‖X ≤
n∑
i=1
|µi|‖vi‖X ≤ max
i=1,...,n
‖vi‖X
n∑
i=j
|µj | ≤
√
n max
i=1,...,n
‖vi‖X‖µ‖Rn .
Therefore, it holds for S that
(S v˜, µ) =
n∑
i=1
(µiei) · µ =
n∑
i=1
µ2i = ‖µ‖2Rn ≥
1√
nmaxi=1,...,n ‖vi‖X ‖v˜‖X ‖µ‖R
n .
Since µ was chosen arbitrarily, a lower bound for the inf-sup constant β is given by
(
√
nmaxi=1,...,n ‖vi‖X)−1 > 0. 
The shown inf-sub stability is a crucial property for the well-posedness of the PDAE in
the weak form, as the incorporation of the constraints will lead to a saddle point structure
of the system equations. Further, it implies the existence of right-inverses C− : RM →
H1(E¯) and B− : RN → H1(E¯), which satisfy CC− = idRM and BB− = idRN .
In the following section we discuss the weak formulation of system (2.1) including bound-
ary and coupling conditions. Throughout this paper, we use for estimates the notion a . b
for the existence of a generic constant c > 0 such that a ≤ cb.
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3. Operator Formulation
There are two possibilities for a weak formulation of the considered system (2.1)-(2.3).
First, one may consider the formulation, which is weak in p. This means that p takes values
in L2(E) only and that the boundary conditions cannot be enforced pointwise. Second, we
can assume that p is continuous but the mass flux m is in L2(E). As a result, the coupling
condition (2.2) cannot be formulated pointwise and needs to be incorporated in a weak
sense.
In this section, we show that the second approach is advantageous and pass over to
the operator form of the system equations. Further, we discuss existence results of mild
and classical solutions. We emphasize that, in this section, the property ε ≪ 1 is not of
importance such that ε may be replaced by any other positive constant. In the parabolic
limit case with ε = 0 we discuss the existence of weak solutions.
3.1. A first weak formulation. In this subsection, we discuss the weak formulation with
(2.2) enforced by means of an explicit constraint, cf. [EKLS+18, App. I]. Assume for a
moment that p ∈ H1(E¯) with p(v) = h(v) for v ∈ Vflow. Then, integration by parts yields
for a test function w ∈ H1(E),
(∂xp,w) =
∑
e∈E
(∂xp
e, we)e = −
∑
e∈E
(pe, ∂xw
e)e +
∑
v∈V
∑
e∈E(v)
p(v)we(v)ne(v)
= −(p, ∂xw) +
∑
v∈V\Vflow
(Rw)vp(v) + (Rinw, h).
In this subsection, we only assume p(t) ∈ L2(E) and introduce a Lagrange multiplier κ
such that
(∂xp,w) = −(p, ∂xw) + 〈R∗κ,w〉 + 〈R∗inh,w〉.
With this, we obtain the following weak formulation: Given right-hand sides f : [0, T ] →
[H1(E)]∗, g : [0, T ]→ L2(E), h : [0, T ]→ RN , r : [0, T ]→ RM and initial data p(0) ∈ L2(E)
and m(0) ∈ H1(E), we search for abstract functions p : [0, T ]→ L2(E), m : [0, T ]→ H1(E),
and κ : [0, T ]→ RM such that
(p˙, q) + (ap, q) + (∂xm, q) = (g, q),(3.1a)
ε (m˙, w) − (p, ∂xw) + (dm,w) + 〈R∗κ,w〉 = 〈f,w〉 − 〈R∗inh,w〉,(3.1b)
〈Rm,µ〉 = (r, µ)(3.1c)
for all test functions q ∈ L2(E), w ∈ H1(E), and µ ∈ RM .
Remark 3.1. The partial derivative ∂x applied to a function in H
1(E) denotes the edgewise
derivative w.r.t. the variable x.
Remark 3.2. We emphasize that the continuity of p, which is part of the classical formula-
tion, is not part of the weak formulation (3.1). Note, however, that already p(t) ∈ H1(E)
implies continuity at the interior vertices as well as the boundary conditions p(t, v) =
h(t, v) for v ∈ Vflow and all t ∈ [0, T ].
Within this paper, we will consider the alternative weak formulation, which is introduced
in the following subsection. This is preferable, since it has a straightforward extension
to multiple dimensions – leading to a term div(∇p) instead of ∇(divm) – and is more
robust in terms of ε. Latter can be seen in the index analysis of the semi-discrete system,
cf. Section 5, and needed regularity assumptions in the limit case. Considering ε = 0 and
a given initial value for p0, we obtain the equation dm0(0) = f(0) + ∂xp0(0). This means
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that we need p0(0) ∈ H1(E) although we consider the weak formulation with p taking
values in L2(E) only.
3.2. A second weak formulation. The second possibility of a weak formulation allows
the mass flux m to take values in L2(E). Since this disables us to explicitly enforce the
constraint (2.2), we include this only weakly. On the other hand, we model p with values in
H1(E¯) and thus, as a continuous function such that boundary conditions can be included
explicitly in form of a constraint.
To obtain a weak formulation, we again integrate by parts. More precisely, we derive
for m ∈ H1(E), which satisfies Rm = r, and a test function q ∈ H1(E¯),
(∂xm, q) =
∑
e∈E
(∂xm
e, qe)e = −
∑
e∈E
(me, ∂xq
e)e +
∑
v∈V
∑
e∈E(v)
q(v)me(v)ne(v)
= −(m,∂xq) +
∑
v∈V\Vflow
(Rm)v(Cq)v +
∑
v∈Vflow
(Rinm)v(Bq)v
= −(m,∂xq) + (r, Cq) + (Rinm,Bq).
If we introduce a Lagrange multiplier in place of Rinm, then we obtain the following weak
formulation: Given right-hand sides f : [0, T ] → L2(E), g : [0, T ] → [H1(E¯)]∗, h : [0, T ] →
R
N , r : [0, T ] → RM and initial data p(0) ∈ H1(E¯) and m(0) ∈ L2(E), we search for
p : [0, T ]→ H1(E¯), m : [0, T ]→ L2(E), and λ : [0, T ]→ RN such that
(p˙, q) + (ap, q)− (m,∂xq) + 〈B∗λ, q〉 = 〈g, q〉 − 〈C∗r, q〉,(3.2a)
ε (m˙, w) + (∂xp,w) + (dm,w) = (f,w),(3.2b)
〈Bp, µ〉 = (h, µ)(3.2c)
for all test functions q ∈ H1(E¯), w ∈ L2(E), and µ ∈ RN .
Remark 3.3. The derivation of the weak formulation (3.2) shows that the Lagrange mul-
tiplier λ has a physical interpretation, namely the weighted sum of the boundary values
of m.
We obtain a more compact form of (3.2) if we consider corresponding operators in the
dual spaces of H1(E¯), L2(E), and RN . For this, we introduce K for the (edgewise) partial
derivative. We understand this as an operator K : H1(E¯) → [L2(E)]∗ and it is defined for
all q ∈ H1(E¯) through
〈Kq,m〉 := (∂xq,m).
This then leads to the operator formulation
p˙ + ap − K∗m+ B∗λ = g − C∗r in [H1(E¯)]∗,(3.3a)
ε m˙ + Kp + dm = f in [L2(E)]∗,(3.3b)
Bp = h in RN .(3.3c)
Before considering the question of the existence of solutions to (3.3), we mention that the
results of the following sections remain valid for certain generalizations, cf. Appendix B.
This applies particularly to the damping terms and the constraint equation (3.3c).
3.3. Existence of solutions. It turns out that the following auxiliary problem is helpful
for the upcoming analysis,
ap − K∗m+ B∗λ = − C∗r in [H1(E¯)]∗,(3.4a)
Kp + dm = 0 in [L2(E)]∗,(3.4b)
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Bp = 0 in RN .(3.4c)
Note that the system does not include derivatives of the variables but that the right-hand
side may still be time-dependent. To show the existence of a solution (p,m, λ) we first
consider the time-independent case. For this, we define L as the weak Laplacian.
Lemma 3.4. The operator L := K∗d−1K : H1(E¯) → [H1(E¯)]∗ is linear, continuous, and
non-negative. Furthermore, its restriction to H10 (E¯) is elliptic, i.e., there exists a constant
cL > 0 such that for all q ∈ H10 (E¯) it holds that
〈Lq, q〉 ≥ cL ‖q‖2H1(E¯).
Proof. As L is the weak Laplacian with an additional non-negative coefficient d, the prop-
erties are easy to show. The ellipticity follows by the Poincare´-Friedrichs inequality. 
Lemma 3.5 (Constant right-hand sides). For given r ∈ RM , system (3.4) has a unique
solution (
p,m, λ
) ∈ H10 (E¯)× L2(E)× RN ,
which depends linearly and continuously on the data, i.e., ‖p‖H1(E¯) + ‖m‖+ |λ| . |r|.
Proof. Since equation (3.4b) is stated in L2(E), we can insert this equation into (3.4a),
which results in
(L+ a)p + B∗λ = − C∗r in [H1(E¯)]∗,
Bp = 0 in RN .
By standard arguments [BF91, Ch. II.1.1] this system has a unique solution p ∈ H10 (E¯),
λ ∈ RN , which is bounded in terms of r. The existence of m and the stability bound then
follow by m = −d−1Kp. 
As an immediate consequence we get the following existence result for system (3.4) with
a time-dependent right-hand side.
Corollary 3.6. Consider r ∈ Hm(0, T ;RM ) for some m ∈ N. Then, system (3.4) has a
unique solution(
p,m, λ
) ∈ Hm(0, T ;H10 (E¯))×Hm(0, T ;L2(E))×Hm(0, T ;RN ),
which is bounded in terms of r.
Proof. The existence follows directly by Lemma 3.5, if we consider system (3.4) pointwise
in time. The resulting solution is Hm-regular in time, since the operators are time-
independent. 
We return to system (3.3). To show the existence of mild and classical solutions we
need the following lemma.
Lemma 3.7. Consider the (unbounded) operator
(3.5) A :=
[
−βa K∗
−K −d/β
]
: D(A) ⊂ (L2(E)× L2(E))→ L2(E)× L2(E)
for arbitrary positive β > 0 and the domain
D(A) = H10 (E¯)×
{
m ∈ L2(E) | ∃m ∈ L2(E) : (m, q) = 〈K∗m, q〉 for all q ∈ H10 (E¯)
}
.
Then, A generates a C0-semigroup.
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Proof. We show that A is a densely defined, closed, and dissipative operator with a dissi-
pative adjoint A∗. The statement then follows by [Paz83, Ch. 1.4, Cor. 4.4]. The operator
is densely defined, since D(A) contains all functions (p,m) with p|e,m|e ∈ C∞c (e) for all
e ∈ E . The closeness follows by the fact, that the operator A defines an invertible operator
A : H10 (E¯)× L2(E)→ H−1(E¯)× [L2(E)]∗
with bounded inverse, cf. the proof of Lemma 3.5. For the dissipativity we note that
A∗ =
[
−βa −K∗
K −d/β
]
has the same domain as A. Let (p,m) ∈ D(A) be arbitrary and (p∗,m∗) ∈ [L2(E)]∗ ×
[L2(E)]∗ the image of (p,m) under the isometric Riesz isomorphism [Zei90, Ch. 18.11].
Then, it holds that〈
(p∗,m∗),A(p,m)〉 = −β(p, ap) + (p,K∗m)− (m,Kp)− 1β (m,dm)
= −β(p, ap)− 1β (m,dm) ≤ 0.
Hence, the operator A is dissipative. The dissipativity of A∗ follows similarly. 
Lemma 3.8 (Existence of a mild solution). Consider right-hand sides f, g ∈ L2(0, T ;L2(E)),
h ∈ H1(0, T ;RN ), and r ∈ H1(0, T ;RM ). Further assume initial data p(0) ∈ L2(E) and
m(0) ∈ L2(E). Then, there exists a unique mild solution (p,m, λ) of (3.3) with
p ∈ C([0, T ], L2(E)) ∩H1(0, T ;H−1(E¯)) and m ∈ C([0, T ], L2(E)).
The Lagrange multiplier λ exists in a distributional sense with a regular primitive in the
space C([0, T ],RN ) and it holds that
p˙+ B∗λ ∈ L2(0, T ; [H1(E¯)]∗).
Proof. Let p ∈ H1(0, T ;H1(E¯)), m ∈ H1(0, T ;L2(E)), and λ ∈ H1(0, T ;RN ) be the unique
solution of system (3.4), cf. Corollary 3.6. The introduction of p˜ := p − p − B−h, m˜ :=
m−m, and λ˜ := λ− λ leads together with (3.3) to the system
˙˜p + ap˜ − K∗m˜ + B∗λ˜ = g − p˙− aB−h− B−h˙ in [H1(E¯)]∗,
ε ˙˜m + Kp˜ + dm˜ = f −KB−h− ε m˙ in [L2(E)]∗,
Bp˜ = 0 in RN
with initial values p˜(0) = p(0)− p(0)−B−h(0) ∈ L2(E) and m˜(0) = m(0)−m(0) ∈ L2(E).
Since Bp˜ = 0, we can reduce the evolution equation to
˙˜p + ap˜ − K∗m˜ = g − p˙− aB−h− B−h˙ in H−1(E¯),(3.6a)
ε ˙˜m + Kp˜ + dm˜ = f −KB−h− ε m˙ in [L2(E)]∗.(3.6b)
Now consider the state x := [ 1√
ε
p˜, m˜]T . Then, equation (3.6) becomes the abstract Cauchy
problem
x˙ = 1√
ε
Ax+ F = 1√
ε
Ax+
[
1√
ε
(g − p˙− aB−h−B−h˙)
1
ε (f −KB−h)− m˙
]
,(3.7a)
x(0) =
[
1√
ε
p˜(0), m˜(0)
]T
(3.7b)
with the operator A from Lemma 3.7 and β = √ε. Note that we used the density of
H10 (E¯) in L2(E¯). Since the right-hand side satisfies F ∈ L2(0, T ;L2(E)×L2(E)) and x(0) ∈
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L2(E)×L2(E), the Cauchy problem has a unique mild solution x ∈ C([0, T ], L2(E)×L2(E)).
Thus, p = p˜ + p + B−h ∈ C([0, T ], L2(E)) has a derivative in L2(0, T ;H−1(E)) by (3.6a)
and m = m˜+m is an element of C([0, T ], L2(E)). Finally, λ can be constructed as in the
proof of [EM13, Th 3.3]. 
Considering more regularity for the given data, we now show the existence of a classical
solution. For this, we again analyze the corresponding Cauchy problem.
Lemma 3.9 (Existence of a classical solution). Let the right-hand sides satisfy f, g ∈
H1(0, T ;L2(E)), h ∈ H2(0, T ;RN ), and r ∈ H2(0, T ;RM ). Further assume consistent
initial data p(0) ∈ H1(E¯) and m(0) ∈ L2(E), i.e., Bp(0) = h(0), and the existence of a
function m ∈ L2(E) with
(m, q) = 〈K∗m(0), q〉 − 〈C∗r(0), q〉(3.8)
for all q ∈ H10 (E¯). Then, there exists a unique classical solution (p,m, λ) of (3.3) with
p ∈ C([0, T ],H1(E¯)) ∩ C1([0, T ], L2(E)), m ∈ C1([0, T ], L2(E)), λ ∈ C([0, T ],RN ).
Proof. Following the proof of Lemma 3.8 under the given assumptions, we notice that the
right-hand side of the Cauchy problem (3.7) is an element of H1(0, T ;L2(E) × L2(E)).
Further we have x(0) ∈ D(A), since p˜(0) ∈ H1(E¯) and m˜(0) satisfies, due to (3.4a),
K∗m˜(0) = K∗m(0) −K∗m(0) = K∗m(0)− C∗r(0) = m in H−1(E¯).
The claimed solution spaces of p and m follow by [Paz83, Ch. 4, Cor. 2.10]. Since the oper-
ator B satisfies an inf-sup condition by Lemma 2.1, there exists a unique (and continuous)
multiplier λ which satisfies (3.3a), cf. [Bra07, Lem. III.4.2]. 
Remark 3.10. A sufficient condition for the existence of m ∈ L2(E) as stated in Lemma 3.9
is that the initial value m(0) ∈ H1(E) satisfies Rm(0) = r(0). In this case, the function m
equals the piece-wise partial derivative of m(0).
The proofs of Section 4 use certain estimates for the mild solution introduced in
Lemma 3.8. For this, we first consider the classical solution from Lemma 3.9 and (p˜, m˜)
as defined in (3.6). Using p˜ and m˜ as test functions in (3.6) and integrating over the time
interval [0, t], we obtain
‖p˜(t)‖2 + ε ‖m˜(t)‖2 + dmin
∫ t
0
‖m˜(s)‖2 ds
≤ ‖p˜(0)‖2 + ε ‖m˜(0)‖2 +
∫ t
0
‖(g − p˙− aB−h− B−h˙)(s)‖2(3.9)
+ ‖(f −KB−h)(s)‖2 + ε
2
dmin
‖m˙(s)‖2 ds
. ‖p˜(0)‖2 + ε ‖m˜(0)‖2 +
∫ t
0
‖f(s)‖2 + ‖g(s)‖2 + |h(s)|2 + |h˙(s)|2 + |r˙(s)|2 ds.
Note that we have used Corollary 3.6 in the second step. By the continuity of the semigroup
generated by A and the density of D(A) in L2(E) × L2(E) as well as of Hℓ+1(0, T ;X ) in
Hℓ(0, T ;X ) for X ∈ {L2(E¯),RN ,RM} and ℓ ≥ 0, estimate (3.9) is also satisfied for the
mild solution (p˜, m˜) of (3.6) under the conditions of Lemma 3.8.
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3.4. Parabolic limit case. For the numerical simulation of the hyperbolic network equa-
tions, we will exploit the parabolic structure of the limit equation for ε = 0. The corre-
sponding solution is denoted by (p0,m0, λ0) and solves the system
p˙0 + ap0 − K∗m0 + B∗λ0 = g − C∗r in [H1(E¯)]∗,(3.10a)
Kp0 + dm0 = f in [L2(E)]∗,(3.10b)
Bp0 = h in RN .(3.10c)
The initial condition is given by p0(0) = p(0). Again, we need to discuss the existence of
solutions.
Lemma 3.11 (Existence of a weak solution (p0,m0)). Consider system (3.10) with right-
hand sides f ∈ L2(0, T ;L2(E)), g ∈ L2(0, T ; [H1(E¯)]∗), h ∈ H1(0, T ;RN ), and r ∈
L2(0, T ;RM ). Assume further that p0(0) ∈ L2(E). Then, there exists a unique weak
solution with
p0 ∈ L2(0, T ;H1(E¯)) ∩ C([0, T ], L2(E)), m0 ∈ L2(0, T ;L2(E)),
satisfying the initial condition in L2(E). The Lagrange multiplier λ0 exists in a distribu-
tional sense with
p˙0 + B∗λ0 ∈ L2(0, T ; [H1(E¯)]∗).
Proof. Since the algebraic equation (3.10b) is stated in L2(E), we can insert this equation
into (3.10a), which results in
p˙0 + (L+ a)p0 + B∗λ0 = g − C∗r +K∗d−1f in [H1(E¯)]∗,(3.11a)
Bp0 = h in RN(3.11b)
with the operator L introduced in Lemma 3.4. The existence of a unique partial solution
(p0, λ0) follows then by [EM13, Th. 3.3], using that H
1
0 (E¯) is dense in L2(E). Finally, with
equation (3.10b) the mass flow is given by
(3.12) m0 = d
−1(f −Kp0)
and therefore unique and an element of L2(0, T ;L2(E)). 
For the analysis in Section 4 we also need solutions with higher regularity including an
appropriate multiplier λ0. For this, we consider more regular right-hand sides and initial
values.
Lemma 3.12 (Weak solution with higher regularity). Consider right-hand sides f ∈
H1(0, T ;L2(E)), g ∈W (0, T ; [H1(E¯)]∗,H−1(E¯)), h ∈ H2(0, T ;RN ), and r ∈ H1(0, T ;RM ).
Further assume consistent initial data p0(0) ∈ H1(E¯) with Bp0(0) = h(0) and the existence
of a function p ∈ L2(E) such that
(p, q) =
〈
g(0) − C∗r(0)− (L+ a)p0(0) − B−h˙(0) +K∗d−1f(0), q
〉
(3.13)
for all q ∈ H10 (E¯). Then the solution of system (3.10) satisfies
p0 ∈ H1(0, T ;H1(E¯)) ∩ C1([0, T ], L2(E)), m0 ∈ H1(0, T ;L2(E)), λ0 ∈ C([0, T ],RN ).
Proof. We introduce p˜0 := p0 − B−h with B−h ∈ H2(0, T ;H1(E¯)) by assumption. Due
to (3.11), this functions satisfies Bp˜0 = 0 and
(3.14) ˙˜p0 + Lp˜0 = g − C∗r − (L + a)B−h− B−h˙+K∗d−1f in H−1(E¯)
with initial value p˜0(0) = p0(0)−B−h(0). The given assumptions imply that the right-hand
side is an element of H1(0, T ;H−1(E¯)) and ˙˜p0(0) = p ∈ L2(E). By [Wlo92, Th. IV.27.2]
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we conclude that p˜0 ∈ H1(0, T ;H10 (E¯))∩C1([0, T ], L2(E)). Finally, the stated regularity of
m0 follows by equation (3.12) and, since there is a bounded left-inverse of B∗, the existence
of λ0 by [Bra07, Lem. III.4.2]. 
After we have discussed the existence of solutions to systems (3.3) and (3.10), we com-
pare these two solutions in the following section.
4. ε-Expansion of the Solution
Assuming ε≪ 1, we consider an expansion of the variables p and m in ε, i.e.,
p(t, x) = p0(t, x) + εp1(t, x) + . . . , m(t, x) = m0(t, x) + εm1(t, x) + . . . .(4.1)
In the same manner, the Lagrange multiplier λ is decomposed into λ = λ0+ ελ1+ . . . . As
in the previous sections, the variables pj , mj, and λj are defined edgewise by p
e
j , m
e
j, and
λej for all e ∈ E . We are now interested in the approximation properties of p0 and m0 as
well as of
pˆ(t, x) := p0(t, x) + εp1(t, x), mˆ(t, x) := m0(t, x) + εm1(t, x).
4.1. First-order approximation. We first discuss the approximation property of the
pair (p0,m0), which solves together with the multiplier λ0 system (3.10). It was already
shown in [EK17, Th. 1] that this approximation is of order
√
ε and – under certain as-
sumptions on the initial data – of order ε. The proof, however, is based on the stationary
solution of the system, which is not applicable in the present case of time-dependent
right-hand sides and non-trivial boundary conditions. We present here an alternative
proof, which also applies to the weak solution.
We consider the difference of systems (3.3) and (3.10). Since p and p0 satisfy the same
boundary conditions, we can neglect the constraint and restrict the test functions in the
first equation to H10 (E¯). This then leads to
d
dt
(p− p0)+ a(p− p0)−K∗(m−m0) = 0 in H−1(E¯),(4.2a)
K(p − p0)+ d(m−m0) = −ε m˙ in [L2(E)]∗.(4.2b)
The initial condition satisfies (p − p0)(0) = 0. To derive estimates, we follow two ap-
proaches. First, we consider (4.2) as a parabolic system with a right-hand side m˙, which
leads to Theorem 4.1. Second, we will subtract εm˙0 from the second equation and consider
the result as a hyperbolic system. This will be subject of Theorem 4.2 below.
Theorem 4.1 (First-order approximation I). Assume right-hand sides f, g ∈ H1(0, T ;L2(E)),
h ∈ H2(0, T ;RN ), and r ∈ H2(0, T ;RM ). Further, assume consistent initial data p(0) ∈
H1(E¯) and m(0) ∈ L2(E) such that there is a function m ∈ L2(E) satisfying (3.8). Then,
the difference of (p,m) and (p0,m0) is bounded for t ≤ T by
‖(p − p0)(t)‖2 + cL
∫ t
0
‖(p− p0)(s)‖2H1(E¯) ds+ dmin
∫ t
0
‖(m−m0)(s)‖2 ds
≤ ε 1
d2
min
(
1 +
1
cLdmin
)
‖Kp(0) − f(0) + dm(0)‖2 + ε2 Cdata
with a constant
Cdata = Cdata
(‖m‖2L2(E), ‖f‖2H1(0,T ;L2(E)), ‖g‖2H1(0,T ;L2(E)), ‖h‖2H2(0,T ;RN ), ‖r‖2H2(0,T ;RM )).
TIME DISCRETIZATION SCHEMES FOR HYPERBOLIC PDES ON NETWORKS 13
Proof. We consider p − p0 as test function in (4.2a) and m −m0 as test function (4.2b).
Adding and integrating the resulting equations, we obtain by the non non-negativity of a
and Young’s inequality
‖(p− p0)(t)‖2 + 2dmin
∫ t
0
‖(m−m0)(s)‖2 ds ≤ ε
2
2dmin
∫ t
0
‖m˙(s)‖2 ds.(4.3)
On the other hand, using p− p0 and 1dK(p − p0) as test functions in (4.2), we get
‖(p − p0)(t)‖2 + 2cL
∫ t
0
‖(p− p0)(s)‖2H1(E¯) ds ≤
ε2
2cLd2min
∫ t
0
‖m˙(s)‖2 ds.(4.4)
Note that we used that system (3.3) has a classical solution by Lemma 3.9. Further, we
note that the derivative of the classical solution is again a mild solution of (3.3). Hence,
with an estimate of the form (3.9) we obtain
dmin
∫ t
0
‖m˙(s)‖2 ds ≤ 2dmin
∫ t
0
‖m˙(s)‖2 ds+ 2dmin
∫ t
0
‖ ˙˜m(s)‖2 ds
≤ 2dmin‖m‖2H1(0,T ;L2(E)) + 2
(
‖ ˙˜p(0)‖2 + ε ‖ ˙˜m(0)‖2 + C˜data
)
with a constant
C˜data = C˜data
(‖p‖2H2(0,T ;L2(E)), ‖m‖2H2(0,T ;L2(E)), ‖f‖2H1(0,T ;L2(E)), ‖g‖2H1(0,T ;L2(E)), ‖h‖2H2(0,T ;RN )).
It remains to bound the initial values of ˙˜p and ˙˜m. For ˙˜p(0) we use (3.6a) and the fact that
we can bound K∗m˜(0) by ‖m‖L2(E). For the estimate of ˙˜m(0) we apply (3.6b) and (3.4b)
to obtain
ε ‖ ˙˜m(0)‖2 ≤ 2ε ‖m˙(0)‖2 + 2
ε
‖Kp˜(0) + dm˜(0) − f(0) +KB−h(0)‖2
= 2ε ‖m˙(0)‖2 + 2
ε
‖Kp(0) + dm(0) − f(0)‖2.
Finally, we apply Corollary 3.6 to bound ‖p‖H2(0,T ;L2(E)) and ‖m‖H2(0,T ;L2(E)) in terms
of ‖r‖H2(0,T ;RM ). 
As mentioned above, we now consider system (4.2) as a hyperbolic system. Thus, we
need to assume the existence of m˙0, which then appears on the right-hand side.
Theorem 4.2 (First-order approximation II). Suppose right-hand sides f ∈ H1(0, T ;L2(E)),
g ∈ W (0, T ;L2(E),H−1(E¯)), h ∈ H2(0, T ;RN ), and r ∈ H1(0, T ;RM ). Further, assume
consistent initial data p(0) ∈ H1(E¯) and m(0) ∈ L2(E) and that there exists a function
p ∈ L2(E) satisfying (3.13). Then, for t ≤ T it holds that
‖(p − p0)(t)‖2 + ε ‖(m−m0)(t)‖2 + dmin
∫ t
0
‖(m−m0)(s)‖2 ds
≤ ε
dmin
‖Kp(0) − f(0) + dm(0)‖2 + ε2 Cdata
with a constant
Cdata = Cdata
(‖p‖2L2(E), ‖f‖2H1(0,T ;L2(E)), ‖g‖2W (0,T ;L2(E),H−1(E¯)), ‖h‖2H2(0,T ;RN ), ‖r‖2H1(0,T ;RM )).
Proof. Adding −εm˙0 to (4.2b), we obtain the system
d
dt
(p − p0)+ a(p− p0)−K∗(m−m0) = 0 in H−1(E¯),
ε
d
dt
(m−m0)+K(p − p0)+ d(m−m0) = −ε m˙0 in [L2(E)]∗.
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By Lemma 3.12 the given assumptions guaranty the existence of m˙0 ∈ L2(0, T ;L2(E)).
The result then follows by an estimate of the mild solution as in (3.9). 
Remark 4.3. In the case εm˙(0) = −Kp(0) + f(0) − dm(0) = 0, which is equivalent to
m(0) = m0(0), Theorems 4.1 and 4.2 state that p0 is a first-order approximation of p in
terms of ε. Further, m0 is a first-order approximation of m in L
2(0, T ;L2(E)) and, under
the conditions of Theorem 4.2, an approximation of order 12 in C([0, T ], L
2(E)).
Remark 4.4. The estimates of Theorems 4.1 and 4.2 are in line with [EK17, Th. 1].
For m − m0 the obtained results also match with the finite-dimensional case analyzed
in [KKO99, Ch. 2.5, Th. 5.1]. For p − p0, however, one has ‖p − p0‖L∞(0,T ) = O(ε)
in the finite-dimensional case, independent of the initial data. We emphasize that the
derived estimates are optimal in the infinite dimensional case as shown in Appendix C
and numerically confirmed in Section 7.
Remark 4.5. Comparable estimates for the Lagrange multiplier, which only exists in a
distributional sense under the given assumptions of Theorems 4.1 and 4.2, use the inf-sup
stability of B and read∣∣ ∫ t
0
(λ− λ0)(s) ds
∣∣2 . ‖(p− p0)(t)‖2 + t ∫ t
0
‖(m−m0)(s)‖2 ds.
Thus, the error in the primitives is of the same order as the pressure.
4.2. Second-order approximation. In order to obtain a better approximation of p and
m, which we will exploit for the time discretization in Section 6, we include the second
term of the ε-expansion (4.1). The tuple (p1,m1, λ1) solves the system
p˙1+ ap1−K∗m1+B∗λ1 = 0 in [H1(E¯)]∗,(4.5a)
Kp1+ dm1 = −m˙0 in [L2(E)]∗,(4.5b)
Bp1 = 0 in RN(4.5c)
with the initial condition p1(0) = 0. As usual, we first discuss the solvability of the
system. Since (4.5) can be written as a parabolic equation for p1, we only need to analyze
the regularity of the right-hand side, i.e., of m0. The weak differentiability of m0 has been
discussed in Lemma 3.12 such that an application of Lemma 3.11 directly leads to the
following result.
Lemma 4.6 (Existence of a weak solution (p1,m1)). Assume f ∈ H1(0, T ;L2(E)), g ∈
W 1,2(0, T ;L2(E),H−1(E¯)), h ∈ H2(0, T ;RN ), and r ∈ H1(0, T ;RM ). Further, let the ini-
tial data p(0) ∈ H1(E¯) be consistent and some p ∈ L2(E) satisfy (3.13). Then, system (4.5)
is uniquely solvable with
p1 ∈ C([0, T ], L2(E)) ∩ L2(0, T ;H10 (E¯)), m1 ∈ L2(0, T ;L2(E)).
Furthermore, λ1 exists in a distributional sense.
In the following, we are interested in the approximation property of pˆ = p0 + εp1 and
mˆ = m0 + εm1. Obviously, this requires additional regularity assumptions. As noted
in the previous subsection, the initial data may cause a reduction in the ε-order of the
approximation, regardless of the regularity of the data, cf. Remark 4.3. To focus on the
improvements resulting from the incorporation of p1 and m1, we assume in the following
that Kp(0)− f(0) + dm(0) = 0, i.e., m(0) = m0(0).
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Theorem 4.7 (Second-order approximation). Consider right-hand sides f, g ∈ H2(0, T ;L2(E)),
h ∈ H3(0, T ;RN ), and r ∈ H3(0, T ;RM ) with r˙(0) = 0. Further, assume consistent initial
data p(0) ∈ H1(E¯) and m(0) ∈ L2(E) as well as the existence of m ∈ L2(E) satisfying (3.8)
and of p ∈ H10 (E¯) satisfying (3.13). Then, assuming Kp(0)− f(0) + dm(0) = 0, we obtain
for t ≤ T ,
‖(p− pˆ)(t)‖2 + cL
∫ t
0
‖(p− pˆ)(s)‖2H1(E¯) ds+ dmin
∫ t
0
‖(m− mˆ)(s)‖2 ds
≤ ε3Cˆ ‖f˙(0) −Kp˙(0)‖2 + ε4Cˆdata
with constants Cˆ = Cˆ(cL, dmin) and
Cˆdata = Cˆdata
(‖p‖2H1(E¯), ‖f‖2H2(0,T ;L2(E)), ‖g‖2H2(0,T ;L2(E)), ‖h‖2H3(0,T ;RN ), ‖r‖2H3(0,T ;RM )).
Proof. We consider the difference of the exact solution and (pˆ, mˆ). Since p−pˆ has vanishing
boundary values, we can omit the Lagrange multiplier and obtain the system
d
dt
(p− pˆ)+ a(p− pˆ)−K∗(m− mˆ) = 0 in H−1(E¯),
K(p − pˆ)+ d(m− mˆ) = −ε (m˙− m˙0) in [L2(E)]∗
with initial condition (p − pˆ)(0) = 0. Following the proof of Theorem 4.1, we obtain
‖(p− pˆ)(t)‖2 + cL
∫ t
0
‖(p − pˆ)(s)‖2H1(E¯) ds+ dmin
∫ t
0
‖(m− mˆ)(s)‖2 ds
≤ ε
2
4d2min
(
1 +
1
cLdmin
)∫ t
0
‖(m˙− m˙0)(s)‖2 ds.
For an estimate of the integral on the right-hand side, we consider the formal derivative
of system (4.2). Similar to equation (4.3), we have
‖(p˙ − p˙0)(t)‖2 + dmin
∫ t
0
‖(m˙− m˙0)(s)‖2 ds ≤ ‖(p˙− p˙0)(0)‖2 + ε
2
dmin
∫ t
0
‖m¨(s)‖2 ds.
(4.6)
The assumption ε m˙(0) = −Kp(0) + f(0)− dm(0) = 0 implies together with p(0) = p0(0)
and equation (4.2b) that m(0) = m0(0). Inserting this in equation (4.2a), we obtain
p˙(0) = p˙0(0) in L
2(E) such that the first term vanishes. It remains to find an estimate of
the integral of m¨. For this, we decompose m into m = m + m˜ as in Theorem 4.1. Note
that m and its derivatives only depend on the given data by Corollary 3.6. Using once
more the formal derivative, we obtain by estimate (3.9) that
dmin
∫ t
0
∥∥ ¨˜m(s)∥∥2 ds ≤ ∥∥¨˜p(0)∥∥2 + ε∥∥ ¨˜m(0)∥∥2 + C˜data.
with
C˜data = C˜data
(‖f‖2H2(0,T ;L2(E)), ‖g‖2H2(0,T ;L2(E)), ‖h‖2H3(0,T ;RN ), ‖r‖2H3(0,T ;RM )).
For the initial value of ¨˜p we note that by m˙(0) = 0, r˙(0) = 0, and equation (3.4a) it follows
that K∗ ˙˜m(0) = 0 in H−1(E¯) and thus, using (3.6a),∥∥¨˜p(0)∥∥2 = ∥∥g˙(0) − ap˙(0) − p¨(0) − B−h¨(0)∥∥2.
For an estimate of ¨˜m(0) we note that
ε5
∥∥ ¨˜m(0)∥∥2 ≤ 2ε5 ∥∥m¨(0)∥∥2 + 2ε5 ∥∥m¨(0)∥∥2 = 2ε3 ∥∥f˙(0)−Kp˙(0)∥∥2 + 2ε5 ∥∥m¨(0)∥∥2,
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which gives the claimed estimate. We emphasize that the first term on the right-hand side
is bounded in terms of the data, since∥∥f˙(0)−Kp˙(0)∥∥2 ≤ 2∥∥f˙(0)∥∥2 + 2∥∥Kp˙(0)∥∥2.
For this, we use ‖f˙(0)‖ . ‖f‖H2(0,T ;L2(E)) and p˙(0) = p˙0(0) = ˙˜p0(0)+B−h˙(0), where ˙˜p0(0)
is bounded in H10 (E¯) by equation (3.14) and p ∈ H10 (E¯). 
Remark 4.8. Under the additional assumption 0 = f˙(0)−Kp˙(0) = εm¨(0), which is equiv-
alent to m(0) = mˆ(0) and m˙(0) = m˙0(0), Theorem 4.7 states that pˆ is a second-order
approximation of p in terms of ε. Further, mˆ is a second-order approximation of m in
L2(0, T ;L2(E)).
Remark 4.9. The estimate for m−mˆ in Theorem 4.7 is again in line with the finite dimen-
sional case, whereas the difference p− pˆ is one order smaller, cf [KKO99, Ch. 2.5, Th. 5.2].
Again, the given estimates are sharp for the infinite dimensional case and numerically
validated in Section 7.
Given the assumptions of Theorem 4.7 there exist regular solutions λ and λ0. We close
this section with a remark on the approximation property of the Lagrange multiplier.
Remark 4.10. Under the the assumptions from Theorem 4.7, it follows that λ0 is a first-
order approximation of λ, i.e.,∫ t
0
|(λ− λ0)(s)|2 ds . εCˆ ‖f˙(0)−Kp˙(0)‖2 + ε2max{Cdata, Cˆdata}
with the constants Cˆ, Cdata, and Cˆdata from Theorems 4.1 and 4.7. The associated proof
uses that the parabolic PDE (3.10), which is satisfied by the differences p − p0, m−m0,
and λ − λ0, fulfills the assumptions of Lemma 3.12. The order of approximation for λ
and λ0 then follows by the estimates of the integrals of ‖m˙‖2 and ‖m¨‖2 as in the proof of
Theorem 4.1 and 4.7, respectively.
5. Index of the Semi-discrete Systems
Since the considered system (3.3) is a PDAE, a semi-discretization in space leads to
a DAE. This section is devoted to the computation of the differentiation index of the
resulting system. Roughly speaking, this index measures the minimal number of differen-
tiation steps in order to extract an ODE, cf. [BCP96, Def. 2.2.2] for a precise definition
and [Meh13] for further index concepts. We emphasize that we do not consider the index
of the PDAE.
A spatial discretization, e.g. by finite elements, turns the linear operators into matri-
ces. At this point, we gather a list of general assumptions on these matrices, rather than
prescribing a precise discretization scheme. For the discretization of m and p we consider
symmetric and positive definite mass matrices M1 ∈ Rnm,nm and M2 ∈ Rnp,np . The mass
matrices including the space-dependent damping terms d, a are denoted by Md ∈ Rnm,nm,
Ma ∈ Rnp,np , respectively. Both matrices are symmetric and semi-positive definite. Fur-
ther, the discrete version of the linear operator K is denoted by K ∈ Rnm,np .
As discrete versions of the constraint operators B and C from Section 2.4 we introduce
the matrices B ∈ RN,np, which we assume to be of full row rank, and C ∈ RM,np . We
emphasize that the discretization of the dual operators equal the transpose of the corre-
sponding matrices. Note that the data for the constraints, i.e., the Dirichlet data h and
r, are already finite-dimensional and need no further discretization. For the discretization
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of f and g the same notation as for the original right-hand sides. This means that we
assume in this section that f : [0, T ]→ Rnm and g : [0, T ]→ Rnp . Finally, we define
g˜ := g − CT r.
Using for the semi-discrete variables the same notation as for the continuous ones, we
obtain as spatial discretization of (3.3) the systemεM1 M2
0

m˙p˙
λ˙
 =
−Md −KKT −Ma −BT
−B

mp
λ
+
fg˜
h
 .(5.1)
This DAE has index 2. To see this, we consider the derivative of the constraint, which
leads to the systemεM1 M2 BT
B

m˙p˙
λ
 =
−Md −KKT −Ma
0

mp
λ
+
fg˜
h˙
 .
Note that the vector including the variables on the left-hand side contains the derivatives
of m and p but the Lagrange multiplier λ without any derivative. Since the matrix B is
assumed to have full row rank andM2 is positive definite, the matrix on the left-hand side
is invertible for ε > 0. A multiplication from the left by the inverse then yields differential
equations for m and p together with an algebraic equation for λ. Since one differentiation
step was sufficient to extract these equations, the original DAE was of index 2.
Next, we discuss the spatial discretization of the parabolic limit case (3.10). This means
nothing else then setting ε = 0 in equation (5.1). Thus, we have the DAE0 M2
0

m˙p˙
λ˙
 =
−Md −KKT −Ma −BT
−B

mp
λ
+
fg˜
h
 .
Since the damping parameter d is positive, Md is invertible and the first equation allows
to write m in terms of p. It remains a system of the form
M2p˙ = K
Tm(p)−Map−BTλ+ g˜, Bp = h
with the typical semi-explicit index-2 structure, cf. [HW96, Ch. VII.1].
Remark 5.1. Another possible discretization is discussed in [HT17] and takes the topology
of the network into account leading to an index-1 DAE. Therein, the semi-discrete variables
only include the values of p and m at the endpoints of an edge.
Remark 5.2. We discuss the port-Hamiltonian structure of the system equations, cf. [van13].
For this, we consider the right-hand sides as inputs of the system. Following the DAE
formulation introduced in [BMXZ17, Def. 4], we may write (5.1) in the formεM1 M2
0

m˙p˙
λ˙
 = (
 0 −KKT 0 −BT
B 0
−
Md Ma
0
)
mp
λ
+
fg˜
h

with the sum of a skew-symmetric structure matrix (describing the energy flux) and a
symmetric dissipation matrix on the right-hand side. The corresponding energy (also
called Hamiltonian) is given by
H(m, p) = 12εm
TM1m+
1
2p
TM2p.
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Note that this depends on the parameter ε. Thus, the system maintains its port-Hamiltonian
structure for ε = 0 but with a different energy. We emphasize that the port-Hamiltonian
structure is already given in the continuous system (3.3), cf. [JZ12].
Finally, we turn to the system for the second-order terms of the ε-expansion, i.e., sys-
tem (4.5) with solution (p1,m1, λ1). More precisely, we consider the through m˙0 coupled
system of (3.10) and (4.5). As a consequence, the overall system has no saddle point struc-
ture anymore. We take once more the same notion for the continuous and semi-discrete
variables and introduce
x :=
[
mT0 , p
T
0 , p
T
1 , m
T
1 , λ
T
0 , λ
T
1
]T
.
The spatial discretization of the coupled system then leads to the DAE
M x˙ =

−K −Md
KT −Ma −BT
−Ma KT −BT
−Md −K
−B
−B

x+

0
g˜
0
f
h
0

(5.2)
with the block-diagonal mass matrix M := diag{M1,M2,M2, 0, 0, 0}. This DAE is again
of index 2. To see this, we follow [HW96, p. 456] and note that the matrix−Md −K−B
−B

M
−1
1
M−12
M−12

−Md −BT
KT −BT

=
MdM
−1
1 Md KM
−1
2 B
T
BM−12 B
T
−BM−12 KT BM−12 BT

is invertible, due to the full rank property of B.
6. Temporal Discretization
In this section, we investigate the behavior of the first- and second-order approximations
p0,m0, λ0 and pˆ, mˆ, λˆ under a discretization in time. We consider Runge-Kutta methods
and focus, in particular, on the implicit Euler scheme. The convergence of such schemes
for semi-explicit PDAEs of parabolic type was analyzed in [AZ18] and is thus applicable
for the case with ε = 0, i.e., for system (3.10). The combination with the approximation
results from Section 4 then yields a discretization scheme for the full problem (3.3).
Unfortunately, the assumed structure in [AZ18] is too restrictive for the analysis of the
coupled system consisting of (3.10) and (4.5) and thus, needs an extension. Another major
difficulty is the appearance of the variable m0, which we discuss in Section 6.2.
6.1. First-order approximation. Based on the results of Section 4, we propose to ap-
proximate p and m by a temporal discretization of p0 and m0, respectively. Due to the
PDAE structure of (3.10), we have ’differential’ and ’algebraic’ equations, which causes
difficulties within the time discretization. One particular reason is the high sensitivity
to perturbations of the right-hand side, cf. [Alt15]. In the finite-dimensional case it is
well-known that this may decrease the convergence order, see [HW96, Ch. 6] and [KM06,
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Ch. 5.2]. To bypass these issues, we apply a regularization to the system involving the so-
called hidden constraint, i.e., the derivative of the constraint. The regularization approach
considered in [AZ18] introduces an additional Lagrange multiplier µ0 : [0, T ] → RN and
adds the hidden constraint explicitly to the system equations. For (3.10) this procedure
results in
p˙0+ ap0− K∗m0+B∗λ0+B∗µ0 = g − C∗r in [H1(E¯)]∗,(6.1a)
Kp0+ dm0 = f in [L2(E)]∗,(6.1b)
Bp0 −Mµ0 = h in RN ,(6.1c)
Bp˙0 = h˙ in RN(6.1d)
with an arbitrary invertible matrix M ∈ RN×N . Under certain regularity assumptions
on p0, every solution of (6.1) with a consistent initial condition implies µ0 = 0 and that
(p0,m0, λ0) solves (3.10), cf. [AZ18, Lem 3.6]. Note that the hidden constraint for p0 is
stated explicitly in (6.1d).
Remark 6.1. Another regularization approach was introduced in [AH15] and uses dummy
variables. For this, let Pc be an arbitrary complement of H10 (E¯) in H1(E¯) leading to
the unique decomposition p0 = p˜0 + p0,c with p˜0 ∈ H10 (E¯) and p0,c ∈ Pc. Then, the
regularization of (3.10) is given by
˙˜p0+ q0,c+ a(p˜0 + p0,c)−K∗m0+B∗λ0 = g − C∗r in [H1(E¯)]∗,(6.2a)
K(p˜0 + p0,c)+ dm0 = f in [L2(E)]∗,(6.2b)
Bp0,c = h in RN ,(6.2c)
Bq0,c = h˙ in RN(6.2d)
including the dummy variable q0,c ∈ Pc, which approximates the derivative of p0,c. By
[AH15, Th. 2.3] and [AZ18, Lem. 2.5] every solution of (6.2) generates a solution of (3.10)
by the triple (p˜0 + p0,c,m0, λ0).
6.1.1. Implicit Euler scheme. We first investigate the approximation obtained by the im-
plicit Euler scheme. Runge-Kutta schemes are then discussed in Section 6.1.2. For the
temporal discretization of (6.1) we consider a uniform partition of the interval [0, T ] with
step size τ = T/n, n ∈ N, and time steps tj = τj, j = 0, . . . , n. The time-discrete system
then reads
Dτp0,j + ap0,j −K∗m0,j +B∗λ0,j +B∗µ0,j = gj − C∗rj in [H1(E¯)]∗,(6.3a)
Kp0,j + dm0,j = fj in [L2(E)]∗,(6.3b)
Bp0,j −Mµ0,j = hj in RN ,(6.3c)
BDτp0,j = h˙j in RN .(6.3d)
Therein, Dτ denotes the discrete derivative, i.e., Dτp0,j := (p0,j − p0,j−1)/τ , and p0,0 :=
p(0). The right-hand sides of (6.3) should be appropriate approximations of the right-
hand sides of (6.1) at time tj. However, the given smoothness may not always allow a
point evaluation. We introduce the piecewise constant function gτ : [0, T ]→ [H1(E¯)]∗ with
gτ (t) := gj for t ∈ (tj−1, tj ], j = 1, . . . , n. Analogously, we define fτ , hτ , h˙τ , and rτ . For
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the convergence analysis we assume that for τ → 0 we have
(6.4)
gτ → g in L2(0, T ; [H1(E¯)]∗), fτ → f in L2(0, T ;L2(E)), rτ → r in L2(0, T ;RM ),
hτ → h in L∞(0, T ;RN ), h˙τ → h˙ in L2(0, T ;RN ).
Remark 6.2. The function h˙τ denotes the approximation of h˙ and not the derivative of hτ .
We emphasize that defining h˙j by the discrete derivative Dτhj makes the performed regu-
larization useless, since the two constraints would be redundant. In fact, the regularization
aims to include information on the derivative h˙ to the system rather than using the discrete
derivative.
Lemma 6.3. Let the conditions of Lemma 3.11 be satisfied and (p0,m0, λ0) the solution
of the PDAE (3.10). Suppose that gτ , fτ , hτ , h˙τ , and rτ converge as stated in (6.4).
Then, system (6.3) has a unique solution for every j = 1, . . . , n. Further, let p0,τ , m0,τ ,
and µ0,τ denote the piecewise constant functions and p
∨∧
0,τ the continuous and piecewise
linear function defined via p0,j, m0,j, and µ0,j, respectively. Then, as τ → 0 we have
p0,τ → p0 in L2(0, T ;H1(E¯)), p∨∧0,τ → p0 in L2(0, T ;L2(E)),
m0,τ → m0 in L2(0, T ;L2(E)), µ0,τ → 0 in L∞(0, T ;RN ).
Proof. By inserting equation (6.1b) into (6.1a) and analogously equation (6.3b) into (6.3a),
the statements follow immediately by [AZ18, Lem. 4.2 & Th. 4.3]. 
Lemma 6.3 provides a qualitative statement about the convergence of the piecewise
constant and linear approximations. For a quantitative result we need additional regularity
as for Lemma 3.12. Under these assumptions, one can use function evaluations to define
the right-hand sides in (6.3) which then automatically satisfy (6.4).
Lemma 6.4. Let the assumptions from Lemma 3.12 be satisfied and suppose that the
right-hand sides of (6.3) are defined via function evaluations at time tj. With a generic
constant Cdata only depending on the data, it then holds that
‖p0,τ − p0‖L2(0,T ;H1(E¯)) ≤ τ Cdata, ‖p∨∧0,τ − p0‖C(0,T ;L2(E)) ≤ τ Cdata,
‖m0,τ −m0‖L2(0,T ;L2(E)) ≤ τ Cdata, ‖µ0,τ‖L∞(0,T ;RN ) ≤ τ Cdata.
Proof. Recall the definition of p˜0 introduced in the proof of Lemma 3.12. Similar to [AZ18,
Lem. 2.4], we consider the decomposition H1(E¯) = H10 (E¯)⊕H1c with
H1c := {p ∈ H1(E¯) | 〈(L + a)p, q〉 = 0 for all q ∈ H10 (E¯)},
including the operator L from Lemma 3.4. By the discrete constraints (6.3c) and (6.3d)
we decompose p0,j = p˜0,j+B−(hj−Mµ0,j) and Dτp0,j = Dτ p˜0,j+B−h˙j , where B− denotes
the right-inverse of B with range H1c , cf. [AZ18, Lem. 2.5]. Then, inserting equation (6.1b)
into (6.1a) as well as (6.3b) into (6.3a), we obtain
Dτ p˜0,j + (L+ a) p˜0,j = g(tj)− C∗r(tj) +K∗d−1f(tj)− B−h˙(tj)
= ˙˜p(tj) + (L+ a) p˜(tj) in H−1(E¯).
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We now insert τ (p˜0,j− p˜0(tj)) ∈ H10 (E¯) as a test function and consider a Taylor expansion
of p˜0(tj−1). This then leads to the estimate
(6.5)
‖p˜0,j − p˜0(tj)‖2 + τcL ‖p˜0,j − p˜0(tj)‖2H1(E¯)
≤ ‖p˜0,j−1 − p˜0(tj−1)‖2 + 1
τcL
∥∥ ∫ tj
tj−1
(s− tj−1) ¨˜p0(s) ds
∥∥2
H−1(E¯)
≤ ‖p˜0,j−1 − p˜0(tj−1)‖2 + τ
2
3cL
∫ tj
tj−1
‖ ¨˜p0(s)‖2H−1(E¯) ds.
Since µ0,0 = 0, we have p˜0,0−p˜0(0) = 0 and therefore by summing up all the estimates (6.5)
from k = 1, . . . , j, it follows that
(6.6) ‖p˜0,j − p˜0(tj)‖2 + cL
j∑
k=1
τ ‖p˜0,k − p˜0(tk)‖2H1(E¯) ≤
τ2
3cL
∫ tj
0
‖ ¨˜p0(s)‖2H−1(E¯) ds.
For the stated approximation orders we also need an estimate of the Lagrange multiplier µ.
A multiple application of equation (6.3d) and Taylor’s theorem yield together
|Mµ0,j |2 =
∣∣∣ j∑
k=1
τ h˙(tk)− [h(tk)− h(tk−1)]
∣∣∣2
=
∣∣∣ j∑
k=1
∫ tk
tk−1
(s− tk−1)h¨(s) ds
∣∣∣2 ≤ τ3
3
j
∫ tj
0
|h¨(s)|2 ds ≤ τ2T
3
∫ T
0
|h¨(s)|2 ds.(6.7)
Therefore, the approximation order for ‖µ0,τ‖2L∞(0,T ;RN ) = maxj=1,...,n |µ0,j|2 follows by the
invertibility of M . The estimate for the piecewise constant approximation of p0 follows by∫ tk
tk−1
‖p˜0(tk)− p˜0(s)‖2H1(E¯) ds =
∫ tk
tk−1
∥∥ ∫ tk
s
˙˜p0(η) dη
∥∥2
H1(E¯) ds ≤
τ2
2
∫ tj
tj−1
‖ ˙˜p0(s)‖2H1(E¯) ds
together with estimates (6.6)-(6.7) and the triangle inequality. Recall that ˙˜p0(s), as well
as its derivative, can be bounded in terms of the data. The convergence rate of m0,τ then
follows if we consider the difference of the equations (6.1b) and (6.3b).
Finally, we discuss the error p∨∧0,τ − p0. For this, note that a Taylor expansion implies
for every t ∈ [tj−1, tj] that
|h(tj−1)− h˙(tj)(t− tj−1)− h(t)|2
≤ 2 |h(tj)− h˙(tj)(t− tj)− h(t)|2 + 2 |h(tj−1)− h(tj)− h˙(tj)(tj − tj−1)|2
= 2
∣∣ ∫ tj
t
(s− t) h¨(s) ds∣∣2 + 2 ∣∣ ∫ tj
tj−1
(s− tj−1) h¨(s) ds
∣∣2
≤ 4τ
3
3
∫ tj
tj−1
|h¨(s)|2 ds.
Further, with χ[a,b] denoting the indicator function for an interval [a, b] we have∥∥p˜0(tj−1) + p˜0(tj)− p˜0(tj−1)
τ
(t− tj−1)− p˜0(t)
∥∥2
L2(E)
=
〈∫ tj
tj−1
(
t−tj−1
τ (tj − s)− χ[tj−1,t](t− s)
)
¨˜p0(s) ds,
∫ tj
tj−1
(
t−tj−1
τ − χ[tj−1,t]
)
˙˜p0(s) ds
〉
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≤
(τ3
48
∫ tj
tj−1
‖ ¨˜p0(s)‖2H−1(E¯) ds
)1/2
·
(τ
4
∫ tj
tj−1
‖ ˙˜p0(s)‖2H1
0
(E¯) ds
)1/2
≤ τ
2
√
768
∫ tj
tj−1
‖ ¨˜p0(s)‖2H−1(E¯) + ‖ ˙˜p0(s)‖2H1
0
(E¯) ds.
A combination of the latter two estimates with (6.6), (6.7), and the triangle inequality
then leads to the stated estimate for p∨∧0,τ − p0. 
Theorem 6.5. Suppose a uniform partition in time with step size τ , m(0) = m0(0), and
that the assumptions of Theorem 4.1 and Lemma 6.4 are satisfied. Then, the piecewise
constant functions p0,τ , m0,τ and the piecewise linear function p
∨∧
0,τ defined through the
implicit Euler scheme (6.3) serve as an approximation of the solution to (3.3) in the sense
that
‖p− p0,τ‖L2(0,T ;H1(E¯)) + ‖m−m0,τ‖L2(0,T ;L2(E)) + ‖p − p∨∧0,τ‖C(0,T ;L2(E)) ≤ (ε+ τ)Cdata.
Therein, Cdata denotes once more a constant only depending on the data.
Proof. The result follows directly by the combination of Theorem 4.1 with Lemma 6.4.
For this, we apply the triangle inequality and obtain
‖(p − p∨∧0,τ )(t)‖ ≤ ‖(p − p0)(t)‖+ ‖(p0 − p∨∧0,τ )(t)‖ ≤ (ε+ τ)Cdata.
The estimates for the piecewise constant approximations follow in the same way. 
6.1.2. Runge-Kutta methods. A Runge-Kutta scheme is based on a Butcher tableau
c A
bT
with b, c ∈ Rs and A ∈ Rs,s. As in [AZ18] we assume that the resulting method is
algebraically stable, that A is invertible, and bTA−11s = 1 with 1s = [1, . . . , 1]T ∈ Rs.
The temporal discretization of (6.1) then leads to the approximations
(6.8) p0,j = b
TA−1p0,j, m0,j = bTA−1m0,j, λ0,j = bTA−1λ0,j , µ0,j = bTA−1µ0,j ,
where p0,j ∈ H1(E¯)s, m0,j ∈ L2(E)s, and λ0,j,µ0,j ∈ RsN solve the stationary operator
equations
A−1Dτp0,j + ap0,j −K∗m0,j +B∗λ0,j +B∗µ0,j = gj − C∗rj in [H1(E¯)s]∗,(6.9a)
Kp0,j + dm0,j = fj in [L2(E)s]∗,(6.9b)
Bp0,j −Mµ0,j = hj in RsN ,(6.9c)
BA−1Dτp0,j = h˙j in RsN .(6.9d)
Therein, the discrete derivative is given by Dτp0,j := (p0,j−p0,j−11s)/τ and the operators
act componentwise. As in Lemma 6.3 one proves the existence of a solution of the iterative
scheme (6.9) by inserting (6.9b) into (6.9a) and using [AZ18, Lem. 5.6], where the initial
value is given by p0,0 = p0(0) = p(0).
For the convergence analysis we assume that the right-hand sides of (6.1) are continuous
and that the components of the right-hand sides of (6.9) are given via function evaluations
at time points tj−1 + τci, i = 1, . . . , s. For gj this means exemplary
gj =
[
g(tj−1 + τc1), . . . , g(tj−1 + τcs)
]T
.
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Furthermore, we suppose that the Runge-Kutta method is of order p with stage order q
which means
(6.10)
s∑
j=1
bjc
k−1
j =
1
k
, k = 1, . . . , p and
s∑
j=1
Aijc
k−1
j =
cki
k
, k = 1, . . . , q
with i = 1, . . . , s and p ≥ q + 1. We decompose p0,j as in the proof of Lemma 6.4
into p˜0,j ∈ H10 (E¯) and its remainder in H1c . Note that we have p˜0,j = bTA−1p˜0,j with
A−1Dτ p˜0,j + (L+ a)p˜0,j = gj − C∗rj +K∗d−1fj − B−h˙j in [H10 (E¯)s]∗.
A corresponding convergence analysis for this system can be found in [LO95, Ch. 1]. For
the part in H1c , we obtain by Bp0,0 = h(0), a successive application of equation (6.9d),
and several Taylor expansions the formal expression
Bp0,j = bTA−1Bp0,j = Bp0,j−1 + τbT h˙j
= Bp0(0) + τ
j∑
k=1
s∑
i=1
bih˙(tk−1 + τci)
= h(0) + τ
j∑
k=1
s∑
i=1
bi
p−1∑
ℓ=0
(τci)
ℓ
ℓ!
h(ℓ+1)(tk−1) +
j∑
k=1
Rk
(6.10)
= −
j−1∑
k=1
h(tk) +
j∑
k=1
p∑
ℓ=0
τ ℓ
ℓ!
h(ℓ)(tk−1) +
j∑
k=1
Rk = h(tj) +
j∑
k=1
(
Rk − R˜k
)
with the correction terms Rk and R˜k, k = 1, . . . , j, given by
Rk = τ
s∑
i=1
bi
∫ tk−1+τci
tk−1
(tk−1 + τci − s)p−1
(p− 1)! h
(p+1)(s) ds, R˜k =
∫ tk
tk−1
(tk − s)p
p!
h(p+1)(s) ds.
Note that 0 ≤ ci ≤ 1 for all i = 1, . . . , s implies the estimate
(6.11)
∣∣∣ j∑
k=1
(
Rk − R˜k
)∣∣∣2 ≤ j j∑
k=1
∣∣Rk − R˜k∣∣2 . tj τ2p ∫ tj
0
|h(p+1)(s)|2 ds.
We emphasize that the included constant only depends on b, c, and p. Finally, assuming
sufficient regularity of the data and the solution, we obtain with [LO95, Th. 1.1] and (6.11)
the error estimate
‖p0,j − p0(tj)‖2 +
j∑
k=1
τ ‖p0,k − p0(tk)‖2H1(E¯)
.
(
τq+1
)2 ∫ tj
0
‖p˜ (q+1)0 ‖2H1(E¯) + ‖p˜
(q+2)
0 ‖2H−1(E¯) + |h(q+2)|2 ds.
(6.12)
Pointwise estimates for m and µ follow by (6.9b), (6.9c), and (6.11).
To construct time-continuous approximations of p, m, and µ, we use p0,j, m0,j, and µ0,j
as interpolation data. Let Πnp0,τ denote the continuous function, whose restriction to the
interval (tj−1, tj) equals the interpolation polynomial of degree n in the n+1 points (tk, p0,k)
for k = j−(n+1)/2, . . . , j+(n−1)/2 if n is odd and k = j−1−n/2, . . . , j−1+n/2 otherwise.
Hence, we consider n+1 interpolation points preferably near the interval (tj−1, tj), cf. the
illustration in Figure 6.1. If j is either too small or too large such that the construction is
not possible, then we consider the interpolation in the first (respectively last) n+ 1 time
points.
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t
tj−1−n/2 tj−1 tj tj+1 tj−1+n/2
Figure 6.1. Illustration of the function Πnp0,τ and its construction on
the interval (tj−1, tj) for even n. This part is defined via the interpolation
polynomial of degree n in the n+ 1 time points tj−1−n/2, . . . , tj−1+n/2.
Theorem 6.6. Suppose a uniform partition in time with step size τ and m(0) = m0(0).
Assume that the data and p0 are sufficiently smooth. We consider a Runge-Kutta scheme
of order p and stage order q, p ≥ q + 1, which is algebraically stable, has an invertible
coefficient matrix A, and satisfies bTA−11s = 1. Then, the piecewise polynomial func-
tions Πqp0,τ and Πqm0,τ , defined through interpolation data taken from (6.8), approximate
the solution to (3.3) in the sense that
‖p−Πqp0,τ‖L2(0,T ;H1(E¯))∩C(0,T ;L2(E)) + ‖m−Πqm0,τ‖L2(0,T ;L2(E)) ≤ (ε+ τq+1)Cdata.
Therein, Cdata denotes once more a constant only depending on the data.
Proof. We only prove the estimate ‖p0−Πqp0,τ‖L2(0,T ;H1(E¯))∩C(0,T ;L2(E)) ≤ τq+1Cdata. The
remainder is then similar to the proof of Theorem 6.5.
Let Li denote the ith Lagrange polynomial on the interval [0, 1] corresponding to q+ 1
equidistant interpolation nodes, i = 0, . . . , q. By a rescaling of these polynomials we can
express Πqp0,τ in the form
Πqp0,τ (t)|(tj−1 ,tj) =
q∑
i=0
Li
(
t−tkj
q τ
)
p0,kj+i
for j = 1, . . . , n. Therein, kj denotes the integer such that tkj equals the first time point
used within the construction of Πqp0,τ on the time interval (tj−1, tj). Furthermore, let Πqp0
be defined as Πqp0,τ but with interpolation data p0(tj), j = 1, . . . , n. Then, it holds that
‖Πqp0,τ −Πqp0‖2C(0,T ;L2(E)) = max
j=1,...,n
sup
t∈(tj−1 ,tj)
∥∥ q∑
i=0
Li
(
t−tkj
q τ
)(
p0,kj+i − p0(tkj+i)
)∥∥2
L2(E)
≤ (q+ 1)
q∑
i=0
‖Li‖2C([0,1]) maxj=1,...,n ‖p0,j − p0(tj)‖
2
L2(E).
With the standard error bound from polynomial interpolation and the embedding of
W (0, T ;H10 (E¯),H−1(E¯)) in C(0, T ;L2(E)) we get
‖Πqp0 − p0‖2C(0,T ;L2(E)) ≤
(τq+1)2
16(q+ 1)2
‖p(q+1)0 ‖2C(0,T ;L2(E))
.
(
τq+1
)2 ∫ T
0
‖p (q+1)0 ‖2H1(E¯) + ‖p˜
(q+2)
0 ‖2H−1(E¯) + |h(q+2)|2 ds.
For the estimate in L2(0, T ;H1(E¯)) we note that∫ T
0
‖Πqp0,τ −Πqp0‖2H1(E¯) ds ≤ (q+ 1)
n∑
j=1
q∑
i=0
∫ tj
tj−1
L2i
(
s−tkj
q τ
)
ds ‖p0,kj+i − p0(tkj+i)‖2H1(E¯)
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≤ (q+ 1)3
q∑
i=1
∫ 1
0
L2i (s) ds
n∑
j=1
τ‖p0,j − p0(tj)‖2H1(E¯)
and with a well-known finite element estimate, cf. [Bra07, Ch. II, Rem. 6.5], we have∫ T
0
‖Πqp0 − p0‖2H1(E¯) ds . (τq+1)2
∫ T
0
‖p(q+1)0 ‖2H1(E¯) ds.
The claimed bound for Πqp0,τ − p0 finally follows by the four inequalities above, the
triangular inequality, and estimate (6.12). 
6.2. Second-order approximation. In this subsection we make use of the second-order
approximation from Section 4.2, i.e., we derive a time discretization for the approximation
of p and m based on pˆ and mˆ, respectively. For this, we consider the coupled system
given by (3.10) and (4.5). Recall that the latter system includes m˙0 as a right-hand side.
This may cause computational issues, since m0 is an ’algebraic’ variable in (3.10). For the
corresponding finite-dimensional case it is well-known that this reduces the convergence
order, cf. [HW96, Ch. 6 f.].
To prevent such a loss of convergence, we replace m˙0 in (4.5b) by the derivative
of (3.10b), which is possible under the assumptions of Lemma 3.12. In place of (4.5b)
this leads to an equation independent of m˙0. Similar to the discussion in Remark 6.2, this
achieves the inclusion of f˙ rather then the discrete derivative of f . The latter would lead
to a perturbed right-hand side and thus, to declined convergence properties [Alt15].
The resulting coupled system includes two constraints. From (3.10c) we have Bp0 = h,
for which we apply the same regularization step as in the previous subseciton. Second,
we have the condition Bp1 = 0 from (4.5c), which we incorporate into the solution space
of p1. In summary, this leads to
p˙0 + ap0 −K∗m0 + B∗λ0 + B∗µ0 = g − C∗r in [H1(E¯)]∗,(6.13a)
p˙1 + ap1 −K∗m1 = 0 in H−1(E¯),(6.13b)
−d−1Kp˙0 +Kp1 + dm1 = −d−1f˙ in [L2(E)]∗,(6.13c)
Kp0 + dm0 = f in [L2(E)]∗,(6.13d)
Bp0 −Mµ0 = h in RN ,(6.13e)
Bp˙0 = h˙ in RN(6.13f)
with an artificial Lagrange multiplier µ : [0, T ] → RN and an arbitrary invertible ma-
trix M ∈ RN×N .
6.2.1. Implicit Euler scheme. We first concentrate on the discretization by the implicit
Euler scheme. The discretized version of (6.13) with step size τ then reads
Dτp0,j + ap0,j −K∗m0,j + B∗λ0,j + B∗µ0,j = gj − C∗rj in [H1(E¯)]∗,(6.14a)
Dτp1,j + ap1,j −K∗m1,j = 0 in H−1(E¯),(6.14b)
−d−1K(Dτp0,j) +Kp1,j + dm1,j = −d−1f˙j in [L2(E)]∗,(6.14c)
Kp0,j + dm0,j = fj in [L2(E)]∗,(6.14d)
Bp0,j −Mµ0,j = hj in RN ,(6.14e)
BDτp0,j = h˙j in RN .(6.14f)
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We emphasize that equations (6.14a) and (6.14d)-(6.14f) equal the Euler discretization of
the regularized first-order system (6.3). Thus, a decoupling of the system would imply
the existence of p0,j, m0,j, λ0,j , and µ0,j in every time step, see Lemma 6.3. The assump-
tion p0(0) ∈ H1(E¯) then implies Dτp0,j ∈ H1(E¯) for j = 1, . . . , n. This, in turn, ensures
that the term d−1K(Dτp0,j) is well-defined in [L2(E)]∗ and thus, the unique solvability
of (6.14) in each time-step, cf. [ET10, Th. 4.1].
Now, let p1,τ , m1,τ denote the piecewise constant functions and p
∨∧
1,τ the continuous and
piecewise linear function defined via p1,j and m1,j , respectively.
Lemma 6.7. Suppose right-hand sides f ∈ H2(0, T ;L2(E)), g ∈ H2(0, T ;H−1(E¯)) with g ∈
L2(0, T ; [H1(E¯)]∗), h ∈ H3(0, T ;RN ), and r ∈ H2(0, T ;RM ). Further assume consistent
initial data p0(0) ∈ H1(E¯) with Bp0(0) = h(0), the existence of a function p ∈ H10 (E¯)
satisfying (3.13), and p′ ∈ L2(E) such that
(p′, q) =
〈
g˙(0) − C∗r˙(0)− (L+ a)(p + B−h˙(0)) − h¨(0) +K∗d−1f˙(0), q〉
for all q ∈ H10 (E¯). If the right-hand sides in (6.14) are defined through function evaluations,
then there exists a constant Cdata only depending on the data with
‖p1,τ − p1‖2L2(0,T ;H1(E¯)) + ‖p∨∧1,τ − p1‖2C(0,T ;L2(E)) + ‖m1,τ −m1‖2L2(0,T ;L2(E)) ≤ τ2 Cdata.
Proof. By Lemma 3.12 we conclude that the solution (p0, p1,m0,m1) satisfies
p0 ∈ H3(0, T ;H−1(E¯)) ∩H2(0, T ;H1(E¯)) ∩ C2(0, T ;L2(E)), m0 ∈ H2(0, T ;L2(E)),
p1 ∈ H2(0, T ;H−1(E¯)) ∩H1(0, T ;H1(E¯)) ∩ C1(0, T ;L2(E)), m1 ∈ H1(0, T ;L2(E)).
Following the notation of the proof of Lemma 6.4 and considering Bp1,j = 0, we have p1,j =
p˜1,j. Further, proceeding as in the derivation of (6.6), we obtain by (6.14b) and (6.14c)
the estimate
‖p1,j − p1(tj)‖2 + cL
j∑
k=1
τ ‖p1,k − p1(tk)‖2H1(E¯)
≤ 2τ
2
3cL
∫ tj
0
‖p¨1(s)‖2H−1(E¯) ds+
2τ
cL
j∑
k=1
∥∥K∗d−2K(Dτ p˜0,k − ˙˜p0(tk))∥∥2H−1(E¯).(6.15)
Note that we have the additional term Dτ p˜0,k− ˙˜p0(tk), since −d−1Kp˙0 = −d−1K( ˙˜p0+B−h˙)
in (6.13c) can be seen as a part of the right-hand side, which is not evaluated at tj but
approximated by −d−1KDτp0,j = −d−1K(Dτ p˜0,j + B−h˙(tj)).
To estimate the second part of the right-hand side of (6.15), we realize that the oper-
ator K∗d−2K is linear and bounded from H10 (E¯) to H−1(E¯). Furthermore, with a short
calculation one proves that the discrete derivative Dτ p˜0,j satisfies
Dτ (Dτ p˜0,j) + (L+ a)Dτ p˜0,j = Dτ (gj − C∗rj +K∗d−1fj − B−h˙j) =: Dτ F˜j in H−1(E¯)
with F˜0 = F˜(0) and Dτ p˜0,0 = p. Similar to (6.6) and (6.15) we then get the estimate
‖Dτ p˜0,j − ˙˜p0(tj)‖2 + cL
j∑
k=1
τ ‖Dτ p˜0,k − ˙˜p0(tk)‖2H1(E¯)
≤ 2τ
2
3cL
∫ tj
0
‖p˜(3)0 (s)‖2H−1(E¯) ds+
2τ
cL
j∑
k=1
‖Dτ F˜k − ˙˜F(tk)‖2H−1(E¯).
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The claim finally follows by the steps of the proof of Lemma 6.4 together with the estimate
‖Dτ F˜k− ˙˜F(tk)‖2H−1(E¯) =
∥∥∥1
τ
∫ tk
tk−1
(s− tk−1) ¨˜F(s) ds
∥∥∥2
H−1(E¯)
≤ τ
3
∫ tk
tk−1
‖ ¨˜F(s)‖2H−1(E¯) ds. 
Recall the definition of pˆ and mˆ from Section 4. Similarly, we now define their piecewise
constant and piecewise linear approximations given by the Euler scheme (6.14), i.e.,
pˆτ := p0,τ + εp1,τ , mˆτ := m0,τ + εm1,τ , pˆ
∨∧
τ := p
∨∧
0,τ + εp
∨∧
1,τ .
This then leads to the following approximation result.
Theorem 6.8. Let the assumptions of Theorem 4.7, Lemma 6.4, and Lemma 6.7 be
satisfied together with m(0) = mˆ(0). Then, the piecewise constant functions pˆτ , mˆτ and
the piecewise linear function pˆ∨∧τ defined through (6.14) satisfy
‖p− pˆτ ‖L2(0,T ;H1(E¯)) + ‖m− mˆτ ‖L2(0,T ;L2(E)) + ‖p − pˆ∨∧τ ‖C(0,T ;L2(E)) ≤ (ε2 + τ)Cdata
with a constant Cdata only depending on the data.
Proof. Again we simply combine the previous results. For pˆ∨∧τ we obtain
‖(p − pˆ∨∧τ )(t)‖ ≤ ‖(p − pˆ)(t)‖ + ‖(p0 − p∨∧0,τ )(t)‖+ ‖ε(p1 − p∨∧1,τ )(t)‖ ≤ (ε2 + τ + ετ)Cdata.
The proofs for the two remaining parts are similar. 
As for the first-order approximation in Section 6.1, we finish this section with a discus-
sion of the discretization by algebraically stable Runge-Kutta methods.
6.2.2. Runge-Kutta methods. For the analysis of the approximation order of a general
Runge-Kutta method applied to (6.13), we need to estimate the error between p1(tj) and its
time-discrete counterpart p1,j. As for implicit Euler scheme, we have to keep in mind that
in the Runge-Kutta discretization of (6.13c) the term p˙0,j = [p˙0(tj−1+τc1), . . . , p˙0(tj−1+
τcs)]
T is only approximated by A−1Dτp0,j. For the perturbation A−1Dτp0,j − p˙0,j we
have with equation (6.13f) and Taylors theorem(
A−1Dτp0,j − p˙0,j
)
i
=
(
A−1Dτ p˜0,j − ˙˜p0,j
)
i
=
1
τ
s∑
ℓ=1
A−1iℓ
[(
(p˜0,j)ℓ − p˜0(tj−1 + τcℓ)
)− (p˜0,j−1 − p˜(tj−1))]−Rj,i
for i = 1, . . . , s. With (6.10) the correction term Rj,i is given by
Rj,i =
∫ tj−1+τci
tj−1
(tj−1 + τci − s)q−1
(q− 1)! p˜
(q+1)
0 (s) ds
−
s∑
ℓ=1
A−1iℓ
τ
∫ tj−1+τcℓ
tj−1
(tj−1 + τcℓ − s)q
q!
p˜
(q+1)
0 (s) ds.
Next, we combine [LO95, p. 605, Rem. (c)], estimate (6.12), and
j∑
k=1
τ
s∑
i=1
‖(p˜0,k)i − p˜0(tk−1 + ciτ)‖2H1(E¯) .
(
τq+1
)2 ∫ tj
0
‖p˜ (q+1)0 ‖2H1(E¯) + ‖p˜
(q+2)
0 ‖2H−1(E¯) ds,
which follows from [LO95, Th. 1.1]. Together with p1 ∈ H10 (E¯) this then yields
‖p1,j − p1(tj)‖2 +
j∑
k=1
τ ‖p1,k − p1(tk)‖2H1(E¯)
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. τ2q
∫ tj
0
‖p (q)1 ‖2H1(E¯) + ‖p
(q+1)
1 ‖2H−1(E¯) ds+
j∑
k=1
τ‖K∗d−2K(A−1Dτp0,k − p˙0,k)‖2H−1(E¯)
≤ τ2q
∫ tj
0
‖p˜ (q+1)0 ‖2H1(E¯) + ‖p
(q)
1 ‖2H1(E¯) + ‖p˜
(q+2)
0 ‖2H−1(E¯) + ‖p
(q+1)
1 ‖2H−1(E¯) ds+ |h(q+2)|2 ds.
For the approximation of pˆ and mˆ we use once more piecewise polynomials. Since the
approximation of p1 by p1,j is one order smaller then the approximation of p0 by p0,j, we
consider
Πqpˆτ := Πqp0,τ + εΠq−1p1,τ , Πqmˆτ := Πqp0,τ + εΠq−1m1,τ .
Here, Πq−1p1,τ is defined similarly to Πqp0,τ but with interpolation points (tj , p1,j). Anal-
ogously, the piecewise polynomial Πq−1m1,τ is defined based on (tj ,m1,j).
Theorem 6.9. Let the assumptions of Theorem 6.5 be satisfied together with m(0) = mˆ(0).
Let Πqpˆτ and Πqmˆτ defined through the Runge-Kutta discretization of (6.13). Then it
holds that
‖p −Πqpˆτ‖L2(0,T ;H1(E¯))∩C(0,T ;L2(E)) + ‖m−Πqmˆτ‖L2(0,T ;L2(E)) ≤ (ε2 + ετq + τq+1)Cdata
with a constant Cdata only depending on the data.
Proof. The statement can be shown similarly as Theorem 6.8, in combination with Theo-
rem 6.6. 
7. Numerical Experiments
In this final section, we aim to illustrate the proven convergence results as well as the
differences in the approximation orders in terms of ε in the finite and infinite dimensional
case.
7.1. Convergence in τ . In this first experiment we show the performance of the pro-
posed numerical scheme based on the combination of an ε-expansion and well-known time
stepping methods. For this, we consider the network shown in Figure 1.1 where all pipes
have unit length. We assume g ≡ 0 and f ≡ 1 on the edges e2, e4 and zero otherwise. The
initial data is given by
pe1(x)|t=0 = x, pej(x)|t=0 = 1, pe6(x)|t=0 = 1− x
for j = 2, . . . , 5 and, in the case ε > 0,
me1 |t=0 ≡ −1, me2 |t=0 = me4 |t=0 = me6 |t=0 ≡ 1, me3 |t=0 = me5 |t=0 ≡ 0.
We consider ε = 10−3 and set the damping parameter to d ≡ 1. Note that this implies
consistency of the initial condition. Homogeneous Dirichlet boundary conditions for p are
stated in the nodes v1 and v6, whereas the coupling conditions are defined through
r(v2) = −2, r(v3) = 0, r(v4) = −1, r(v5) = 1.
Figure 7.1 compares the approximations of first and second order in ε, based on the
implicit Euler scheme and the Radau IIa method of third order. As predicted in Section 6,
the difference of the exact pressure p and the computed approximation of p0 measured
in the C(0, 1;L2(E))-norm converges linearly (or quadratically in the Radau IIa case,
cf. Section 6.2.2) in time up to the point where the approximation error of the ε-expansion
dominates. Since pˆ approximates p with order two in terms of ε, the overall error achieves
a lower level if we include the numerical approximation of εp1. For the computations
we have used a finite element discretization in space with 10 grid points on each pipe.
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Figure 7.1. Convergence history for the example of Section 7.1. The
expected convergence rates can be observed up to the point where the
error of ε-expansion dominates. The dotted lines show orders 1 and 2.
The pressure p is approximated by P1 finite elements, whereas the approximation of m is
piecewise constant.
7.2. Convergence in ε. The second numerical experiment illustrates the transition of
the approximation order in terms of ε from the finite to the infinite dimensional case,
cf. Remark 4.4. Recall that Theorem 4.1 implies
‖p − p0‖C(0,T ;L2) ≤ Ccons
√
ε+O(ε)
in the infinite dimensional setting with Ccons = 0 if the initial data is consistent. In
finite dimensions one shows ‖p − p0‖C(0,T ;Rn) = O(ε), independent of the initial data,
see [KKO99, Ch. 2.5, Th. 5.1]. We emphasize that this is an asymptotic result whereas
the bound in Theorem 4.1 is valid for all ε > 0.
Considering spatial discretizations of an infinite dimensional system, one expects a
smooth transition of the approximation order. To see this, we consider the problem
described in Appendix C of a single pipe of unit length with constant damping d = 1.
We assume homogeneous Dirichlet boundary conditions for the pressure and inconsistent
initial data given by
p(x, 0) = 0 and m(x, 0) =
∞∑
k=1
cos(πkx)
πk0.55
.
As before, we consider P1 finite elements for the pressure and piecewise constants for the
mass flux. To estimate the error ‖p − p0‖C(0,T ;Rn) we take the norm which is induced
by the mass matrix, i.e., the norm associated to the L2(0, 1)-norm. To approximate the
order in ε depending on the spatial discretization parameter h, we calculate for a fixed
step size h the norms
err(ε) := ‖ph( · ; ε) − p0,h‖C(0,T ;Rn), ε = 1/(8
√
2i)
for i = 1, . . . , 16. Using the ansatz err(ε) = C(h) εα, or equivalently log err(ε) = α log ε+
logC(h), we estimate the exponent α by a linear least squares problem. The results are
illustrated in Figure 7.2. As expected, the exponential order α decreases as the spatial
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Figure 7.2. Estimate of the exponential order α in err(ε) = C(h) εα as a
function of the spatial mesh size h.
mesh size h becomes smaller. One can clearly see the beginning of an asymptotic behavior
with a limit much smaller than 1. Following the analysis in Appendix C, we expect the
limit of the fitted exponential order α to be 0.55.
8. Conclusion
In this paper, we have derived time discretization methods for coupled systems of hy-
perbolic equations including a small parameter ε > 0. An expansion of the solution in
this parameter is analyzed and combined with Runge-Kutta methods applied to the limit
equation for ε = 0. The basis for the convergence proof is given by a number of existence
results for the involved parabolic and hyperbolic PDAE models. These findings are in
line with the results presented in [EK18], although they are based on a different weak for-
mulation. Further, the present paper offers extensions in view of an additional damping
term, the possibility of time-dependent right-hand sides, and higher order approximations
in terms of ε.
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Appendix A. Collection of Equation Systems
The original hyperbolic system with coupling conditions (3.3) has the form
p˙ + ap − K∗m+ B∗λ = g − C∗r in [H1(E¯)]∗,
ε m˙ + Kp + dm = f in [L2(E)]∗,
Bp = h in RN .
Setting ε = 0, we obtain the constrained parabolic system (3.10) for (p0,m0, λ0) with
initial condition p0(0) = p(0), namely
p˙0 + ap0 − K∗m0 + B∗λ0 = g − C∗r in [H1(E¯)]∗,
Kp0 + dm0 = f in [L2(E)]∗,
Bp0 = h in RN .
For a higher-order approximation we consider system (4.5) for (p1,m1, λ1) with p1(0) = 0,
p˙1+ ap1−K∗m1+B∗λ1 = 0 in [H1(E¯)]∗,
Kp1+ dm1 = −m˙0 in [L2(E)]∗,
Bp1 = 0 in RN .
For the analysis we use the auxiliary problem (3.4) with solution (p,m, λ),
ap − K∗m+ B∗λ = − C∗r in [H1(E¯)]∗,
Kp + dm = 0 in [L2(E)]∗,
Bp = 0 in RN .
The first-order differences p− p0 and m−m0 satisfy system (4.2), i.e.,
d
dt
(p− p0)+ a(p− p0)−K∗(m−m0) = 0 in H−1(E¯),
K(p − p0)+ d(m−m0) = −ε m˙ in [L2(E)]∗.
The second-order differences p− pˆ and m− mˆ are solutions of the system
d
dt
(p− pˆ)+ a(p− pˆ)−K∗(m− mˆ) = 0 in H−1(E¯),
K(p − pˆ)+ d(m− mˆ) = −ε (m˙− m˙0) in [L2(E)]∗
In certain proofs we consider p˜ := p−p−B−h and m˜ := m−m, which satisfy system (3.6),
˙˜p + ap˜ − K∗m˜ = g − p˙− aB−h− B−h˙ in H−1(E¯),
ε ˙˜m + Kp˜ + dm˜ = f −KB−h− ε m˙ in [L2(E)]∗.
Appendix B. Generalized System Equations
The results in Sections 3 - 6 remain valid for certain generalizations of the considered
model (3.3), which we discuss here. Let P, M, and Q denote the Hilbert spaces in which
we search for the solution components p, m, and λ, respectively. We assume that P forms
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a Gelfand triple with pivot space H, i.e., P →֒H ∼= H∗ →֒P∗ where all embeddings are
dense. Then, system (3.3) may be generalized to
p˙ + Ap − K∗m+ B∗λ = g1 + g2 in P∗,
ε m˙ + Kp + Dm = f in M∗,
Bp = h in Q∗
with linear and bounded operators
A : H → H∗, K : P →M∗, D : M→M∗, B : P → Q∗.
Further, we assume that the operator D is elliptic, A non-negative, B inf-sup stable, and
that there exists a constant cK > 0 such that cK‖q‖P ≤ ‖Kq‖M∗ for all q ∈ kerB =: Pker.
The right-hand sides are of the form
f : [0, T ]→M∗, g1 : [0, T ]→H, g2 : [0, T ]→ P∗, h : [0, T ]→ Q∗.
An initial value of p is then called consistent if the difference p(0)−B−h(0) in an element
of the closure of Pker in H, which we denote by Hker in the sequel.
The present paper considers the particular case P = H1(E¯), H = M = L2(E), and
Q = RN . The kernel of B is given by Pker = H10 (E¯) and Hker equals L2(E), since H10 (E¯)
is dense in L2(E). For the operators we have A = a and D = d, whereas for the right
hand side of (3.3a) we consider g1 = g and g2 = −C∗r. We emphasize that – apart from
Lemmas 3.4 and 3.7 – we have never made use of the specific operators within the results
of Sections 3 - 6. As a consequence, all results can be generalized assuming p(0) to be
consistent and p to be an element of Hker or Pker, respectively.
For the generalization of Lemma 3.4 one shows the ellipticity of the operator L :=
K∗D−1K : P → P∗ on Pker by
〈Lp˜, p˜〉 = 〈D−1Kp˜,DD−1Kp˜〉M,M∗ ≥ cD‖D−1Kp˜‖2M ≥
cD
C2D
‖DD−1Kp˜‖2M∗ ≥
cDcK
C2D
‖p˜‖2P
for all p˜ ∈ Pker. The included constants cD and CD are the ellipticity and continuity
constants of D. In this general setting, Lemma 3.7 would consider the operator
Aβ :=
[
−βA K∗
−K −D/β
]
: D(Aβ) ⊂ (Hker ×M)→Hker ×M
for arbitrary positive β > 0 and with the domain
D(Aβ) = Pker ×
{
m ∈ M| ∃m ∈ Hker : (m, p˜) = 〈K∗m, p˜〉 for all p˜ ∈ Pker
}
.
Note that for every p ∈ Pker, the term Ap is an element of H. Since Hker is a closed
subspace of H, there exists an element h ∈ Hker with (h, p˜) = 〈Ap, p˜〉 for all p˜ ∈ Pker.
For the proof of Lemma 3.7, it remains to show that Aβ is densely defined. Since D(Aβ)
is independent of β, we may fix β = 1. Let (h,m) ∈ Hker ×M be arbitrary. By the
Gelfand triple Pker,Hker,P∗ker, there exist for every ε > 0 elements p˜h ∈ Pker and g˜ ∈ Hker
with ‖p˜h − h‖H < ε and ‖g˜ − (Ap˜h − K∗m)‖P∗
ker
< ε. Following the steps of the proof
of Lemma 3.5, we can show that −A1 as a mapping from Pker ×M to P∗ker ×M∗ has a
bounded inverse. Now, let (p˜ ′,m′) ∈ Pker ×M be the unique solution of
Ap˜ ′ − K∗m′ = g˜ in P∗ker,
Kp˜ ′ + Dm′ = Kp˜h +Dm in M∗.
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By the construction of h, one shows that (p˜ ′,m′) ∈ D(A1) = D(Aβ). We finally choose
(p˜ ′,m′) as approximation of (h,m) and we get with the boundedness of −A−11 the estimate
‖h− p˜ ′‖H + ‖m−m′‖M . ‖h − p˜h‖H + ‖p˜h − p˜ ′‖P + ‖m−m′‖M
. ‖h − p˜h‖H + ‖g˜ − (Ap˜h −K∗m)‖P∗
ker
< 2 ε.
Appendix C. On the Sharpness of the Estimates
In this section, we prove that the estimates of Theorem 4.1 and 4.2 are sharp in terms
of powers of ε. For this, we consider problem (3.3) on a single edge of length one. The
damping parameter is constant d = 1 and homogeneous boundary conditions are consid-
ered for the pressure p. Note that under this configuration, one can rewrite the problem
for p as
(C.1) εp¨+ p˙− ∂xxp = 0,
with initial data p(x, 0) and p˙(x, 0) = −∂xm(x, 0).
First, we consider Theorem 4.2, where we choose a vanishing initial condition for the
pressure and
m(x, 0) =
∞∑
k=1
cos(πkx)
πkα
, α > 1/2.
Note that m(x, 0) is an L2(0, 1)-function, since ‖m(x, 0)‖2L2(0,1) =
∑∞
k=1
1
2π2k2α
< ∞, but
that we do not have ∂xp(x, 0) = −m(x, 0). Let ε be chosen such that
K(ε) =
1
2π
√
ε
∈ N.
Then the (mild) solution is given by
p(x, t; ε) =e−t/2ε
[K(ε)−1∑
k=1
ε sinh
(
t
ε
√
1
4 − ε(πk)2
)
√
1
4 − ε(πk)2
k1−α sin(πkx) + tK1−α(ε) sin(πK(ε)x)
+
∞∑
k=K(ε)+1
ε sin
(
t
ε
√
ε(πk)2 − 14
)
√
ε(πk)2 − 14
k1−α sin(πkx)
]
m(x, t; ε) =e−t/2ε
[
K(ε)−1∑
k=1
{
cosh
( t
ε
√
1
4 − ε(πk)2
)
−
sinh
(
t
ε
√
1
4 − ε(πk)2
)
2
√
1
4 − ε(πk)2
}
cos(πkx)
πkα
+
{
1− t
2ε
}cos(πK(ε)x)
πKα(ε)
+
∞∑
k=K(ε)+1
{
cos
( t
ε
√
ε(πk)2 − 14
)
−
sin
(
t
ε
√
ε(πk)2 − 14
)
2
√
ε(πk)2 − 14
}
cos(πkx)
πkα
]
λ(x, t; ε) =
[
−m(0, t; ε)
m(1, t; ε)
]
,
which one gets by a separation of variables in (C.1). For the parabolic limit case (ε = 0)
the solution is p0 = m0 = λ0 = 0. Therefore, the norm ‖p(·, · ; ε)‖2C([0,T ];L2(0,1)) is bounded
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from above by O(ε) independently of α, see Theorem 4.2. For a lower bound, we notice
that
‖p(·, ·; ε)‖2C([0,T ];L2(0,1)) ≥ ‖p(·, ε; ε)‖2L2(0,1)
≥ ε
2
2e
∞∑
k=K(ε)+1
k2−2α
ε(πk)2 − 14
sin2
(√
ε(πk)2 − 14
)
=
2ε2K2(ε)
e
∞∑
k=1
(K(ε) + k)2−2α
(K(ε) + k)2 −K2(ε) sin
2
(
1
2
√
2k
K(ε) + (
k
K(ε))
2
)
≥ ε
8eπ2
K(ε)
⌊√
1+(
5π
3 )
2−1
⌋
∑
k=K(ε)
⌈√
1+(
π
3 )
2−1
⌉ 1(K(ε) + k)2α
≥ εK(ε)
8eπ2K2α(ε)
⌊√
1 + (5π3 )
2 − 1
⌋
−
⌈√
1 + (π3 )
2 − 1
⌉
(⌊√1 + (5π3 )2⌋)2α
= O(ε1/2+α).
The limit α→ 1/2 then shows that the O(ε)-bound in Theorem 4.2 is indeed sharp. The
corresponding result for Theorem 4.1 can be shown with the initial data m(x, 0) = 0 and
p(x, 0) =
∞∑
k=1
sin(πkx)
k1+α
∈ H1(0, 1).
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