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TRUNCATED RESOLUTION MODEL STRUCTURES
GEORG BIEDERMANN
Abstract. Using the dual of Bousfield-Friedlander localization we colocalize
resolution model structures on cosimplicial objects over a left proper model
category to get truncated resolution model structures. These are useful to
study realization and moduli problems in algebraic topology.
1. Introduction
Resolution model structures were first introduced in [9] and later studied in [8]
and [3] to attack the realization problem for Π-algebras. Following these tracks a
similar resolution model structures was developed in [10] and used in [11] to study
A∞- and E∞-structures on ring spectra. In [5] a very general and elegant treatment
of resolution model structures is given that exhibits the previous ones as special
cases. Bousfield in his paper calls these structures the G-resolution structures be-
cause there is the freedom of choosing an appropriate class of injective models G
which will be explained in subsection 2.3. We will abbreviate this and call the
resolution model structures simply G-structures.
What these resolution model structures allow us to do is to think of cosimplicial
objects as analogues of cochain complexes and of fibrant approximations as ana-
logues of injective resolutions. More precisely one defines homotopy and homology
of a cosimplicial object with respect to the above mentioned class of injective models
G. Then weak equivalences are given in terms of either homotopy or homology.
The goal of this work is to describe for each n≥0 an n-truncated resolution model
structure. Its weak equivalences are maps that induce isomorphisms of homotopy
just up to degree n. We will obtain these structures by colocalization with respect
to an augmented homotopy-idempotent homotopy functor in the sense of [4].
We use these truncated structures in [2] to study extensively the realization and
moduli problem with respect to a nice class of homology theories and to define
interpolation categories for them. This article develops the necessary technical
framework. It is the first part of my thesis written at the Universita¨t Bonn. I would
like to thank my advisor Jens Franke and my coadvisor Stefan Schwede. I am very
grateful to Pete Bousfield for several very helpful e-mails as well as for sending me
his then unpublished paper [5]. I also thank the referee for his comments.
2. Resolution model structures
This section first introduces cosimplicial objects and the Reedy structure and
then reviews the theory of resolution model structures.
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2.1. Cosimplicial objects and the Reedy structure. Let M be a simplicial
model category. Let cM be the category of cosimplicial objects over M. We
refer to [12], [13] or [14] for the necessary background, in particular for the internal
simplicial structure, which is compatible with the Reedy structure, and for latching-
and matching objects. A quick description of latching objects can be found in 2.6.
Beware of a degree shift between our matching objects and the ones in [12].
Definition 2.1. We define the following classes of morphisms that will constitute
the Reedy structure on cM. Let X• → Y • be a morphism in cM. It is called
(i) a Reedy equivalence if for every s ∈N the maps Xs → Y s are weak equiva-
lences in M.
(ii) a Reedy cofibration if for every s ∈N the induced maps
Xs ⊔LsX• L
sY • → Y s
are cofibrations in M.
(iii) a Reedy fibration if for every s ∈N the induced maps
Xs →M sX• ×MsY • Y
s
are fibrations in M.
The following theorem was proved in [15], see also [12, VII.2.12.] and [13, 15.3.4.].
Theorem 2.2. The category cM together with the Reedy structure becomes a model
category. It becomes a simplicial model structure if we provide it with the internal
simplicial structure.
2.2. The external simplicial structure on cM. The resolution model struc-
tures are not compatible with the internal simplicial structure. Here we describe
the external simplicial structure, which will be compatible with the resolution struc-
ture and its truncated versions.
Remark 2.3. For X• in cM and L in S we can perform the following coend-
construction: Let
⊔
Lℓ
Xm be the coproduct inM of copies of Xm indexed by the
set Lℓ, and view this as a functor ∆
op ×∆→M. Then we can take the coend
X• ⊗∆ L :=
∫ ∆⊔
Lℓ
Xm ∈M.
Explicitly this is given by the coequalizer⊔
ℓ→m
⊔
Lℓ
Xm ⇒
⊔
ℓ≥ 0
⊔
Lℓ
Xℓ → X• ⊗∆ L
using the obvious maps induced by ℓ→ m.
We are now ready to describe the functors that will enrich all our model struc-
tures to simplicial model categories.
Definition 2.4. We define a simplicial structure on cM. Let K be in S and X•
and Y • in cM, then set
(X• ⊗extK)
n
:= X• ⊗∆ (K ×∆
n),
where × denotes the usual product of simplicial sets and ∆n is the standard n-
simplex,
homext(K,X•)
n
:=
∏
Kn
Xn,
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where the product is taken over the set of n-simplices of K, and finally
mapext(X•, Y •)n := HomcM(X
• ⊗ext ∆n, Y •).
We call this the external (simplicial) structure on cM. Note that we do not
refer to any simplicial structure of M. From now on we will usually drop the
superscripts.
Remark 2.5. Using the ∆-coend from remark 2.3 we observe that we have iso-
morphisms:
Xn ∼= X• ⊗∆ ∆
n and LnX• ∼= X• ⊗∆ ∂∆
n
Partial latching objects are obtained by inserting various subcomplexes of ∆n.
Definition 2.6. Let ιn be the unique non-degenerate n-simplex of ∆
n. For 0≤k ≤n
let Λnk ⊆∆
n be the subcomplex spanned by all diιn for i 6= k. We call this the k-
horn on ∆n. Let X• be an object of cM. Set
LnkX
• := X• ⊗∆ Λ
n
k .
These objects are called the partial latching objects of X•.
Definition 2.7. For an object X• in cM we define its s-th external suspension
ΣsextX
• by the following pushout diagram:
X• = X• ⊗ext ∗ //

p·
X• ⊗ext ∆s/∂∆s

∗ // X• ∧ext ∆s/∂∆s : ΣsextX
•
2.3. The G-structure on cosimplicial objects. This subsection recapitulates
the results of [5], [8] and [9]. We want to think of cosimplicial objects as resolutions
of objects inM and we want to identify different resolutions of the same object of
M. Like in the common situation of complexes over an abelian category we have
to construct a certain model structure on cM which enables us to compare objects
with respect to (co-)homology or (co-)homotopy groups. So the first thing we have
to find is the right notion of homotopy and homology of cosimplicial objects. This
was done in [8] and [9] working simplicially. The resulting model structure is called
a resolution or E2-model structure. Here we deal with the dual situation and we
distinguish objects by mapping into some class of injective models, instead of e.g.
mapping out of spheres in the classical case. To construct the truncated versions we
will only consider the natural homotopy groups from 2.9. Still we put the emphasis
on considering both two kinds of homotopy groups, since it is suggested by [8] and
[11] and seems natural when considering realization problems.
The following definitions are taken from [5] who gave the definitive treatment on
resolution model structures.
Definition 2.8. Let M be a left proper pointed model category. We call a class
G of objects inM a class of injective models if the elements of G are fibrant and
group objects in the homotopy category Ho(M) and if G is closed under loops. We
reserve the letter G for such a class.
Now we are going to associate to a cosimplicial object groups that the reader
should consider as its cohomology. They are contravariant functors on cM and
depend on two parameters. In the situation of definition 2.8 let X• be an object
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in cM and let hoG be the class G considered as a full subcategory of Ho(M) = T .
Let [ , ] denote the morphisms in T . Note that [X•, G] is a simplicial group. For
every s≥0 we have a functor
hoG → groups
G 7→ πs[X
•, G].
(2.1)
Note that for s> 0 these groups are actually abelian. On the other hand we can
also consider the pointed simplicial set HomM(X
•, G), where the constant map
X0 → G of the pointed category M serves as basepoint. If X• is Reedy cofibrant
then this simplicial set is fibrant. It supplies a functor
G → homotopy group objects
G 7→ HomM(X
•, G).
(2.2)
where G is considered as a full subcategory ofM. Its homotopy should be thought
of as the (co-)homotopy of X•. Observe also the equality:
(2.3) HomM(X
•, G) = mapext(X•, r0G),
where r0G denotes the constant cosimplicial object over G.
Definition 2.9. Following [11] we denote the homotopy groups of these group
objects by
π♮s(X
•, G) := πsHomM(X
•, G) = πsmap(X
•, r0G)
for s≥0 and G ∈G and call them the natural homotopy groups of X• with
coefficients in G. Note that r0G is Reedy fibrant, so, again, these groups have
homotopy meaning if X• is Reedy cofibrant.
Remark 2.10. Obviously the canonical functor M → Ho(M) induces a map
HomM(X
•, G) → [X•, G] which in turn induces a natural transformation of func-
tors
π♮s(X
•, G)→ πs[X
•, G].
This map is called the Hurewicz map and was constructed in [8, 7.1]. One of the
main results is [8, 8.1] (also [11, 3.8] and [10]) that this Hurewicz homomorphism
for each G ∈G fits into a long exact sequence, the so-called spiral exact sequence
...→ π♮s−1(X
•,ΩG)→ π♮s(X
•, G)→ πs[X
•, G]→ π♮s−2(X
•,ΩG)→ ...
...→ π2[X
•, G]→ π♮0(X
•,ΩG)→ π♮1(X
•, G)→ π1[X
•, G]→ 0,
where Ω is the loop space functor on M, plus an isomorphism
π♮0(X
•, G) ∼= π0[X
•, G].
In the construction of the exact sequence we rely on the external simplicial struc-
ture, but not on a simplicial structure of M.
As explained in [8, 8.3.] or [11, (3.1)] these long exact sequences can be spliced
together to give an exact couple and an associated spectral sequence
(2.4) πp[X
•,ΩqG] =⇒ colim
k
π♮k(X
•,Ωp+q−kG)
Definition 2.11. We call a map in cM a G-equivalence if it induces isomorphisms
πs[Y
•, G]→ πs[X
•, G]
for all s≥0 and all G ∈G.
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Lemma 2.12. A map X• → Y • in cM is a G-equivalence if and only if it induces
isomorphisms
π♮s(Y˜
•, G)→ π♮s(X˜
•, G)
for all s≥0 and all G ∈ G with the canonical basepoint and some Reedy cofibrant
approximation X˜• → Y˜ •.
Proof: We note first, that it suffices to choose one basepoint since the objects
are fibrant homotopy group objects. Now this follows immediately from the spiral
exact sequence by simultaneous induction over the whole class G and the five-lemma.
Remember that G is closed under loops by assumption.
✷
To describe the fibrations and cofibrations of the resolution or G-model structure
on cM we have to introduce further definitions.
Definition 2.13. A map A
i
→ B inM is called G-monic when [B,G]
i∗
→ [A,G] is
surjective for each G ∈G.
An object I is called G-injective when [B, I]
i∗
→ [A, I] is surjective for each
G-monic map A
i
→ B.
We call a fibration in M a G-injective fibration if it has the right lifting
property with respect to every G-monic cofibration.
We say that Ho(M) has enough G-injectives if each object in Ho(M) is the
source of a G-monic map to a G-injective target. We say that G is functorial, if
these maps can be chosen functorially.
Definition 2.14. A map X• → Y • will be called a G-fibration if f : Xn →
Y n ×MnY • M
nX• is a G-injective fibration for n≥0.
Note that there is yet another characterization of G-equivalences, namely these
are the maps X• → Y • that induce weak equivalences
map(Y˜ •, r0G)→ map(X˜•, r0G),
where X˜• → Y˜ • is a cofibrant approximation to X• → Y •. Using these induced
maps we can also define the cofibrations of our resolution model structure.
Definition 2.15. We call a map X• → Y • a G-cofibration if it is a Reedy
cofibration and the induced map map(Y •, r0G) → map(X•, r0G) is a fibration of
simplicial sets for each G ∈G. These three classes of G-equivalences, G-cofibrations
and G-fibrations will be called the G-structure on cM. We denote it by cMG .
Lemma 2.16. For a map i : A• → B• in cM the following are equivalent:
(i) The map i is an G-cofibration.
(ii) The map i is a Reedy cofibration and for every G ∈G the induced map
[B•, G]→ [A•, G]
is a fibration of simplicial sets.
(iii) The map i is a Reedy cofibration and the induced maps
As ⊔Ls
k
A• L
s
kB
• → Bs
are G-monic cofibrations for all s≥1 and s≥k ≥0.
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Proof: The equivalence of (i) and (iii) is proved by adjunction, [5, 3.13.]. The
equivalence of (ii) and (iii) is [5, 3.15.].
✷
The message that the reader should get from this is that it does not mat-
ter whether we use the simplicial abelian groups [X•, G] or the fibrant H-spaces
map(X•, r0G) to define the G-structure. It is also worth noting, that the G-structure
just depends on the G-injectives. Here is the main theorem 3.3 from [5].
Theorem 2.17. Let M be a left proper pointed model category M with a class G
of injective models and enough G-injectives. Then the G-structure on the category
cM becomes a simplicial left proper pointed model category with the external sim-
plicial structure. If G is functorial and the model structure on M has functorial
factorizations, then so does cMG.
Remark 2.18. There is another way of describing the natural homotopy groups,
namely
π♮s(X
•, G) = [X•,Ωsextr
0G]G ,
where [ , ]G denotes the morphisms inHo(cM
G) and Ωext is the dual construction
to 2.7.
3. Truncated resolution model structures
In this subsection we will truncate the G-structure. This means that we are going
to construct for each n≥0 a new model structure, called the n-G-structure, whose
weak equivalences are maps that induce isomorphisms of natural homotopy groups
just up to degree n. We will obtain these structures by colocalization with respect
to a coaugmented homotopy-idempotent homotopy functor.
3.1. Colocalization a´ la Bousfield-Friedlander. An easy method for localizing
with respect to an augmented homotopy-idempotent homotopy functor was devised
in [4] and considerably improved in [7]. The approach completely dualizes since no
small object argument is used.
We would like to point out, that the truncation or colocalization process does
not work for the other type of homotopy groups, which the author had to learn
painfully while struggling for the right constructions: Never confuse (co-)limits
with homotopy (co-)limits!
Definition 3.1. Let N be a left proper model category. A co-Q-structure on
N consists of a functor Q : N → N and a natural transformation α : Q → id
satisfying the following axioms:
(i) If X → Y is a weak equivalence, then so is QX → QY .
(ii) For each X in N , the maps αQX and QαX : QQX → QX are weak equiva-
lences.
(iii) For a pushout square
A
v
//
f
 p·
V
g

B w
// W
in N , if f is a cofibration between cofibrant objects such that αA, αB and Qv are
weak equivalences, then Qw is also a weak equivalence.
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Reminiscent of [4] we use the same letter Q and invented the word co-Q-structure
for the dual concept. The axioms and definitions together with the following theo-
rem simply state, that the colocalization with respect to the class of Q-equivalences
exist if we can assure left properness of this structure in advance.
Definition 3.2. Let X → Y be a map in N , then we say, that it is
(i) a Q-equivalence if QX → QY is a weak equivalence.
(ii) a Q-fibration if it is a fibration.
(iii) a Q-cofibration if it has the left lifting property with respect to all Q-trivial
fibrations, i.e. all maps that are fibrations and Q-equivalences.
The next theorem proves this to be a model structure, which we will call the Q-
colocal structure and we will write NQ for it.
Theorem 3.3. Let N be a left proper model category equipped with a co-Q-structure.
The associated model structure NQ is a left proper model structure. A map i : A→
B in N is a Q-cofibration if and only if i is a cofibration in N and the square
QA
αA
//
Qi

A
i

QB
αB
// B
is a homotopy pushout square in N with its original structure. If N carries addi-
tionally a simplicial structure, then the Q-colocal structure on N is also simplicial.
If N is proper or possesses functorial factorization, the same is true for NQ.
The dual form of this theorem is proved as Theorem 9.3. and Theorem 9.7 of [7]
and it builds upon an earlier version in [4]. The fact that left properness suffices to
prove left properness is noted in [7, Remark 9.5].
3.2. The n-G-structure on cM. Now we will come to the heart of the matter
and truncate the resolution model structures.
Definition 3.4. For G ∈G we denoted by r0G the constant cosimplicial object
over G. Let Qn : cM→ cM be the composition of a Reedy cofibrant replacement
functor ˜ with the functor skn+1 and let αX• be the canonical map
skn+1 X˜
• → X˜• → X•.
By applying the above constructions we get for each n≥0 a new model structure on
cM. We call it the n-G-structure and denote it by cMn-G . Translating definition
3.2 into our special situation we call a map f : X• → Y •
(i) an n-G-equivalence if the induced map
skn+1 X˜
• → skn+1 Y˜
•
is a G-equivalence.
(ii) an n-G-fibration if it is a G-fibration.
(iii) an n-G-cofibration if it has the left lifting property with respect to all G-
fibrations that are also n-G-equivalences.
The original G-structure can be thought of as the limit for n =∞.
8 GEORG BIEDERMANN
Theorem 3.5. Let n≥0. For a pointed left proper model category M the n-G-
structure on the category cM of cosimplicial objects over M is a pointed simplicial
left proper model structure. If MG possesses functorial factorization then so does
cMn−G.
This theorem is a direct consequence of theorem 3.3 once we prove that Qn =
skn+1 ˜ provides a co-Q-structure. If cMG is right proper, then so is the n-G-
structure, but we do not know good conditions that ensure the right properness of
the G-structure. However, it happens, see [2]. The rest of this section is devoted to
the proof of theorem 3.5. A characterization of n-G-cofibrations is given in 3.8.
Remark 3.6. Observe that by (2.3) there is a natural isomorphism
map( skn+1X
•, r0G) ∼= coskn+1map(X
•, r0G).
If X• is Reedy cofibrant then map(X•, r0G) is fibrant. Note also, that for a Kan-
complex W the space coskn+1W is a model for the n-th Postnikov section.
Lemma 3.7. For a map f : X• → Y • in cM the following assertions are equiva-
lent:
(i) f is an n-G-equivalence.
(ii) For every G ∈ G and all 0≤s≤n the induced maps
π♮s(Y˜
•, G)→ π♮s(X˜
•, G)
are isomorphisms, where X˜• → Y˜ • is a cofibrant approximation to X• → Y •.
Proof: The equivalences follow readily from remark 3.6.
✷
Proof of 3.5: For arbitrary G ∈G and X• in cM we compute with 3.6:
π♮s(QnX
•, G) ∼= πs coskn+1map(X˜
•, r0G) ∼=
{
π♮s(X˜
•, G) , for 0≤s≤n
0 , for s>n
Now conditions (i) and (ii) of 3.1 are obvious. To prove (iii) we can assume that
all objects in the pushout square are Reedy cofibrant by factoring v and w appro-
priately. We get a pullback diagram of the following form:
map(W •, r0G) //

map(B•, r0G)

map(V •, r0G) // map(A•, r0G)
·y
We apply π♮s( , G) and using the fact that αA• , αB• and Qnv are equivalences we
obtain, that this square is transformed into a pullback square of groups:
π♮s(W
•, G) ∼= π♮s(B
•, G)×
π
♮
s(A•,G)
π♮s(V
•, G) ∼=
{
π♮s(B
•, G) , for 0≤s≤n
0 , for s>n
✷
We will now give some characterizations of the cofibrations of the n-G-structure
to complete the picture. Of course, since we have not changed the class of fibrations,
n-G-trivial cofibrations are the same as G-trivial cofibrations. The characterization
of n-G-cofibrations is analogous to lemma [5, 3.13].
Lemma 3.8. For a map i : A• → B• in cM the following are equivalent:
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(i) The map i is an n-G-cofibration.
(ii) The map i is a G-cofibration and the induced maps
π♮s(B˜
•, G)→ π♮s(A˜
•, G)
are isomorphisms for every G ∈G and all s>n, where A˜• → B˜• is a Reedy cofibrant
approximation to i.
(iii) The map i is a G-cofibration and for all s≥n+ 2 the maps
As ⊔LsA• L
sB• → Bs
and the map
Ln+2A• ⊔A0 B
0 → Ln+2B•
are G-monic. Here the last map is induced by some map ∗ → ∂∆n+2.
Proof: Let i be an n-G-cofibration. Then by definition it has the left lifting prop-
erty with respect to n-G-trivial fibrations and in particular it is a Reedy cofibration.
By the characterization of Q-cofibrations in theorem 3.3 there is the following ho-
motopy pushout square for the map i:
skn+1 A˜
•
αA•
//
skn+1 i˜
 ho-p·
A•
i

skn+1 B˜
•
αB•
// B•
The same considerations as in the proof of 3.5 show that applying the functor
πsmap(˜ , r0G) yields a pullback of abelian groups, which proves the equivalence
of (i) and (ii). The equivalence of (ii) and (iii) is explained by the following lemma.
✷
Lemma 3.9. Let K → L be a fibration between fibrant simplicial sets and n≥0.
This map induces isomorphisms on homotopy groups in degrees s>n for all base-
points if and only if for s≥n+ 2 the induced maps
Ks →MsK ×MsL Ls
and the map
Mn+2K →Mn+2Y ×Y0 X0
are surjective. Here the last map is induced by some map ∗ → ∂∆n+2.
Proof: This will be proved in [1].
✷
Now we are going to determine the n-G-cofibrant objects. Remember that cofi-
brant objects in the G-structure coincide with the Reedy cofibrant ones.
Lemma 3.10. (i) An object A• in cM is n-G-cofibrant if and only if it is Reedy
cofibrant and π♮s(A
•, G) = 0 for all G ∈G and s>n.
(ii) An n-G-cofibrant approximation functor is given by Qn = skn+1 ˜ .
Proof: Obvious from lemma 3.8.
✷
Remark 3.11. On n-G-cofibrant objects the n-G-structure and the G-structure
coincide.
10 GEORG BIEDERMANN
Definition 3.12. Let X• be an object in cM. The skeletal filtration of a Reedy
cofibrant approximation to X• consists of n-G-cofibrant approximations X•n to X
•
for the various n, and these assemble into a sequence
X•0 → X
•
1 → X
•
2 → ...→ X
•
which captures higher and higher natural homotopy groups. So this can be viewed
as a Postnikov cotower for X•.
3.3. The tower of truncated homotopy categories. Now we will study the
homotopy categories associated to the truncated structures.
Remark 3.13. The functor id: cMG → cMn−G preserves weak equivalences and
fibrations. It is therefore a right Quillen functor, whose left adjoint is given by
Qn = skn+1 ˜ . We have an induced pair of adjoint derived functors:
LQn ∼= L(id) : Ho(cM
n−G)⇆ Ho(cMG) :R(id)
The unit id→ R(id)L(id) of this adjunction is a natural equivalence. Hence,
LQn ∼= L(id) : Ho(cM
n−G) →֒ Ho(cMG)
is an embedding of a full subcategory with a right adjoint given by R(id). In the
same way, we can view id: cM(n+1)−G → cMn−G as a right Quillen functor. It
induces a pair of adjoint derived functors
L(id) : Ho(cMn−G)⇆ Ho(cM(n+1)−G) :R(id) = σn,
where the left adjoint is again an embedding of a full subcategory. We obtain a
tower
...→ Ho(cM(n+1)−G)
σn→ Ho(cMn−G)→ ...→ Ho(cM1−G)
σ0→ Ho(cM0−G)
of categories, which can be identified with a tower of full subcategories of Ho(cMG)
given by coreflections. We can characterize the objects in Ho(cMn−G) viewed as
a subcategory of Ho(cMG) by their natural homotopy groups. An object X• is
in the image of Ho(cMn−G) if and only if it is G-equivalent to its n-G-cofibrant
replacement, i.e. if we have:
π♮s(X
•, G) = 0 for s>n
We have to relate all this to Ho(M) by the following statement, whose analogue
for the Reedy structure is well known. The lemma is cited from [5, Prop. 8.1.].
Lemma 3.14. The functors
M
⊗pro∆•
//
cMG
Tot
oo .
form a Quillen pair.
Remark 3.15. The natural transformation ⊗pro∆• → r0 gives a Reedy cofibrant
replacement by [13, 16.1.4.] and hence a G-cofibrant replacement. It follows that
both induce the same left derived functor:
Ho(M)
Lr0= ⊗pro∆•
//
Ho(cMG)
RTot
oo .
We can look at the composition
M
r0
→ cMG
id
→ cMn−G
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and the compostion of induced derived functors:
(3.1) Ho(M)
Lr0
// Ho(cMG)
R(id)
// Ho(cMn−G) .
Definition 3.16. We will denote the composition (3.1) of functors by θn. We
arrive at the following diagram:
T = Ho(M)
θn

θn+1
vvll
ll
ll
ll
ll
l
θ0
**U
UU
UU
UU
UU
UU
UU
U
... // Ho(cM(n+1)−G) σn
// Ho(cMn−G) // ... σ0
// Ho(cM0−G)
This diagram is a 2-commuting diagram of functors. For details on 2-commutativity
we refer to [14]. 2-commutativity is provided by the relation QQ ≃ Q. We call this
the tower of truncated homotopy categories associated to M and G.
Remark 3.17. Note that skn+1 and id taken as functors cM
G → cMn−G preserve
weak equivalences and possess right adjoints, but they are not left Quillen func-
tors since they do not preserve cofibrations, although skn+1 and id preserve Reedy
cofibrations. In fact skn+1 does not map G-cofibrations to G-cofibrations. There-
fore the functors R(id) : Ho(cMG) → Ho(cMn−G) and σn : Ho(cM
(n+1)−G) →
Ho(cMn−G) do not have right adjoints.
3.4. The G-homotopy spectral sequence. In [5, 2.9.] and [5, 5.8.] Bousfield
describes, how a G-resolution model structures leads to a G-homotopy spectral
sequence, whose convergence behaviour can be studied by a G-completion functor.
The spectral sequenceE∗,∗∗ (X,Y ) in question is the Bousfield-Kan spectral sequence
associated to the cosimplicial space map(X,Y •), where X is cofibrant and Y • is a
G-fibrant approximation to Y . Its differentials go like
dr : E
s,t
r
(X,Y )→ Es+r,t+r−1r (X,Y )
with Es,t1 (X,Y )
∼= Nsπtmap(X,Y
•) and Es,t2 (X,Y )
∼= πsπtmap(X,Y
•), where Ns
denotes normalization. If we are in an unstable situation this spectral sequence is
only defined partially for 0≤s≤ t and is fringed along the line s = t. A thorough
study of these phenomena is given in [6].
On the other hand we get an exact couple by applying [ , Y •]G to our Postnikov
cotower in 3.12. It follows from the dual version of [11, 3.9.], that this is the
derived exact couple of the above one. So up to reindexing we get from the E2-
term onwards an isomorphic spectral sequence. This is an alternative description
of the G-homotopy spectral sequence.
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