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Abstract
Materials with competing magnetic interactions provide a unique combination of intriguing
physics originating from structural, magnetic, and electronic degrees of freedom, along with their
technological applications. The complex oxides and helimagnets also share an interesting physics
involving competitive interactions and understanding the behavior of one helps us to yield an
insight into the other system. A rigorous understanding about the competing interactions in
strongly correlated magnetic systems provide an opportunity to explore the related effects like spin
frustration, glassiness, metamagnetism, which play an essential role in manipulating their magnetic
properties and functionality. In this dissertation, we combine

dc magnetization [M(H,T)],

nonlinear χnw, radio frequency transverse susceptibility (TS), critical exponent analysis, and
magnetocaloric effect (MCE), along with x-ray photoelectron spectroscopy (XPS) and neutron
diffraction (ND) studies to account for the complex magnetic interactions in double perovskite
oxides (A2BBʹO6), such as La2CoMnO6 (LCMO), Y2CoMnO6 (YCMO), Y2NiMnO6 (YNMO), and
Y2Ni0.5Co0.5MnO6 (YNCMO) and employ similar techniques to unravel the magnetic complexity
of a well-known helimagnet, MnP, that shares common and distinct magnetic characteristics.
A systematic study is designed to investigate how the size of A-site cation (A = La and Y)
will change the ground-state and the phase diagram of the double perovskite oxides, which is
further extended to observe the significant changes in the magnetism caused by the substitution
and co-doping at B-site (YNMO and YNCMO). The larger A-site cation results in the evolvement
of a frustrated state with cluster-glass-like spin dynamics, while a metamagnetic behavior is
x

observed in YCMO. The ac-χ revealed two regimes of glassy dynamics in LCMO due to the
presence of multiple valent cations. TS tracked the local anisotropy of individual spin clusters to
reveal an extended freezing mechanism with a very long time-scale, likely driven by progressive
pinning of spin clusters to the FM matrix. For the YCMO system, the coexistence of AFM and FM
matrix gave rise to the kinetic arrest phenomenon, verified via cooling and heating of the system
in an unequal fields (CHUF) protocol. A comparative study between YCMO, YNMO, and
YNCMO suggests that the AFM coupling among Y2NixCo1-xMnO6 compounds becomes stronger
and is thermally favored at low temperatures with the addition/increase of Co2+ concentration. A
careful examination of the temperature and field-dependent magnetic entropy change provided an
understanding of coexisting magnetically ordered and disordered phases in the system from high
to low temperature, leading to a comprehensive magnetic phase diagram of these multifunctional
double perovskite systems. The extension of this study into the highly crystalline MnP nanorod
films grown on Si (100) substrate assisted to elucidate the role of the strain in the coexisting
helicity and ferromagnetism of the MnP film. The findings of TS established the impact of the
anisotropy in stabilizing multiple magnetic phases in the MnP film. The comprehensive magnetic
diagrams of the MnP film for two different field configurations were constructed for the first time,
revealing the features that are absent in its single crystal counterpart.
In general, these studies provide a new physical insight into the ground-state magnetic
properties of strongly correlated systems in which the external stimuli like magnetic field,
temperature, strain, and composition can cause an imbalance of the competing phases leading to
crossovers or an emergence of completely new magnetic phase.

xi

1. Introduction
Materials with competing magnetic interactions has been a research focus in the condensed matter
physics for past few decades as the degree of frustration in these materials suggests proximity of
variety of magnetic phases including complex spin structures. The competitive nature of different
magnetic interactions in these materials provides a unique foundation to explore the composite
relationships between magnetic, structural, and electronic degrees of freedom. A vast phase space
of materials starting from topological insulators [1], intermetallic compounds [2], quantum thin
films [3], to complex oxides are all known to exhibit competitive nature of magnetic interactions.
Among them complex oxides, specifically double perovskite oxides are known to host the most
intriguing physics from the perspective of both applications and basic understanding. They display
electronic structures ranging from insulator-metallic, half-metallic to superconductivity, while the
different magnetic ordering can be listed as ferrimagnet-ferromagnet-antiferromagnet, frustrated
magnetic system, multiferroics [4]. Ionic conductivity, catalytic properties, and ferroic atomic
displacement have also been observed in these class of oxides [4]. The exotic properties of double
perovskites make them promising candidates for novel applications such as infrared detectors,
components for solar cells, high density recording media, magnetic field sensors, and spintronics
[4]. Furthermore, the insight into rich physics of complex oxides can provide a gateway to the
apprehension of the magnetic behavior of other class of materials showcasing modulated spin
structures. For example, Cu2OSeO3 and MnP both are well known helimagnetic system exhibiting
similar characteristic behavior at low temperatures. The common feature in these compounds is

1

the coexistence of competing magnetic phases, which are known to give rise to the spin glass-like
phase, metamagnetism, or exchange-bias effect in the double perovskite oxides. While a thorough
investigation of the magnetic ground-state properties in these classes of compounds is key to
establishing a clear understanding about the outcomes of the coexisting competitive interactions,
it remains a challenging problem. The clarification about the origin and nature of the exotic states
in these materials is yet to be found. The discernment of the magnetic state in these compounds
will further help in the manipulation of their functionality for applications.
1.1 Objectives
Depending upon a magnetic system, the origin and nature of the competing interactions varies. In
the case of double perovskites, the major magnetic couplings involve superexchange and double
exchange mediated via an oxygen ion. The presence of any vacancy or disorder or change in the
size of non-magnetic/magnetic A-site ion or substitution/co-doping at B-sites in these compounds
can change the bond angle and bond length of the interacting ions disrupting the strength of
interactions. As a result, the alteration in the magnetic ground-state is observed which can further
be tuned via application of external field. Similarly, the intermetallic compounds which possess
the Dzyaloshinski Moriya interaction, arising from the competition between the strong
antiferromagnetic and weak ferromagnetic coupling, further competes with the exchange
interactions to give modulated spin structures. These ground-state spin structures can also be tuned
by applying external stimuli. However, many aspects of these complex properties are still not well
understood, and some of which are posted below:
(1) The disorder, including point and line defects, occurs in the case of double perovskite
oxides and is the origin for the competitive interactions in the system. However, the role of the

2

size of A-site ions in the amount of disorderness and determining the strength of the interactions
and its contribution in the emergence of the ground-state magnetic properties of the double
perovskite oxides is still not clear.
(2)

The cationic oxidation state and oxygen vacancies play an important role in

determining the magnetic properties of double perovskite oxides. Nevertheless, the exact nature of
magnetic transitions in these oxides and its direct relationship between the oxidation state of
cations and oxygen vacancies have remained elusive.
(3) Moreover, domain wall pinning in these oxides has given rise to different characteristic
behaviors like spin glass and metamagnetism. However, a clear understanding between the pinned
walls and the feature it might give rise to in double perovskite oxides is still unclear.
(4) Furthermore, the substitution and co-doping of the B-site ions in double perovskite
oxides introduce disorder in the magnetic structure. The impact of the B-site ions and its influence
on the magnetism is a well-debated topic in the community and needs further understanding to
establish the relationship between the disorderness, strength of competitive interactions, and the
magnetic ground state.
(5) In a system consisting of mixed symmetric and asymmetric interactions, how the
external magnetic field and temperature affect the stabilization of the competing phases and how
this relates or differs from the properties of systems consisting of only symmetric exchange
interactions?
In order to address the above-mentioned unanswered questions, it is necessary to carry out
a comprehensive study by employing combination of different methods to allow for detailed
investigations. In this dissertation, we focus on structural and magnetic characterization of diverse
3

magnetic systems including double perovskite oxides (only symmetric exchange coupling) and
intermetallic compound (both symmetric and antisymmetric coupling). It utilizes a combination of
X-ray and neutron diffraction, and X-ray photoelectron spectroscopy along with DC and AC
(longitudinal and transverse susceptibility) magnetometry, critical exponent analysis and
magnetocaloric measurements to observe and characterize the magnetic phases and interactions as
they evolve with field, temperature, and chemical substitution.
1.2 Organization of the dissertation
This dissertation is divided into seven chapters. In Chapter One motivation and objectives have
been outlined along with the overview of the entire dissertation.
In Chapter Two we introduce the concepts about different theoretical topics relevant to this
dissertation. We discuss the different magnetic interactions in a magnetic material and move on to
the types of disorder in a crystal structure that can affect the magnetism in a given material. The
theory behind the magnetic phase transitions is introduced based on the Landau’s
conceptualization and the critical behavior across the phase transition is discussed briefly. Finally,
an overview about the double perovskite oxides and helimagnetic system, whose results are
analyzed in the later chapters, is given.
Chapter Three consists of the description about different experimental set ups and
methodologies used in this dissertation to obtain results. The sample preparation techniques, solgel carried out at USF and molecular beam epitaxy on the samples provided by our collaborators,
are discussed in detail. The basic principles of the structural characterization techniques involving,
X-ray and neutron diffraction, and X-ray photoelectron spectroscopy are reviewed followed with

4

the fundamentals of the conventional magnetic measurements performed in this dissertation.
Finally, the theory behind the calculation of the magnetic entropy change is developed.
Chapter Four provides a discussion about the role of A-site ions in the double perovskite
compounds and is broadly divided into two sub-sections La2CoMnO6 and Y2CoMnO6. A
comprehensive and detailed study on the magnetic structure, dynamics, and phase evolution in
both the double perovskite oxides has been carried out. For both the systems, the cationic oxidation
state is confirmed via X-ray photoelectron spectroscopy and long-range ferromagnetic ordering is
established using neutron diffraction which is further validated through critical exponent analysis
across paramagnetic to ferromagnetic phase transition. Along with the DC magnetic
measurements, an analysis of the magnetization dynamics by means of linear and nonlinear ac
magnetic susceptibilities marks the presence of two distinct cluster glass-like states that emerge at
low temperatures in La2CoMnO6. The freezing mechanism of clusters is illustrated using a unique
probe of transverse susceptibility that isolates the effects of the local anisotropy of the spin clusters
in La2CoMnO6. On the other hand, in Y2CoMnO6 the pinning of magnetic domain walls at the
Co/Mn antiphase boundaries results in a metamagnetic-like behavior. The field dependence of
thermomagnetic irreversibility and the nature of virgin curves indicate the occurrence of a kinetic
arrest phenomenon, which is further verified via cooling and heating of the system in an unequal
fields (CHUF) protocol. The isothermal entropy change as a function of temperature and magnetic
field (H) is exploited to investigate the mechanism of stabilization of the magnetic phases across
the H-T phase diagram for both the systems.
In Chapter Five we discuss the role of B-site substitution and co-doping in Y2CoMnO6
compound. We present a comparative magnetic study of double perovskites Y2NixCo1-xMnO6 for
x= 1, 0.5 and 0. The polycrystalline samples of Y2NixCo1-xMnO6 with space group P21/n were
5

synthesized via sol-gel technique. The X-ray photoelectron spectroscopy is carried out to confirm
the presence of majority Ni2+/Mn4+ in Y2NiMnO6 (YNMO) and a mixed valence state
Ni2+/3+/Co2+/3+/

Mn4+/3+

in

co-doped

Y2Ni0.5Co0.5MnO6

(YNCMO).The

magnetization

measurements suggest homogeneous substitution of nickel ions with cobalt ions with insignificant
contribution of 3+ cationic magnetic interactions in YNCMO and reveal that the superexchange
ferromagnetic (FM) interaction has a major contribution in defining the magnetism in YNMO.
Form the DC magnetic measurements it is concluded that the strength of antiferromagnetic (AFM)
coupling resulting due to the antiphase boundaries in Y2NixCo1-xMnO6 increases with the increase
in the cobalt concentration. The AC-χ further validates the theory of higher antiphase boundaries
which is reflected by the dynamics of domain wall in YNCMO. Finally, the isothermal magnetic
entropy change (ΔSM) as a function of temperature and magnetic field is exploited to understand
the stabilization of different magnetic phases. The findings of ΔSM are summarized across the HT phase diagram for Y2NixCo1-xMnO6 for x = 1, 0.5 and compared with the existing phase diagram
of Y2CoMnO6.
Chapter Six provides the study on a system consisting of symmetric and antisymmetric
interactions, a helimagnetic system, manganese phosphide (MnP). It presents a study on strainmodulated helimagnetism in highly crystalline MnP nanorod films grown on Si(100) substrates
using molecular beam epitaxy. The temperature dependent magnetization results predict that the
strained MnP film exhibits a paramagnetic to ferromagnetic (PM-FM) phase transition at TC ~ 276
K and ~301 K, and the FM to helical phase transition at TN ~ 117 K and ~104 K, for the
corresponding in-plane and out-of-plane magnetic field directions. These values of TN are greater
than TN ~ 47 K for the MnP single crystal, indicating strong strain-modulated helimagnetic states
in the present film. The presence of significant thermal hysteresis in the helical phase indicates
6

coexistence of competing magnetic interactions, leading to the first-order metamagnetic transition.
Similar to its single crystal counterpart, an anisotropic magnetic effect is observed in the MnP film,
which is independently confirmed by magnetic hysteresis loop and radio-frequency transverse
susceptibility measurements. The evolution of screw (SCR) to CONE and FAN phase is precisely
tracked from magnetization versus magnetic field/temperature measurements. The temperature
dependence of the anisotropy fields, extracted from the TS spectra, yields further insight into the
competing nature of the magnetic phases. Unfolding of the different helical phases at T < 120 K
(~TN) is analyzed by the temperature- and field-dependent magnetic entropy change. Based on
these findings, the comprehensive magnetic phase diagrams of the MnP nanorod film are
constructed for the first time for both the in-plane and out-of-plane magnetic field directions,
revealing emergent strain/dimensionality-driven helical magnetic features that are absent in the
magnetic phase diagram of the MnP single crystal.
In Chapter Seven we summarize the main results of this dissertation and propose some
future directions related to this study in exotic magnetic systems.
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2 Theoretical Background
2.1 Magnetic Interactions
In order to produce a long-range magnetic ordering in a solid, the magnetic moments have to
communicate in a certain way, giving rise to magnetic interactions. For a magnetic dipole with
unit magnetic moment (~1 μB) placed at a unit distance apart (~1 Å) the magnetic dipolar
interaction is estimated to be 1 K, which is well below the ordering temperature of most of the
magnetic materials [1]. Hence, in general, the dipolar interaction, which falls off as 1/r 3, can be
neglected while considering the magnetic interactions. The long-range magnetic ordering is the
result of the exchange interactions, which reflect the Coulomb repulsion between the electrons on
neighboring atoms. Considering the model with two electrons, the wavefunction for the joint state
is the product of the individual wavefunction of the electrons involved. Given that the electrons
are indistinguishable and fermions, the resulting exchange wave function should be antisymmetric
with same electron density. The imposition of the antisymmetric wave function leads to two
possible scenarios: 1) symmetric spatial and singlet spin state (S = 0), 2) antisymmetric spatial and
triplet spin state (S = 1). The spin-spin coupling for a many-body system can be represented by an
effective Heisenberg spin Hamiltonian,

H = − J ij Si S j

(2.1)

i, j

where the summation includes all the spins in the lattice, Jij is defined as the exchange coupling
constant, which has the dimension of energy and Si and Sj are the spins corresponding to the ith
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and jth spins, respectively. The sign of J defines the type of magnetic ordering in the system. Longrange ferromagnetic and antiferromagnetic ordering occurs when the sign of exchange between
the parallel and antiparallel spins are positive and negative, sequentially. However, competing
exchange interactions coexist with different signs of coupling. The aforementioned Heisenberg
Hamiltonian can be directly applied to the 3d-transition metals where spin is a good quantum
number and to the systems with no orbital moment. Furthermore, equation (2.1) is applicable for
a three-dimensional spin system and can be reduced to two dimensional XY model or a one
dimensional Ising model [1-2].
When an exchange interaction occurs without any intermediate atom and with sufficient
overlap between the neighboring atoms, the phenomenon is termed as direct exchange. However,
in most of the cases the magnetic ions in close proximity do not sufficiently overlap, giving rise to
an indirect phenomenon as superexchange and antisymmetric exchange in the case of insulators
and double-exchange and RKKY coupling in metals.
2.1.1 Superexchange and double-exchange interactions
In the case of oxides, the electrons are localized and with little to no direct overlap between 3d-3d
orbitals in transition-metal oxides. So, a necessity of an intermediate ion, in the case of oxides an
oxygen ion with 2p orbital capable of hybridizing with 3d orbital, arises to act as a bridge between
the two magnetic ions and form a long-range magnetic ordering. In general, the superexchange
phenomenon is defined as an exchange interaction between two magnetic ions taking place via a
non-magnetic ion. The most common example of superexchange interaction is MnO, where Mn2+
cations communicate with each other through an intervene O2- anion. Fig. 2.1(a) illustrates the
superexchange interaction between Mn-O-Mn ions,considering only the spins of an unpaired
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electron in Mn2+ and the spins of two electrons residing in the outermost orbital of O2-. The
superexchange interaction involves a simultaneous virtual transfer of electrons between the
participating ions. The 3dz2 orbitals of Mn2+ overlap with the lobes of the 2p O2- orbital coupling

Figure 2.1 Demonstration of (a) antiferromagnetic superexchange interactions in MnO between
Mn2+ ions and (b) ferromagnetic double exchange interactions between Mn3+ and Mn4+ ions
present in manganites such as La0.7Ca0.3MnO3 [3].

antiferromagnetically where the electrons in the 2p orbital spread out to the unoccupied 3d Mn2+
orbitals. The kinetic energy of the system is lowered in the process. Moreover, in accordance with
the Pauli exclusion principle, the delocalization is not permitted for a parallel alignment,
suggesting antiferromagnetic coupling is the only energetically favorable state for Mn2+-O2—Mn2+.
The nature and strength of the superexchange interaction is highly dependent on the bond angle of
10

Mn-O-Mn, the occupancy, and the degeneracy of the 3d orbitals. The semi-empirical rules for the
sign of superexchange interactions based on the critical factors stated above were formulated by
Anderson-Goodenough-Kanamori [4-6]. They are stated as follows:
i) For 120-180˚ M-O-M, (M : transition-metal ion), bond angle with singly occupied 3d
orbitals, the overlap between two cations is large, giving rise to strong antiferromagnetic
superexchange.
ii) For ~ 90˚ M-O-M bond angle with an overlap between two singly occupied orbitals with
zero symmetry, the exchange is weak ferromagnetic.
iii) An overlap between a singly occupied and an empty/doubly occupied similar 3d orbitals
also give rise to relatively weak ferromagnetic superexchange.
Another such interaction that occurs between 3d orbitals with localized and delocalized
electrons is double exchange. It coordinates through ligand and is experienced in transition metal
compounds with mixed valent state. One such material where double exchange mechanism can be
observed is doped manganite such as La0.7Ca0.3MnO3, where Mn ions exist in both Mn3+ (3d4) and
Mn4+ (3d3) forms. Fig. 2.1(b) illustrates the hopping of electrons from Mn3+ to Mn4+. All the
electrons are localized in t2g orbitals of Mn4+ while the fourth electron in Mn3+ is delocalized in eg
orbital hybridized with 2p O orbitals. The hopping of electrons is a non-spin flip process, and
therefore it is possible only if the spins of the Mn3+ and Mn4+ are aligned. For the anti-aligned
spins, the hopping of an electron from Mn3+ to Mn4+ would result in the spin reduction in Mn3+ to
S = 1, while for parallel spins the resulting magnitude of spin will be S = 2. It is well known that
Hund’s rule supports the maximization of the spin; hence, for a double-exchange interaction, only
ferromagnetic coupling is energetically favorable.
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2.1.2 The Ruderman–Kittel–Kasuya–Yosida interaction
In the case of metals, unlike oxides, the exchange interaction is mediated through itinerant
electrons. The localized moments in the 4f shells of the rare-earth metals interact via the 5d/6s
electrons present in the conduction band to give rise to magnetic order in these materials. This type
of exchange was first proposed by Ruderman and Kittel and then further elaborated by Kasuya and
Yosida to develop a well-known theory of RKKY interaction. The magnetic impurity induces nonuniform spin-polarized oscillations in the conduction band. The polarization of the itinerant
electrons is felt by the neighboring magnetic ions leading to indirect coupling. The exchange
coupling constant (JRKKY) is represented as J RKKY 

cos(2k F r )
, where kF is the radius of the Fermi
r3

sphere and r is the distance between the magnetic ions. Thus, the coupling between the core spins
is oscillatory in nature and falls off by r-3. Depending upon the position of the magnetic ions, JRKKY
takes the positive and negative value, giving rise to the long-range ferromagnetism and
antiferromagnetism, respectively.
2.1.3 The Dzyaloshinskii-Moriya interaction
Also known as antisymmetric exchange interaction, Dzyaloshinskii-Moriya (DM) interaction
occurs in materials with low crystal symmetry. Similar to the role of the oxygen atom in the
superexchange, a relativistic spin-orbit interaction is allowed to contribute to the antisymmetric
exchange of crystal with relatively low symmetry. For a system with spins Si and Sj, a new term
in the Hamiltonian is added to incorporate the DM interaction,
H DM = −Dij  (S i × S j )

(2.2)
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where Dij is a vector which lies along the high symmetry axis, allowing the perpendicular
alignment of the spins. This is a higher-order effect which coexists with the symmetric
superexchange. |D| << |J| and for the case of superexchange J is usually antiferromagnetic, the DM
interaction usually results in canted antiferromagnetism, as shown in Fig. 2.2. The canted spin
structure exhibits a weak ferromagnetic component as seen in the uniaxial crystal structure such
as CaCo3 and α-Fe2O3 [2].

Figure 2.2 Canted antiferromagnetic spin structure (S1 and S2) due to Dzyaloshinskii-Moriya
interaction represented by D. S′1 and S′2 shows the collinear antiferromagnetic spins in absence of
D.

Thus, in a system demonstrating DM interaction, a weaker ferromagnetic coupling competes with
the stronger antiferromagnetic coupling to form a modulated spin structure. The sign of D defines
the clockwise (positive) and anticlockwise (negative) rotation of the spin structure resulting in
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various spiral spin systems depending upon the crystal symmetry. However, a moment only
appears when D is perpendicular to the antiferromagnetic axis. Moreover, for D to exist, the crystal
should not have a center of inversion [2].
2.2 Defects
In real crystals, the translational symmetry is not always valid. The imperfections in the regular
geometric arrangement of the atoms in the solid are defined as defects. The deformation in the
solid, presence of impurity atom, rapid cooling from high temperature, etc., are some of the causes
for the interruptions in the crystallographic ordering. As stated by Colin Humphreys, “crystals are
like people, it is the defects in them which tend to make them interesting,” the imperfections in the
solid influence its mechanical, electrical, magnetic, and optical behavior, allowing for the
occurrence of many exotic characteristics. The defect induced magnetism has been observed in a
broad spectrum of materials, ranging from bulk oxides to monolayer transition-metal
dichalcogenides [7-10]. The crystal defects are predominantly categorized into three types: point,
linear, and planar defects. Lattice vacancies, substitutional and interstitial impurities, or selfinterstitial, where the crystal structure experiences missing of atoms or irregular placement of
atoms in the lattice is defined as point defects, while if a group of atoms are placed in irregular
positions, the defect is linear. Screw and edge dislocations are examples of linear defects. The
planar defects occur at the interfaces of the homogeneous region of the crystal. The grain
boundaries in polycrystals, stacking faults, external surfaces fall under planar defects. Here we
briefly discuss the role of two defects, antisite defect and antiphase boundaries, in the context of
the magnetic oxides.
2.2.1 Antisite defects
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A point-like defect in which the neighboring atoms exchange their position is known as an antisite
defect. Suppose a compound consists of A and B atoms. If these atoms interchange their position
in the crystal lattice, then the structure is said to have an antisite disorder. Fig. 2.3(a) demonstrates
an example of such a defect in a magnetic oxide. A small amount of these defects always occurs

Figure 2.3 Showing the formation of (a) antisite defect (right) in a perfectly ordered lattice (left),
(b) antiphase boundary.

in the magnetic oxides lattice because of the configurational entropy, as entropy always favors
some disorder in a real crystal. The density of these defects increases when the number of different
atoms occupying the similar position in the crystal structure increases. For example, in the case of
single (ABO3) and double (A2B′B″O6) perovskite oxides, in which A is a rare-earth ion, B, B′, and
B″ are the transition-metal ions, the double perovskites host higher concentration of defects
compared to the single perovskite. In both, single and double perovskite oxides, the B-site cations
forms an octahedra with the oxygen atoms (BO6, B′O6 and B″O6) , therefore, the presence of two
B-site ions in double perovskite provides a higher chances of ion interchangeability between B′
and B″, leading to a greater number of antisite defects.
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2.2.2 Antiphase boundaries
A planar defect separates two ordered domains with reversed A and B site occupancies, as shown
in Fig. 2.3(b). Antiphase boundaries are atomic scale defects. In magnetic materials, their density
is closely related to the synthesis method used to grow them. They are considered to be responsible
for different magnetic properties detected in the same nanostructured sample but with the change
in the synthesis process. The saturation magnetization in the magnetite nanoparticle and the
magnetic anisotropy in their thin film are both associated with the antiphase boundaries [11-13].
In the same compound, the reduction in the concentration of the antiphase boundaries results in
the bulk like magnetic behavior. The antiphase defects are also observed as the source of magnetic
domains [14].
Based on the double perovskite oxides structure, A2BB'O6, the antiphase boundaries can
simply be defined as an accumulation of the antisite defects with the periodicity of the ordered
phase in reverse order. Usually, in these oxides, antiphase boundaries are preferred over antisite
defects. Furthermore, the experimental findings illustrate that change in the synthesis conditions
reduce the antisite density leaving the antiphase boundaries unaffected [15].The presence of these
defects in the magnetic material results in weak or strong pinning of the domain wall. The strength
of pinning depends on the dimension of the defects and width of the domain wall. For a comparable
size of the defect and the domain wall width, the pinning is strong. Antiphase boundaries are the
most effective pinning centers acting as a trap or barrier to the wall motion. At the same time, the
antisite defects allow for weak pinning as they are distributed throughout the wall. Unavoidably,
there will always be some distribution of defects present in the material. Considering energy per
unit area to be a function of the wall’s position, then in the presence of external applied magnetic
field, H, Etot = f ( x) − 2 0 M S Hx , where x is the coordinate for domain wall [2]. Fig. 2.4(c) shows
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the nature of the magnetic hysteresis loop as a result of the occurrence of many minima in the
energy curve. From the aforementioned equation, for a local energy minima, f ( x)
, implying that the f ( x)

x

x

= 2 0 M S H

remains the same between two points for increasing field. The

discontinuous jump in the magnetization, as seen in Fig. 2.4(c), is known as the Barkhausen jump,
which appears as the wall sweeps through the whole matrix leaving behind only the most favorable

Figure 2.4 (a) Total energy with respect to domain wall position, (b) the minimum condition for
energy and (c) the magnetic hysteresis loop. Adapted from [2].

domain orientation. The jump becomes more pronounced due to the defects, as the whole wall
finds itself at different energy when confined by the defects.
To further elucidate the role of antiphase boundaries in defining the magnetic properties of
a given system, the exchange interactions at the boundaries should be considered. In a
ferromagnetically ordered compound, at the antisite defects or antiphase boundaries region, the
ferromagnetic superexchange changes to the antiferromagnetic superexchange interactions, which
leads to spin frustration. In such a situation, the local minimization of energy is not compatible
with the global minimization and hence a multidegenerate ground-state is observed. The change
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in the exchange interactions at the site of the defects can introduce a spin-glass like behavior,
metamagnetism, or a decrease in the saturation magnetization in the magnetic material [15].
2.3 Phase Transitions
Phase transition is said to occur when the properties of the system change abruptly or more
dramatically on setting the thermodynamic variables to a certain limit. It occurs in a wide range of
materials and is studied by physicists by characterizing the systems based on their symmetries and
then applying the tools of statistical mechanics to predict the occurrence of the phase transition.
The transition point, known as the critical point, can be identified as the point at which the change
in symmetry appears. According to statistical mechanics, understanding of phase transitions
include understanding the correlation between the macroscopic and the microscopic properties.
However, diverse physical systems behave the same at the critical point irrespective of their
microscopic properties according to the renormalization group theory, which is based on the fact
that at the critical point the system behaves the same at all length scales. Energy, entropy, and
temperature are the most important thermodynamic variables for understanding the phase
transitions, as the transition from an ordered to a disordered state includes minimization of the
energy and maximization of the entropy (system transitions to a state with highest number of
microstates). This can be understood with the help of Helmholtz free energy equation F = U − TS
, where U is the internal energy and S is the entropy. When T is minimum, then F can be minimized
only by choosing the lowest value of U, while for high T, F can be minimized only by maximizing
S and hence, favoring disorder. For instance, in a paramagnetic to a ferromagnetic transition, the
high symmetry paramagnetic phase (disordered phase) is transitioned to a ferromagnetic phase
(ordered phase), where the spins are aligned along a unique orientation. The ordered phase also
referred to as the ground state, has the lowest internal energy.
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2.3.1 Landau theory
Landau's approach is similar to Weiss’s molecular field theory, which states that there is an internal
molecular field proportional to the magnetization of the ferromagnet. It is a phenomenological
theory, which means it is not concerned with the atomic interactions which govern the behavior of
any system; rather, it takes into account the symmetry across the phase transition. For a continuous
second-order phase transition, Landau suggested that the free energy of a system should be analytic
and Hamiltonian should be symmetric. These conditions allow one to formulate an expression for
free energy in terms of the Taylor series expansion of the order parameter at the vicinity of the
symmetry breaking phase transition, critical point. The order parameter is a variable which is
ideally zero in the disordered phase and abruptly has a non-zero value below the transition
temperature. Thus, free energy as a power function of ordered parameter η is,
F (T , ) = a0 + a1 (T) + a2 (T ) 2 + a3 (T ) 3 + a4 (T ) 4 + ....

(2.3)

For a ferromagnetic system, magnetization, M, serves as the ordered parameter as its non-zero
value in ferromagnetic regime drops to almost zero in the paramagnetic region. Furthermore,
ferromagnetism obeys time-reversal symmetry, which requires that free energy remains unchanged
on reversing the magnetization, i.e., F(M) = F(-M), eliminates all the odd powers in equation (2.3).
A symmetry breaking field, H, has a linear contribution, HM, to the free energy. Now equation
(2.3) for a ferromagnetic system can be written as,
F(T,M)= a(T)M 2 +b(T)M 4 + ......- HM

(2.4)
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Figure 2.5 Landau model, (a) free energy diagram and (b) temperature dependence of
magnetization for a continuous paramagnetic-ferromagnetic transition.

The equilibrium condition is achieved by minimizing the free energy with respect to the ordered
parameter,

F
2
= 0 , which takes the form of M(a(T)+b(T)M )= 0 , giving two possible solutions
M

for M:

0


M =  −a(T )

b(T )


(

)

1/2

T  TC 


T  TC 


(2.5)

From the definition of the ordered parameter, M = 0 for T > TC, which further requires a(T) and
b(T) both to be greater than 0, while for T < TC energy minima at  M are achieved for a(T) < 0
and b(T) > 0. The change of sign of a(T) below and above the critical point is necessary; hence,
a (T ) = a0 (T − TC ) choice is made where a0 is a positive constant. Fig 2.5 displays the F vs. M for

different values of a(T) and the temperature dependent magnetization. Two minima in the
ferromagnetic regime correspond to the identical energy for two different spin orientations, up and
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down. However, because of the simplicity of the model across the phase transitions,
experimentally it fails to follow the power law behavior in (T-TC) close to the critical temperature.
This is because the mean-field model does not consider the fluctuations and correlations in the
ordered parameter, which are very significant close to the transition. In a ferromagnetic system
close to TC, the fluctuations in magnetization are unavoidable, and the correlation length  , tends
to infinity, which is not accounted for by Landau mean-field theory.
2.3.2 First and second-order phase transitions
Landau's theory can be adapted to both continuous (second-order) and discontinuous (first-order)
transitions. Considering only even power in the expression of free energy, Landau theory gives a
description of a continuous transition, i.e., M → 0 when T→TC. The symmetry of the problem
prevented us from using cubic terms in the expression. Considering a more general free energy
expression including cubic term,
F(T,M)= a(T ) M 2 +C (T ) M 3 + b(T)M 4 + ......- HM

For H = 0, the equilibrium is achieved by setting the first derivative of free energy to zero,

(2.6)
F
=0
M

2
, which provides with three roots for M , which are 0 and −c  c − a (T) / b(T) , where c =

3C (T )
4b(T )

For M ≠ 0, the solution is physically acceptable only when T − TC  bc 2 / a0 , which implies that
non-zero value of order parameter appears at T > TC . This allows two additional minima to occur
at T > TC and three minima at T = TC corresponding to M = 0 and  M0 as shown in Fig. 2.6(a).
At T = TC the order parameter jumps discontinuously from M = 0 to a non-zero value, and this
discontinuity gives rise to the first-order transition, which is revealed by the sharp jump in the
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temperature-dependent magnetization (M-T) curve [Fig. 2.6(b)]. The magnetization is obtained
from the first derivative of the free energy with respect to the field, M =

F
, which is
H

discontinuous at TC representing the first-order transition. In this case, the phase transition is
accompanied by the release of latent heat and discontinuity in thermodynamic variables like
entropy, internal energy, etc. While for the case of continuous phase transition, the order parameter
is steady across the transition, but their first derivative diverges. For free energy with only even

 F
F
power of M,
is continuous at TC, but their second derivative is not. It is important to
H 2
H
2

note that the fluctuation effects are omitted in the Landau mean-field theory, which might change
the order of the transition. One such example is the prediction of a continuous Type I
superconductor-normal metal transition in three dimensional by mean-field, whereas the
experiments show that the presence of electromagnetic fluctuations induces the first-order
transition [2].

Figure 2.6 Landau model, (a) free energy diagram and (b) temperature dependence of order
parameter for a discontinuous paramagnetic-ferromagnetic transition.
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The order of transition can also be apprehended based on the value of b(T). The negative
value of b(T) indicates the first-order transition, and the non-negative corresponds to the second
order. For the experimental analysis, a sharp jump in magnetization, thermal hysteresis, latent heat
are some of the known signatures of the first-order nature, which are weak effects and so
distinguishing different types of transition can be challenging. Another effective way is the slope
of isotherms, M vs. H, close to the critical temperature that can give some insight about the nature
of transition. According to Banerjee’s criterion, the positive/negative slope represents second/firstorder phase transition [16].
2.3.3 Critical behavior, scaling, and universality
In a continuous phase transition, the thermodynamic variables defining the state of the system are
singular at the critical region. The narrow regime close to TC is the most important region for
understanding the behavior of the phase transition, and hence the thermodynamic parameters in
the vicinity of TC are defined using power law relationship or scaling function in terms of critical
exponents. For a continuous ferromagnetic system, the thermodynamic variables are stated in term
of reduced temperature,  = (T − TC ) / TC , as
M S (T ) = M 0 (− )  , T  TC

(2.7)

 −1 (T ) = (h / M )  , T  TC

(2.8)

M = DH 1/ , T = TC

(2.9)
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where M0, h/M, and D are the critical amplitudes corresponding to the saturation magnetization,
inverse magnetic susceptibility, and field dependent magnetization, respectively. β and γ are
known as critical exponents. The critical exponents give an understanding about the behavior of
the thermodynamic variables at the transition. So, it is necessary to establish a relationship between
them so that if any two exponents are known, all others can be determined as well. A scaling
hypothesis is used to make the exponents dependent and parameterized in two variables. The
hypothesis considers that the free energy is a homogeneous function of field and temperature and
can be expressed as
f ( a H ,  b ) =  d f ( H ,  )

(2.10)

where d is the dimension of the system. Kadanoff was the first to propose an idea about the scaling
law and assume that near the critical point the system behaved the same at all length scales
[17][18]. This idea was later developed into the renormalization group by Wilson. Kadanoff
derived a block lattice formation of the Ising model by considering the block of spins with the size
greater than the microscopic regime but smaller than the correlation length. According to his
procedure, a spin lattice in field h is placed in contact with the reservoir at temperature ε. Here,
both h and ε are dimensionless quantities. Then a block lattice of length L with block of spins is
constructed whose field, and temperature values are h’ and ε’ such that when h = 0 and ε = 0
follows h’ and ε’ are also zero. The block lattice here can be characterized in terms of its length L
such that for some x and y the field and temperature of the lattice block and site lattice variables
can be related as follows:

 ' = Lx

(2.11)

h ' = Ly h

(2.12)
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Similarly, the free energy of the lattice block can be expressed as the sum of the free energy of
individual lattice sites as:
F ( ', h ') = F ( Lx , Ly h) = Ld F ( , h)

(2.13)

where d is the dimension. Furthermore, a homogeneous function of two variables can be scaled to
x
a single variable function. For L = 1/  , the equation 2.13 can be reduced to

F ( , h) =  d / x (h /  d / x )

(2.14)

The exact form of the function  is not needed in order to define the relationships between the
critical exponents. The thermodynamic variables of a system can be defined as in terms of the
derivatives of the free energy: M = F

2
,  =  F 2 , etc. On comparing the derivatives with
h
h

the power law expression of the state variables, the relation between the critical exponents x,y and
d can be established, which upon elimination of x and y can be written as,  +  + 2 = 2 ,

 =  +  ,  =  (2 −  ) and

 = 2 − d . η and ν are the exponents related to the correlation

function at TC and correlation length ξ, respectively. Only two of them are independent. In the
absence of the analytical solution, they can be calculated numerically by using the renormalization
group method.
The critical exponents are independent of the systems under consideration. For example,
the value of β, for a liquid-gas critical point described as |  + −  − || T − TC | and the value of the
same exponent for a paramagnetic to ferromagnetic transition described as M | T − TC | , is
same. This suggests that the critical exponents are insensitive to the microscopic details of the
Hamiltonian. The idea that two different physical systems can be defined by the same set of
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exponents gives rise to universality. Defining a universality class allows diverse physical systems
to behave similarly at the critical point. The physical systems under the same class have only three
things in common, the symmetry group of the Hamiltonian, the dimension of the order parameter,
and whether the radius of the interaction is finite or not.
2.4 Overview of the Systems
2.4.1 Double perovskites
Discovered in the early 1950s, the double perovskites (DPs) are very interesting complex oxides
that have continued to excite interest in the scientific community from the perspective of both
applications and basic understanding. DPs are represented by the generic formula A2BB'O6 and
have a structure with twice the unit cell of perovskite. A-site cation is usually a rare-earth or
alkaline earth metal ion which occupies every hole created by eight BO6/BʹO6 octahedra and has a
12 fold oxygen coordination. Fig. 2.7 shows the schematic of the double perovskite structure with
A = Bi. The B/Bʹ-site cations are usually d-block transition metal ions (3d, 4d, and 5d), which form
an alternating corner sharing network of octahedra that can expand/contract or tilt in order to
compensate for non-ideal ionic radii [15]. The A and B cation size mismatch is described by the
Goldschmidt tolerance factor, t =

rA + rO
2(rB + rO )

, where rA, rB and r0 are the atomic radii of A, an

average of B-cations and O, respectively. For t < 1, the A-site cation radius is small, and the stress
from the structure can be released either by octahedral tilting or by the change in the bond length.
The bond length can change by stretching or compressing the bonds by two large cations or by
polarization of the oxygen electron cloud by the highly charged Bʹ cation, influencing the A-O or
B-O bonds. Depending upon the type of A-site cation, the B-O bond length might differ. For
instance, Ca2MnWO6 has larger Mn-O bonds compared to Sr2MnWO6 since higher
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electronegativity of Ca weakens the Mn-O bond [15]. The change in bond length attributes a
different property to the respective compounds. For t > 1, the A-site cation is large to stabilize the
double perovskite structure. In such cases, typically, a hexagonal structure is formed. DPs have
thermodynamically stable topology, but the distortion in structure might be seen due to the cation
ionic radii, B-site cation ordering, electronic instabilities, bond covalency and bonding preferences
along with synthesis conditions and oxygen content [15].

Figure 2.7 Schematic of a double perovskite structure with A = Bi. The octahedra formation by
the two transition metal ion B/Bʹ (red/green) can be clearly seen. Reproduced from reference [19].

B-site cation order/disorder is of fundamental interest in the case of DPs as they greatly affect the
physical properties of the compounds. For example, the half-metallic and magnetoresistive
properties of Sr2FeMoO6 and ferroelectric properties of A = Pb compounds depend upon the B-site
ordering [15]. The disorder is either due to the formation of antisite defects, change of position of
B and Bʹ cations, or due to the antiphase boundaries, which separates two ordered domains with
reversed B and Bʹ site occupancies. One of the major factors affecting the ordering in DPs is the
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difference in the oxidation state of the B and Bʹ cations Z =| Z B ' − Z B | . With ΔZ < 2, the
compounds are disordered, whereas if ΔZ > 2, the compounds are ordered. The large value of ΔZ
does not favor the two highly charged Bʹ cations to be placed close to each other as this will cause
electrostatic repulsion, resulting in an ordered arrangement where Bʹ is surrounded by the low
charged B cations [1]. The difference in the ionic radius of B-site cations also contributes to the
ordering. The compounds with large differences in the ionic radii are more ordered because in this
case, the increase in the lattice strains overcome the entropy of the system, which favors some
degree of disorder, giving rise to an ordered structure. However, for ΔZ = 2 wide range of partial
order might take place depending upon the synthesis conditions. For example, La2CoMnO6 has a
high degree of order on annealing at 1060 K compared to annealing at 1640 K [20]. During the
synthesis process, the thermodynamic and kinetic factors compete so it is essential to find an
optimal temperature for maximum ordering [15]. The oxidation states of the ordered La2CoMnO6
are found to be Co2+ and Mn4+, while the quenched sample with a higher degree of disorder has
Co3+ and Mn3+ states [21]. It has been observed that change in synthesis conditions can make
La2BMnO6 compounds with B = Co/Ni, crystallize in different phases with different magnetic
ordering temperatures, and show different properties related to the cationic oxidation states [2223]. The DPs provide a vast phase space for the combinations of paramagnetic/magnetic cations
at three cations sites, allowing for a wide range of magnetic behaviors. The ferromagnetic (FM)
behavior is unlikely to be seen in stoichiometric single perovskites as with single B-site cations it
is difficult to obtain the orbital fillings required by the Goodenough-Kanamori rules for
ferromagnetism. The presence of two B-site cations in DPs allows for FM superexchange between
neighboring atoms.
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The DPs show a wide range of physical and chemical properties due to varying and
complex compositions and configurations. The interesting properties of DPs such as electrical
conductivity and magnetic order, are governed by the two B-site cations, which provide a large
playground for exploring interesting and novel combinations of different elements. The different
electronic structures displayed by DPs range from insulator-metallic, half-metallic to
superconductivity, while the different magnetic ordering can be listed as ferrimagnet-ferromagnetantiferromagnet, frustrated magnetic system, multiferroics [15]. Ionic conductivity, catalytic
properties, and ferroic atomic displacement have also been observed in DPs [15]. The intriguing
properties of DPs make them promising candidates for novel applications such as infrared
detectors, components for solar cells, high density recording media, magnetic field sensors, and
spintronics [15]. Extensive research is essential to improve the synthesis and characterization
techniques of complex compositions and structures. A clear understanding of the antisite defects
and antiboundary phases on the magnetism in these DP systems has remained elusive, which thus
warrants systematic studies.
2.4.2 Helimagnet
Discovered in the late 1950s, helimagnetism is a longitudinal spiral arrangement of spins which
spatially rotate in a plane perpendicular to the propagation vector. Helical spin order was first
proposed to interpret the neutron diffraction result of MnO2 crystal. However, later, the real space
observation of the helical order via Lorentz microscopy proved to be much richer with a variety of
defects similar to the atomic dislocations in the crystal lattice [24].
Consider a layered atomic arrangement with ferromagnetic spin ordering within the layer.
Although each layer exhibits ferromagnetic arrangement, the net magnetization between the layers
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is rotated by a certain angle. The exchange interaction between the layers can be defined by J1 for
the nearest neighbor and J2 for the next nearest neighbor. The energy for such a system can be
written as:
E = −2 NS 2 ( J1 cos  + J 2 cos 2 )

(2.15)

where N is the number of atoms in each plane and θ is the angle between the magnetic moments
in two successive basal planes as shown in Fig. 2.8(a). The minimization of energy can be achieved
by differentiating it with respect to θ such that

E
= 0 , i.e.


( J 1 + 4J 2 cos )sin = 0

(2.16)

which gives two possible solutions of θ: Either sinθ = 0 implying the value of θ to be 0 and π
corresponding to the parallel and antiparallel spin alignments, respectively, or cos  = − J1 / 4 J 2
which is associated with the helical order. The helimagnetism is favored when J2 < 0 and |J1| <|4J2|.
The results suggest that the helical order requires significantly large antiferromagnetic coupling
between next nearest neighbors. In general, a helimagnet is a form of antiferromagnetic structure
where the spin twist along one direction results in the net magnetic moment to spatially rotate in a
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Figure 2.8 (a) Illustration of the helical ordering. (b) Phase diagram for the planes being coupled
by nearest neighbor (J1) and next nearest neighbor (J2) interactions [1].

plane perpendicular to the propagation vector [25-27]. The helical spin configuration is usually the
outcome of the antisymmetric DM interaction in a non-centrosymmetric crystal structure [27-29].
DM interaction can also be realized in a centrosymmetric crystal with a broken space-inversion
symmetry [25][30]. The other origins of the helical magnetic structure include competing magnetic
interactions [31], with Ruderman-Kittel-Kasuya-Yoshida interaction mediated by the conduction
electrons [32-33].
Helimagnetic systems usually crystallize into B20 with space group P213 with no inversion
center [34]. The breaking of spatial inversion symmetry in helimagnets gives rise to competing
DM and symmetric exchange interactions whose ratio governs the helix period. The magnetic
skyrmions were first realized in the non-centrosymmetric helimagnets such as silicides and
germanides of transition metals (MnSi, FeGe, etc.). Among this class of compounds, FeGe
possesses the highest ordering temperature, TC = 278 K compared to 170 K in MnGe, 58 K in the
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insulating Cu2OSeO3, and lowest 29 K in MnSi [26]. Irrespective of the nature of origin of
magnetism (localized vs itinerant) and variation in the electronic state (metal, semiconducto,r and
insulator), the phase diagrams of these system exhibit extraordinary resemblance [Fig. 2.9].

Figure 2.9 Different magnetic phases and corresponding spin structures of cubic chiral
helimagnets belonging to space group P213. Typical magnetic phase diagram (center)and
schematic spin structures of the helical, the conical, the paramagnetic, and the field-polarized state.
In a phase pocket (red) at some critical fields, just below the helimagnetic ordering temperature,
TC, a regular arrangement of topologically non-trivial spin vortices is observed, a so-called
skyrmion lattice. Adapted from [35].

The general magnetic phase diagram of these compounds shown in Fig. 2.9 indicates the
presence of the helical order at low temperature and low field. The application of magnetic field
orients the spin helices into a conical phase at a critical field which further transitions to fieldpolarized phase upon closing of conical angle at characteristic field. Close to the curie temperature,
a small phase pocket, called the A-phase or skyrmionic phase, is embedded in the conical phase.
The pocket consists of hexagonally packed 2D skyrmions which extend to tubes along the field
direction in 3D [right most image of Fig. 2.9].The critical temperatures and the length scale of the
modulated structures varies between different compounds.
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Figure 2.10 (a) Schematic H-T phase diagram of Cr1/3NbS2. The green line at H = 0 Oe represents
the pure chiral helimagnetic (CHM) state. The PM-CHM transition occurs at T0. The chiral soliton
lattice (CSL) is divided into two regimes by a crossover boundary blue line separates the linear
and highly non-linear (HNL) CSL. The chiral phase boundary extends past the Curie temperature,
TC and terminates at T0. The tricritical point, TTCP, separates HNL CSL - FFM transition with a
CSL - PM transition. Adapted from [43]. (b) The 3D view of the orthorhombic crystal structure of
MnP. The large blue sphere and small yellow sphere represents the Mn and P atoms, respectively
[44].

Nevertheless, not all the helimagnetic systems exhibit A-phase. For example, Cr1/3NbS2 is
a monoaxial chiral helimagnet which crystallizes into noncentrosymmetric space group P6322.
The strong uniaxial anisotropy in this system localizes the ferromagnetic Cr3+ moments in the abplane with the propagation vector along the c-axis [36-38].The application of magnetic field along
the spiral direction transitions the system into conical state, however, due to large anisotropy
formation of lattice phase is not observed [39], instead the harmonic spiral phase crosses over to a
non-linear chiral soliton lattice when the magnetic field is applied perpendicular to the chiral axis
[40] [Fig. 2.10(a)]. Another such example is manganese phosphide (MnP), also known as a
classical metallic helimagnet which crystallizes into a centrosymmetric orthorhombic structure
with the space group Pbnm, where each Mn atom is surrounded by six P atoms at four different
Mn-P distances [Fig. 2.10(b)][41-42]. As stated above, DM interaction in this system is realized

33

by the broken inversion symmetry giving rise to ground-state helical order. The application of an
external magnetic field emanates the screw phase below 47 K to develop into the CONE and FAN
phases, depending on the field orientation relative to the MnP crystal axis [41-42], which is
discussed in more detail in Chapter 6 of this dissertation.
Apart from hosting exotic and modulated spin structures and enrich physics, the
helimagnetic systems are potential candidates for applications as well. The presence of room
temperature helimagnetism in FeGe makes it a promising material for the realization of high
density and low power spintronic devices [26]. Furthermore, the helical order in FeGe develops a
different class of domain wall carrying a finite topological charge with effective spin current
coupling [45]. Helicity adds another degree of freedom to the helimagnets, and its robustness
against disturbance makes it useful to store information[46-47]. The realization of control and
detection of helicity can further pave the way for new possibilities for magnetic memory
applications based on helimagnets [Fig. 2.11].
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Figure 2.11 Illustration of electric current control of the helicity. (a) Shows the +/- γ chirality in a
molecule and its corresponding spin orientation in spiral magnet. (b) Shows that irrespective of
the chirality, the moments are tilted along the magnetic field direction forming a conical magnetic
structure (top). Similarly, the electric current as well induce conical magnetic structure along the
direction of propagation, however, the net magnetization is dependent on the direction of the
electric field (bottom). (c) The energetically favored helicity in the presence of electric (j) and
magnetic field (H) depend upon whether they are aligned (left) or anti-aligned (right). Adapted
from [25].
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3 Experimental Techniques
3.1 Sample Growth
3.1.1 Sol-gel synthesis
Sol-gel synthesis is a well-established approach that encompasses a variety of techniques involving
hydrolysis, condensation, and drying to obtain a homogeneous multi-component system.
Hydrolysis and polycondensation of the chemical precursors are the two major chemistry
occurring during the sol-gel process. The series of steps taking place during the synthesis can be
summarized as follows: formation of stable complexes of colloidal or sol from the alkoxide or
solvated metal precursor resulting in the gelation (gel or bridged network of oxide or alcohol)
established through polycondensation or polyesterification. The process is followed by aging
(syneresis) during which the gel is transformed to solid mass by contracting the network and
discharging of the solvent through the pores. The organic matrix of gel distributes the metal cations
homogeneously to ensure the chemical homogeneity in the final product. However, the
fundamental change in the structure is guided by the drying process in which thermal evaporation
forms a xerogel (compact and highly distorted from the gel structure) and extraction of solvent by
supercritical conditions gives aerogel (similar to the gel structure) [1]. Elimination of the organic
precursors through calcination of the dried gel and high temperature annealing is necessary to
acquire the desired crystallite phase. Depending upon the duration and temperature of calcination,
the obtained powder might consist of loosely agglomerated particles with crystallite size varying
from a few nm to several microns [1]. Fig. 3.1 illustrates the different phases involved in a typical
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sol-gel synthesis. Compared to the conventional solid-state synthesis, a homogeneous mix of
reagent cations in the molecular level with good chemical homogeneity in the final products at
reduced time and temperature is achieved via sol-gel.

Figure 3.1 Illustration of different phases involved in a sol-gel synthesis process.

A suitable formation of hydroxo [M-OH] complexes, where M represents the transition
metal cations, is the requirement for the sol-gel synthesis. A variation in technique allows one to
overcome the limitation of M-OH complexes. The addition of chelating agent to the sol offers the
formation of two or more stable metal complexes, which are essentially trapped in the organic
matrix of gel [1]. In Pechini method, usually, chelating agent, citric acid, or ethylene glycol, are
used which form complexes with a variety of metals to form oxides with considerable complexity
[2]. The addition of the citric acid and ammonia (to maintain the pH environment of the reaction)
to the sol forms a metal-citrate complex via a polyesterification reaction, resulting in a polymer
gel [2]. This is followed by drying and self-auto combustion of the xerogel. The ashy brown
powder obtained from the combustion of the xerogel is grounded and sintered at high temperature
to improve the crystallinity and phase purity. The schematic of the procedure is shown in Fig.
3.2(a).

The

polycrystalline

powder

of

La2CoMnO6,
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Y2CoMnO6,

Y2NiMnO6,

and

Y2Ni0.5Co0.5MnO6 discussed in chapter four and chapter five were prepared by the Pechini-type
method with auto combustion technique.

Figure 3.2 (a) Schematic of the synthesis process to obtain polycrystalline La2CoMnO6; (b) SEM
image of single phase La2CoMnO6 distributed homogenously.

3.1.2 Molecular beam epitaxy
Introduced in the 1970s as a method for growing high purity semiconductor thin films, molecular
beam epitaxy (MBE) is an ultra-high vacuum (UHV) technique used for producing high quality
epitaxial structures [3-4]. In the process, an evaporated beam of electrons/atoms is used to form an
arrangement on the heated and crystallized substrate to form a thin layer. A very low deposition
rate ~ Å/s generated through the sublimation of pure solid elements is used to achieve the high
quality structures. The series of steps taking place during MBE growth can be summarized as
follows: the vapor pressure of the source material is raised to change its phase from solid to gas.
The gaseous particles expand through the tube connecting the source and the substrate followed
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by condensation over the substrate. The crystalline growth is obtained when the epitaxial
arrangement takes place as a result of the reaction between the condensate and the substrate. The
long mean free paths of the beam prevent it from interacting with each other or other gases in the
chamber until they condense on the substrate. The UHP conditions inside the chamber with
pressure < 10-10 Torr helps to maintain the negligible impurity levels in the grown layer.

Figure 3.3 Schematic representation of a MBE growth chamber. The main components are labeled
[4].

Fig. 3.3 shows the standard schematic of the MBE growth chamber. It is a vacuum
evaporator setup consisting of the stainless steel growth chamber connected to other chambers
through a gate valve. The substrate is degassed prior to growth in the preparation chamber, which
is connected to the UHV. In order to minimize the outgassing of the internal walls, the components
of the growth chamber are baked at 200˚C for extended periods of time. The mean free path, L,
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which is the average distance traveled by the gas molecules between two successive collisions,
and partial pressure of the gas molecules are the two important parameters characterizing the
vacuum in the growth chamber. The maximum allowed partial pressure is dependent on the value
of L, which needs to be greater than the distance between the outlet orifice of the beam source and
the substrate surface. However, the increase of the heat load from the effusion cells and the
substrate might increase the pressure in the chamber. The enhanced pressure can be reduced by a
titanium filament sublimation pumping. The pumping system is comprised of ion pumps with
auxiliary Ti-sublimation and cryogenic pumps for specific gases. The liquid N2 cryopanel
encompasses internally the main chamber wall and the source flange preventing re-evaporation
from parts other than hot cells further providing thermal isolation to the cells. Essential
components of the MBE system are the effusion cells. These cells are chosen such that they can
withstand temperatures as high as 1400˚C and provide stable and uniform flux with a high material
purity. Usually, 6-10 cells are mounted on a source flange and co-focused on a substrate heater to
optimize the flux intensity. The cell geometry should be such that there is no shift in the material
flux with the depletion of the source. Although the initial studies were based on the Knudsen cells,
which consist of small orifices to ensure thermodynamic equilibrium between the melt and the
vapor cell, in real systems Langmuir-type effusion cells are used. They are non-equilibrium cells
with large orifice in which the required flux to the substrate is achieved at lower temperature
ensuring low power consumption and low thermally generated impurities. Several analysis tools
are provided inside the chamber to monitor the environment and the quality growth of the film.
The Reflection High Energy Electron Diffraction (RHEED) tool is of utmost importance. This
technique employs a high energy electron beam, which is incident at a grazing angle on the sample
surface to obtain the diffraction pattern. The grazing incidence allows the beam to penetrate few
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atomic layers resulting in the surface sensitive diffraction, which helps to monitor the sample
during the growth process [3-4].

Figure 3.4 Illustration of the substrate deposition during MBE growth [4].

Fig 3.4 illustrates the processes that take place at the substrate during the deposition. The
various steps that occur during the epitaxial growth are adsorption of the evaporated
atoms/molecules on the substrate, followed by surface diffusion and dissociation. After which, the
atoms are arranged in the crystal lattice, and the ones which are not arranged are thermally released
from the surface through the process of desorption. The molecules which are adsorbed by the
surface first combine to reach a critical size and then form a stable nucleus. The critical size which
a molecule attains is dependent on the arrival rate on the surface of the substrate, temperature of
the substrate and the affinity of the molecules with the substrate [4].
The MnP thin films discussed in chapter six were grown on Si (100) substrate via MBE by
our collaborators in Korea and Vietnam. The base pressure of 10-9 Torr was maintained before
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growing. During the growth, the phosphorus pressure was 3.5 x 10-6 Torr with a Mn-deposition
rate of 0.2 Å/s.
3.2 Structural, morphological, and cationic characterization
3.2.1 X-ray diffraction
X-ray diffraction (XRD) is a powerful technique for characterizing crystalline materials. The
information regarding structure, phase along with the structural parameters such as average grain
size, crystallite size, strain and crystal defects can be extracted from XRD. The X-rays incident on
the specimen experience diffraction from different atoms in the lattice. The constructive
interference of the diffracted waves from each set of lattice planes produces XRD peaks. The
intensities of the peaks are related to the atomic position in the lattice planes. According to Bragg’s
law, the peak location and atomic spacing can be related by 2d sin  = n , where d is the spacing
between lattice planes, θ is the scattering angle, λ is the wavelength of the X-rays, and the integer
n is the order of the diffraction peak. The Cu-Kα source with a wavelength of 1.5406 Å is usually
used for the XRD analysis. Depending upon the requirement of the specimen, scan step- size,
collection time, range of scattering angle, voltage, and current of X-ray tube should be fixed. In
order to identify different crystalline phases of the sample, standard database of XRD pattern is
referred. A detailed structural analysis of XRD pattern can also be performed through Rietveld
refinement using Fullprof [5]. The execution of Rietveld algorithm requires prior knowledge of
structural parameters and the crystallizing phase of the system. However, the refinement is not
reliable when there is broadening of the peaks due to poor crystallinity. The width of the peaks is
related to the crystallite size through Debye Scherrer formula,  =

K
, where K is the
 cos 

dimensionless shape factor ranging from 0.62 – 2.08 depending on the shape and size distribution
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of the crystallites and the symmetry of the lattice [6], λ is the wavelength of the x-ray, β is the line
broadening at half the maximum intensity and θ is the Bragg angle.
The Brüker AXS D8 diffractometer at USF with Cu Kα source was used to obtain the
diffraction pattern for all the samples discussed in this thesis. θ-2θ scans were used as angle of
incidence and angle of detection in a locked couple mode for all the measurements.
3.2.2 X-ray photoelectron spectroscopy
X-ray photoelectron spectroscopy (XPS) is a surface sensitive technique (with penetration depth
~10 nm) used for analyzing the surface chemistry of the material. It takes place under high vacuum
(P ∼ 10−8 mbar) or UHV (P < 10−9 mbar) conditions. This approach of characterization utilizes
the principle of photoelectron effect [Fig. 3.5(a)]. When a monochromatic X-ray photon is
irradiated on a sample surface, it might eject an electron from the material as a result of photon
absorption. The ejected photoelectrons are counted as a function of atom’s characteristic binding
energy. The kinetic energy of the electrons (K.E.) is dependent on the energy of the incident photon
(hν) and the binding energy of the electrons (B.E.) such that, K .E. = h − ( B.E. +  ) , where φ is
the work function of the spectrometer. The determination of B.E. of electron further gives
information about the element and orbital from which it was ejected along with the insight about
the chemical environment of the atom from which it was emitted. The elemental composition,
empirical formula, chemical state, and electronic states of all the elements in the sample can be
obtained from the XPS spectrum [7]. The as-synthesized samples can be directly used for XPS
analysis without any complicated sample preparation process. Fig. 3.5(b) illustrates a typical
experimental configuration for a XPS set up.
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Figure 3.5 (a) A ray diagram for Photoelectric effect. (b) Experimental set up for x-ray
photoelectron spectroscopy, adapted from Yale University webpage [8] . (c) The XPS spectra at
the Mn L2,3 edge of La2CoMnO6.

The XPS for the double perovskite oxide samples used in this dissertation were performed
by PHI Versa Probe II, in ultra-high vacuum (~10-8 torr) by our collaborators at Yale University.
Fig. 3.5(c) shows the XPS spectra for La2CoMnO6.Based on the XPS analysis, the cationic
ordering of the transition metal ions were determined, which is of utmost importance while
defining different magnetic interactions in these materials. The analysis further validates the
successful synthesis of the double perovskite oxides.
3.2.3 Scanning electron microscopy with energy dispersive x-ray spectroscopy
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Figure 3.6 JEOL JSM-6390lV Scanning Electron Microscope at USF.

Scanning electron microscopy (SEM) is a characterization technique, which uses a focused beam
of high-energy electrons to reveal the information about the sample morphology, crystallinity, and
elemental composition. When an accelerated beam of electrons hits the sample surface, it
experiences dissipation in the kinetic energy due to electron-sample interaction. The dissipated
energy is responsible for the production of other signals such as secondary electrons, backscattered
electrons, diffracted backscattered electrons, photons, visible light, and heat. Secondary electrons
and backscattered electrons are used to construct the image. The secondary electrons provide
information about the morphology and the topology of the sample, while the backscattered
electrons provide with contrast in a multiphase sample. A tungsten filament JEOL JSM-6390LV
SEM [Fig. 3.6] at USF was used in this dissertation to determine the morphology and particle size
of the sol-gel derived polycrystalline samples. The magnification of this SEM has a wide range
from 5x to 300000x. During the experiment, in order to prevent the charging at the non-conducting
sample surface, the sample was pressed onto the carbon tape, which was then glued to a strip of
copper tape for the grounding purpose.
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JEOL JSM-6390LV SEM is provided with an energy dispersive x-ray spectroscopy (EDS)
too. EDS is an analytical technique for the characterization of the chemical composition. The
characteristic x-rays are generated due to the inelastic collision between the accelerated electrons
and the electrons in the discrete orbitals of the sample. These x-rays carry the information about
each element present in the sample. The intensity of the signal is dependent upon the amount of
particular sample in the given volume. Thus, an elemental and compositional characterization can
be carried out using EDS. The chemical composition of different oxides studied in this dissertation
was determined using EDS for the verification of their stoichiometry.
3.3 Magnetic characterization

Figure 3.7 (a) Dynacool Physical Property Measurement System housed at USF Physics. (b) The
VSM coil set and linear transport motor (adapted from Quantum Design).

Magnetic measurements were carried out using Quantum Design dynacool Physical Property
Measurement System (PPMS) at USF Physics equipped with DC and AC measurement probes.
The dynacool PPMS housed at USF has the capability to go up to 9 T longitudinal magnetic field
with a temperature range of 1.8 K – 400 K [Fig. 3.7(a)]. To prepare the sample for the
measurements, the polycrystalline samples were packed in a gel cap with the help of teflon and
inserted inside the straw while the thin film was mounted on a quartz rod.
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3.3.1 DC magnetometry
The Vibrating Sample Magnetometer (VSM) [Fig. 3.7(b)] insert is used for measurements of
sample’s magnetic moment as a function of field and temperature. VSM provides a sensitivity as
low as 10-7 emu with a typical data acquisition time of 1 s. The VSM works on the principle of
Faraday’s law of induction, according to which a rate of change of magnetic flux is capable of
producing induced emf. The mechanical oscillation of the magnetic sample through the pickup
coil with an amplitude of 0.1 – 5 mm results in the change in magnetic flux of the coil. This change
in magnetic flux,

d
, through the coil induces sinusoidally varying voltage with a frequency of
dt

40 Hz and can be detected by the lock-in amplifier. The induced voltage can be described by the
following relation,

Vcoil =

d
= 2 CmA sin(2 ft )
dt

(3.1)

where C, m, A, and f are the coupling constant, DC magnetic moment of the sample, amplitude,
and frequency of oscillation, respectively [9].
Based on the necessity of individual sample discussed in this dissertation, different
measurement protocols were used to obtain the DC magnetization. For the temperature dependent
magnetization, zero-field-cooled (ZFC), field-cooled-cooling (FCC) and field-cooled-warming
(FCW) procedure were utilized. For the ZFC measurements, the sample was cooled to the desired
minimum temperature. Once the desired temperature was achieved, the magnetic field was applied
and the moment was recorded upon warming up the sample up to the highest required temperature,
which is usually twice the transition temperature. Without turning off the magnetic field, for FCC
measurements, the moment was recorded when the system was driven back to the minimum
temperature. Keeping the field on, the measurement of the magnetic moment was continued while
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the system was warming up for FCW protocol. An ideal ferromagnet is independent of the
measurement protocols. The existence of bifurcation between ZFC and FCW in any given system
signifies the presence of magnetic frustrations or the occurrence of non-equilibrium phenomena
[10]. The thermal hysteresis observed can be associated with the competing nature of the magnetic
interactions in any real system [10]. The different characteristic results of the M vs. T
measurements are discussed in detail in chapters four, five, and six.
The field dependent magnetization, M vs. H, for all the samples was performed using ZFC
protocol only. The sample was cooled down to the required temperature, and then the
magnetization was recorded while sweeping the field from -Hmax – 0 – Hmax . The system was
warmed up well above the transition temperature in order to erase any magnetic history affects
between two consecutive measurements. The M vs H isotherm measurements close to the
transition temperature form the basis for the analysis of magnetocaloric effect and the critical
exponents, which subsequently provide the in-depth understanding about the phase transitions in
a given magnetic system.
3.3.2 AC magnetometry
The AC measurements were carried out using the AC Measurement System (ACMS) option of
PPMS, which provides the sensitivity of 10-8 emu with an excitation field and frequencies ranging
from 0.05 – 15 Oe and 10 Hz – 10 kHz. The study of dynamic magnetization probes the out-ofequilibrium phenomena and the relaxation effects giving information about the magnetic
dissipation and loss associated with the system. The investigation of the in- and out-of-plane
components gives an understanding about the dynamics of the spins across the phase transition.
AC susceptibility is the differential dM/dH response of the magnetization of the sample to a timedependent magnetic field, e.g., H AC (t ) = H 0 + h sin(2 ft ) [11], where h is the amplitude of the
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oscillation. The time dependent magnetization (M) of a system can be expressed as
M (t ) = M N cos(2 ft −  N ) , where M N =  N h , N is the integer (1,2,3….) representing Nth

harmonic component and θN is the phase shift in each component due to the driving field (HAC)
and is detected by the pickup coils in the form of sinusoidal voltage. The AC susceptibility is a
complex magnetic response having real and imaginary components which can be separated as:
M N =  'N h − i  "N h

where  'N =

(3.2)

M 'N cos( N )
M "N sin( N )
is the real component and  "N =
is the imaginary part of
h
h

the susceptibility. In general, χ′ is in phase with the oscillating field reflecting the reversible
magnetization process of the system while the imaginary component is out of phase by 90º with
χ″ representing the loss in HAC.
The utilization of the non-linear harmonics can provide in-depth understanding about the
dynamical behavior of the system. The presence of higher order susceptibilities can be associated
with the existence of symmetry breaking spin configuration. The second harmonic (χ2) peak is
observed experimentally only if there is presence of a symmetry-breaking internal field or
spontaneous magnetization, i.e., ΔM = M(H) – (–M(–H)) ≠ 0 [12] while the response in third
harmonic (χ3) confirms the magnetic phase transition. The observation of different dynamic
behavior in χ3 indicates different magnetic domain formation [13][14]. For instance, the change in
the peak direction in χ3 is observed at TC representing a FM transition. Similarly, a positive peak
at TN is an indicator of AFM transition, and a negative peak at Tg represents the spin-glass
transition. The frequency dependent dynamics in AC susceptibility has been used to detect the
magnetic frustrations and characterize the associated glassy behavior in the system. In general, for
the glass like systems, the longitudinal peak position is dependent on the frequency, as the response
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of AC-χ is related to the broad distribution of relaxation times, which tend to shift towards longer
time scales as the temperature is reduced. The dependence of the relaxation times on temperature
is due to the fact that the exchange of energy between the magnetic moments, which are coupled
to the crystal lattice via spin-orbit coupling, and lattice takes place through phonons and magnons
[11]. The mechanism that involves phonon or magnon is temperature dependent. Hence, the
presence of these relaxation times within the time of measurement results in peaks that shift to
lower temperature as the frequency is decreased [15]. Different laws can be used to describe the
temperature dependence of the magnetic system. The Arrhenius law (  (T ) =  0 exp(E

k BT

) ) is


used typically for superparamagnets, and the Vogel-Fulcher law (  (T ) =  0 exp  E
k B (T − T0 )  )

is used for spin/cluster glass or ferrofluids. The ΔE in the above expressions is the activation energy
or the energy barrier for the spin reversal, and τo is the characteristic time.
3.3.3 Transverse susceptibility
In general, magnetic susceptibility can be defined as a second rank tensor as both magnetization,
and magnetic field are vector quantities, i.e.

 jk = dM j / dH k

(3.3)

The diagonal elements of the above tensor (χxx, χyy, and χzz) represent the longitudinal
susceptibilities while the off diagonal elements such as:

 xz = (dM x / dH z )

Hy = 0

(3.4)

 yz = (dM y / dH z )

Hx = 0

(3.5)
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correspond to the transverse susceptibilities. The theoretical calculation of the transverse
susceptibility was done by Aharoni et al. according to which for a typical Stoner Wohlfarth
ferromagnetic particle, the transverse susceptibility, χT, can be numerically represented as,

T =

 /2


0

cos 2  M
sin( K −  M ) 
3 
0 
+
 sin  K d K
2  h cos  M + cos 2( K −  M )
h sin  K 

(3.6)

where θK and θM are the angles formed by the HDC with the vectors representing magnetic
anisotropy (easy axis) and the saturation magnetization, respectively [Fig. 3.8] [16]. The solution
of the above equation yield the cusps at anisotropy fields,  H K , and at a switching field, HS [Fig.
3.9 (b)].
In an experimental set up, transverse susceptibility measurements are done using a self-resonant
tunnel diode oscillator (TDO) with a resonant frequency of 12 MHz and sensitivity of 10 Hz [18].
The TDO consists of a LC tank circuit with a forward biased diode. Power supplied by the diode
oscillates the circuit with the resonant frequency,  = 1/ LC . The sample is placed inside the
coil, and the TDO probe is inserted inside the PPMS. The TDO probe sits inside the sample space
such that the axis of the coil is perpendicular to the DC magnetic field. When a magnetic sample
is placed in the TDO coil, due to the change in the permeability of the surrounding the change in
the inductance of the coil is experienced, which can be related to the shift in the resonant frequency
such that,







L
2L

(3.7)
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Figure 3.8 Geometrical construct of a transverse susceptibility measurement including the dc
magnetic field (HDC), the RF perturbing field (Hac), the magnetization vector M, and the easy
axis(E.A.) [17].

Figure 3.9 Schematic of a transverse susceptibility measurement setup (a) and a typical bipolar
curve displaying peaks at anisotropy and switching fields (b).

Furthermore, the current through the coil generates a low amplitude radio frequency field
(Hrf ~ 10 Oe) perpendicular to the DC magnetic field. The Hrf acts as a perturbation in the
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transverse direction. The change in the inductance of the coil can be detected by the change in the
permeability in the transverse direction, T = 1 + T as DC field is varied from positive saturation
to negative saturation. Thus, the change in resonant frequency (Δf) of the TDO circuit is directly
proportional to the change in TS (ΔχT) . The ratio of transverse susceptibility in such case can be
defined by the relation,

T

T

(%) =

| T ( H ) − Tsat |

Tsat

100

(3.8)

where Tsat is the TS at the saturating or maximum field, Hsat. As mentioned above, it is expected
that there should be three TS peaks at ±HK and HS for a Stoner-Wohlfarth particle with its hard
axis aligned with the DC field. However, in some cases, HS is very close to the anisotropy peaks
resulting in its merger with one of the ±HK peaks due to the softness or distribution of the magnetic
axes[19]. In a polycrystalline sample, the broad nature of the peaks is observed due to the
distribution of the anisotropy axes [20].
The TS measurements based on the TDO instrument have been validated as an effective
tool which provides basic information about the evolution of magnetic anisotropy with temperature
in thin films, single crystals, and nanoparticles [20-22]. The examination of the anisotropy peaks
has been related to the spin dynamics, coexisting magnetic phases, and spin glass states in complex
oxides, charge-ordered manganites, cobaltites, and gadolinium iron garnets [20][21] [23][24].

3.3.4 Magnetocaloric effect

57

Figure 3.10 Total entropy versus temperature diagram for two values of externally applied
magnetic field [27].

In magnetic materials, the application of an external magnetic field can induce a change in the
thermodynamic parameters of the material. The change in temperature is induced when the field
is applied adiabatically, or a change in entropy is observed if the field is applied under isothermal
conditions. This behavior is termed as magnetocaloric effect (MCE) [26]. The total entropy of a
solid can be approximated as S = Se + S L + S M , where Se, SL and SM are the contributions from the
conduction electrons, crystal lattice, and atomic magnetic moments, respectively [26]. The entropy
contribution from the conduction electrons and the crystal lattice are considered independently
only when the electron-phonon interactions are included. Fig. 3.10 demonstrates the temperature
dependent entropy for a ferromagnet [27]. In an isentropic process (C → B), upon increasing the
external field from H1 to H2, the spins are aligned along the field direction, decreasing the spin
contribution to the magnetic entropy. For the magnetization process to remain adiabatic, SL should
increase to compensate for the loss to keep the total entropy constant. The increase/decrease of SL
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increases/decreases the temperature of the system (∆Tad) when the magnetic field is applied or
removed from the system, respectively [26]. Similarly, when field is applied isothermally (A →
B), MCE can be identified in terms of change in entropy, ∆SM. In literature, the lattice and electron
phenomenon is considered to be dependent on temperature; hence, the isothermal magnetic field
induces a change in the thermodynamic state of a magnetic subsystem only [26]. Therefore, for a
magnetic system, the isothermal entropy change (∆Siso) and magnetic entropy change (∆SM) are
used as synonyms.
For a thermodynamic system under the action of a set of fields such as magnetic field,
electric field, strain, or pressure, with their conjugate displacements: magnetization, polarization,
stress, and volume, a differential change in the internal energy, dU, can be expressed as the
individual sum of product of fields and their respective infinitesimal displacement [28][29][30],
i.e.,

dU(S, X i )= TdS +  xi dX i

(3.9)

where xi and Xi represent the field and its conjugate thermodynamic variable and i is the sum of all
the applied fields. From the above equation, the partial differentiation of dU yields,

 U 

 =T

S

 Xi

 U 
= xi

and 

X
 i  S , X j i

(3.10)

Furthermore, U being an exact differentiable function implies that,

 2U
 2U
=
xi x j x j xi

(3.11)
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Therefore,

 T 
 xi 


 =
 S  X i  X i  S , X ji

(3.12)

represents one of the Maxwell’s equations. The new form of thermodynamic potentials can be
defined by considering the Legendre transformation of the above variables. Gibb’s free energy,
which is defined as G = U − TS −  xi X i can be used to derive an analytical expression for the
entropy change. The total differential of G can be written as

dG = dU − TdS − SdT −  xi dX i −  X i dxi
On substituting the expression for dU from (3.9) to (3.13) and considering pressure

(3.13)

(p)

and

magnetic field (H) to be the natural variables for G equation (3.13) reduces to
dG = − SdT + Vdp − 0 MdH

(3.14)

For an isobaric system, dp = 0. The partial differentiation of dG gives,

 G 
 G 

 = − S and 
 = − 0 M
 T  H , p
 H T , p
The symmetry relation shown in (3.11) is followed by all the thermodynamic potentials. Applying
the symmetry relation to G results in a Maxwell relation,

 S 
 M 

 = 0 

 H T , p
 T  H , p

(3.15)

An expression for the calculation of the entropy change can be achieved on integrating the above
relation,
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Hf

Siso = 0

 M 
 dH
H
Hi

  T

(3.16)

The analytical expression for the adiabatic change in the temperature can be obtained by
considering the total differentiation of S = S(T,H,p) i.e.,

 S 
 S 
 S 
dS = 
 dT + 
 dH +   dp
 T  H , p
 H T , p
 p T , H

(3.17)

which reduces to the following for adiabatic (dS = 0) and isobaric (dp = 0) conditions,

 S 
 S 

 dT = − 
 dH
 T  H , p
 H T , p

(3.18)

 S 
Replacing (3.15) in (3.18) and using the definition of the heat capacity Cx = T 
 we get,
 T  x

dT = −

(

T 0 M
T
CH , p

)

dH

(3.19)

H

The adiabatic change in temperature can be calculated by integrating the above expression,
Hf

Tad = − 

Hi

T 0 M
T
CH , p

(

)

(3.20)

dH
H

It is well-known that MCE study is heavily utilized for the characterization of the magnetic
materials for refrigeration. In addition to being an efficient phenomenon for the active magnetic
refrigeration, MCE study acts as a methodical tool for the understanding of phase coexistence and
unraveling their temperature and field-dependent characteristic features as the comprehensive
magnetic phase diagrams of various magnetic systems [30]. Equation (3.16) shows a direct
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relationship between M

T

and isothermal entropy, suggesting that any change in the

magnetization is reflected in the entropy data. Conventionally, in ferromagnetic materials at a
paramagnetic to ferromagnetic phase transition, the magnetic entropy of the spin system decreases
(ΔSM < 0 and ΔTad > 0) as the magnetic field tends to orient moments along the field direction,
hence suppressing thermal fluctuations. On the other hand, the application of a magnetic field may
increase the entropy causing ΔSM > 0 and ΔTad < 0 giving rise to inverse MCE. The inverse MCE
is observed in antiferromagnets where the application of an external magnetic field induces spin
disorder compared to the zero-field state. However, in a system consisting of multiple competing
magnetic interactions, the maxima, or minima in ∆SM occur at the phase transitions depending
upon whether the external field act against the ground state spin configuration or favors it.
Due to the assumptions of the thermodynamic equilibrium in its derivation, the Maxwell
relation derived in equation (3.15) is applicable only for continuous phase transitions, and its use
for a non-equilibrium and discontinuous nature of first-order phase transition has been debated in
the literature [31-35]. The discontinuity and the hysteresis at first-order transition cause the
discrepancies between the actual and the calculated value of ∆SM. The hysteresis effect can be
removed by modifying the measurement protocol. The warming protocol in which the system is
warmed up well above the transition temperature between two consecutive measurements is used.
This protocol helps to reset the original magnetic state of the system, removing the magnetic
hysteresis effect and makes sure that each time the transition is crossed in the same way.
Furthermore, except for the pure elemental compounds, the temperature dependent magnetization
always possesses finite width, and hence it is differentiable. Thus, the above entropy calculation
can be employed for the first-order transition system as well.
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Figure 3.11 Illustration of a family of iso-field ∆𝑆(𝑇) curves near a magnetic transition (top) and
collapse to a universal curve after re-scaling (bottom) [36].

The ∆SM curves can also be used to describe the order and universality class of the magnetic
transition. For a family of ΔSM (T) curves obtained at different magnetic fields, the scaling
hypothesis of the magnetic entropy with field, i.e., ΔSM ∝ Hn, confirms that ΔSM (T) can be scaled
close to the second-order phase transition [37][38]. Therefore, if appropriate scaling is achieved,
ΔSM (T) curves close to the transition temperature and corresponding to different fields should
collapse onto the same point of the universal curve [Fig. 3.11]. The success or failure of collapse
indicates whether the transition is of second-order or first order. In the case of first-order transition,
the assumptions of scaling hypothesis break down. According to the procedure described in [39],
the universal curve is constructed as follows: ΔSM (T) is normalized by the maximum value of ΔSM
(Tpeak), where Tpeak is the transition temperature, the temperature axis is rescaled such that ΔSM
(Tr)/ ΔSM (Tpeak) ≥ 0.5, where Tr is a reference temperature. The rescaled temperature axis is
63

defined as [39]
 T − TC
− T −T

 =  r1 C
− T − TC
 T r 2 −TC

T  TC

(3.21)
T  TC

where Tr1 and Tr2 are the two reference temperatures, Tr1 > Tpeak and Tr2 < Tpeak .
3.3.5 Neutron diffraction

Figure 3.12 A ray diagram describing the scattering of the neutrons from the nuclei and from the
unpaired electrons of the magnetic atom.

The elastic scattering of neutrons is a very powerful technique to unravel the spin structures,
magnetic excitation spectra, soft modes, and critical dynamics at magnetic phase transitions. The
charge neutrality of neutrons makes them ideal probes to study the matter’s structure and
dynamics. The magnetic moment of the neutron interacts with the internal magnetic field of the
solid to yield information about the magnetic structure and the spin dynamics of the magnetic
material. The dependence of the neutron scattering length on the type of element and the quantum
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number of the angular momentum of the nucleus-neutron system makes the inner structure
mapping more convenient by the neutrons. In general, the neutron scattering intensity from a
magnetic material is a superposition of the intensity of neutrons scattered from the nuclei and the
neutrons scattered from the unpaired electrons of the magnetic atom. The determination of
magnetic structure requires the determination of both magnitude and direction of the magnetic
moments in the magnetic unit cell. The information about the direction is obtained from the fact
that, during the dipole interaction between the neutrons and the magnetization of the crystal, only
those components of the magnetic structure factor which is perpendicular to the scattering vector
contribute to the scattered magnetic intensity.
For a ferromagnetic structure, the scattering takes place at Bragg peak positions; hence the
magnetic reflections are superimposed on the nuclear reflections. The magnetic cell coincides with
the nuclear cell with propagation vector k = 0. For an antiferromagnetic structure with k ≠ 0, the
scattering is present at other than nuclear Bragg reflections. However, there is a possibility of
antiferromagnetic structure being present at k = 0. Furthermore, the periodicity of the magnetic
unit cell is easier to determine if the propagation vector k is commensurate with the nuclear cell.
Otherwise, a program developed by Wilkinson et al. is used to index the magnetic reflections.
Predominantly, the discernment of the magnetic structure through neutron scattering requires
identification of the propagation vector, determination of the coupling between the magnetic
moments and its direction, and finally, the moment values in Bohr magnetons [40].
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Figure 3.13 Schematic layout of the DN-12 spectrometer at the IBR-2 pulsed reactor.[41]
The neutron diffraction measurements in this dissertation were performed by our
collaborators in Russia and Vietnam using DN-12 [41] diffractometer (IBR-2 pulsed reactor, JINR,
Russia). Fig. 3.13 shows the layout of DN-12. It is a high-pressure diffractometer capable of
performing both elastic and inelastic neutron scattering experiments. The utilization of sapphire
anvil pressure cells in DN-12 allows the maximum pressure to go up to 5 GPa. The sample volume
ranging from 0.3-5 mm3 is exposed for about 20-30 h for the elastic scattering measurements. The
experimental data obtained were analysed by the Rietveld method using the Fullprof program [42].
To characterize the magnetic properties of exotic magnetic systems and understand the
collective magnetic phenomena in them a combination of interrelated studies of DC and AC
magnetometry, magnetic entropy, transverse susceptibility and neutron diffraction is implemented
in this dissertation.
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4 The Role of A-site Doping in Double Perovskite R2CoMnO6
Double perovskites R2CoMnO6 (RCMO) have recently attracted attention for being potential
candidate for spintronic applications as well as for designing novel multiferroic superlattices [13]. They crystallize into P21/n space group and adopt a rock-salt ordering between the elements in
their B-sublattice [3]. According to Goodenough-Kanamori rules, the virtual hopping of electrons
from half-filled Co2+ (t52g e22g) orbitals to empty Mn4+( t32g e02g) orbitals give rise to the
ferromagnetic superexchange interactions in the material [1-3]. The structural, magnetic, and
electrical properties of RCMO compounds are strongly dependent on the rare-earth ion (R). The
theoretical study performed on RCMO system for various R show that with the application of
hydrostatic pressure these systems undergo first order transition from high spin to low spin state,
accompanied by insulator to half metallic or semiconductor transitions, depending upon the rareearth ionic radius [2]. Based on the the Goldschmidt tolerance factor discussed in Chapter two, it
can be concluded that in RCMO oxides, the chemical pressure exerted from the of R- ion plays a
significant role in the occurrence of any structural distortions in the compound, which in turn
affects the Co – O and Mn – O bond length leading to the change in the bond angle Co – O – Mn.
The change in the exchange angle between the B-site cations induces alteration in the physical
properties including ferromagnetic ordering temperature. In this chapter, we investigate the role of
chemical pressure on the magnetism of RCMO oxides. For our study, we consider two rare-earth
ions, La and Y, with ionic radii of 1.03 Å , and 0.90 Å, respectively. Our purpose is to understand
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how the ground-state magnetism in RCMO changes as the size of R is decreased from 1.03 Å to
0.90 Å.
4.1 La2CoMnO6 (LCMO)
4.1.1 Introduction
One member of the double perovskite oxides, La2CoMnO6 (LCMO), has gained particular
attention because of the presence of the magnetodielectric effect and multiferroic properties [4][5].
LCMO crystallizes in several phases, namely monoclinic (P21/n or pseudotetragonal),
orthorhombic (Pbnm) and rhombohedral (R3c) [5], depending on the synthesis route. A
paramagnetic (PM) to ferromagnetic (FM) phase transition close to room temperature with
insulating behavior is seen in the monoclinic P21/n (or pseudotetragonal) phase of this material
[6]. The magnetic properties of the LCMO system are governed by cation ordering, cation valences
and defects, all of which, along with the structural phase composition, depend sensitively on their
synthesis conditions [6]. In a study by Dass and Goodenough on the solid state synthesis of LCMO,
[6] it was reported that the monoclinic P21/n phase was obtained with a saturation magnetization
(MS) value of 4.85 µB/f.u. when the sample was annealed at 1350 ºC (12 h) in the presence of O2
and cooled at 20 ºC/h. In that same study, the sample annealed at 600 ºC (12 h) in air and cooled
at 180 ºC/h alternatively yielded a monoclinic pseudotetragonal with MS = 3.62 µB/f.u. The authors
concluded that the high MS corresponded to a highly atomically ordered sample in which the
atomic disorder was attributed to oxygen vacancies rather than antiphase boundaries. Villar et. al.
[7] synthesized LCMO using a nitrate decomposition method and obtained a mixed phase of 97%
orthorhombic and 3% rhombohedral. They found that the cooling rate had a direct effect on the
magnitude of the MS. The sample annealed at 1325 ºC (20 h) and cooled at 20 ºC/h in oxygen had
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22.5 % higher MS than the sample annealed at 1300 ºC (40 h) and cooled at 45 ºC/h in air. In the
former sample, the high magnetization (MS = 5.54 µB/f.u.) was related to long-range cationic and
valence ordered Mn4+/Co2+ ions and strong ferromagnetic interactions. In the latter, the decreased
value of MS (4.42 µB/f.u.) was attributed to the presence of Mn3+/Co3+ ions.
The presence of multiple and complicated crystal structures, together with alternating
cation valencies and defects, leads to inconsistencies in the magnetic transition temperatures
[6][7][8]. The reported PM-FM phase transition temperatures (TC) vary across a broad range from
170 ≤ T ≤ 235 K [6][9][10]. These discrepancies are likely due to the presence of oxygen vacancies
and formation of antiphase boundaries between specimens. The ordering of Co2+ and Mn4+ cations,
which leads to 180º superexchange interactions, supports a ferromagnetic exchange at higher
temperatures, while the oxygen vacancies introduce Co3+ and Mn3+ ions resulting in atomic
disorder and a lowering of TC [6][11].
Multiple magnetic transitions have been reported in LCMO due to coexisting cationic
orders. Guo et al. [8] found that materials synthesized at relatively high and intermediate oxygen
pressure had two values of TC at 230 K and 80 K associated with Mn4+-O2--Co2+ ferromagnetic
superexchange and Mn3+-Co3+ ferromagnetic vibronic superexchange interactions, respectively.
They have also reported the existence of spin glass-like behavior below both TC values due to the
competing character between FM Mn4+-O-Co2+ and antiferromagnetic (AFM) Mn4+-O-Mn4+ or
Co2+-O-Co2+ interactions. The spin glass state at zero applied magnetic field (H) has also been
reported by Wang et al. on the basis of frequency dependent peaks at TC (220 K) in the real part of
the AC susceptibility and slow spin relaxation for T < TC [12]. Murthy et al. [13] showed that for
a monoclinic (pseudotetragonal) phase with two FM transitions at 218 K and 135 K, a frequency
dependent peak at 33 K is also present due to the reentry of a frozen state of non-interacting clusters
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from a state of long-range FM order. However, a direct relationship between oxidation state and
cation order/disorder and the definitive answer to the magnetic ground state of LCMO is still a
matter of debate. As the exact nature of the magnetic phases, magnetic transitions, and phase
evolution with respect to field and temperature remain unknown, a thorough understanding may
provide a route for designing new materials for novel applications.
4.1.2 Sample preparation
Polycrystalline sample of LCMO was prepared using a conventional sol-gel method. Reagent
chemicals lanthanum nitrate hexahydrate (LaN3O96H2O), cobalt sulphate heptahydrate
(CoSO47H2O) and manganese nitrate tetrahydrate (MnN2O64H2O) were taken as the precursor
materials according to their stoichiometric ratios. Citric acid was added as the chelating agent to
the stoichiometric mixture of precursors. The entire reaction was carried out in basic medium. The
resulting mixture was continuously stirred and heated from 100 − 400 ºC until a viscous gel was
formed and decomposed. Final calcination was done at 950 ºC for 8 h.
4.1.3 Structural and cationic characterization
The XRD pattern of LCMO is shown in Fig. 4.1(a). A single monoclinic (P21/n) phase with no
impurities was obtained [6] with crystallite size of 32.5 nm estimated using the Debye Scherrer
formula. The inset of Fig. 4.1(b) shows the SEM image of LCMO particles that are homogenously
distributed with an average particle size of 200 nm. The chemical characterization of the sample
was done by Energy-Dispersive-X-ray Spectroscopy (EDS) using a JEOL JSM-6390LV SEM.
The EDS spectra show 22.94 wt% of La (SD = 0.66), 10.61 wt% of Co (SD = 0.22), 9.82 wt% of
Mn (SD = 0.35) and 56.63 wt% of O (SD = 1.12).
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The XPS was recorded at the Mn and Co L2,3 edges [Figs. 4.1(c) and (d), respectively] to
confirm the mixed valence states in the transition metal ions. The fit was performed using the
CTM4XAS program [14], in which a mixed state of 25% Mn3+/Co3+ and 75% Mn4+/Co2+ was
calculated. The Mn and Co L2,3 spectra [Figs. 4.1(c) and (d)] were fitted by weighting contributions
from Mn4+ and Mn3+, and Co3+ and Co2+. The following parameters were used for

Figure 4.1 Characterization of structural and cationic ordering. (a) XRD pattern, (b)SEM images
of the single phase polycrystalline LCMO sample, and XPS spectra at the (c) Mn and (d) Co L 2,3
edges.

data collected at the Mn edge: (1) for Mn3+, 10Dq = 2 eV (t = 0.05eV, s = 0.4 eV),  = 3 eV,
Udd−Upd = 1 eV; (2) for Mn4+, 10Dq = 2.4 eV,  = -3 eV, Udd−Upd = 2 eV. Likewise, the following
parameters were used at the Co edge: (1) for Co2+, 10Dq = 1eV,  = 1 eV, Udd−Upd = 1eV; (2) for
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Co3+, 10Dq = 1.2 eV,  = 3 eV, Udd−Upd = 1 eV. For all of the fits, the Slater integrals were reduced
to around 80%. In Fig. 4.1(d), a small peak appears at 804 eV in the experimental data as well as
the fit, which is attributed to Co 3d – O 2p charge transfer [15].
4.1.4 Neutron diffraction

Figure 4.2 The neutron diffraction patterns of La2CoMnO6, measured at low temperatures and
processed by the Rietveld method. The experimental points and calculated profiles are shown.
Ticks below represent calculated positions of the nuclear peaks of the monoclinic P21/n phase. The
peaks with ferromagnetic contribution are denoted by symbol “FM”.

Fig. 4.2 displays the neutron diffraction patterns of La2CoMnO6, measured at selected low
temperatures. The structural model previously reported for the monoclinic P21/n phase provides a
satisfactory fit to the room-temperature neutron diffraction data with the fitting reliability R-factors
Rp = 6.58% and Rwp = 8.35%. Moreover, the large contrast in neutron scattering length of Co (2.49
fm) and Mn (−3.75 fm) allows a determination of their distribution over the crystallographic sites
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for transition metal ions and the degree of order between the two cations. The cation ordering
degree of 0.91(6) was refined which indicates a possible presence of small cationic disorder at
B/Bʹ sites. The presence of anion vacancy indicates the existence of mixed valence states of Co
(Co2+/Co3+) and Mn (Mn3+/Mn4+) ions, which, consequently, strongly influence the magnetic
properties. At low temperature, a magnetic contribution to nuclear peaks located at dhkl positions
of 2.73 and 3.86 Å is evidenced, which increases continuously as temperature is lowered further.
The data analysis reveals that these behaviors correspond to the formation of long-range FM order.
The average ordered magnetic moment of Co/Mn ions at 20 K is 2.8(5) µB, which is close to the
value extracted from isothermal magnetization curves. Notably, the ordered magnetic moment
value is lower compared to that determined from spin-only values for Co/Mn ions, which further
suggests that the magnetic ground state of La2CoMnO6 is not purely FM.
4.1.5 Magnetic properties
4.1.5.1 DC magentization
The temperature dependence of the zero field cooled (ZFC) and field cooled (FC) magnetization
was measured for T = 10 − 270 K at H = 100 Oe, as shown in Fig. 4.3(a). Divergence is clearly
seen between FC and ZFC magnetization curves below 226 K. Apart from the peak at 226 K, a
peak at 218 K is also clearly visible in the ZFC magnetization curve. Fig. 4.3(b), shows dM/dT vs.
T for both ZFC and FC magnetization, which further reveals the presence of two anomalies in
close proximity to each other. The minimum at 228 K (TF1) and the minimum at 220 K (TF2)
correspond to two different FM interactions. The large deviation between FC and ZFC below 226
K suggests the presence of magnetic frustrations in the system [25]. Fig. 4.3(c), shows M vs. T
measurements at H = 60 kOe. Despite the large applied magnetic field, the separation between the
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FC and ZFC magnetization is clear below 80 K, which further supports the appearance of magnetic
frustrations at low temperatures. The paramagnetic susceptibility in the range T = 250 − 270 K has
been fitted to the Curie-Weiss law, 1/  = (T −  ) / C , [Fig. 4.3(d)] which gives θ = 231.42 ± 2.66
K, C = 7.00 ± 0.05 emu K/mol Oe and µeff = 7.52 µB, which is somewhat higher than the
theoretically expected value calculated by µeff =  B2 [ g 2 s ( s + 1)Co + g 2 s ( s + 1) Mn ] ~ 7.00 µB, where
s = 3/2 for both Mn4+ and Co2+ ions, g = 2 for Mn4+ and g = 3 for Co2+ due to its orbital contribution

Figure 4.3 Temperature dependence of the magnetization, M vs. T, (a) under field-cooled (FC)
and zero field-cooled (ZFC) protocols. (b) dM/dT for FC and ZFC data. (c) FC and ZFC M vs. T
at H = 6 T. (d) The Curie-Weiss fit of susceptibility in the paramagnetic phase.

[16]. The higher value of µeff can imply the presence of FM correlations in the paramagnetic
regime, which is consistent with the presence of a FM peak at T > TC present in the neutron
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diffraction data (Fig. 4.2). The magnetic field dependence of magnetization at selected
temperatures [Fig. 4.4(a)] shows a hysteresis loop signifying ferromagnetism at each temperature
except 300 K, at which the material is in the PM state. Magnetization at H = 50 kOe and T = 5 K
is calculated to be M5T = 5.68 µB/f.u. The structural ordering of B/Bʹ can be defined as the ratio of
experimental to theoretical magnetic moments (δ), which should be 1 for perfect cationic order
[17]. In the present case, where theoretical magnetic moment is 6.00 µB/f.u., δ = 0.95,which agrees
well with the cationic ordering obtained from neutron diffraction data. The coercive field (HC) at

Figure 4.4 Magnetization versus magnetic field, M vs. H, (a) at different temperatures and (b) the
temperature dependence of coercive field (Hc) and magnetization at H = 5 T (M5T).

T = 5 K is HC ~ 5.4 kOe. The remanent magnetization (Mr) is 3.10 µB/f.u., which indicates a
relatively low population of antiphase boundaries, as at H = 0 it is expected that any antiphase
region would return to its antiparallel orientation, decreasing the value of Mr [6]. Enhanced values
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of HC and Mr can also be related to a frozen cluster glass state [18]. Saturation is not achieved even
at 50 kOe, which could be due to either large crystalline anisotropy of the octahedral site Co2+ ions
or canting of antisite spins [6]. The decrease of M5T and HC with increasing temperature, which is
a feature for a typical FM system, is demonstrated in Fig. 4.4 (b). Based on HC ~ 5.4 kOe at 5 K
and the nature of M vs. H curve, it can be concluded that the system is highly anisotropic.
Although the high values of µeff and M5T at 5 K relative to previous studies indicate that the
sample is highly cationically ordered [6][13], the value of δ < 1 still suggests the possibility of a
mixed valence state of B/Bʹ site ions, which is mainly due to some concentration of oxygen
vacancies as well as possible cation vacancies. The high degree of order of B site cations in the
sample implies the presence of predominantly Mn4+ and Co2+ ions, giving rise to a FM 180º
superexchange interaction, e2-O-e0. However, the presence of oxygen vacancies can induce
electron transfer from Co2+ to Mn4+ resulting in intermediate spin Mn3+ and Co3+ ions leading to
vibronic superexchange interactions, e1-O-e1 [6]. Based on the XPS data, which indicates the
presence of mixed valence state of Co and Mn ions, and the above discussion, the first FM
transition at TF1 = 228 K can be attributed to the Co2+-O- Mn4+ interactions while the second FM
transition at TF2 = 220 K to that of Co3+-O- Mn3+ interactions.
4.1.5.2 AC magnetization
As shown in Fig. 4.3(c), the clear separation observed between FC and ZFC curves at fields as
high as 0H = 6 T signifies the presence of frustration in the system at lower temperatures. In
previous studies, glass-like behavior has been reported at low temperatures and associated with
possible magnetic frustration. AC magnetic susceptibility is a useful tool to detect the existence of
magnetic frustration and characterize associated glassy behavior by an analysis of relaxation
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phenomena. Fig. 4.5 shows the AC susceptibility measurements at frequencies f = 500 – 10,000
Hz. As expected, the real part of first harmonic (χ1ʹ) (Fig. 4.5(a)) shows anomalies at TF1 = 228 K
and TF2 = 220 K, similar to that shown in the ZFC magnetization. For consistency with DC results
above, TF1 and TF2 are considered as the inflection points of the curve. Though the magnitude of
the peaks changes with frequency, no longitudinal shift is observed along the temperature axis.
Since the anomalies located at TF1 and TF2 are frequency independent, they can be related to FM
interactions of Co2+-O-Mn4+ and Co3+-O-Mn3+, respectively.
On closer inspection of Fig. 4.5(a), two additional features appear as a spread in the curves
from T = 110 − 140 K and an anomaly at low temperatures, shown in the inset of Fig. 4.5(a)). In
Fig. 5(b), χ1ʺ more clearly shows these dynamic features in addition to the peaks at TF1 and TF2. A
broad frequency-dependent hump, denoted as TCG1, shifts from T = 110 − 140 K for frequencies
from f = 500 – 10000 Hz. The low temperature anomaly observed in χ1ʹ appears in the magnetic
loss near T = 42 K. We denote this transition as TCG2. The presence of the frequency-dependent
behavior suggests a freezing over a large range of temperatures indicating the existence of a glassy
state [19], which is a different observation from the previously reported FM transition near T =
135 K [8][13]. To confirm the glass-like behavior, the Vogel-Fulcher (VF) fit has been carried out
for the transition at TCG1. According to VF model, the relaxation time of an ensemble is given by
the following relation,



 =  0VF exp  E a


,
k B (T − T0CG1 ) 

(4.1)
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Figure 4.5 Temperature dependence of the AC susceptibility. (a) The real part, χ1ʹ, and
(b)imaginary part, χ1ʹʹ, of the linear susceptibility. The real parts of the (c) second harmonic, χ2ʹ,
and (d) third harmonic, χ3ʹ, of the AC susceptibility with an amplitude h = 5 Oe at various
frequencies. Inset (a) shows the zoomed view of χ1ʹ from T = 40 – 80 K. Inset (b) shows the VogelFulcher fit for frequency dependent peaks, TCG1. Inset (d) shows dχ1ʹ/dT vs. T.

where Ea is the activation energy expressed as the product of anisotropy constant (K) and volume
(V), i.e., Ea = KV, T0CG1 is the characteristic temperature, also referred to as the
interparticle/intercluster interaction strength, and τoVF is the relaxation time of individual particles.
The inset of Fig. 4.5(b) shows the successful fit to the data. The fitted parameters obtained have
the following values: τoVF = 10-7 s, Ea/kB = 400 K and T0CG1 = 77 K. The relaxation time, τoVF, is
several orders of magnitude larger than the spin flip time of an atomic magnetic moment (~10-13
s) [20] indicating the freezing of spin clusters with a freezing temperature T0CG1 ~ 80 K. Since
T0CG1 << Ea/kB, there is a weak coupling between the clusters [21]. The Fulcher parameter, (Tf –
T0CG1 ) / T0CG1 , where Tf is the temperature taken as the peak in χʺ, is obtained to be 0.68, which
81

is an order of magnitude higher than that of spin glasses, ruling out the possibility of cooperative
freezing. Instead, the obtained value is comparable to the case of the progressive freezing of a
cluster glass [22]. The peak shift is also characterized by the phenomenological factor which helps
to compare glass-like systems, K = ΔTf / (Tf Δ log f). The calculated value of K for our system is
0.142. The K value has been categorized as 0.005 − 0.01 for spin glass, ~ 0.03 – 0.06 for cluster
glass and >0.1 for superparamagnetic compounds [18]. The obtained K value in the
superparamagnetic range implies that the intercluster interactions are very weak in the present
system.
The ordering of Mn4+ and Co2+ ions in La2Co2+Mn4+O6 can be described by FM e2-O-e0
interactions (TF1), but appearance of these ions at the antisite positions establishes weaker Mn4+O-Mn4+ or Co2+-O-Co2+ AFM interactions. Dass et al. [6] showed that the formation of antiphase
boundaries in an ordered double perovskite leads to the presence of AFM interactions. Antiphase
boundaries are formed if the positions of the Co2+ and Mn4+ ions are inverted in one atomically
ordered region relative to that in a neighboring region. The resulting antiphase interface between
the two regions would have short range AFM Co2+-O-Co2+ or Mn4+-O- Mn4+ interactions while
the ordered regions would have FM Co2+-O-Mn4+ interactions. Thus, the observed spin clusters
are likely to arise due to the local magnetic frustration caused by the competition between the FM
and AFM interactions.
With similar arguments as above, the low temperature kink at TCG2 = 42 K seen in Fig.
4.5(b), can be associated with oxygen deficiency. The oxygen-deficient regions consist of Co3+
and Mn3+ ions which interact via Co3+-O-Mn3+ FM vibronic superexchange interactions. The
presence of antisite disorder in these regions would lead to short-range AFM Co3+-O-Co3+ or Mn3+O- Mn3+ interactions at the antiphase interface. Thus, the observed anomaly at TCG2 could be due
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to the local frustrations arising from the competitive Co3+-O-Mn3+ FM and Co3+-O-Co3+ or Mn3+O- Mn3+ AFM interactions. The absence of a frequency-dependent feature at TCG2 could be due to
the longer time scales required to observe the dynamics of these clusters at low temperature.
To review, the presence of antisite defects in regions with and without oxygen vacancies
lead to the formation of two types of clusters in the system, respectively. Type I: co-existence of
FM Co2+-O-Mn4+ and short range AFM Co2+-O-Co2+ or Mn4+-O- Mn4+ interactions and type II:
co-existence of FM Co3+-O-Mn3+ and AFM Co3+-O-Co3+ or Mn3+-O- Mn3+ interactions. It is
expected that the volume fraction of the anion-deficient region is low, which would result in a
smaller volume of type II clusters compared to type I. For a certain field and frequency, the
dynamics of larger clusters freeze at a higher temperature. Hence, the freezing of type I clusters is
observed before type II clusters.
To further support the FM nature of the transition at TF1, the nonlinear components of the
AC susceptibility were studied. The real part of second harmonic component (χ2ʹ) (Fig. 4.5(c)) is
zero in the paramagnetic phase, has a positive peak at 228 K (TF1), a negative peak at 218 K (~TF2)
and thereafter slowly decreases to a small yet finite value at the lowest temperatures measured.
The strength of the positive peak at TF1 weakens with an increase in the frequency. The sharp peak
in χ2ʹ [Fig. 4.5(c)] corresponds to FM Co2+-O-Mn4+ interactions, and the sharp change in peak
direction near TF2 indicates a sudden change in the internal field. This reinforces that a
modification of the magnetic structure occurs at TF2, where the FM interactions of Co3+ and Mn3+
ions are stabilized. At low temperatures, a small yet finite value of χ2ʹ remains, indicating the
presence of spontaneous magnetization, which, however, lacks any indication of sudden variations
in the magnetic ordering.
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The real part of third harmonic (χ3ʹ) is shown in Fig. 4.5(d). The negative to positive
crossover of χ3ʹ at T = 228 K indicates the paramagnetic to ferromagnetic nature of the phase
transition, hence this temperature is defined as TC for this system. Furthermore, the inflection point
of χ1ʹ, as shown in the inset of Fig. 4.5(d), and the inflection points of the ZFC and FC curves [Fig.
4.3(b)] justifies the definition of TC = 228 K (TF1).
4.1.5.3 Transverse susceptibility

Figure 4.6 Determination of the temperature dependence of magnetic anisotropy using transverse
susceptibility. (a) Bipolar TS scans as a function of applied magnetic field for T = 20 K. The peaks
in TS denote the magnetic anisotropy fields, HK. (b) Dependence of HK on temperature. The red
line represents a Gaussian fit to the data.

To gain a better understanding of the effects of the coexisting cluster glass state and ferromagnetic
phase on the magnetic properties, the magnetic anisotropy is investigated as a function of
temperature. While the static magnetization curves can give a rough estimation of the total
anisotropy, transverse susceptibility measurements provide a much more accurate determination
[23]. Fig. 4.6(a) shows the TS measurement at 20 K. ±HK are shown by arrows. Fig. 4.6(b) shows
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the dependence of HK on temperature which displays a maximum at T ~ 80 K. Above 80 K, the
reduction in HK with temperature behaves as expected in a FM system, where thermal fluctuations
tend to lower the energy barrier that the external field must overcome to align spins against their
anisotropy axis. However, below ~80 K, HK values drop continuously with decreasing
temperature. This observation is in stark contrast to the behavior observed in the magnetic
hysteresis loops; Since the coercivity increases as temperature is lowered [Fig. 4.4 (b)], it is
expected that the total magnetic anisotropy of the system would show a similar trend. The
difference in the temperature dependence of HK and HC suggests that the TS measurement does
not reflect the total anisotropy of the magnetic system over the entire temperature range. Moreover,
the maximum in HK at T = 80 K agrees well with the freezing temperature of T0CG1 = 77 K
determined for the type I clusters in the AC-χ measurements. HK begins to decrease as temperature
drops below T0CG1. This behavior may signify the pinning of clusters to the FM matrix, which
effectively reduces the contribution of the random anisotropy of the clusters reflected in the
dynamic response. The continuous decrease in HK as temperature is reduced further reflects the
progressive freezing of spin clusters in the type II regime. It should be noted that TDO
measurements are performed at relatively high frequencies such that the behavior associated with
the dynamics of the FM matrix + clusters can be markedly different from the behavior observed
in the zero frequency M vs. H measurements.
4.1.6 Critical exponents
As the neutron diffraction results indicate predominant long-range ferromagnetic ordering, the
critical behavior across the PM-FM phase transition is investigated to further probe the nature of
the magnetic ordering. The critical behavior of a second-order phase transition can be
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characterized by the set of critical exponents, which are defined by universal scaling laws. These
exponents can also be calculated using the Arrott-Noakes equation of state [24][25][26],

(H

M)

1

= A + BM 1  ,

(4.2)

where rescaling of magnetization data as a function of magnetic field and temperature into a series
of parallel lines can only be achieved by the correct exponents, and the isotherm corresponding to
TC passes through the origin.

Figure 4.7 The modified-Arrott plots, M1/β vs. (H/M)1/γ, using (a) mean-field, (b) 3D-Ising, (c) 3DHeisenberg and (d) tricritical mean-field exponents.
Four different values of the exponents were used to construct the Arrott plot and modified
Arrott plot (MAP) to test the universality class into which this system belongs. For the mean-field
model (MF), which is also simply known as the Arrott plot, β = 0.5 and γ =1.0; for 3D Ising, β =
0.325 and γ =1.24; for 3D Heisenberg, β = 0.365 and γ = 1.336; and for tricritical mean-field, β =
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0.25 and γ = 1.0 [27]. Fig. 4.7(a-d) shows all four plots at high magnetic fields (0H = 2 – 3 T) and
with a step size T = 0.25 K from 220 K – 235 K. The plots show series of quasi-parallel lines
with slope given by S(T) = dM1/β/ d(H/M)1/γ. We adopt the approach used in [28] to determine an
appropriate model for the system by calculating the normalized slope (NS). Using a value of TC =
TF1 determined from dM/dT vs. T, NS is defined as NS = S(T)/ S(TC). NS vs. T is plotted for all the
above models and is compared to the ideal value of NS = 1. Fig. 4.8(a) clearly shows that the data
rescaled with respect to the mean-field model is closest to 1 while other models deviate
significantly. To obtain the most accurate values of the critical exponents and TC, a combined
iterative procedure using the Kouvel-Fisher (KF) method [29] and the Arrott-Noakes equation of
state was implemented yielding β = 0.59 ± 0.031, γ = 1.12 ± 0.028 and TC = 224 ± 9.33 K. The
modified-Arrott plot using the values obtained from the KF method is shown in Fig. 4.8(b). The β
and γ values are closest to MF (β = 0.5, γ = 1), in agreement with the normalized slope results, and
deviate significantly from the other three models. The exponents indicate that the FM ordering is
governed by long-range interactions in the synthesized LCMO. However, the calculated value of
TC differs by 4 K from the value determined by DC magnetization, as well as AC susceptibility,
and has a large error. This discrepancy may be due to the proximity of the onset of the second type
of FM correlations at TF2 to TC, and as a result, the magnetic system cannot be described as
undergoing an exactly canonical PM-FM transition.
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Figure 4.8 Determination of the critical exponents using (a) normalized slope versus temperature
(a) and (b) the modified-Arrott plot using  and  obtained from the KF method.

4.1.7 Magnetocaloric effect and magnetic phase diagram
With the understanding gained about the mechanisms of the phase evolution using time-dependent
measurements, a detailed investigation of the static magnetic behavior across the H-T phase
diagram is performed by exploiting the magnetocaloric effect. Based on isothermal magnetization
versus magnetic field curves, the calculated magnetic entropy change as a function of temperature
and magnetic field change, 0H, is summarized in Fig. 4.9. The plot of ΔSM (T) at low changes
in field, 0H = 0.05 – 0.45 T, is shown in Fig. 4.9(a). The dominant feature in ΔSM (T) is the
minimum near TF1 = TC that signifies the transition from the PM phase into the long-range-ordered
FM state. Fig. 4.9(b) displays a zoomed view of ΔSM (T) at high fields and high temperature in
which, along with the negative peak at TF1, a dip in magnetic entropy occurs at TF2 (red dashed
line). The observation of this dip in entropy at TF2 corroborates our earlier assignment of this peak

88

to the onset of FM Co3+-O-Mn3+ interactions. At low temperatures, however, a field-dependent
crossover from negative to positive ΔSM (T) is observed in Fig. 4.9(a), which signifies a fieldinduced disordering of the magnetic state. Fig. 4.9(c) displays the magnetic field dependence of
ΔSM at low temperatures, which reaches a maximum positive value before decreasing at higher

0H.
We first analyze the magnetic entropy change across the PM-FM phase transition. Fig.
4.9(d) shows the universal curve constructed for field range of 0.14 − 0.75 T and ΔSM (Tr1)/ ΔSM
(Tpeak) = ΔSM (Tr2)/ ΔSM (Tpeak) = 0.70, which provides evidence for the second-order PM-FM phase
transition and corroborates the critical analysis performed in Sec. 4.1.6. However, below Tpeak a
spread in the data starts from ~ 211 K with a dispersion of ~16%. Failure of collapse for  < -1 has
been ascribed to improper scaling of magnetic entropy and may be attributed to the increasing
fluctuations of an additional magnetic phase near the ordering temperature, Tpeak [24][30]. This
failure can be eliminated by the use of two reference temperatures, and collapse can be achieved
for a second-order transition. An absence of universal behavior even with the use of two reference
temperatures is typically associated with the presence of a first-order transition and typically
exceeds 100% [24][30]. In our results, however, a significant dispersion is observed above Tr2 (
> -1). This region lies in the temperature range at which the Co3+-O-Mn3+ FM interactions enter
the system just below TC. Thus, the occurrence of dispersion is likely due to the proximity of the
critical temperature for the onset of second FM interactions to Tpeak. The inset of Fig. 4.9(d) shows
the rescaling of field axis to produce a linear plot of ΔSM (Tpeak) vs. Hn, where

n = 1 + (1 −  ) / (  +  ) = 2/3 for mean-field [25][31]. The linearity of graph further supports the
observation of mean-field critical behavior at the phase transition, as concluded in Sec. 4.1.6
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Figure 4.9 The magnetic entropy change (ΔSM) (a) as a function of temperature at low applied
magnetic fields and (b) at high field and high temperature. (c) Magnetic field dependence of ΔSM
for low temperatures in the vicinity of TCG2. (d) Universal curve of the magnetic entropy change,
ΔSM / ΔSMmax vs. .

The H-T phase diagram in Fig. 10 is formulated based on the results from static and
dynamics measurements. Namely, it displays a surface plot that illustrates the general behavior of
ΔSM due to the changes in field and temperature, where cool colors signify the region of decreasing
SM and warm colors indicate the region of increasing SM. The minima [Fig. 4.9(b)]
corresponding to TF1, where universal behavior is observed, and TF2 are marked by yellow and red
dashed lines, respectively. Characteristic temperatures derived from AC measurements are
displayed: The red star labels the freezing temperature, T0CG1, where the dynamics of type I clusters
become frozen, and the blue star marks the type II cluster anomaly seen in χ1.
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Figure 4.10 H-T phase diagram of single phase P21/n La2CoMnO6. The surface plot shows ΔSM
over the full range of temperatures and changes in magnetic field studied. TF1 = TC (dashed yellow
line) marks the PM-FM phase transition corresponding to Co2+-O-Mn4+ 180º superexchange
interactions, TF2 (dashed red line) identifies the onset of Co3+-O-Mn3+ FM interactions attributed
to vibronic superexchange. Regions of positive ΔSM indicate that the magnetic field disorders the
cluster glass state, which is increasingly stabilized as temperature decreases. T0CG1= 77 K (red star)
marks the freezing temperature of type I clusters, determined using the Vogel-Fulcher model, and
TCG2 = 42 K (blue star) marks the anomaly in AC- associated with type II clusters. The black
line indicates the temperature dependence of the crossover field above which positive ΔSM begins
to decrease. Jumps in the crossover field occur at the characteristic temperatures of type I and type
II clusters, T0CG1 and TCG2, respectively.

As temperature is lowered into the cluster glass regime, the region of positive ΔSM broadens
rapidly and begins to dominate the H-T phase diagram. The presence of non-negative ΔSM
(T, 0H) is likely due to the magnetic field orienting the spins within each cluster away from their
preferred direction, i.e., lowest energy configuration, [24] or against the local anisotropy within
the clusters [32]. Although ND results indicate predominantly long-range ferromagnetic order for
temperatures as low as 20 K, the glassy states arising due to the competing short-range AFM
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interactions become stabilized at sufficiently low thermal energy and dominate the magnetic
entropy change. As seen in Fig. 4.9(b), ΔSM reaches a maximum after which it begins to decrease
with magnetic field. This indicates a crossover at which the external field is sufficient to overcome
the random local anisotropy of the individual clusters, as shown by the black line in Fig. 4.10. A
jump in the critical magnetic field is observed at T0CG1, where HK begins to decrease. The glassy
phases are separated by a dashed line, where the red star represents the freezing temperature of
type I clusters. At temperatures below the dashed line, type II clusters progressively freeze, as
demonstrated in Sec. 4.1.5.2. A rapid increase in the critical field occurs as temperature is lowered,
especially near TCG2 (blue star). In this regime, the progressive freezing phenomena of type II
clusters shows up as a dramatic increase in magnetic entropy and the peak-like behavior of ΔSM
(0H) broadens significantly. At fields up to 2 T, the entropy change has not crossed to negative,
as seen in Fig. 4.9(b). However, according to equation (9), dM/dT < 0 at 0H = 6 T [Fig. 4.3(c)]
implies that even for T < 50 K, ΔSM (T) will become negative at adequately high magnetic field.
4.1.8 Thermal annealing effects
The single phase polycrystalline sample of LCMO (LCMO-1) obtained was ground and pelletized
using a hydraulic press. The pellets were annealed in O2 at 950 ºC for 8 h (LCMO-2).
4.1.8.1 Structural analysis
The XRD pattern of LCMO-2 is shown in Fig. 4.11(a), which is similar to the pattern obtained for
LCMO-1. A single monoclinic (P21/n) phase was obtained for LCMO-2 as well. The crystallite
size estimated using the Debye Scherrer formula, for LCMO-2 was 26 nm, which is smaller than
the value (32.5 nm) obtained for LCMO-1. Fig. 4.11(b) shows the SEM image of LCMO-2, while
the inset shows the SEM image for LCMO-1. The homogeneous distribution of particles with an
92

Figure 4.11 Structural characterization and cationic ordering of LCMO-2. (a) XRD pattern, (b)
SEM images of LCMO-2, the inset shows the images for LCMO-1, the XPS spectra at (c) Mn and
(d) Co L2,3 edges.

average particle size of 232 nm and 200 nm is seen for LCMO-2 and LCMO-1, respectively. The
larger particle size for LCMO-2 is observed, which is to be expected as upon annealing the
particles fuse together, leading to increase in the particle size. The EDS spectra show 21.6 at% of
La (SD = 0.5), 10.1 at% of Co (SD = 0.4), 8.5 at% of Mn (SD = 0.1) and 56.6 at% of O (SD =
0.9).
The presence of mixed valence states in the transition metal ions was confirmed by the
XPS. Figs. 4.11(c) and 4.11(d) show the recorded XPS spectra at the Mn and Co L2,3 edges of
LCMO-2. The fit was done using the CTM4XAS program [14], with the following parameters
10Dq = 2eV (t = 0.05eV, s = 0.4eV),  = 3eV, Udd-Upd = 1eV for the Mn3+ ions and 10Dq =
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2.4eV,  = -3eV, Udd-Upd = 2eV for the Mn4+. For the Co L2,3 edges 10Dq = 1eV,  = 1eV, UddUpd = 1eV for Co2+, and 10Dq = 1.2eV,  = 3eV, Udd-Upd = 1eV for Co3+ parameters were used.
After the individual ionic contributions were fit the experimental data was fit using a weighted
contribution of each, such that mixed valence state of approximately 25% Mn3+/Co3+ and 75%
Mn4+/Co2+ was calculated. This contribution of different valence states of Mn/Co ions is almost
the same as the previously obtained contributions for the LCMO-1 sample.
To summarize the structural part, the annealed sample LCMO-2 has similar composition
and structure as the as-grown sample LCMO-1. The valence states of different transition ions are
also the same. The only difference obtained is associated with the morphology of the two samples.
LCMO-2 has smaller crystallite size and larger particle size, thus creating more grain boundaries
(associated with antiphase boundaries) in the sample. In the next section we report the effect of
grain boundaries/antiphase boundaries on the static and dynamic magnetic properties of LCMO.
4.1.8.2 Static magnetization
The static magnetization study was performed on LCMO-2 to gain insight into the change in
magnetic properties due to the change in the microstructure of LCMO-2 when compared to
LCMO-1. Fig. 4.12(a) shows the temperature dependence of the zero field cooled (ZFC) and field
cooled (FC) magnetization measured from T = 3 − 300 K at H = 100 Oe for LCMO-1 (dashed line)
and LCMO-2 (solid line). For LCMO-2, divergence is clearly seen between FC and ZFC below
228 K while it is below 226 K for LCMO-1. The large deviation between FC and ZFC observed
in the case of LCMO-2 is consistent with behavior observed in LCMO-1 and suggests the presence
of magnetic frustration in the system. Inset (i) of Fig. 4.12(a) shows dMZFC/dT for both samples.
The minima of dMZFC/dT, which is 230 K for LCMO-2, is defined as the TC for this system. This
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TC is very close to the value (228 K) obtained for the LCMO-1 system. The TC has been associated
with long range Co2+-O- Mn4+ FM interactions. The zoomed version of dMZFC/dT is shown in inset
(ii) of Fig. 4.12(a), which reveals the second minima at 208 K in the case of LCMO-2. The second
minimum corresponds to the presence of the second set of FM interactions due to Co3+-O- Mn3+
vibronic superexchange. The M vs. T curve is indicative of the presence of two FM interactions,
Co2+-O- Mn4+ at TC = 230 K and Co3+-O- Mn3+ at TF2 = 208 K. The existence of two FM
interactions is in agreement with the LCMO-1 system, however, there is a shift in the transition at
TF2, from 220 K (LCMO-1) to 208 K (LCMO-2). The Curie-Weiss law, 1/  = (T −  ) / C , fit for
the paramagnetic susceptibility in the temperature range T = 230 −   has been shown in Fig.
12(b), which gives θ = 234.31 ± 1.55 K, C = 6.44 ± 0.03 emu K/mol Oe and µeff = 7.21 ± 0.03 µB.
The higher value of µeff compared to the theoretical value (7.00 µB) can be related to the presence
of FM correlations in the paramagnetic region. Fig. 4.12(c) shows the normalized magnetization
(M/M9T) versus magnetic field at selected temperatures for LCMO-1 (dashed line) and LCMO-2
(solid line). The hysteresis loop signifies ferromagnetism for both systems. The slight deviation of
LCMO-2 loops from LCMO-1 loops imply that the LCMO-2 system is more anisotropic than
LCMO-1. The calculated value of magnetization at H = 50 kOe and T = 5 K for LCMO-2 is M5T
= 4.20 µB/f.u., which is lower than the value (5.68 µB/f.u.) obtained for LCMO-1. The coercive
field (HC) at 5 K is similar for both the systems, but there is a drop in the remanent magnetization
(Mr) by 33.54% for LCMO-2. The low value of Mr (2.06 µB/f.u.) for LCMO-2 indicates a relatively
high density of antiphase boundaries in the system, as with the field being zero, the antiphase
region is expected to return to its antiparallel alignment, resulting in decrease in the value of Mr
[6]. Fig. 4.12(d) demonstrates the trend of M5T and HC at different temperatures for both of the
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systems. The behavior of M5T and HC with respect to temperature is same for LCMO-1 and LCMO2. The HC values are nearly equal, while there is a difference in the M5T values. The decrease in

Figure 4.12 Static magnetization of LCMO-1 and LCMO-2. (a) Temperature dependent
magnetization, M vs. T, under field-cooled (FC) and zero field-cooled (ZFC), inset (i) dMZFC/dT
for both the systems and inset (ii) zoomed in view of dMZFC/dT. (b) The Curie-Weiss fit of
susceptibility in the paramagnetic phase for LCMO-2. (c) Field dependence of magnetization, M
vs. H, and (d) the temperature dependence of coercivity (HC) and magnetization at 5 T (M5 T). The
broken lines (open circles) are for LCMO-1 and solid lines are for LCMO-2.

M5T values for LCMO-2 system can be attributed to the presence of more grain boundaries in the
case of LCMO-2, as discussed in the section 4.1.8.1. The spins are comparatively more disordered
at the grain boundaries. Thus, with the increase in the grain boundaries the applied field required
to saturate the system increases, and hence a decrease in the net magnetization is observed. The
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Mr value suggests a high population of antiphase boundaries in LCMO-2, which could be another
reason for the low M5T value in this system.
4.1.8.3 AC magnetization
To further investigate the magnetic frustration and compare it with the previously observed cluster
glass behavior of LCMO-1, AC susceptibility measurements have been performed on LCMO-2.
Fig. 13 shows the imaginary component of the linear susceptibility (χ1ʺ) for frequencies f = 500 –
10000 Hz and T = 10 – 300 K for LCMO-2. χ1ʺ represents the loss which occurs due to the
irreversible magnetization and absorbing of the field energy [20]. Fig. 4.13 marks the presence of
four different features as shown by the dotted line which is in correspondence with the four features
observed in the LCMO-1 system (inset Fig. 4.13). The one to one comparison between the two

Figure 4.13 Temperature dependent of AC susceptibility with an amplitude h = 5 Oe and
frequencies, f = 500−10000 Hz. (a) The imaginary part, χ1ʺ, of the linear susceptibility for LCMO2, the inset shows the χ1ʺ at f = 3000 Hz for LCMO-1. (b) The Vogel-Fulcher (VF) fit for the
frequency dependent peaks of TCG1 for LCMO-2.

97

systems can be made based on Fig. 13. For LCMO-1, the PM to FM transition (Co2+-O- Mn4+ FM
interactions) was represented by the first peak and the second peak was attributed to the Co3+-OMn3+ FM interactions. The frequency dependent hump was associated with the frustrations arising
from the Co2+ and Mn4+ ion-dominated region and the low temperature anomaly is due to the
magnetic frustration from the competing Co3+ and Mn3+ ion regions. With arguments similar to
the study of LCMO-2 the first high temperature peak seen in Fig. 13 represents the PM-FM
transition (TC), while the second peak observed in dMZFC/dT shifts to a flat region in χ1ʺ, which is
related to the second FM transition (TF2). The frequency dependent hump (TCG1) from T = 114 –
136 K is a feature from type I clusters formed due to co-existence of FM Co2+-O-Mn4+ and short
range AFM Co2+-O-Co2+ or Mn4+-O- Mn4+ interactions. Similarly, the dip at 40 K (TCG2) arises
from type II clusters, which are created by the co-existence of FM Co3+-O-Mn3+ and AFM Co3+O-Co3+ or Mn3+-O- Mn3+ interactions. The AFM interactions are the results of the antisite defects
[6].
For further comparison of the cluster dynamics, the VF fit is done for the frequency
dependent peaks at TCG1. Fig. 4.13(b) shows the fit for the data with the following values of the
fitted parameters: Ea/kB = 400 K, T0CG1 = 67 K and τoVF = 3.06 x 10-7 s. The obtained values of
Ea/kB and τoVF are almost the same for LCMO-1, which indicates that the spin clusters in LCMO2 behave in a similar way as LCMO-1. However, the cluster freezing temperature (T0CG1) shifts
towards a lower temperature, ~ 70 K (LCMO-2) as compared to ~ 80 K (LCMO-1).
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4.2 Y2CoMnO6
4.2.1 Introduction
Among many multifunctional DPs, YCMO emerges as a ferromagnetic (FM) insulator that
possesses multiferroic and magnetocaloric properties [33], making it a prospective material for
spintronics applications [34]. Exchange striction associated with the E*-type magnetic ground
state has been identified as a driving force for the ferroelectricity in YCMO. According to [35],
the E*-AFM structure along the c-axis causes an unequal shift in the Co-Mn bonds, resulting in a
non-centrosymmetric structure. The E*-type structure demands competing magnetic interactions
between a small FM (from nearest-neighbor exchange coupling) and large AFM (from nextnearest-neighbor) [36].
YCMO crystallizes into the monoclinic space group P21/n at room temperature. Perfect
crystallographic order is achieved when Co2+ and Mn4+ ions occupy the 2c(0,1/2,0) and 2d(1/2,0,0)
Wyckoff positions, respectively, leading to a FM ground state [34]. However, antisite disorder,
where the positions of Co2+ and Mn4+ ions are interchanged, generally occurs in synthesized
YCMO samples as a result of configurational entropy [3]. The presence of disorder introduces
Mn4+-O-Mn4+ or Co2+-O-Co2+ exchange, giving rise to the antiferromagnetic (AFM) coupling.
First-principles calculations suggest that the ground state of YCMO is E*-type AFM with
additional competing FM and AFM states [37]. Sharma et al. also reported on the E-type magnetic
ordering, leading to a ferroelectric transition at ~80 K [35]. According to Sharma and coworkers,
since the A-site cation (Y3+ with <rY>= 0.90 Å) has an E-type ordering, compounds with a similar
crystal structure (<r> < <rY>) should also have a similar magnetic structure. This hypothesis has
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been validated for compounds with A-site cation being Yb or Lu [38]. However, the compounds
with A = Ho or Tm display a collinear FM structure [38].
In a recent neutron diffraction (ND) study, Blasco et al. [39] observed an AFM component
at T = 2 K and attributed it to the AFM canting of the collinear FM ground state in YCMO. As
noted above, the failure to achieve perfect Mn/Co ordering can result in antisite disorder, thus
affecting the FM ground state. The presence of antisite disorder has been shown to impact the
magnetic properties of YCMO, leading to the appearance of magnetization steps in M vs. H curves
[34], a feature of which was previously observed in intermetallic compounds such as Nd5Ge3 and
Tb6Co1.67Si3 [40][41], magnetic cluster materials such as Mn12O12(CH3COO)16(H2O)4 [42], and
doped manganites such as Pr0.5Ca0.5Mn0.95Co0.05O3 [43]. In YCMO, the origin of these steps has
been attributed to the pinning of magnetic domain walls by the Co/Mn rich antiphase boundaries
[34][39]. A magnetization study performed by Murthy et al. [44] defined YCMO as a
metamagnetic system, revealing the coexistence of both E*-type AFM and FM phases in the
ground state. In this case, the magnetization-step-like behavior was associated with a martensitelike scenario, which was previously reported for Nd5Ge3 [40]. In addition to this magnetic
behavior, the antisite disorder has also been suggested to give rise to an exchange bias (EB) effect
in YCMO [45].
However, no clear consensus about the magnetic ground state of YCMO has been reached.
While most of the studies focused on the appearance of such magnetization steps in the magnetic
hysteresis loops at low temperatures, its possible association with a so-called “kinetic arrest”
phenomenon is not yet analyzed. The understanding of the complex magnetic structure and the
influence of antisite disorder on the magnetism is of utmost importance to get an insight about the
driving force for the ferroelectricity in YCMO.
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4.2.2 Sample preparation
Polycrystalline Y2CoMnO6 (YCMO) sample was prepared through a conventional sol-gel method
using high purity yttrium nitrate hexahydrate(YN3O96H2O), cobalt sulphate heptahydrate
(CoSO47H2O) and manganese nitrate tetrahydrate (MnN2O64H2O) as the starting reagent
chemicals. The stoichiometric ratio of each precursor was mixed into a solution. Citric acid, which
acts as a chelating agent was added to this solution. The reaction was performed in a basic medium.
The solution was then continuously stirred and heated from 100 − 400 ºC until the formation and
decomposition of gel was observed. The decomposed gel was grounded and calcined at 950 ºC for
8 h to obtain the required sample.
4.2.3 Structural and cationic characterization
The x-ray powder diffraction pattern of YCMO at room temperature is shown in Fig. 4.14(a). The
observed diffraction peaks falls into the P21/n space group. Based on Debye Scherrer formula,

=

K
, where K is the dimensionless shape factor, λ is the wavelength of the X-ray, β is the
 cos 

line broadening at half the maximum intensity and θ is the Bragg angle, the crystallite size is
estimated to be 37 nm. The inset of Fig. 4.14(a) shows a SEM image of homogenously distributed
YCMO particles with an average particle size of ~ 156 nm. According to the EDS analysis, 16.4
at% of Y (SD = 0.8), 10.1 at% of Co (SD = 1.0), 9.5 at% of Mn (SD = 0.9) and 64.0 at% of O (SD
= 2.8) is present. The peak at 2θ = 29º in Fig. 4.14(a) can be associated with a small portion ofY2O3,
which has negligible influence on the magnetism of YCMO, as we discussed below in more detail.
We performed XPS to confirm the valence states of transition metal ions. Fig. 4.14(b) and
4.14(c) show the XPS spectra of Co L2,3 edge and Mn L2,3 edge, respectively. The fit was
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performed using the CTM4XAS program [14]. The fitting parameters used for Mn edge include
10Dq = 1 eV,  = 1 eV, and Udd−Upd = 2 eV. Similarly, the parameters used for Co edge were 10Dq
= 1.5 eV,  = 2 eV, Udd−Upd = 3 eV. According to the fit results, the electronic states of both Co
and Mn ions are 2+ and 4+, respectively. However, since XPS is only a surface sensitive technique,
and due to measurement errors, as well as the fitting procedure, there may be small (a few percent)
concentrations of Mn3+ and Co3+ ions.

Figure 4.14 (a) XRD pattern, with an inset showing the SEM image of the polycrystalline YCMO
sample, and the XPS spectra of the same sample at (b) Co and (c) Mn L2,3 edges.

4.2.4 Neutron diffraction
The neutron diffraction patterns of YCMO upon cooling down to 5 K, are shown in Fig. 4.15(a).
The data analysis reveals that the sample adopts a monoclinic P21/n crystal structure, which
remains unchanged in the whole studied temperature range (5 – 300 K). The presence of a small
fraction of impurity, Y2O3, as seen in the XRD pattern (Fig. 4.14(a)), is also detected in the ND
patterns. Nanoparticles of Y2O3 have been reported to show weak FM around room temperature,
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while YCMO exhibits a strong magnetic behavior below 80 K. The M vs. H loop at T = 200 K
exhibits a PM characteristic. Thus, it is reasonable to conclude that the presence of Y2O3 has no

Figure 4.15 Neutron diffraction (ND) patterns were taken at low temperatures and processed by
the Rietveld method. The experimental points and calculated profiles are shown in the figure. Ticks
below represent calculated positions of the nuclear peaks of the monoclinic P21/n phase. The
magnetic FM contributions are denoted by symbol “FM”. The most intense peaks of Al used as a
sample cover and impurity of Y2O3 are marked by symbol Al and *, respectively. (b) Temperature
dependence of the average magnetic moment of Co/Mn ions for the FM phase of YCMO. The
solid line presents a fit of the experimental data using the function M(T) = M0(1−(T/TC)α)β with α
= 3.81(54), β = 0.48(9), M0 = 2.28(2) and TC = 76.9(8).

influence on the magnetism of YCMO. The refined structural parameters and characteristic bond
distances at room temperature are listed in Tab. 4.1 and 4.2. Due to the large contrast in the neutron
scattering length of Co (2.49 fm) and Mn (−3.75 fm), the neutron diffraction method allows us to
determine their occupancies at each crystallographic site and the degree of anti-site disorder
between these two cations. The Rietveld refinement shows that the degree of anti-site disorder in
Y2CoMnO6 is 0.26(6), which is close to that extracted from the magnetic data, as will be shown
below.
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Table 4.1. Refined structural parameters of YCMO at room temperature.

Atom
Y
M1 (Co/Mn)
M2 (Mn/Co)
O1
O2
O3

Site
4e
2a
2b
4e
4e
4e

x
0.0243(32)
0
0
0.2004(55)
0.1046(35)
0.2978(44)

y
0.5717(22)
0
1/2
0.3176(55)
0.0296(36)
0.7976(44)

z
0.2646(44)
0
0
0.0544(20)
0.7398(80)
0.0540(20)

Table 4.2. Relevant bond lengths of YCMO.

Bond

Distance (Å)

M1-O1

2.099(30) Å

M1-O2

2.024(58) Å

M1-O3

1.966(23) Å

<M1-O>

2.030(37) Å

M2-O1

1.911(29) Å

M2-O2

1.880(56) Å

M2-O3

2.010(24) Å

<M2-O>

1.934(29) Å

Note: space group P21/n, a = 5.5133(4), b = 5.4826(4) Å, c = 7.7625(6) Å, and β = 90.05(1)˚.

At low temperature (5 K), a magnetic contribution to the intensity of the nuclear peaks
(200), (-112)/(112), (020) and (110) located at dhkl ~ 2.60, 2.66, 2.79 Å and 3.81 Å, respectively,
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indicates the onset of the long-range FM order. The average ordered magnetic moment of Co/Mn
ions at 5 K is 2.2 µB, which is much lower than those determined from spin only values for Co/Mn
ions. It may be attributed to the presence of magnetic regions with non-FM order such as spin
glass-like or AFM phases [35][46]. In contrast to a previous work [35], no sign of the E-type AFM
phase was detected at temperatures, T ≥ 5 K, in the present YCMO sample. The magnetic state of
YCMO appears to be collinear FM down to 5 K.
Fig. 4.15(b) shows the fit result obtained from the temperature dependence of the average
magnetic moment of Co/Mn ions using an empirical function M(T) = M0(1−(T/TN)α)β [47]. From
the fit, the Curie temperature was determined to be TC = 76.9(8) K, which is fully consistent with
the magnetic data (Fig. 4.16(b)).
4.2.5 Magnetic properties
4.2.5.1 DC magnetization
The ND study establishes a long-range collinear FM order in the presently studied YCMO sample.
To further understand this, in this section, we analyzed the static magnetization data in great detail.
Fig. 4.16(a) shows the dc magnetization under zero-field-cooled (ZFC), field-cooled-cooling
(FCC) and field-cooled-warming (FCW) protocols for T = 3 − 150 K at H = 0.01 T.A clear
bifurcation between ZFC and FC magnetization curves appears below ~71 K. We define the
minimum of dMZFC/dT at H = 0.1 T as TC = 76 K [Fig. 4.16(b)]. This value of TC is similar to that
determined from the ND study. Apart from the minima, distinct positive peak values of dMZFC/dT
can also be observed in Fig. 4.16(b). The positive peaks shifted towards lower temperature as
magnetic field was increased from 0.1 T to 1 T. The non-negative values in dMZFC/dT vs. T curves
indicates the onset of short-range AFM interactions at low temperatures. The Curie-Weiss fit,
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1/  = (T −  ) / C , of the FCW data in the temperature range T = 80 − 150 K [Fig. 4.16(c)] gives
θ = 77 ± 0.17 K, C = 5.14 ± 0.01 emu K/mol Oe and paramagnetic susceptibility, µeff = 6.44 µB,
which is lower than the theoretical value ~ 7.00 µB.
The inset of Fig. 4.16(a) shows a bifurcation between FCC and FCW curves. Thermal
hysteresis between the FCC and FCW M-T curves seems to indicate signature of a first-order phase
transition (FOPT) [48], as supercooling or superheating across a discontinuous transition can yield
metastable states. The noted difference between the FCW and FCC M-T curves at H = 0.3 − 7 T
is shown in Fig. 4.16(d). The magnitude of hysteresis is maximal at 1T, while it is suppressed at
higher fields. Thermomagnetic irreversibility (TMI), defined as the difference between MZFC and
MFCW, (inset of Fig. 4.16(d)) for T = 3 K increased up to 1T and then decreased with an increase in
magnetic field. The occurrence of TMI at low temperatures is commonly considered a spin glasslike behavior, domain wall pinning, or an arrest of dynamics [49]. In the case of spin glass or
obstructed domain wall motion, the TMI typically decreases with an increase in the field. However,
in the present case, the irreversibility increased with field up to 1T. Such a behavior in TMI can
be associated with the occurrence of a so-called kinetic arrest phenomenon, as reported previously
for Ni45Co5Mn38Sn12 [49].
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Figure 4.16 Temperature dependence of the magnetization, M vs. T, (a) under field-cooled cooling
(FCC), field-cooled warming (FCW) and zero field-cooled (ZFC) protocols, with the inset
showing the zoomed views of FCC and FCW. (b) dMZFC/dT for the ZFC M-T data. (c) The CurieWeiss fit of susceptibility in the paramagnetic phase. (d) The magnitude of the difference between
FCC and FCW M-T curves at several fields; the inset shows the field dependence of
thermomagnetic irreversibility (TMI) at T = 3 K.

Figure 4.17(a) displays the magnetic hysteresis loops (M vs. H). A striking feature is the
step-like magnetization at T = 2.7 K and 3 K. The sharp increase in magnetization persists up to 8
K [inset of Fig 4.17(a)]. The presence of these magnetization jumps has been attributed to a
martensitic-like transition due to the transformation of E-type AFM regions into FM [44], and the
pinning of domain walls at the Co/Mn antiphase boundaries [39]. Another noticeable characteristic
of the hysteresis loop is the appearance of the virgin curve outside of the main M-H loop. For T =
2.7 K, 3 K and 30 K, the virgin loop lies outside [Fig. 4.17(a)] while for other temperatures it is
embedded inside the main M-H loop [inset of Fig. 4.17(a)]. The virgin curve jutting out of the
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main hysteresis loop gives further evidence for the arrest of dynamics in a spin system, as pointed
out by Manekar et al. for Ce(Fe0.96Al0.04)2 [50].

Figure 4.17 Magnetization versus magnetic field, M vs. H, (a) at T = 2.7 K, 3 K and 30 K, where
the virgin curve lies outside the main M-H envelop. Inset shows the magnetization loops at more
temperatures and (b) the temperature dependence of coercive field (Hc) and magnetization at μ0H
= 8 T (M8T).

The magnetization at H = 8 T and T = 2.7 K is calculated to be M8T = 4.12 µB/f.u., while
the magnetic moment for a fully saturated Co/Mn lattice is theoretically expected to be 6 µB/f.u.
In the present case, saturation is not achieved even at 8 T, which could be due to either large
crystalline anisotropy of the octahedral site Co2+ ions and/or the canting of antisite spins [6]. In the
present scenario, δ ~ 0.69, indicating that there is a significant amount of antisite disorder in the
YCMO sample. The competitive AFM interactions arising from the antisite disorder are generally
known to prevent complete saturation of the magnetization. This confirms the ND and dc
magnetization findings that indicate the significant amount of antisite disorder in the sample. Fig.
4.17(b) demonstrates the change of coercive field (HC) and M8T with respect to temperature. While
there is a sharp increase in HC at low temperatures, the value of M8T below 8 K decreases very
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slightly. HC at T = 4 K is 1.72 T, indicating that the YCMO system has a high magnetocrystalline
anisotropy. The decrease in M below 8 K at the maximum applied field can be attributed to the
presence of higher spin canting at low temperatures which decreases by a small amount due to
thermal fluctuations up to 8 K.

Figure 4.18 (a) The surface plot of dM/dH shows its evolution with magnetic field and
temperature. The grey circles and black stars represent the two critical fields, HC1 and HC2, (as
shown in the inset) for different temperatures. Inset shows a line plot of dM/dH vs. H for T = 3.5
K. (b) Arrott’s plot for temperatures well below and close to TC. The curves exhibit a negative
slope at low temperatures but a positive slope at high temperatures close to the TC.

To further understand the anomalous nature of the hysteresis loops, we have analyzed the
derivatives of the virgin curves. The inset of Fig. 4.18(a) shows the derivative of the virgin curve
at T = 3.5 K. At different critical fields (HC1, HC2 and HC3), the dM/dH vs. H curve exhibits three
peaks (both positive and negative). The three critical fields are observed up to T = 6 K, while for
T = 8 and 10 K, only HC1 and HC2 are observed and for T > 10 K only HC1 is present. Maxima in
dM/dH vs. H curves are typically associated with critical fields of metamagnetic transitions [51].
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However, any sudden changes in M, beyond true magnetic phase transitions, should lead to
maxima or minima in dM/dH vs. H curves. Increase in the domain size at critical fields due to the
de-pinning of domain walls results in an abrupt increase of the effective magnetization. Hence, the
instantaneous change in the domain size at different characteristic fields provides different
interesting features to the dM/dH vs. H curve.
Fig. 4.18(a) shows changes in dM/dH with respect to field and temperature in the form of
a surface plot. The critical fields HC1 and HC3 are shown for all temperatures. As stated above, HC3
= 3.5 − 2.2 T for T = 3 − 6 K, exists only at low temperatures, while HC1 = 1.8 − 0.02 T appears
up to T ~ 70 K. An (inverse) Arrott plot of H/M vs. M2 is shown in Fig. 4.18 (b) for temperatures
below and above the TC. The slopes of the curves are negative at low temperature but positive at
temperatures closer to the TC. According to Banerjee criterion, the positive (negative) slope of H/M
vs. M2 curves close to TC indicates that a magnetic system undergoes a second-order (first-order)
phase transition [52]. As can be seen in Fig. 4.18(b), the positive slope of H/M vs. M2 implies that
YCMO exhibits a second-order PM-FM phase transition. Nair et. al attributed the negative slope
of H/M vs. M2 curves at low temperatures to the presence of the first-order transition in YCMO
[34]; however, we note that the Banerjee criterion only applies when T is close to TC. In YCMO,
below T = 8 K, the sudden change in the domain size leads to jumps in M at characteristic fields,
as observed in the dM/dH vs. H curves. As the magnetization increases much faster than the applied
magnetic field, this also leads to the negative slope of the H/M vs. M2 curve [24].
4.2.5.2 Kinetic arrest behavior
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Figure 4.19 Cooling and heating of the sample in unequal field (CHUF) regimes. (a) M vs. T
curves were obtained from cooling the sample at a constant field, HCF = 1 T, and recording the
magnetization upon warming at different fields; (b) A comparison between different protocols
ZFC, FCW and CHUF, where the magnetization was recorded at that same warming field, μ0H =
0.1 T.

The common findings of M vs. T and M vs. H measurements are the existence of the dynamic
arrest phenomenon in YCMO. The TMI graph (inset Fig. 4.16(d)) and the fact that the virgin loops
lie outside the main envelop (Fig. 4.17(a)) evidence that the kinetics of the YCMO system became
arrested at low temperatures. In a magnetic system, the kinetic arrest usually occurs during the
magnetic re-ordering of the system. To further investigate the kinetic arrest feature, cooling and
heating of the sample in an unequal field (CHUF) protocol were performed. Banerjee and
coworkers suggested that the partial devitrification of an arrested state, followed by an equilibrium
phase transition, at high temperature can be observed if the system is cooled and warmed at
appropriately chosen fields [53]. The CHUF protocol has been used as an essential probe to reveal
the correlation between the kinetically arrested and magnetic glass states [49].The protocol
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requires that the measurements are performed for fields both above and below a specific cooling
field (HCF). Fig. 4.19 (a) demonstrates a magnetization measurement conducted at a constant HCF
= 1 T and warmed at different fields lesser and greater than HCF. An initial drop in the
magnetization was seen when the warming field (HWF) was less than the HCF and the drop became
more significant when the difference (HCHUF = HCF – HWF) was large.
When HCHUF is small, the magnetization drops at a higher temperature. In YCMO, the
high temperature state is FM, while the low temperature state is predominantly AFM in addition
to the pre-existing FM phase. On cooling the sample in HCF, the FM state, became arrested at low
temperatures, and upon heating the sample in fields lower than HCF, the drop in M occurred due to
the de-arrest of the FM state. The decrease in M upon warming the sample can also be understood
as a transition to an AFM state when HWF < HCF. The kinetic arrest phenomenon in the YCMO
system results from the slow growth of the AFM state from the supercooled FM state. For HWF >
HCF, only the PM – FM transition is observed. Fig. 4.19(b) shows a comparison between different
measurement protocols: ZFC, FCW and CHUF. The HCF for FCW and CHUF is 0.1 T and 1 T,
respectively, and HWF for all the three protocols is 0.1 T. The M vs. T curve obtained from the
CHUF protocol provides essential information about the arrest of the high temperature (FM) state,
while the FCW protocol distinguishes the PM to FM transition.
To summarize the above findings, the analyses of ND and magnetic measurements reveal
a significant amount of anti-site disorder in the present sample. The XPS analysis shows that the
cationic states of the transition metal ions, Co and Mn, are +2 and +4. These findings point out
that this type of disorder likely leads to the presence of Co/Mn antiphase boundaries, resulting
from the switching of positions of the Co2+ and Mn4+ ions in one atomically ordered region relative
to that in a neighboring region. The resulting antiphase interface would have an antiparallel
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alignment due to the short-range AFM Co2+-O-Co2+ or Mn4+-O- Mn4+ interactions, while the
ordered regions would have a parallel alignment owing to the long-range FM Co2+-O-Mn4+
interactions. This behavior would account for the lack of AFM reflections down to 5 K in the ND
patterns, and result in several other phenomena viz. spin canting, giving rise to reduced , frustrated
interactions leading to TMI and kinetic arrest as reflected in the magnetic measurements. The
positive peak in dMZFC/dT (Fig. 4.16(b)), as discussed earlier, is likely due to the AFM interactions.
Similarly, the strong AFM interactions at the antiphase boundaries could result in domain wall
pinning that is overcome at strong magnetic fields, leading to the sharp increases of magnetization
in the M vs. H loops at characteristic field values, HC. The pinning of domain walls at the antiphase
boundaries has also been reported in related perovskites [54].
Furthermore, the presence of thermal hysteresis [Fig. 4.16(d)] likely results from the kinetic
arrest phenomenon, where the system behaves differently upon heating and cooling due to its
irreversible nature. Evidence of the dynamic arrest phenomenon is also supported by the TMI
measurement [inset of Fig. 4.16(d)] and the virgin curves lying outside of the main M vs. H
envelope (Fig. 4.17). In the present case, the initial state of the system i.e., at H = 0 is AFM, but
once the system has been exposed to 8 T magnetic field, the state changes to FM. Upon removing
the field from 8T to 0, the original state of the system, i.e., AFM state is not recovered because of
the dynamic arrest of the FM state and hence the virgin curve lies outside the main M vs. H
envelope. From Fig. 4.17(a), it can be seen that the virgin curve remains outside even at T ~ 30 K,
while for T = 8 and 20 K (see the inset of Fig. 4.17(a)) it is enclosed inside the main M-H loop.
The behavior of the virgin curve at T = 30 K reveals that the effects of kinetic arrest may persist at
higher temperatures.
4.2.5.3 Exchange bias-like effect
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Figure 4.20 The M-H loops were taken at (a) T = 3 K and (b) T = 5 K using ZFC and FC protocols.
For FC measurements, the sample was cooled in H = 1 T and 0.1 T from room temperature and
the M-H loops were taken at T = 3 K and 5 K, respectively.

Exchange bias (EB) is an interface effect occurring due to the exchange interaction between
magnetically ordered FM/AFM regions in a magnetic system [55]. The coexistence of AFM and
FM phases in YCMO is further confirmed by the presence of the EB-like effect. Fig. 4.20 shows
the ZFC and FC hysteresis loops taken at T = 3 K and 5 K. When the system was cooled in presence
of H = 1 T from T = 300 K to 3 K, the vertical and horizontal shifts in the M-H loop were observed
with reference to the ZFC M-H curve also taken at 3 K. The observation of the shift in the hysteresis
loop when the sample is cooled in a magnetic field is a typical feature of an exchange biased system
[45]. The net horizontal shift with respect to the origin is ΔHShift = 0.22 T for T = 3 K when cooled
in a 1T field, while for the ZFC protocol ΔHShift = 0.04 T. Similarly, Fig. 4.20 (b) shows the
presence of the EB effect at T = 5 K, where ΔHShift = 0.1 T after field cooling in a field of 0.1 T.
These features are expected to appear due to the AFM/FM interface coupling arising from AFM
antiphase boundaries and the FM phase that are present in the YCMO sample. The small shift in
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the ZFC M-H loop can be associated with the formation of competitive magnetic phases while
cooling the sample from the PM regime [56]. Apart from the shifting behavior of the FC M-H
curve (Fig. 4.20), the decrease in the magnitude of the magnetization jump can also be observed.
Nair et al. also reported that the slower field sweep rates caused the smaller magnetization jumps
in YCMO [34].
4.2.6 Critical exponent analysis

Figure 4.21 Critical exponents analysis performed for a temperature range T = 73 – 99 K using
the Kouvel-Fisher (KF) method. (a) Modified Arrott plot of isotherms using critical exponents
obtained from the KF method. The line represents a linear fit to the isotherm at T = TC. (b) Effective
exponents βeff and γeff calculated for the considered temperature range. The dashed lines are placed
at the mean-field model predictions for the respective exponents (β = 0.5 and γ = 1.0).

To obtain the critical exponents for YCMO, closely spaced (ΔT = 0.5 K) M(H) curves were taken
near the PM – FM phase transition. An iterative Kouvel-Fisher (KF) method along with ArrottNoakes equation was used to acquire the most accurate values of the exponents. Fig. 4.21(a) shows
the plot of M1/β vs. (H/M)1/γ for H = 1 − 7 T resulting from the rescaling of M(H,T) data with the
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exponents yielded from the KF method. The rescaled M(H,T) data gives parallel and straight lines
for β = 0.46 ± 0.012, γ = 0.94 ± 0.003. Using the Widom scaling relation, the value of δ is
3.04 ± 0.07. These values of β and γ correspond to the MF model. In Fig. 4.21(a), the M1/β vs.
(H/M)1/γ line passes from the origin at TC = 75.85 ± 1.44 K. The value of TC obtained from the
KF method is close to the TC (76 K) acquired from the M vs. T curve.
The effective critical exponents defined as
 eff ( ) = [ln M S ( )] /  (ln  )

(4.3)

 eff ( ) =  (ln  0−1 ( )] /  (ln  )

(4.4)

are obtained from the scaling equations of state analysis if the range over which the exponents are
calculated is not appropriate, i.e., the isotherms are far away from the critical temperature or if the
interactions responsible for the change in the magnetization are not considered [25]. The
comparison of γeff (ε) and βeff (ε) to γ and β calculated with the method above further confirms the
validity of the considered temperature range. In the limit of ε →0, the values of effective critical
exponents correspond to the asymptoic exponents [27]. In the present case γeff →1 at large values
of ε (Fig. 4.21(b)), which is expected for crystalline ferromagnets, whereas for amorphous FM, a
peak in γeff (ε) is observed before the decrease in its value at large ε [26]. As seen from Fig.
4.21(b), γeff (ε) and βeff (ε) remain constant over a region, which defines the asymptotic critical
region, between 0.96 to 1.3 TC for the considered temperature range.
An additional validation of the scaling laws and the relation between the exponents has
been carried out in order to account for any systematic errors introduced during extrapolation in
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Figure 4.22 ln M vs. ln μ0H for temperatures near the critical isotherm. The value of δ is obtained
from the slope of a linear fit to the curve at TC. The inset shows the peak entropy change vs. Hn,
where n = 0.67 for the mean-field model.

the KF method. According to equation M = DH

1



, the exponent δ can be determined from the

inverse of a slope of log-log plot of field dependent magnetization. Fig. 4.22 shows the ln M vs. ln
(μ0 H) curves close to TC. From the slope of the curve at T = TC, the value of δ was extracted to be
3.00 ± 0.71, which corresponds to the value obtained from the KF method. Further, rescaling of
the field axis is done with respect to the relation S Mpk  H n , where S Mpk is the peak magnetic
entropy change and coefficient n is related to the critical exponents by the relation
n = 1 + (  − 1) / (  +  ) [25][31]. The rescaled curve is shown in the inset of Fig. 4.22 whose

linearity further suggests the mean field critical behavior at the PM-FM transition [25][31].
The correctness of the critical exponents can additionally be established via the collapse of
data onto universal curves. The following magnetic equations of state are generally used in the
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Figure 4.23 Rescaling of the magnetization isotherms according to the equation of state as
mentioned in the figure.

literature to construct the universal curves, [26][27]
m = f  ( h)

(4.5)

H = M  h( x )

(4.6)

where f  (h) = M (h,  / |  |= 1) , m |  |−  M ( H ,  ) , h |  |−  H and x   M −1/  . Unlike the
Arrott-Noakes method, these equation use three free parameters β , γ and TC. The rescaled
magnetization curves obtained from the above relation collapse onto two universal curves, above
and below TC as shown in Fig. 4.23 (a). However, a similar type of collapse is achievable for values
within 2% of TC and 10% of β and γ because of the insensitivity of log-log scale [25]. A more
sensitive rescaling can be obtained from h / m =  a + b m 2 equation of state [25][26][27]. Fig.
4.23(b) shows a good collapse of data when scaled in this way.
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Figure 4.24 A universal curve of the magnetic entropy change, ΔSM /ΔSMmax vs. .
Apart from the confirmation of the critical behavior at the phase transition, the rescaling of
magnetic entropy data can also reveal information about the order of transition. Fig. 4.24 shows a
well-constructed universal curve for T = 62 −   and H = 0.14 − 1.9 T such that ΔSM (Tr1)/ΔSM
(Tpeak)= ΔSM (Tr2)/ΔSM (Tpeak)= 0.55. A good collapse of data is seen at the rescaled temperature
axis close to the TC suggesting that a system undergoes a second-order PM-FM phase transition.
Dispersion below θ = -1.63 can be associated with the onset of short-range AFM ordering at lower
temperatures, which prevents the perfect collapse of the rescaled data below T ~ 66 K.
4.2.7 Magnetocaloric effect and magnetic phase diagram
With the help of the isothermal curves obtained for temperatures T = 3 − 99 K, the magnetic
entropy change is calculated for 0H = 0 − 7 T. Fig 4.25(a) illustrates the change in magnetic
entropy for 0H = 0 – 0.6 T. At T = TC , a minima is observed in the ΔSM (T) curves, signifying
the phase transition from the disordered PM to the long-range ordered FM region. The peak at TC
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is the most dominating feature of the ΔSM (T) curve. The position of the minimum remains constant
irrespective of the field change [inset (i) of Fig. 4.25(a)]. The crossover from the negative to
positive ΔSM regime takes place at a higher temperature for a smaller field change (Fig. 4.25(a)),
suggesting field-induced disorder in the system. As the temperature is reduced further below TC,
positive peaks of ΔSM are observed. The positive change in magnetic entropy indicates the
existence of AFM ordering at low temperatures. This corroborates with our earlier finding in Sec
4.2.5.1, where we have shown the emergence of the low temperature AFM ordering in YCMO.
Inset (ii) shows the change in ΔSM with respect to field (dΔSM /dH ) vs. H at T = 3 K. Three features
similar to the dM/dH curve [inset Fig. 4.18(a)] are seen at three different characteristic fields (HS1,
HS2 and HS3). The appearance of these peaks implies that the behavior of ΔSM is not consistent at
all fields. There is an increase in the magnitude of ΔSM at HS1, HS2 and HS3, which further validates
the sudden increase in the magnetization at similar characteristic fields (HC1, HC2 and HC3) seen in
the dM/dH vs. H curves.
An H-T phase diagram (Fig 4.25(b)) is constructed to illustrate the magnetic field and
temperature dependence of ΔSM. The phase evolution of YCMO from the PM-FM and the FMAFM, as the temperature is lowered from 99 K to 3 K, can be seen clearly. In the figure, cool
colors signify the regions where the magnetic entropy is lowered (SM < 0) by the external magnetic
field, while warm colors indicate the increase in magnetic entropy (SM > 0) due to the application
of an external field. Below 30 K, only positive value of ΔSM exists up to maximum measured field.
The dashed yellow line marks TC. The dashed black line represents the maximum positive
value of ΔSM at a given field and a given temperature. The blue (HS1) and green (HS3) circles
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Figure 4.25 The magnetic entropy change (ΔSM) (a) as a function of temperature at low applied
magnetic fields; inset (i) shows ΔSM (T, 0H) curves at high field and high temperature and inset
(ii) shows the dΔSM /dH vs. H curve at T = 3 K. (b) the H-T phase diagram of the monoclinic P21/n
Y2CoMnO6. The surface plot shows ΔSM over a full range of temperatures for different magnetic
field changes. T = TC (the dashed yellow line) marks the PM-FM phase transition corresponding
to Co2+-O-Mn4+ 180º superexchange interactions. The critical fields for the dominant FM region
are marked with the dashed black lines. The blue (HS1) and green (HS3) circles mark the peaks in
the dΔSM /dH vs. H curves.

display the temperature dependence of the peaks of the dΔSM /dH vs. H curve. The HS1 (blue)
persists only up to 12 K while the HS3 (green) is seen close to the PM-FM transition temperature.
As discussed earlier, the appearance of peaks in dΔSM /dH vs. H is due to an abrupt increase in the
value of M at the critical fields.
The persistence of non-negative ΔSM (0H,T) suggests that spin disorder remains in the
system at the maximum fields considered in the study. In the present case, we suggest that AFM
ordering stabilizes mainly at low temperature where the application of magnetic field aligns the
spins against their easy axis, giving rise to positive ΔSM (0H,T). Also, since the coercivity at T
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= 4 K is 1.72 T, indicating the high magnetocrystalline anisotropy, it is possible that the anisotropy
of the sample plays an effective role when the external magnetic field is applied. The AFM spins
are aligned with the external field direction only when the Zeeman energy overcomes the magnetic
anisotropy energy. As the AFM ordering at the phase boundaries pins the domain walls, a critical
field is required to overcome the pinning force which orients the spins into the field direction. This
results in a sudden increase in the magnetization, represented by the blue and green circles. The
disappearance of these circles at higher temperatures and low field values (T = 12 K and H = 0.54
T for blue; T = 68.5 K and H = 0.04 T for green) indicates that the pinning force weakens as the
temperature is increased and hence a small external field is required to completely de-pin the
domains. Moreover, the value of a critical field at which the FM ordering dominates the system is
low at high temperature and increases as the temperature is lowered (a dashed black line). This
indicates that stronger thermal fluctuations are in favor of the stabilization of the FM state. The
MCE study once again confirms the co-existence of the FM ordering at high temperature and the
dominant AFM ordering at low temperature.
4.3 Conclusion
A comprehensive study of the static and dynamic magnetic behavior of the double perovskite
oxides, R2CoMnO6, for R = La and Y has been performed to clarify the complex phase evolution.
A long-range ferromagnetic ordering is established for both the systems with PM – FM transition
temperature being 228 K for La and 76 K for Y. The vast difference in the ordering temperature is
expected as the smaller ionic size of Y causes more octahedral distortion in the structure compared
to La, hence reducing the TC. While a single FM transition was observed for Y2CoMnO6 (YCMO),
in La2CoMnO6 (LCMO) a second FM interaction established at 220 K due to the presence of a
noticeable amount of oxygen deficiency. The occurrence of antisite disorder in a long-range FM
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matrix attributed different individual properties to LCMO and YCMO. The antisite disorder served
as the origin of two different types of clusters in LCMO. The dynamics of type I clusters are clearly
seen in the AC-χ data, while type II clusters relax at longer time scales. Even though the annealed
sample of LCMO presented a different morphology, the four different types of transitions remain
consistent in both annealed and as-grown samples suggesting the robustness of the glassy behavior
to the heating effects.
The existence of short-range AFM interactions at the antiphase boundaries are shown to
result in several interesting magnetic behaviors in YCMO. The magnetic jumps seen in the
hysteresis curve and the non-negative value of dM/dT are the result of the pinning of domain walls
at the phase boundaries. The kinetic arrest phenomenon was also revealed from the thermal
hysteresis and the nature of virgin curves, which was additionally substantiated via the CHUF
protocol. The presence of both FM and AFM orders resulted in the exchange bias effect at low
temperatures. The co-existence of these two phases in RCMO was further established by the MCE
study. Magnetic entropy change results clearly show the coexistence of two different FM phases
and the spin cluster dominance at low temperatures in LCMO. A comprehensive magnetic phase
diagram was constructed for the first time to illustrate the co-existing magnetic phases and the
effect of domain wall pinning in the YCMO system and summarize the static and dynamic features
of the magnetic phases in LCMO.
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5 The Role of B-site Doping in Double Perovskite Y2NixCo1-xMnO6
5.1 Introduction
Double perovskites (DPs), R2NiMnO6 (RNMO), where R is a rare-earth ion, are ferromagnetic
(FM) semiconductor oxides involving rich physics. The multifunctional RNMO exhibits various
properties such as ferromagnetism/antiferromagnetism, magnetodielectric, magnetoresistance,
magnetocapacitance, giant magnetocaloric effect [1-3] which can be tailored via external electric
and magnetic fields making them promising candidates for the spintronic applications. The crystal
structure of RNMO is dependent on the occupancy of the Ni and Mn atoms at the crystallographic
sites. The alternating arrangement of the Ni/Mn atoms makes RNMO crystallize into monoclinic
(P21/n) phase while the random distribution of the transition metal ions in the lattice leads to
orthorhombic (Pbnm) phase [2]. The rhombohedral (R3c or R3m or R3) phase has also been
observed in RNMO for R = La [4]. The magnetic properties in RNMO are governed by the
Goodenough-Kanamori rules, with FM coupling arising from a 180º superexchange interaction
between two transition metal cations [2][3][5]. In addition to the B-site ions (Ni/Mn), the size of
the R cation plays an important role in identifying the magnetism of RNMO. The density functional
calculation shows that the replacement of R = La / Sm by R = Y would change the magnetic order
in the system from FM to E*-type antiferromagnetic (AFM) [6]. In such system the E*-type
structure results in breaking of inversion symmetry giving rise to the ferroelectric behavior. In
contrast to the theoretical prediction an experimental study for different R3+ ions did not realize
the E*-type structure leading to rupture of inversion symmetry in RNMO [7-8]. The R3+ ions also
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have a strong influence on the magnetic transition temperature. The study conducted by Retuerto
et.al. showed that the paramagnetic (PM) – FM ordering temperature reduces with the reduction
in size of the rare-earth ions [3]. The magnetic exchange interactions in RNMO is greatly
associated with the octahedral tilting, Ni/Mn – O bond lengths and bond angles between Ni – O –
Mn [1-3]. R2CoMnO6 (RCMO) where Ni is replaced by a Co ion are sister compounds whose
properties are also equally governed by the rare-earth ions. In RCMO, the magnetic ground state
for R = Ho / Tm is FM while for R = Yb / Lu competitive interactions lead to the formation of E type arrangement [9]. In the same study, the authors suggest that for smaller ionic radius of R3+
ions lead to comparatively more structural distortion and hence there is an enhancement in the
competitive interactions between the nearest neighbor (FM) and next nearest neighbor (AFM)
which stabilizes the E phase in such systems.
Among the sister compounds, Y2CoMnO6 (YCMO) and Y2NiMnO6 (YNMO),
theoretically E-type magnetic ground state has been predicted [6][10], however, many
experimental studies show either FM or canted spin structure [7][8][11]. YCMO and YNMO
crystallizes into the monoclinic space group P21/n at room temperature. Both these compounds
have been reported as multiferroic where the ferroelectricity has been attributed to the exchange
striction in the E-type magnetic structure. It was argued by Blasco et. al. that the pyroelectric
behavior in YCMO was due to the thermally stimulated polarization current rather than the
ferroelectric effect [11].
As stated above, the magnetism in YCMO and YNMO is guided by the superexchange
interaction between the transition metal ions, Mn4+-O2--Co2+ and Mn4+-O2--Ni2+, giving rise to the
FM coupling. The presence of same R3+ ion and with only a slight difference in the rB , the average
atomic radii of B site-cations, gives rise to almost similar paramagnetic (PM) – FM transition
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temperature in these compounds. Depending upon the synthesis route, the TC for these system has
been reported in the range of 75 – 85 K [12-14]. Apart from the FM ordering originating from the
virtual hopping of electrons between half-filled Ni2+/Co2+ orbital and the empty Mn4+ orbital, the
competitive AFM exchange interactions such as Mn4+-O-Mn4+ or Co2+-O-Co2+ or Ni2+-O-Ni2+ also
occur [11][13]. The latter is the consequence of the presence of the antisite disorder/antiphase
boundaries where the B site-cations interchange their positions resulting in the above-mentioned
exchanges. The presence of the AFM coupling in these compounds reduces the long-range FM
ordering. In YCMO, the occurrence of the significant antiphase has been shown to impact the
ground state magnetism. The magnetic jumps observed in the field dependent magnetization
curves in YCMO has been associated with the pinning of magnetic domain walls by the Co/Mn
rich antiphase boundaries [11][13][15]. On the basis of the steps seen in the M vs. H, YCMO has
been defined as a metamagnetic system [13]. However, although similar type of interactions are
expected to occur in YNMO as well, no magnetization steps are seen corresponding to the
antiphase boundaries [12]. The decrease in the saturation magnetization in YNMO is mainly
attributed to the spin canting with small contribution from the presence of antiphase in YNMO
[16].
The presence of disorder introduces antiphase boundaries resulting in AFM coupling in the
double perovskites (RNMO and RCMO). Depending upon the size and the electronic stability of
A site and B site cations present in the DPs, different signatures such as metamagnetic jumps in
YCMO [11][13][15], glass-like behavior in La2CoMnO6 (LCMO) [5] and decrease in the
saturation magnetization in the YNMO [12][16], of these AFM interactions has been observed. In
the isostructural compound La2NixCo1-xMnO6, the low temperature frequency dependent anomaly
in the imaginary part of AC susceptibility seen for x = 0.2 – 0.8 has been assigned to the spin glass
131

like state [17]. Since the earlier reports indicate the existence of glassiness in both La2CoMnO6
[5][17] and La2NiMnO6 (LNMO) [17], the glass-like feature in their co-doped compounds is
expected. However, the evolution of the antiphase and how it changes the magnetic ground state
in Y2NixCo1-xMnO6 compounds is yet to be addressed. In the present study, we aim to shed light
into the effect of AFM exchange interactions caused due to the antisite disorder in the YNMO and
co-doped Y2Ni0.5Co0.5MnO6 (YNCMO) and compare it with the YCMO.
5.2 Sample preparation
Polycrystalline samples of Y2NiMnO6 and Y2Ni0.5Co0.5MnO6 were prepared through a
conventional

sol-gel

method.

High

purity

reagent

chemicals

yttrium

nitrate

hexahydrate(YN3O96H2O), cobalt sulphate heptahydrate (CoSO47H2O) and manganese nitrate
tetrahydrate (MnN2O64H2O) were taken corresponding to their stoichiometric ratios. Citric acid
which acts as the chelating agent was added to the solution of the precursors. The resulting mixture
was then continuously stirred and heated from 100 − 400 ºC until the formation and decomposition
of viscous gel was observed. Final product was grounded and calcined at 900 ºC for 8 h to obtain
the required phase.
5.3 Structural and cationic characterization
The room temperature x-ray powder diffraction patterns of YNMO and YNCMO are shown in
Figs. 5.1(a) and (b), respectively. The obtained diffraction peaks for both the systems fall into the
monoclinic P21/n space group. The peak at 2θ = 29º in Fig. 5.1(a) and (b) can be associated with
a small portion of Y2O3, which has negligible influence on the magnetism [13]. With the use of
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Figure 5.1 XRD patterns of the polycrystalline (a) YNMO and (b) YNCMO samples.
wavelength of the X-ray, β is the line broadening at half the maximum intensity and θ is the Bragg
angle, the crystallite size is calculated to be approximately 33.64 nm for YNMO and 42.24 nm for
YNCMO. According to EDS, the chemical compositions of different elements in the samples were
estimated; In YNMO 17.4 at% of Y (SD = 2.6), 8.4 at% of Ni (SD = 1.5), 7.5 at% of Mn (SD =
1.6) and 60.9 at% of O (SD = 5.7), and YNCMO consists of 21.1 at% of Y (SD = 1.0), 5.2 at% of
Ni (SD = 0.6), 5.6 at% of Co (SD = 0.9), 10.2 at% of Mn (SD = 1.3), and 57.8 at% of O (SD =
3.5).
X-ray photoelectron spectroscopy (XPS) was performed to confirm the valence states of
the different magnetic ions involved [Fig. 5.2]. The CASAXPS software was used to fit the
obtained spectrum at the Ni, Mn, and Co L2,3 edges[18]. Figs 5.2(a) and (b) show the XPS fit of
Ni2+ and Mn4+ for YNMO samples. The peaks at 855 eV [Fig. 5.2(a)] and at 642.3 eV [Fig. 5.2(b)]
correspond to the pure Ni2+ and Mn4+ valence states, respectively. The small sharp peak at 642 eV
observed in Fig. 5.2(b), indicates a minor Mn3+ phase, most likely due to the oxygen vacancies on
the particle surfaces and the shoulder at 635 eV is due to Mn-O charge-transfer [19]. The oxidation
states for YNCMO becomes more complicated with the addition of Co. Figs. 5.2(c), (d) and (e)
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display the spectra for Ni, Co, and Mn L2,3 edges, respectively. For the Ni L2,3 edge, the data was
best fit for the combination of 67% Ni2+ and 33 % Ni3+ ionic states. At the Co edge the best fits

Figure 5.2 XPS spectra of YNMO sample at (a) Ni and (b) Mn L2,3 edges. XPS spectra of YNCMO
sample at (c) Ni, (d) Co and (e) Mn L2,3 edges.

were achieved for 73 % Co3+ and 27% Co2+. The small peak above 800 eV in Co-edge is attributed
to the Co-O charge transfer [5]. Similarly, for the Mn L2,3-edge, the fit was obtained with 73%
Mn4+ and 27% Mn3+, where the shoulder at 642 eV is more defined. The powder nature of the
samples and the small probe depth (< 5nm) of the experiment, can lead to excess broadening of
the peaks and potential oxygen vacancies at particle surfaces which were unaccounted for. Hence,
all the acquired fit values should be treated nominally.
5.4 Magnetic properties
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5.4.1 DC magnetization

Figure 5.3 Temperature dependence of the magnetization under zero-field-cooled (ZFC), fieldcooled-warming (FCW) and field-cooled-cooling (FCC) protocols for (a) YNMO and (b) YNCMO
samples. The insets of (a) and (b) show the magnitude of the difference between FCC and FCW
M-T curves at several fields for YNMO and YNCMO, respectively. dMZFC/dT for the ZFC M-T
data at several fields for YNMO (c) and YNCMO (d). A comparison of dMZFC/dT at μ0H = 1 T
for YCMO, YNMO, and YNCMO is shown in the inset of (d).

The temperature dependent magnetization under three different protocols: zero-field-cooled
(ZFC), field-cooled-warming (FCW) and field-cooled-cooling (FCC) for T = 3 – 120 K and μ0H
= 0.01 T is shown in Figs. 5.3(a) and (b) for YNMO and YNCMO, respectively. A clear bifurcation
is seen between ZFC and field-cooled (FC) curves below T = 80 K for both YNMO and YNCMO.
A large separation between the ZFC and FC at low temperature is observed which has been
previously assigned to the magnetic frustrations in the isostructural compounds [5]. The thermal
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hysteresis effect has been visualized with the help of the absolute difference between the FCW and
FCC magnetization. The |MFCC – MFCW| vs. T for μ0H = 0.01 – 1 T [refer to the inset of Figs. 5.3(a)
and (b)] reflect maximum hysteresis close to the transition temperature for both the systems. The
presence of the thermal hysteresis suggests during the PM – FM phase transition both, YNMO and
YNCMO, behave differently upon heating and cooling indicating the occurrence of competitive
magnetic interactions in these systems [20]. The first order differentiation of the ZFC with respect
to the temperature for different external magnetic fields is shown in Figs. 5.3(c) and (d) for YNMO
and YNCMO, respectively. The minima in dMZFC/dT vs. T curve for μ0H = 0.01 T is used to define
the PM – FM phase transition in these systems. For both YNMO and YNCMO, the TC = 84 K is
higher than the TC = 76 K for YCMO [13]. The TC for a given double perovskite with same R3+
ion can be increased by replacing the Co2+ with the Ni2+ ions. This trend can be seen in isostructural
LCMO and LNMO, where the TC changes from 228 K (LCMO) [5] to 280 K (LNMO) [17], which
indicates that Ni2+ ions give more stability. It is well known that the structural stability of DPs is
defined by the Goldschmidt tolerance factor, t =

rA + r0
2(rB + r0 )

, where rA, rB and r0 are the atomic

radii of A, an average of B-cations and O, respectively [1]. For the DPs with same rA, the value of
t is dependent on the rB. The ionic radius of Ni2+ = 69 pm and Co2+ is 72 pm [21], which gives the
tolerance factor of 0.867, 0.874 and 0.871 for YCMO, YNMO and YNCMO, respectively. The
YNMO and YNCMO having slightly higher value of t compared to YCMO makes their structure
more stable and give rise to higher TC. Moreover, TC is the measure of the strength of FM coupling,
and since YNMO has a higher TC, it can be concluded that Mn4+-O2--Ni2+ is coupled more strongly
than Mn4+-O2--Co2+. The non-negative value of dMZFC/dT seen in Figs 5.3(c) and (d) is the
contribution from the AFM coupling. From the figures, it is noted that for YNMO only a small
component of dMZFC/dT > 0 for low fields is seen, while at μ0H > 0.2 T there is only negative
136

component in the dMZFC/dT vs. T [Fig. 5.3(c)]. On the contrary, the maxima in YNCMO starts
below TC for low fields and continues up to 1 T in the low temperature regime [Fig. 5.3(d)]. A
comparison between the dMZFC/dT vs. T at μ0H = 1 T for YNMO, YNCMO and YCMO is
presented in the inset of Fig. 5.3(d). Based on the consideration that the Co2+ ions introduces more
defects into the system, as compared to Ni2+ [17], it is anticipated that dMZFC/dT > 0 persists down
to low temperature for Co-based systems and has a higher magnitude for YCMO. The existence
of the larger valance fluctuations in YCMO compared to YNMO is a possible cause for the
difference in the magnetic behavior observed in these compounds [16]. The Ni2+ ions are more
stable, leading to the dominant

Mn4+-O2--Ni2+ interactions in YNMO, whereas Co2+ are

comparatively less stable giving rise to multiple magnetic interactions in YCMO [16].
Furthermore, the XPS data confirms the electronic states of Ni and Mn in YNMO to be 2+ and 4+,
suggesting the following possible interactions in the system: Mn4+-O2--Ni2+ (FM), Ni2+-O-Ni2+
(AFM) and Mn4+-O-Mn4+ (AFM). The former is the dominant interaction responsible for the FM
behavior and the latter are the consequences of the antiphase boundaries, which is not very
significant as observed from the dMZFC/dT vs. T data. On the other hand, in YNCMO, Ni, Co and
Mn have 2+/3+, 2+/3+ and 4+/3+ states, respectively. The presence of both Ni and Co and their
two different electronic states likely introduces multiple magnetic interactions, such as Mn4+-O2-Ni2+ (FM), Mn4+-O2--Co2+ (FM), Mn3+-O2--Ni3+ (FM), Mn3+-O2--Co3+ (FM), Ni2+-O-Ni2+ (AFM),
Mn4+-O-Mn4+ (AFM), Co2+-O-Co2+ (AFM), Ni3+-O-Ni3+ (AFM), Mn3+-O-Mn3+ (AFM), Co3+-OCo3+ (AFM) etc., driving YNCMO to exhibit a competitive nature, with predominant FM
interactions. In addition, on the basis of only one PM – FM transition seen in YNCMO two
conclusions can be drawn: 1) the uniform distribution of Ni2+/Co2+ ions in YNCMO, signifying
that equal block of Mn4+-O2--Ni2+ interactions has been replaced by Mn4+-O2--Co2+. In a situation
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where Co2+ ions aggregate together in a cluster, an inhomogeneous system with two FM transitions
is obtained [22]. 2) There is an insignificant contribution from the 3+ ionic states of the Ni/Co and
Mn ions, else another FM transition is ought to be observed.

Figure 5.4 The Curie-Weiss fit of susceptibility in the paramagnetic phase for (a) YNMO and (b)
YNCMO samples.

The Curie-Weiss fit, 1/  = (T −  ) / C , of the FCW data for μ0H = 0.01 T and T = 100 –
160 K is shown in Fig. 5.4. The fitting parameters were obtained to be θ = 88.19 ± 0.43 K, C =
2.94 ± 0.01 emu K/mol Oe and paramagnetic susceptibility, µeff = 4.87± 0.02 µB, and be θ = 70.40
± 0.85 K, C = 9.34 ± 0.05 emu K/mol Oe and µeff = 8.70 ± 0.05 µB, for YNMO [Fig. 5.4(a)] and
YNCMO [Fig. 5.4(b)], respectively. The positive values of θ for both the compounds further
confirms ferromagnetism in them. The theoretical value of paramagnetic susceptibility, µtheo can
be calculated from µtheo =

 B2 [g 2 xs(s +1)Ni + g 2 (1- x)s(s +1)Co + g 2 s(s +1)Mn ] , for s = 1 for Ni2+,

3/2 for Co2+ and Mn4+ and x = 1 for YNMO and 0.5 for YNCMO, µtheo = 4.8 µB for YNMO and
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5.15 µB for YNCMO. The µeff ~ µtheo for YNMO while µeff > µtheo for YNCMO. The downward
deviation in the 1/χ vs. T curve just above the TC seen in YNCMO [Fig.5. 4(b)] relates to the
existence of the short-range correlated clusters [22] and thus µeff > µtheo in YNCMO can be
associated with the presence of the FM correlations in the PM regime.
Fig. 5.5 illustrates the field dependent magnetization curves, M vs. H, for T = 3 – 100 K. The
magnetic hysteresis loops of the YNMO system [Fig. 5.5(a)] reflects the soft FM behavior. On
doping YNMO with 50 % cobalt, it changes to a hard FM compound [see Fig. 5.5(b) for YNCMO].
The magnetization at µ0H = 8 T and T = 3 K is calculated to be M8T = 3.12 µB/f.u. and 3.43 µB/f.u.
for YNMO and YNCMO, respectively. The magnetic moment for a fully saturated Ni/Mn lattice
is theoretically expected to be 5 µB/f.u. while that for 0.5 Ni/ 0.5 Co/Mn lattice it is estimated to
be 5.52 µB/f.u [using μsat =

x( satYCMO) 2 + (1 − x)(  satYNMO) 2 , with x = 0.5]. The low

experimental value of M8T can be associated with the antisite defects and oxygen vacancies. In
the present case, for YNMO the saturation is not achieved mostly due to the presence of spin
canting, the antisite defects have low contribution. For YNCMO, both defects and oxygen
vacancies leading to the formation of 3+ ionic states of Ni, Co, and Mn, which was not considered
during the calculations, could possibly contribute to the low saturation magnetization. The
decrease of M8T and coercive field, HC, with increasing temperature, which is a feature for a typical
FM system, is demonstrated in the insets of Figs. 5.5(a) and (b). Based on HC = 0.09 T for YNMO
and HC = 0.85 T for YNCMO at T = 3 K and the nature of M vs. H curve, it can be concluded that
the introduction of Co ions in YNMO, makes the system highly anisotropic.
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Figure 5.5 Magnetization versus magnetic field, M vs. H, at several temperatures for (a) YNMO
and (b) YNCMO samples. Inset of (a) and (b) shows the temperature dependence of coercive field
(Hc) and magnetization at H = 8 T (M8T). Differential susceptibility (dM/dH) at T = 3 K has been
shown in (c) and (d) for YNMO and YNCMO, respectively, and its inset shows the temperature
dependence of dM/dH for the corresponding samples.

To further compare between the antisite defects present in YNMO and YNCMO
compounds, we have analyzed the derivatives of the virgin loops. The field dependence of
differential susceptibility (dM/dH) at T = 3 K is shown in Figs. 5.5(c) and (d) for YNMO and
YNCMO, respectively. A dominant peak at a critical field (Hcr) in dM/dH is observed. A peak in
dM/dH vs. H curve is usually a signature of a metamagnetic transition [13], however, any sudden
change in the net magnetization can also give rise to a prominent peak in differential susceptibility.
In the present scenario, this spontaneous change is due to the depinning of the antiphase
boundaries/antisite defects in the presence of external magnetic field similar to the case of YCMO
[13]. The critical field required for the depinning at T = 3 K is very small for YNMO (Hcr = 0.12
T) compared to that of YNCMO ( Hcr = 0.6 T), which indicates that the AFM coupling in YNMO
140

is weaker. The temperature dependence of Hcr is plotted in the insets of Figs. 5.5(c) and (d),
reflecting the decrease in the critical fields with increase in the temperature.
5.4.2 AC magnetization

Figure 5.6 Temperature dependence of real (χʹ) and imaginary (χʺ) part of AC susceptibility. (a)
and (c) show χʹ vs. T at several frequencies for YNMO and YNCMO, respectively. Insets (i) and
(ii) of (a) and (c) represents dχʹ/dT vs. T for frequency (f) = 10 Hz and χʺ vs. T for f = 60 Hz,
respectively. Surface plot of χʺ(f, T) for YNMO and YNCMO has been shown in (b) and (d),
respectively.

Fig. 5.6 shows the result of AC measurements at frequencies, f = 10 – 635 Hz and T = 10 – 120 K
with an AC driving field amplitude h = 5 Oe . Similar to the earlier reports [7], the real part of AC
susceptibility, χʹ, reflects only one prominent feature close to the TC for YNMO [Fig. 5.6(a)]. For
consistency with the DC results, the inflection point of χʹ is considered as TC [see the inset (i) of
Fig. 5.6(a)].The magnitude of the peaks in χʹ increases with the increase in the frequency, however,
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no longitudinal shift along the temperature axis is observed. The presence of frequency
independent peaks suggest only FM interactions. The inset (ii) of Fig. 5.6(a) represents the
imaginary part of AC- χ, χʺ at f = 60 Hz, which further shows the contribution only at PM – FM
transition, and remains close to zero at low temperature. χʺ as a function of temperature and
frequency is summarized in a surface plot for f = 10 – 550 Hz and T = 10 – 120 K [ Fig. 5.6(b)].
The warm colors signify the non-zero χʺ. From the Fig. 5.6(b), it is observed that the significant
loss for all measured frequencies is seen only at TC, everywhere else its value is close to zero. In
general, χʺ also known as magnetic absorption, is the result of the losses arising from the
irreversible magnetization processes like irreversible movement of the domain walls and small
hysteresis loops in the FM [23]. Its dominance only at TC indicates that except for the PM – FM
phase transition, no other significant irreversible magnetization process is going on in YNMO.
Fig. 5.6(c) and (d) illustrates the χʹ and χʺ for YNCMO system. Similar to YNMO, no
frequency dependent behavior is observed in the peaks seen in χʹ suggesting the presence of only
FM interactions close to the PM – FM transition. The inflection point in χʹ for f = 10 Hz further
confirms the TC observed in the DC magnetization [see the inset (i) of Fig. 5.6(c)]. The inset (ii)
of Fig. 5.6(c) shows the magnetic absorption at f = 60 Hz, having the dominant peak close to TC.
The surface plot χʺ (T, f) [Fig. 5.6(d)] outlines the result for the imaginary component. The zero
and non-zero value of χʺ is represented by the dark and colored portion of the plot, respectively.
Unlike YNMO, as the frequency is increased beyond 200 Hz, a notable χʺ is observed at low
temperatures as well, whose magnitude rises with further increase in the frequency. The
remarkable low temperature loss at higher frequencies can be associated with the irreversible
dynamics of the pinned domain walls in YNCMO at the antiphase boundaries. The presence of
antiphase boundaries results in the pinning of domain walls whose slow movement has been
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detected previously in the magnetic dispersion data [24]. However, in the present case the
irreversible relaxation process of the domain walls is probed at a critical frequency and appears as
a loss component of AC- χ.
5.5 Magnetocaloric effect and magnetic phase diagram
The isotherms M vs. H were measured using warming protocol for T = 3 – 100 K and 3 – 90 K for
YNMO and YNCMO, respectively, for 0H = 0 − 6 T. Fig. 5.7 demonstrates the magnetic entropy
data for YNMO and YNCMO. ΔSM vs. T for 0H = 0.1 − 0.5 T for YNMO is shown in Fig.
5.7(a). The dominant minima at TC represents the transition from disordered PM phase to an
ordered FM. The small non-negative value at T < 20 K for low fields can be associated with the
existence of AFM interactions. ΔSM > 0 has also been previously assigned to antiferromagnetism
in similar compounds, YCMO [13] and LCMO [5]. With the increase in the magnetic field the
positive ΔSM contributions shifts to lower temperature and is completely suppressed eventually.
A similar ΔSM vs. T behavior is observed for YNCMO as well. Fig. 5.7(b) shows the ΔSM vs. T
curve for 0H = 0.05 − 0.95 T for YNCMO, with the most prominent minima at TC, as a signature
of a PM – FM phase transition. Compared to YNMO [Fig. 5.7(a)], more significant positive ΔSM
is seen at low temperatures. For T < 20 K, ΔSM > 0 for the maximum applied indicating the
presence of strong AFM coupling at lower temperatures in YNCMO. From Fig. 5.7 it can also be
noted that the crossover temperature from AFM – FM regime decreases with the increase in
external magnetic field for both, YNMO and YNCMO, specifying field induced disorder. The
insets of Figs. 5.7(a) and (b) further shows that the PM – FM transition temperature remains
constant irrespective of the magnitude of the external magnetic field. The change in ΔSM with
respect to the magnetic field (dΔSM/d0H) has been plotted in Figs. 5.7(c) and (d). The occurrence
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of peak in dΔSM/d0H vs. 0H would justify any abrupt change in ΔSM, which is further related
to sudden change in the magnetization. Fig. 5.7(c) shows dΔSM/d0H vs. 0H at T = 5.5 K for
YNMO with a single peak, named as HS3. Meanwhile, for YNCMO [Fig. 5.7(d)] two different
peaks are observed in dΔSM/d0H vs. 0H at T = 3.5 K, similar to that of YCMO [13]. Apart from

Figure 5.7 The magnetic entropy change (ΔSM) (a) and (b) as a function of temperature at low
applied magnetic fields; inset (i) shows ΔSM (T, 0H) curves at high field for YNMO and
YNCMO samples, respectively. (c) and (d) show the dΔSM /dH vs. H curve at T = 5.5 K for YNMO
and T = 3.5 K for YNCMO systems.

HS3, HS1 is also marked at lower fields. The rise of dΔSM/d0H at certain critical field implies
ΔSM does not behave the same for all magnetic fields in Y2NixCo1-xMnO6 compounds. Moreover,
the peak shifts towards higher fields when the Co2+ concentration is increased.
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A detailed magnetic phase diagram as a function of field and temperature has been
summarized in Fig. 8 for YNMO [Fig. 5.8(a)], YNCMO [Fig. 5.8(b)] and is compared with the
existing phase diagram of YCMO [Fig. 5.8(c)] [13]. The constructed phase diagrams clearly
predict the effect of doping in Y2NixCo1-xMnO6 for x = 1, 0.5 and 0 and show how different
concentrations of Co can change the magnetism in Y2NixCo1-xMnO6. In Figs. 5.8(a) and (b), the
phase evolution of YNMO and YNCMO can be seen from the dominant PM – FM at high
temperature, demarcated by the white dashed line (TC), to the FM – AFM at a low temperature. In
all three surface plots, the region below the red circles represent the area where the external
magnetic field increases the change in magnetic entropy, ΔSM > 0, while the area above it signify
the region of lower magnetic entropy change, ΔSM < 0. The features observed in the dΔSM/d0H
vs. 0H curve, HS3 and HS1, are shown with the help of blue and green circles. In YNMO [Fig.
5.8(a)], a sharp drop in the critical field from 3.5 T at 5 K to less than 0.5 T at 20 K is observed
for non-negative ΔSM (follow the red circles), while positive ΔSM remains up to 6 T for T < 20 K
in YNCMO [Fig. 5.8(b)] and continues up to T < 33 K for YCMO [Fig. 5.8(c)]. The persistence
of AFM interactions (ΔSM (0H,T) > 0) up to higher fields and higher temperature with the
increase in Co2+ ionic concentration suggests cobalt induced AFM coupling in Y2NixCo1-xMnO6.
As discussed above, the antiferromagnetism in these systems arises due to the formation of the
antiphase boundaries, and since Co2+ results in more disorder as compared to Ni2+, the AFM regime
and the strength of interactions increases with Co concentration. The AFM ordering at the phase
boundaries pins the domain walls, and a certain critical field is required to de-pin and orient the
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Figure 5.8 The H-T phase diagram of the monoclinic P21/n Y2NiMnO6 (a), Y2Ni0.5Co0.5MnO6 (b)
and Y2CoMnO6 (c). The surface plot shows ΔSM over a full range of temperatures for different
magnetic field changes. T = TC (the dashed white line) marks the PM-FM phase transition.The
critical fields for the dominant FM region are marked with the dashed black lines. The blue (HS1)
and green (HS3) circles mark the peaks in the dΔSM /dH vs. H curves. The red circles denote the
separation between AFM and FM regime. (d), (e), and (f) represent the M vs. H at T = 3 K for
YNMO, YNCMO, and YCMO, respectively.

spins along the external field direction. The orientation of spins leads to spontaneous change in
magnetization at the critical fields (HS3 and HS1). The magnitude of HS3 at T = 5 K is 0.2 T, 1.55
T and 2.25 T for YNMO, YNCMO and YCMO, respectively, which further supports the presence
of strongest antiparallel coupling in YCMO. Figs. 5.8(d), (e) and (f) differentiates between the M
vs. H loops of magnetic systems under consideration at T = 3 K. In Y2NixCo1-xMnO6, the
compound changes from a soft FM to a hard FM compound with high magnetocrystalline
anisotropy, when x takes the value 1, 0.5 and 0. The antiphase boundaries, introduced by Co2+
ions, are reflected as a metamagnetic behavior in these compounds.
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5.6 Conclusion
A magnetic study on Y2NixCo1-xMnO6 compounds with x = 1 and 0.5 was conducted, and the
results were compared with the pre-existing YCMO. The polycrystalline samples of YNMO and
YNCMO synthesized via sol-gel technique yielded a single monoclinic (P21/n) phase with only
Ni2+/Mn4+ and mixed Ni2+/3+/Co2+/3+/Mn4+/3+ cationic ordering in YNMO and YNCMO,
respectively. The occurrence of a single peak in the M vs. T curve in YNCMO confirms the
homogeneous replacement of Ni2+ ions by Co2+. The temperature dependent magnetization results
further suggest the presence of weak AFM interactions at low temperature in YNMO as compared
to YNCMO and YCMO. The loss in AC susceptibility at low temperature signifies the domain
wall motion in the case of YNCMO, which is completely absent in YNMO. The MCE
measurements helped to establish the magnetic phase diagram to understand the evolution and
stabilization of AFM and FM phases in these compounds. From the study, it is understood that in
YNMO, the most dominant interaction is Mn4+-O2--Ni2+, the AFM interactions have very small
contribution. The AFM coupling, among Y2NixCo1-xMnO6 compounds, becomes stronger and is
thermally favored at low temperature with the addition/increase of Co2+ concentration.
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6 The Role of Strain in the Helimagnetic MnP Thin Film
6.1 Introduction
Manganese phosphide (MnP) has been the subject of intensive research since 1960’s because of
its exotic magnetic properties at low temperatures [1][2]. The modulation of spin structure caused
by DM interaction gives rise to the non-trivial Hall effect in the FAN phase of MnP [3]. Recently,
MnP has been established as an unconventional superconductor in which the application of
pressure

allows

the

tuning

of

antiferromagnetically

to

ferromagnetically

mediated

superconductivity [4]. A study by Jiang et al. has shown the control of spin helicity in MnP by
using electric and magnetic fields [5]. MnP crystallizes into a centrosymmetric orthorhombic
structure with the space group Pbnm, where each Mn atom is surrounded by six P atoms at four
different Mn-P distances, giving rise to a distorted crystal structure compared to the NiAs type
[1][2][6][7]. A detailed magnetic phase diagram evolves in bulk MnP comprising of the multiple
metamagnetic phase transitions and Lifshitz critical behavior [7-9]. In the absence of an external
magnetic field, bulk MnP undergoes a paramagnetic (PM) to ferromagnetic (FM) phase transition
at TC = 292 K and then stabilizes into a helical (screw) phase below TN = 47 K. An additional
transition at ~282 K, close to the TC, owing to the spin reordering along the b-axis has been reported
by Becerra et al. [10] and further confirmed through an AC susceptibility study performed by
Yamazaki and coworkers [11]. A strong magnetocrystalline anisotropy behavior has been
demonstrated in bulk MnP, with a, b, and c-axes being hard, intermediate, and easy magnetic axes,
respectively [7-8]. The application of an external magnetic field emanates the screw (SCR) phase
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below 47 K to develop into the CONE and FAN phases, depending on the field orientation relative
to the MnP crystal axis. In the SCR phase, the magnetic moments of MnP are confined into the bc
plane, while for the CONE and FAN phases the net magnetic moment is along the direction of the
applied magnetic field. Irrespective of the dimensions, the magnetic ground state of MnP is known
to host multiple magnetic phase transitions. The MnP films grown on GaP substrates and the MnP
nanocrystals embedded in the GaP epilayers showed the PM-FM phase transition at 291 K and
294 K, respectively, close to that reported for bulk MnP (TC = 292 K); however, there was a large
increase in TN, from 47 K for the bulk to 67 K for the film and 82 K for the nanocrystals [7]. The
huge shift in TN has been attributed to the confinement of the nanostructures to a spatial region
with a size comparable to the spread of one helix turn in the SCR phase, giving rise to the modified
low temperature magnetic structures. The increase in TN (~100 K), for the FM-SCR phase
transition, in the MnP film was also observed by Choi et al. and the presence of antiferromagnetic
ordering up to 100 K was suggested to be associated with the strain induced due to the lattice
mismatch between the epitaxial MnP film and the GaAs substrate [12]. However, the authors did
not provide a detailed investigation on the strain and its influence on magnetism. On the contrary,
a recent study on the 2D MnP single crystal has shown a different variation trend in TC and TN; the
TC increases to 303 K, while the TN decreases to 38 K [13]. The increase in TC is attributed to the
dimensionality effect, but no comment on the TN has been made. Similarly, Monte Carlo
simulations performed on MnP monolayers demonstrate the persistence of the FM ordering well
above room temperature TC (495 K) with no signature of double-helical magnetic ordering at low
temperatures [14]. Furthermore, the MnP nanorods size dependence of the magnetism showed a
complete suppression of the TN for 20 nm long orthorhombic nanorods with their growth direction
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along the b axis [15]. The authors suggested that the absence of the AFM behavior in such a sample
arose from the fact that the SCR phase was completely confined along the hard axis a.
Despite previous studies that revealed the competing magnetic phases in MnP in the forms
of (bulk) single crystal, thin film [7][12] and nanocrystals/nanorods [7][15], a clear consensus
about the dimensional effect on the magnetism of MnP has been yet to be reached. In the present
study, we shed light on the dimensional and strain effects on the helimagnetism in a highly
crystalline film consisting of MnP nanorods and have constructed, for the first time, the
comprehensive magnetic phase diagrams for the in-plane and out-of-plane magnetic field
directions, revealing emergent features that are absent in the magnetic phase diagram of its (bulk)
single crystal counterpart.
6.2 Structural characterization
MnP nanorod thin films grown on Si (1 0 0) substrates by the molecular beam epitaxy method
were provided by our collaborators in Vietnam and South Korea. The details of the thin film
fabrication have been reported elsewhere [6]. The films were grown at three different
temperatures: 300 ºC, 400 ºC, and 500 ºC. The 400 ºC growth condition is optimal for the
crystallinity and size of the nanorods, which is chosen for the present study. The room temperature
X-ray diffraction (XRD) pattern of the MnP film, as shown in Fig. 6.1(a), confirms the single
orthorhombic phase with space group Pbnm. From the XRD peaks, the lattice parameters are
determined to be a = 5.839 Å, b = 3.164 Å and c = 5.301 Å for the present MnP film, while those
of the MnP single crystal are a = 5.916 Å, b = 3.173 Å, and c = 5.260 Å [6]. By evaluating the
difference in the lattice parameters between the MnP single crystal and the MnP film, we find the
presence of 1.30 % and 0.28 % compressive strain along the a and b axes and 0.78 % tensile strain
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along the c-axis in the MnP film, and a total of 0.81% volumetric change compared to the bulk
MnP. The SEM image (refer to the inset of Fig. 6.1(a)) shows a uniform close packed distribution
of the vertically grown nanorods on Si(100) substrate. The size of the nanorods is estimated to be

Figure 6.1 Structural characterization of the MnP nanorod film. (a) XRD pattern, (b) and (c) the
cross-sectional HRTEM images of the MnP film and (d) the SAED image of the film. Inset (a) is
an SEM image of the vertically grown MnP nanorods at 400 ºC on Si(1 0 0) substrate.

~100 x 50 nm (the length to diameter aspect ratio = 2) [6]. Figs. 6.1(b) and (c) show the crosssectional HRTEM images of the MnP nanorod film. The cross-sectional shape of the rods is
hexagonal (Fig. 1(b)), and the periodic atomic arrangement of the crystal with d-spacing between
the crystal planes (2 1 0) to be ~2.58 Å (Fig. 1(c)) further confirms the formed MnP phase. In Fig.
1(d), the selected area electron diffraction (SAED) pattern shows a set of diffraction points that
matches well with the plane identified from the HRTEM image, and provides additional points
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corresponding to the planes of the MnP single crystal. The detection of strain in the MnP film and
its morphology (nanorods) makes us anticipate that these factors will have a significant impact on
the magnetism of the film [7][15][17].
6.3 Static magnetization

Figure 6.2 Temperature dependence of the magnetization, M vs. T, under zero field-cooled (ZFC)
protocol for μ0H = 0.01 – 2 T. (a) the external field was applied parallel to the plane of the film
(in-plane), (b) the external field was applied perpendicular to the plane of the film (out-of-plane).
dMZFC/dT vs. T indicating different transition temperatures using dashed lines. For in-plane: T1_IP,
T2_IP, T3_IP and T4_IP (c) and for out-of-plane: T1_OP, T2_OP and T3_OP (d). One to one correspondence
between M vs. T and peaks observed in dMZFC/dT vs. T for μ0H = 0.01 T and 2 T is shown in insets
(i) and (ii) of (c) and (d), respectively.

Figs. 6.2(a) and (b) show the magnetic field dependence of dc magnetization under zero-fieldcooled (ZFC) protocol for T = 3 − 300 K and H = 0.01− 2 T corresponding to the in-plane and outof-plane field directions. With the increase of magnetic field from 0.01 T to 2 T, the development
154

of different features below T = 125 K can be clearly seen for both the magnetic field directions
[Figs. 6.2(a) and (b)] and is consistent up to the highest field measured (7 T) as shown in the insets
of Figs. 6.2(a) and (b). The emergence of different attributes with the application of magnetic field
in the M vs. T curve is more uniquely identified through dMZFC/dT vs. T curves as can be viewed
from Figs. 6.2(c) and (d), which illustrate the change in magnetization with respect to temperature
for T = 3 − 350 K and H = 0.01− 2 T for the in-plane and out-of-plane magnetic field orientations,
respectively. The occurrence of peaks in the dM/dT vs. T curves can be understood as the sudden
change in the spin ordering, leading to a significant change in the magnetization. With this
understanding, the maxima and the minima in the dM/dT vs. T curves are assigned to the phase
transitions that could possibly take place in the MnP film. The insets (i) of Figs. 2(c) and (d)
illustrate the M vs. T and dMZFC/dT vs. T for µ0H = 0.01 T to distinctly correlate the two
magnetization curves. The minima in dMZFC/dT vs. T for µ0H = 0.01 T at TCIP = 276 K represents
the PM-FM phase transition for the in-plane field direction (inset (i) of Fig. 6.2(c)) and the positive
peak (T1_IP = 117 K) shown by the black dashed line, can be associated with the FM-helical phase
transition. Likewise, the negative and the non-negative peaks in the dMZFC/dT vs. T curve at µ0H
= 0.01 T for the out-of-plane field direction (inset (i) of Fig. 6.2(d)) can be recognized as the TCOP
= 301 K and the T1_OP = 104 (the FM-helical phase transition temperature), respectively. At µ0H =
2 T, multiple peaks are seen in the dMZFC/dT vs. T curves for T < 75 K (see inset (ii) of Figs. 6.2(c)
and 6.2(d)) owing to the multiple features observed in the M vs. T. In inset (ii) of Fig. 6.2(c), the
peaks are marked by the dashed lines with red, green, and magenta, and assigned as T2_IP, T3_IP and
T4_IP, respectively [Fig. 6.2(c)]. The colors of the labels (T1_IP, T2_IP, T3_IP and T4_IP) in Fig. 6.2(c)
and the dashed lines in the inset (i) and (ii) of Fig. 6.2(c) are kept the same to show the one to one
correspondence. Similarly, inset (ii) of Fig. 6.2(d) marks the various transitions by the colored
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dashed lines and are labeled as T2_OP and T3_OP [Fig. 6.2(d)] for the out-of-plane field direction
(Note: the same colors are used for the dashed lines and the labels). The different magnetic
transitions for both in-plane (T1_IP, T2_IP, T3_IP and T4_IP) and out-of-plane (T1_OP, T2_OP and T3_OP)
field directions are discussed in detail below while constructing the magnetic phase diagrams for
the MnP film.

Figure 6.3 Temperature dependence of the magnetization, M vs. T, under field-cooled-warming
(FCW) and field-cooled-cooling (FCC) protocols for μ0H = 0.01 – 1 T. (a) for in-plane and (b) for
out-of-plane. The difference in the magnetization (|MFCC -MFCW|) with respect to temperature is
shown for (c) in-plane and (d) out-of-plane.

Figs. 6.3(a) and (b) display the magnetization under field-cooled-cooling (FCC) and fieldcooled-warming (FCW) protocols for T = 3 − 300 K and µ0H = 0.01− 2 T corresponding to the inplane and out-of-plane field configurations. The presence of thermal hysteresis in the FCC and
FCW of M vs. T curves is due to the supercooling or superheating phenomenon, leading to the
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discontinuous magnetic transitions. The thermal hysteresis in the M vs. T curves is usually
considered as a signature of a first order phase transition (FOPT) [18]. The difference in the
magnetic state of the system depending upon how the measurements have been taken can also be
associated with the competitive nature of the magnetic interactions, which behave differently upon
cooling or heating. The noted difference between the FCW and FCC M-T curves at µ0H = 0.1 − 7
T is shown in Figs. 6.3(c) and (d) for the in-plane and out-of-plane magnetic field directions,
respectively. In Fig. 6.3(c), a significant hysteresis effect is seen below T = 125 K for all the
measured fields, indicating that the metamagnetic transitions (SCR to CONE and FAN) occurring
at low temperatures (T < 117 K) in the MnP film are of FOPT type. Similarly, in Fig. 6.3(d), apart
from the observed thermal hysteresis at T < 125 K, a noticeable difference in the FCC and FCW
M(T) curves is also observed for T > 125 K, implying the persistent competitive magnetic
interactions up to room temperature for the out-of-plane magnetic field direction.

Figure 6.4 Magnetization versus magnetic field, M vs. H, at different temperatures: (a) in-plane
and (b) out-of-plane. Field dependence of differential susceptibility, dM/dH vs. H at T = 5 K, inset
(i) and the temperature-dependent coercive field (Hc), inset (ii), of (a) and (b), respectively.
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The magnetic field dependence of magnetization at selected temperatures below 100 K
[Fig. 6.4] shows a hysteresis loop, signifying that the low temperature spin ordering in the MnP
film is not a canonical FM state. The butterfly-type shape of the curve, which is stressed at the
origin indicates the presence of multiple magnetic phases in the MnP film. To understand the
anomalous nature of the magnetic hysteresis curve, the virgin loop was scrutinized in detail. The
insets (i) of Figs. 6.4(a) and (b) show the magnetic field dependence of differential susceptibility
(dM/dH) for T = 5 K calculated using the virgin loops. The presence of the clear peak in the dM/dH
vs. H curve suggests the sudden change of magnetization with the changing external magnetic
field at a constant temperature; a metamagnetic transition, the feature that is expected in the case
of our present system. The Hcr_IP and Hcr_OP are the critical fields required for the field-dependent
transition to take place when the external magnetic field is applied parallel and perpendicular to
the thin film, respectively. Furthermore, on comparing the M vs. H curves for the in-plane [Fig.
6.4(a)] and out-of-plane [Fig. 6.4(b)] magnetic field directions, we can conclude that the in-plane
field configuration is more anisotropic than the out-of-plane one. The coercive field (HC) vs. T
curves shown in the insets (ii) of Figs. 6.4(a) and (b) validate the parallel field orientation to be
more anisotropic than the perpendicular with respect to the film surface, as the value of HC for a
given T is greater for in-plane compared to out-of-plane field direction. The presence of coercivity
in the MnP film further confirms the low dimensionality of the grown sample, compared to the
absence of any coercive fields in the case of polycrystalline or single crystal MnP [7][19]. In
addition, the value of HC decreases smoothly for T = 5 − 100 K, increases at T = 150 K and further
lowers with the rise in temperature beyond T = 150 K [inset (ii) Fig. 6.4 (a)]. Likewise, the value
of HC decreases smoothly for T = 5 − 100 K, increases at T = 100 − 200 K and further lowers with
the rise in temperature beyond T = 200 K [inset (ii) Fig. 6.4 (b)]. The temperature dependence of
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the coercive field shows a dissimilar trend as for the case of a pure FM, however, it reflects
correspondence with the multiple magnetic phase transitions occurring in the MnP thin film. A
similar behavior was also reported by de Andrés et al. where the variation of the coercive field
with temperature was related to the dM/dT vs. T curve, and the magnetic phase transitions [7].

Figure 6.5 Magnetic phase diagrams of the MnP single crystal for three different field geometries
at T ≤ 120 K (adapted from Reference [18]), (a) H // a-axis, (b) H // b-axis and (c) H // c-axis, and
the magnetic phase digrams of the MnP nanorod film are constructed based on the features seen
in the dM/dT vs. T and dM/dH vs. H curves for μ0H = 0.01 – 7 T and T ≤ 120 K for two different
field configurations, (d) in-plane and (e) out-of-plane.

Fig. 6.5 contrasts the phase diagrams between the MnP single crystal and the MnP nanorod
film for T < 120 K. Figs. 6.5(a), (b) and (c) correspond to the phases for the hard, intermediate,
and easy axes, respectively, in the single crystal [7] and Figs. 6.5(d) and (e) represent the phase
seen in the MnP film for the magnetic field orientations, in-plane and out-of-plane, respectively.
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For reference, the spin configurations of SCR, CONE and FAN are also illustrated in Fig. 6.5. In
the case of the MnP single crystal, when the magnetic field is applied parallel to the c-axis for T <
120 K, only two known phases are observed; the FM phase where the spins are oriented parallel
to the c-axis and the SCR phase for T < 47 K for low fields. However, for μ0H > 0.26 T, only FM
// c-axis phase is present. For μ0H // b-axis, although the scenario for low fields are similar (T = 47
K, μ0H = 0.034 T; FM – screw phase transition) to that of the c-axis, multiple metamagnetic phases
come into the picture with the increase in μ0H. For T ~ 1 K, consecutive transitions from the SCR
to FAN and FAN to the FM with spins parallel to the b-axis take place at μ0H = 0.66 T and 3.57
T, respectively, for μ0H // b-axis. Similarly, in the case of the harder magnetic axis, a-axis, of the
single crystal, the ground state is the SCR structure, which converts into the CONE phase for small
fields and then to the FAN phase for μ0H ≥ 6 T. When the system is warmed up, the FAN phase
transition to the FM phase with spins parallel to the c and a axes for (T, μ0H) = (63 K , 4.32 T) and
(75.7 K, 6.63 T), respectively.
The magnetic phase diagrams for the MnP nanorod film [Fig. 6.5(d) and (e)] are
constructed based on the features seen in the dM/dT vs. T and dM/dH vs. H curves. In the present
MnP film, the following two concepts are considered while mapping out the phase evolution: (i)
unlike the single crystal, the axes are not well-defined for the MnP nanorod film, hence the
cumulative effect of phases from all the three axes are expected to occur, and (ii) the presence of
strain caused by the lattice mismatch and the surface tension from the morphology of the nanorods
in the film can play significant roles in the thermodynamic stability of the magnetic phases.
Accordingly, different magnetically ordered phases are defined in Figs. 6.5(d) and (e). For the inplane field direction, as described in the dM/dT vs. T plot [Fig. 6.2(c)], the FM-SCR phase
transition takes place at TNIP = 117 K, while the PM-FM transition occurs at TCIP = 276 K.
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Similarly, the corresponding phase transitions occur at TNOP = 104 K and TCOP = 304 K [Fig. 6.2
(d)] when the external field is applied perpendicular to the film surface. According to Hirahara et
al., the application of pressure on the a-axis of the MnP single crystal led to the enhancement of
the AFM interactions and reduction of the FM one, resulting in the increased TN and decreased TC
[19]. However, compression on the c-axis showed a reverse effect, with lower TN and higher TC
values. A study of the MnP nanoclusters embedded in GaP layers experiencing 0.5% volumetric
strain compared to the bulk sample, shows a significant increase in TN (82 K) and almost no change
in TC (294 K) [7]. Although the strain due to lattice mismatch was detected in the studied sample,
the authors ascribed the combined trend of TN and TC to the size of the nanoclusters and surface
effects. They also suggested that the magnetic interactions on the surface were affected by the
strain and disorder (associated with increase of TN), while the inside of the grain resembled the
bulk feature (reflected by the unchanged TC ) [20]. In the present case, an opposite effect on the
TN and TC is seen for the field parallel to the thin film, indicating stronger AFM interactions up to
117 K and comparatively, weaker FM interactions. This effect is similar to that of the bulk MnP,
where the application of the strain increases the TN but decreases the TC [19]. Nevertheless, the TN
and TC both increase for the out-of-field orientation, suggesting the robustness of both AFM and
FM interactions in the system with respect to the single crystal. Based on the earlier studies
[7][15][19][20], the different variation trend of the transition temperatures for the in-plane and outof-plane field geometry for the present MnP film indicates that the competitive magnetic
interactions in the film are probed by the induced strain due to the change in the unit cell (0.81%
change in the volume), the morphology of the film (nanorods) and the surface effects on the
nanorods (length ~100 nm). However, the combination of all three effects reflect a different
scenario, depending upon the direction of an external applied magnetic field.

161

Magnetic phase diagram of the MnP film for the in-plane field orientation: The
temperatures, T1_IP, T2_IP, T3_IP and T4_IP, as shown in Fig. 6.5(d) define the critical temperatures
for various transitions taking place in the MnP film, and Hcr_IP is the critical field required to change
the phase. Below μ0H = 0.1 T, the FM state with the spins parallel to the plane of the film (FM2)
transitions directly to the SCR phase, which is the magnetic ground state of the MnP film. For
fields higher than 0.1 T, FM2 undergoes multiple magnetic phase transitions below and above
Hcr_IP. For μ0H > 0.1 T, the FM2 ordering transitions to FM1 state at T1_IP, where FM1 has spins
perpendicular to the film. In resemblance with the MnP single crystal, the FM1 and FM2 are two
FM transitions corresponding to the easy and hard axes, out-of-plane and in-plane, respectively,
as identified from the M vs. H measurements. Below Hcr_IP and for μ0H > 0.1 T, the FM1 orders
into the CONE phase at T2_IP ~ 58 K. Similarly, the pure CONE phase transitions to the SCR phase
for μ0H = 0.1− 0.2 T and the combined SCR and CONE phase for μ0H = 0.5− 1.24 T at T3_IP. The
temperature T4_IP guides the SCR+CONE phase to the pure SCR phase below Hcr_IP. When the
external magnetic field is greater than the critical fields, the magnetic ordering in the system takes
a different path. For μ0H = Hcr_IP − 7 T, it is assumed that the spin direction changes from the hard
to easy axis, i.e., the FM2 state changes to the FM1 at T2_IP, which immediately transitions to the
FAN phase at T3_IP. T2_IP and T3_IP are in close proximity to each other. Upon decreasing the
temperature below 30 K, the FAN phase stabilizes into the combined CONE and FAN at T4_IP,
for μ0H > Hcr_IP. The CONE and FAN phases have the net magnetic moments in the direction of
the externally applied magnetic field. Moreover, as mentioned above, since the axes are not welldefined in the case of the MnP nanorod film, the possibility of the mixed phases (SCR + CONE
and CONE + FAN) is considered. Additionally, from the phase diagram of the MnP single crystal
along the a and b-axes [Figs. 6.5(a) and (b)], it can be seen that the field required for the SCR
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phase to change into the FAN phase is comparatively higher than the critical fields required to
convert the SCR into the CONE. With the understanding about the critical fields required for the
SCR phase to convert into the CONE and FAN phase, the phase evolution of SCR below and
above Hcr_IP has been assigned dominantly to CONE and FAN, respectively.
Magnetic phase diagram of the MnP film for the out-of-plane field orientation: Fig.
6.5(e) displays the magnetic phases present in the MnP film for T < 120 K and μ0H = 0.01− 7 T,
when the external field is applied in the perpendicular direction. Unlike the parallel field
orientation case, only single FM phase is present, justifying the out-of-plane field orientation as
an easy magnetic axis. For μ0H < Hcr_OP (critical fields responsible for the metamagnetic phase
transition), the FM to SCR phase transition takes place at T1_OP. The persistence of the SCR phase
is seen down to the lowest measured temperature (T = 5 K) below Hcr_OP. However, when fields
are greater than Hcr_OP, multiple exotic phases are observed. For μ0H = Hcr_OP − 7 T, the FM-FAN
phase transition occurs at T2_OP. The FAN phase finally orders into the combined CONE and FAN
below T3_OP and above Hcr_OP. Similar to the in-plane field direction case, the net magnetic
moments of the CONE and FAN phase are expected to be in the external field direction.
6.4 Magnetocrystalline anisotropy
The MnP single crystal is known to exhibit strong magnetocrystalline anisotropy, where the
magnetic structure, CONE phase is confined only along the a-axis, FAN phase is seen along a and
b axes and c being the easier magnetic axis with only SCR phase as the low temperature phase
[1][2][7][8][9]. The influence of the preferred crystallographic orientations was also observed in
the case of MnP nanocrystals embedded in GaP layers [7]. To explore the anisotropic nature of the
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MnP film, radio frequency transverse susceptibility (TS) measurements were performed using a
custom built tunnel diode oscillator (TDO) probe [16][21].

Figure 6.6 Temperature dependence of effective magnetic anisotropy field of the MnP film using
transverse susceptibility (TS) . Bipolar TS scans as a function of applied magnetic field (μ0H = -5
– +5 T) , (a) at T = 20 K and (b) at T = 70 K showing out-of-plane and in-plane anisotropy,
respectively. The peaks in TS denote the effective magnetic anisotropy fields, ±HK. (c) and (d)
show the temperature dependence of HK for out-of-plane and in-plane, respectively.

TS scans were recorded for two different field orientations at different temperatures. Figs.
6.6(a) and (b) illustrate the TS results for the in-plane and out-of-plane field directions for T = 20
K and 70 K, respectively. The arrows in the graphs indicate the path of the sweeping magnetic
field.The anisotropy fields (±HK) are marked by using the dotted lines when the magnetic field
changes from + 5 T to – 5 T. The switching field is generally merged with one of these peaks
[22][23][24]. Moreover, the application of a 5 T magnetic field is insufficient to saturate the system
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for both field geometries [Figs. 6.6(a) and (b)], which suggests that the feature observed in the TS
spectra is the contribution from the spins pointing away from the direction of the external magnetic
field. Therefore, for the in-plane field geometry, the TS probes the dynamics of the spins pointing
out-of-plane and vice-versa.
The temperature dependence of HK for both the out-of-plane and in-plane spin
configurations is shown in Figs. 6.6(c) and (d), respectively. As expected from the magnetic
hysteresis data [Fig. 6.4(a)], the value of HK is higher for the in-plane [Fig. 6.6(d)], further
validating the parallel field to be the harder magnetic axis. Furthermore, the HK vs. T follows a
similar trend as the HC vs. T [insets (ii) of Fig. 6.4], revealing the existence of the competing
magnetic phases in the MnP film. Upon decreasing the temperature below 250 K, the HK rises
smoothly upto T = 100 K [Fig. 6.6(c)]. The reduction in HK with the increase in temperature ( T =
100 − 250 K) is a typical behavior of a FM system, and this corresponds to the phase diagram [Fig.
6.5(e)], where for T > 104 K, the system is predominantly FM. Below 100 K, the presence of the
competitive phases in the system [Fig. 6.5(e)] leads to the change in the HK characteristic. In the
region T = 50 − 100 K, the abrupt drop in the anisotropy field is seen, while on further decreasing
the temperature below 50 K, HK rises. The rise/drop in HK has been previously associated with the
presence of the multiple magnetic orderings of the system [16]. In reference to the phase diagram
[Fig. 6.5(e)], the approximate temperature regime, 50 − 100 K, hosts more than one phase
transition involving AFM-AFM or AFM-FM spin re-ordering. Thus, the decrease in HK in the
same temperature regime can be assigned to the presence of the competitive AFM and FM phases.
Lastly, the low temperature (< 50 K ) behavior of HK is due to the predominant AFM spin ordering
as seen from the phase diagram. Similarly, the three different temperature regimes, 250 − 300 K,
150 − 250 K and 20 − 150 K, in the HK vs. T for the in-plane spin configuration [Fig. 6.6(d)] can
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be attributed to the FM2, FM1 and FM2, and AFM regions, respectively, with reference to the
phase diagram shown in Fig. 6.5(d). The preferred spin direction and thermal fluctuations together
play a major role to lower the energy barrier that the external field must overcome to align spins
against their anisotropy axis, thus resulting in the temperature and spin dependent behavior of HK.
The correspondence of the temperature dependent HK with the magnetic phase diagram [Figs.
6.5(d) and (e)] signifies that the magnetic anisotropy plays an important role in the development
and stabilization of the different magnetic phases in the MnP film, similar to the case of the bulk
MnP.
6.5 Magnetocaloric effect and magnetic phase diagrams
From the isothermal M vs. H curves obtained in the region T = 3 − 120 K, ΔSM is calculated for

0H = 0 − 5 T. Fig. 6.7 illustrates the ΔSM(0H, T ) when the magnetic field was applied parallel
to the thin film. Fig 6.7(a) shows ΔSM(T) for 0H = 0 – 0.8 T. As the temperature is cooled below
120 K, a non-negative broad feature is observed at T1IP [Fig. 6.7(a)], which corresponds to the T1_IP
seen in the dM/dT vs T curve. On further lowering the temperature, ΔSM(T) exhibits a dominant
minima at T2IP ~ 57 K and a maxima at T3IP ~ 45 K, which corroborate to the peaks, T2_IP and T3_IP,
of the dM/dT vs T curve. Likewise, a low temperature positive anomaly in ΔSM at T4IP ~ 28 K is
phase transitions at 0H = 1 T and 3 T, respectively. For 0H = 1 T, FM2-FM1 transition takes
place at T1IP, giving rise to ΔSM > 0, the FM1-CONE phase change occurs at T2IP with a minima in
ΔSM, CONE transforms to a mixed CONE+SCR state with positive values of ΔSM at T3IP, and
finally the mixed magnetic state (CONE+SCR) transforms into the SCR phase at T4IP. At high
fields, T1IP is suppressed [Fig. 6.7(c)], the negative peak in ΔSM at T2IP now corresponds to the
FM2-FM1 phase transition. For 0H = 3 T, T3IP and T4IP are associated with the FM1-FAN and
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FAN-FAN+CONE magnetic phase transitions, respectively. It should be noted that for a
metamagnetic system, depending upon the change in the applied magnetic field, the same
characteristic features in the ΔSM vs. T curve can signify different magnetic re-ordering.

Figure 6.7 The magnetic entropy change (ΔSM) for the external applied field parallel to the plane
of the film (a) as a function of temperature for low fields, 0H = 0.2 – 0.8 T, and T = 3 – 120 K.
The different features in the curves are marked by the black dashed lines and represented as T1IP,
T2IP, T3IP and T4IP. The inset shows the ΔSM vs. T for high magnetic fields, 0H = 1 – 5 T, and T
= 3 – 80 K. (b) and (c) identify the different possible phase transitions taking place in the film
reflected by the characterictic features in the ΔSM vs. T curves for two field vlaues, 0H = 1 T
and 0H = 3 T, respectively.

The ΔSM(T) for the out-of-plane field direction is shown in Fig. 6.8. The dominant
attributes in the ΔSM vs. T curve for different external fields are marked in Figs. 6.8(a), (c) and (e),
while the corresponding phase transitions are identified in Figs. 6.8(b), (d) and (f). The behavior
of ΔSM for T = 3 − 120 K and 0H = 0.02 – 0.1 T is illustrated in Fig. 6.8 (a). The presence of a
non-negative peak in ΔSM at T1OP resembles the feature T1_OP seen in the dM/dT vs T curve [Fig.
2(d)] and represents the FM-SCR phase transition for 0H ≤ 0.1 T [Fig. 6.8(b)]. As 0H exceeds
0.1 T, a new development in ΔSM at T3OP is observed [Fig. 6.8(c)]. The noted ΔSM > 0 at T3OP
resembles the T3_OP from M vs. T measurements. However, T3_OP in dM/dT vs T is seen for 0H ≥
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Figure 6.8 Temperature-dependent ΔSM for the external applied field perpendicular to the plane
of the film for different magnetic fields and T = 3 – 120 K is shown. The development of the peaks
are noted by the dashed lines and symbolized as T1OP, T2OP and T3OP. (a), (c) and (e) for 0H =
0.02 – 0.1 T, 0.2 – 1 T and 1.2 – 2 T, respectively. Inset of (e) shows the ΔSM vs. T for high
magnetic fields, 0H = 3 – 5 T. The different possible phase transitions taking place in the film
are marked in the ΔSM vs. T curves for three field vlaues, 0H = 0.1 T (b), 0H = 1 T (d) and
0H = 2 T (f).

2 T while MCE reveals its presence for 0H ≥ 0.2 T relevant to two different phase transitions:
2 T ≥ 0H ≥ 0.2 T and 0H ≥ 2 T. For 0H = 1 T [Fig. 6.8(d)], unlike for low field change
(0H ≤ 0.1 T), T1OP corresponds to the FM-CONE and the subsequent T3OP (2 T ≥ 0H ≥ 0.2
T) is the critical temperature for the CONE-SCR phase transition. For 0H > 1 T, a minima in
ΔSM evolves between T1OP and T3OP and is marked as T2OP [Fig. 6.8(e)]. With the suppression of
T1OP for 0H > 2 T, the field evolution of T2OP becomes more prominent, as can be seen from the
inset of Fig. 6.8(e). The T2OP is similar to the T2_OP [Fig. 6.2(d)], nevertheless, the critical field for
T2OP from ΔSM vs. T is obtained to be 1.4 T, which is lower than the field (2 T) at which T2_OP is
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noted in the dM/dT vs T. As shown in Fig. 6.8(f), for 0H = 2 T, T2OP marks the FM-FAN phase
transition and dissimilar to the low fields, a FAN phase transforms into the mixed FAN+CONE at
T3OP.
The H-T phase diagrams [Fig. 6.9] for the in-plane and out-of-plane field directions are
constructed based on the temperature and field dependences of ΔSM. The unfolding of FM and
AFM phases as functions of temperature and field can be well illustrated from ΔSM (0H,T). The
cool and warm colors in the figures signify the responses of the system to the external magnetic
field, resulting in ΔSM < 0 and ΔSM > 0, respectively. The characteristic features noted in ΔSM vs.
T; T1IP, T2IP, T3IP and T4IP for the in-plane curves [Fig. 6.9(a)] and T1OP, T2OP and T3OP for the outof-plane curves [Fig. 6.9(b)] are represented by line and symbol plots. Additionally, the maxima

Figure 6.9 H-T phase diagrams of the MnP nanorod film constructed using the magnetic entropy
data for two different field configurations, (a) in-plane and (b) out-of-plane.The surface plots show
ΔSM over the full range of temperatures and changes in magnetic field studied. The peaks observed
in ΔSM vs. T (T1IP, T2IP, T3IP and T4IP for the in-plane) and (T1OP, T2OP and T3OP for the out-of-plane)
curves are shown by the line and symbol plots. The critical fields, HcrIP and HcrOP, sketched by
using star+line are the maxima in the dM/dH vs. H curves for the in-plane and out-of-plane,
respectively. The different competitive magnetic phases at respective field and temperature are
labeled.
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in the dM/dH vs. H from the MCE data is also shown. The HcrIP and HcrOP sketched by using
star+line are the peaks in the differential susceptibility for the in-plane and out-of-plane,
respectively. The phase evolution revealed by ΔSM (0H,T) further validates our earlier finding
of the magnetic phases using M vs. T and M vs. 0H [Fig. 6.5]. A one to one correspondence
between the in-plane field direction phase diagram obtained from M vs. T /M vs. 0H and ΔSM
(0H,T) can be established. However, for the out-of-plane field direction, ΔSM (0H,T) adds
more features that are not seen in the M (T,0H) curves.
Conventionally, a negative peak in ΔSM is assigned to the PM-FM phase transition and
ΔSM > 0 indicates an AFM ordering in the system [25-28]. However, this definition cannot be
implemented for a system with multiple magnetic orderings, like MnP. The presence of any peaks
in ΔSM (0H,T) curve signifies the change in the magnetic ordering and depending upon whether
the external field favors or disfavors the ground state spin configuration, a minima or a maxima is
observed in ΔSM (0H,T). For instance, the FM2-FM1 transition at 0H = 1 T for the in-plane
field orientation [Fig. 6.7(b)], has ΔSM > 0, which is expected as the spins are parallel to the easy
axis in the case of FM1, while FM2 has spins pointed along the hard axis, hence in the process of
transforming the spin direction from the easy to hard axis, spin disorder is created resulting in the
positive ΔSM. Nevertheless, for the same transition at 0H = 3 T [Fig. 6.7(c)], a minima in ΔSM
is observed. Here it should be noted that the external field is greater than the anisotropy field, HK
~ 2.5 T at T = 20 K [Fig. 6.6(d)], therefore, the Zeeman energy overcomes the magnetic anisotropy
energy, giving rise to the spin-flip transition, and consequently ΔSM < 0.
From the magnetic phase diagram [Fig. 6.9], one can see that the MnP nanorod film
exhibits features thar are different from the MnP single crystal. The mixed phases (SCR+CONE

170

and CONE+FAN) are some of the distinct characteristics of the MnP nanorod film. The critical
fields required for the conversion of the SCR phase to the CONE or FAN (HcrIP and HcrOP) are
higher in the case of the film, indicating the low temperature stability and robust nature of the SCR
phase. Furthermore, the persistence of the CONE and FAN phases for T < = T3IP (in-plane) and T
< = T2OP (out-of-plane), upto the highest measured field, 0H = 5 T, suggest that the presence of
the strain and the combined effects of a,b and c-axes along with lower thermal fluctuations favor
the AFM state.
6.6 Conclusion
A comprehensive magnetic study has been performed on the MnP nanorod thin film for the inplane and out-of-plane field orientations. The presence of the compressive strain along the abplane of the grown film drastically affects the transition temperatures (TN and TC) of the sample,
stabilizing the AFM order up to higher temperature. The field dependent magnetization results
suggest the anisotropic nature of the sample. The system has an easy magnetic axis when the field
is applied perpendicular to the plane of the film and a hard axis when the field is parallel. The
anisotropic behavior was further validated by the TS measurements, which establish the role of
the magnetocrystalline anisotropy in the stabilization of the multiple magnetic phases in the MnP
film. The co-existence of the competing phases was further demonstrated by the MCE study. The
comprehensive magnetic phase diagrams for the in-plane and out-of-plane field directions have
been constructed for the MnP nanorod film to illustrate the co-existing magnetic phases and unfold
the strain/dimensionality-influenced features that are absent in its single crystal counterpart.
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7 Conclusion and Outlook
7.1 Summary
The energetically competing interactions that occur in double perovskite oxides or intermetallic
compounds although have different intrinsic origins, like segregation between perfectly ordered
and disordered regions in the case of oxides and the presence of antisymmetric and symmetric
exchange interactions in intermetallics, can behave similarly upon the application of external
magnetic field. The manipulation of the magnetic states in these compounds via external
parameters such as magnetic field, temperature or pressure favoring certain interactions leads to
crossover behaviors or phase coexistence. In this dissertation, the impact of disorderness
introduced through defects on the magnetic response of strongly correlated double perovskite
oxides was examined through structural and magnetic characterization. A set of experiments
including XRD, XPS and neutron diffraction were performed to carry out the structural analysis,
and interelated magetic experiments such as dc magnetization, longitudinal and transverse
susceptibility measurements, critical exponent, and magnetic entropy change analysis, in order to
observe the static, dynamic, and critical magnetic properties. A similar set of experiments were
implemented for a helimagnetic system as well, in order to explore the evolution of the competitive
interactions giving rise to different spin structures as functions of magnetic field and temperature.
We strongly believe that the combination of the above-mentioned tools can prove to be an excellent
method to learn about the development of the spin configuration from its ground state to the
disordered paramagnetic phase with respect to field/temperature for any given magnetic system.
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The role of antisite defects was first examined in an insulating ferromagnetic double
perovskite, La2CoMnO6 (LCMO), to clarify the complex phase evolution. A long range order is
established at TF1 = 228 K corresponding to Mn4+–O–Co2+ ferromagnetic superexchange from
neutron diffraction measurements which was further confirmed through the analysis of the critical
exponents across the phase transition. Unlike previous studies, we found the high values of TF1
and µeff ~ 7.51 µB in the sample with a relatively large degree of cationic order and noticeable
amount of oxygen deficiency, the latter leading to the second FM interaction established at 220 K
due to Mn3+–O–Co3+ vibronic superexchange interactions. The annealing of LCMO sample
introduced the change in the microstructure keeping the phase and composition consistent. The
change in morphology of the annealed sample increases the grain boundaries and density of the
antiphase boundaries, leading to the significant reduction in the magnetization of the material.
The presence of antisite disorder and oxygen deficiency in a long-range-ordered
ferromagnetic matrix of LCMO serves as the origin of two types of clusters in the system. Type I:
co-existence of ferromagnetic Co2+-O-Mn4+ and short range antiferromagnetic Co2+-O-Co2+ or
Mn4+-O- Mn4+ interactions and type II: co-existence of ferromagnetic Co3+-O-Mn3+ and
antiferromagnetic Co3+-O-Co3+ or Mn3+-O- Mn3+ interactions. It is expected that the volume
fraction of the anion-deficient region is low, which would result in a smaller volume of type II
clusters as compared to type I. For a certain field and frequency, the dynamics of larger clusters
freeze at a higher temperature. Hence, the freezing of type I clusters is observed while type II
clusters relax at longer time scales. Using transverse susceptibility to study the behavior of the
magnetic anisotropy as a function of temperature, the freezing mechanism of the cluster glass-like
states was investigated in LCMO. The universal behavior of the entropy curves across the
dominant phase transition confirms the occurrence of second order phase transition at TF1. The
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behavior of the magnetic entropy change supports the existence of a cluster-glass regime, as the
increasing entropy indicates that the spin configuration is disordered when the external field is
applied. The magnetic entropy change results clearly show the coexistence of two different FM
phases and the spin cluster dominance at low temperatures.
The substitution of A-site ion in La2CoMnO6 with Y i.e., Y2CoMnO6 (YCMO) reduces the
paramagnetic to ferromagnetic transition temperature significantly to 78 K. The YCMO sample
was synthesized using the sol-gel method with a cationic degree of ordering about 70%. The
collinear long-range FM ordering down to 5 K was established by the neutron diffraction analysis
and was further confirmed by the analysis of critical exponents across the PM-FM phase transition.
The absence of a perfect cationic ordering in the YCMO system indicates the formation of
antiphase boundaries. The AFM interactions occurring at the antiphase boundaries are shown to
result in several interesting magnetic behaviors in YCMO. The magnetic jumps seen in the
hysteresis curve and the non-negative value of dM/dT are the result of the pinning of domain walls
at the phase boundaries. The kinetic arrest phenomenon was also revealed from the thermal
hysteresis and the nature of virgin curves, which was additionally substantiated via the cooling and
heating in an unequal field protocol. The presence of both ferromagnetic and antiferromagnetic
orders resulted in the exchange bias effect at low temperatures. The co-existence of these two
phases was further established by the MCE study. A comprehensive magnetic phase diagram was
constructed for the first time for both LCMO and YCMO to illustrate the co-existing magnetic
phases and summarize the static and dynamic features of the magnetic phases in LCMO, and the
effect of domain wall pinning in the YCMO system. These magnetic phase diagrams demonstrate
the impact of antisite defects/antiphase boundaries in these two systems.
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The nature and strength of antiferromagnetic coupling due to the presence of defects was
further studied in Yittrium based double perovskites. A magnetic study was conducted on
Y2NiMnO6 (YNMO) and co-doped Y2Ni0.5Co0.5MnO6 (YNCMO) oxides polycrystalline samples
synthesized via sol-gel technique. Although the XPS data predicted a mixed cationic ordering,
Ni2+/3+/Co2+/3+/Mn4+/3+ , in YNCMO, the occurrence of the single peak in M vs. T curve confirms
the homogeneous substitution of Ni2+ ions by Co2+. The temperature dependent magnetization
results suggests that superexchange ferromagnetic interaction has a major contribution in defining
the magnetism in YNMO with only small contribution of weak antiferromagnetic interactions at
low temperature as compared to YNCMO and YCMO. The loss in AC susceptibility at low
temperature depicts the irreversible motion of pinned domain walls in the case of YNCMO similar
to that reported for YNMO in literature, which is completely absent in YNMO. The static and
dynamic magnetization results conclude that the strength of the antiferromagnetic coupling among
Y2NixCo1-xMnO6 compounds become stronger and is thermally favored at low temperature with
the substitution/increase of Co2+ concentration. The magnetic entropy analysis helped to construct
the magnetic phase diagram to understand the evolution and stabilization of AFM and FM phases
in these compounds.
The coexistence of ferromagnetic and antiferromagnetic couplings in the above studied
oxides results in the competition between these interactions. However, the spin structure in these
systems remains collinear. Nevertheless, the competition between symmetric exchange
interactions and DMI can give rise to the helical spin structure. The effect of external magnetic
field and temperature on the helical spin structure was studied in a well-known helimagnetic
system, Manganese Phosphide (MnP). A comprehensive magnetic study was performed on the
MnP nanorod thin film for the in-plane and out-of-plane field orientations. The presence of the
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compressive strain along the ab-plane of the grown film drastically affects the transition
temperatures (TN and TC) of the sample, stabilizing the AFM order up to higher temperature. The
field dependent magnetization results suggest the anisotropic nature of the sample. The system has
an easy magnetic axis when the field is applied perpendicular to the plane of the film and a hard
axis when the field is parallel. The anisotropic behavior was further validated by the transverse
susceptibility measurements, which establish the role of the magnetocrystalline anisotropy in the
stabilization of the multiple magnetic phases in the MnP film. The co-existence of the competing
phases was further demonstrated by the MCE study. The comprehensive magnetic phase diagrams
for the in-plane and out-of-plane field directions have been constructed for the MnP nanorod film
to illustrate the co-existing magnetic phases and unfold the strain/dimensionality-influenced
features that are absent in its single crystal counterpart.
Our study on the above mentioned double perovskite oxides and helimagnet concludes that
the co-existence of FM and AFM phases results in the competitive magnetic interactions in these
systems. The strength of the coexisting interactions plays an important role in stabilizing the
magnetic ground state, as well as is the driving force for spin glass behavior in LCMO and
metamagnetism in YCMO, and MnP. The external factors like magnetic field, temperature,
composition, and strain, along with internal factor such as magnetocrystalline anisotropy, cause
variance in the competing interactions, resulting in the development of completely different
magnetic states.
7.2 Future work
The results of this dissertation, as outlined above, provide a framework for continued studies on
the related exotic systems comprising of spin structure from the competing magnetic interactions,
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and define several problems of interest. The robustness of the helical phase in the MnP nanorod
thin film and the occurrence of the field independent transitions below 100 K are different from
that observed for its single crystal counterpart and are yet to be understood. The temperature
dependent neutron diffraction measurements on these samples will provide deeper insights into
the spin configuration. The elastic scattering of neutrons through the thin film sample will give a
better microscopic understanding of several results obtained via our macroscopic probes. In
addition to the diffraction analysis, the dynamic measurements consisting of linear and non-linear
AC-χ will help to justify the proposed phase diagram for the thin films. The field dependent AC-χ
study will further clarify the presence of different metamagnetic phases in MnP thin films driven
by strain caused by substrates used for growth of the films.
As noted above, the antiphase boundaries in the double perovskite oxides give rise to
different signatural effects in LCMO and YCMO. However, the reason behind the difference in
the effects in these compounds is still unclear. A thorough study in series of RCMO compounds
can lead to a better understanding of the role the point/line defects play in double perovskite oxides.
In this dissertation, we show that the comprehensive approach combining complementary
static and dynamic magnetization studies, transverse susceptibility, and magnetocaloric effect
measurements has proven successful in determining how the magnetic ground states of strongly
correlated electron systems evolve under the influence of a number of external parameters. This
approach is further being implemented for a well-known magnetic Weyl semi-metal, Co3Sn2S2
(CSS), single crystal which has been proved to have competing interactions in its kagome lattice.
Due to the unusual symmetry of the corner sharing triangles of the kagome lattice, it gives rise to
geometrical frustration. Reportedly CSS consists of a complex magnetic phase diagram
comprising of only out-of-plane ferromagnetic component below 90 K, coexisting ferromagnetic
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and in-plane antiferromagnetic component between 90 – 172 K which changes to a fully polarized
ferromagnetic state above 172 K and transitions to a paramagnetic state at 177 K [1]. Another
study on the same system presents two different ferromagnetic states at zero field and an
occurrence of field induced skyrmion like phase at T = 130 – 160 K for 150 ≤ H ≤ 300 Oe [2]. Our
preliminary measurements on the system confirm the paramagnetic to ferromagnetic transition
temperature to be 175 K and the saturation field at 10 K to be 794 Oe. The appearance of
temperature dependent peaks in differential susceptibility data, extracted from M vs H loops,
suggests the metamagnetic features corresponding to certain critical fields, which are further to be
confirmed through a complementary set of measurements. Our aim is to use the MCE and higher
harmonics AC-χ as the main tools to explore the complex magnetic phase diagram of CSS. It
would be interesting to know if the higher harmonics can reveal the skyrmion like A-phase
observed in CSS.
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