We say a polynomial f ∈ Z[x] is strongly coefficient convex if the set of coefficients of f consists of consecutive integers only. We establish various results suggesting that the divisors of x n −1 that are in Z[x] have the tendency to be strongly coefficient convex and have small coefficients. The case where n = p 2 q with p and q primes is studied in detail.
Introduction
Let f (x) = ∑ ∞ j=0 c j x j be a polynomial. We put C 0 (f ) = {c j }. Trivially C 0 (f ) = C(f ) ∪ {0}, where C(f ) = {c j : 0 ≤ j ≤ deg(f )} denotes the set of coefficients of f . If there exist integers a and b such that C 0 (f ) consists of the consecutive integers a, a + 1, . . . , b − 1, b, then we say that f is coefficient convex and write C 0 (f ) = [a, b] . If C(f ) = [a, b], then we say that f is strongly coefficient convex. We say that f is flat if C(f ) ⊆ [−1 , 1] . Note that if f is flat, then f is also coefficient convex. Typically we denote polynomial coefficients by c j and d j .
The nth cyclotomic polynomial Φ n (x) (see the next section for details) has the property that its coefficients tend to be small in absolute value, e.g., for n < 105 it is flat. If n has at most three distinct odd prime factors, it can be shown [5] that Φ n is coefficient convex. A question that arises is to what extent the smallness of the coefficients is particular to Φ n (x). We will try to answer this by investigating the coefficients of the other divisors of x n − 1 as well. Our work suggests that as far as the behavior of its coefficients goes, Φ n (x) does not have a special role amongst the divisors of x n − 1. Since the number of divisors of x n − 1 rapidly increases, we are only able to say something conclusive in case n has a modest number of divisors. If n = pq or n = p 2 q, then x n − 1 has 16, respectively 64 monic divisors (these cases are covered by Theorems 2, 3, 4 and 5).
An exception here is the case where n is a prime power, say n = p e . Then the number of divisors can get large, but they have a simple structure. Using the uniqueness of the base p representation Pomerance and Ryan [9] proved that the divisors of x p e − 1 are all flat. We leave it to the reader to prove the following easy strengthening of this result. Theorem 1. Let e ≥ 1 be an integer and g be a monic divisor of x p e −1. We have C(g) = {1} if g = (x p j − 1)/(x − 1) for some 0 ≤ j ≤ e. Furthermore, if p = 2 and g = (x − 1)(x 2 j − 1)/(x 2 − 1), then for 1 ≤ j ≤ e we have C(g) = {−1, 1}. In the remaining cases we have Let B(n) be the maximum coefficient (in absolute value) that occurs amongst all monic divisors of x n − 1. Pomerance and Ryan [9] conjectured and Kaplan [6] proved that B(p 2 q) = min(p 2 , q). Letting B + (n) denote the maximum amongst all the coefficients of all the monic divisors of x n − 1, and −B − (n) the minimum, we have the following generalization of Kaplan's result. Theorem 4. Let p and q be distinct primes. Let 1 ≤ p * ≤ q − 1 be the inverse of p modulo q. We have B − (p 2 q) = min(p, p * ) + min(p, q − p * ) and B + (p 2 q) = min(p 2 , q).
Note that if q < p, then the result gives B − (p 2 q) = B + (p 2 q) = q. (For a more formal definition of B ± (n) see Section 4.) The analogue of the latter theorem in case n = pqr is not known, for some partial results see Kaplan [6] . Ryan et al. [11] posed some conjectures on the basis of extensive numerical calculation.
The results stated above (except for Theorem 1) are special cases of Theorem 5, our main result, e.g., Theorem 2 can be read off from Table 1A. In the derivation of Theorem 4 we have to use in addition that min(p, p * ) + min(p, q − p * ) ≥ min(p, q). A reformulation of Theorem 5 without tables is given in Section 3.1.
The set of coefficients of f k , C(f k ), is given in Table 1 .
The difficulty of computing C(f ) varies rather dramatically; from utterly trivial to challenging in case of f 25 , f 38 and f 43 .
For reasons of space various proofs of lemmas have been suppressed. They can be found in the full version [4] of the paper.
Preliminaries
The nth cyclotomic polynomial Φ n (x) is defined by
where µ(n) is the Möbius function and φ(n) Euler's totient function. Let p ̸ = q be primes. From (1) we deduce, e.g., that
a formula that will be used repeatedly. We will need the following elementary properties of Φ n (x) (see, e.g., Thangadurai [12] for proofs and a nice introduction to cyclotomic polynomials). Throughout we use the letters p and q to denote primes.
For a nonzero polynomial f ∈ C[x], we define its height H(f ) to be the largest coefficient of f in absolute value. For a nonzero polynomial f ∈ R[x], we define H + (f ), respectively H − (f ) to be the largest, respectively smallest coefficient of f . (In that case H(f ) = max{H + (f ), |H − (f )|}.) As in [9] , the observation that if H(f ) = m, then H((x k − 1)f (x)) ≤ 2m for any positive integer k will be used a few times. We also use that
Another easy observation we need is that if k > deg(f ), and m ≥ 1 is an arbitrary integer, then
To see this note that if in the coefficient string of
2.1. Binary cyclotomic polynomials. In this subsection we consider the binary cyclotomic polynomials Φ pq (x) with p and q distinct primes.
In 1883 Migotti proved that Φ pq is flat. Carlitz [3] noted that if we drop the zero coefficients in Φ pq (x), the positive and negative terms occur alternately, as, e.g., in
(To prove this, one can invoke Lemma 4 below together with (2).) Lam and Leung [7] gave an explicit description of the coefficients of Φ pq (x). 
The latter lemma does not include the case where p = 2 and q is odd.
A rather specific observation we will need involving binary cyclotomic polynomials is the following. Lemma 3. Let p and q be primes with p < q. Write q = f p 2 + g with 0 < g < p 2 and Φ pq (x) = ∑ j a j x j . We have
Proof. See the extended version [4] of this paper.
Inverse cyclotomic polynomials.
We define Ψ n (x) = (
c n (k)x k to be the nth inverse cyclotomic polynomial. It is easy to see, see, e.g., Moree [8] , that Ψ 1 (x) = 1, Ψ p (x) = x − 1 and
(6) For n < 561 the polynomials Ψ n (x) are flat. Let 2 < p < q < r be odd primes. It is not difficult to show that |c pqr 
where [x] denotes the largest integer ≤ x. Let us call a ternary inverse cyclotomic polynomial Ψ pqr (x) extremal if for some k we have |c pqr (k)| = p − 1. Moree [8] showed that a ternary inverse cyclotomic polynomial is extremal iff
Moreover, he showed that for an extremal ternary inverse cyclotomic polynomial Ψ pqr (x) one has C(Ψ pqr ) = [−(p − 1), p − 1], and thus that it is strongly coefficient convex.
Inclusion-exclusion polynomials.
Let ρ = {r 1 , r 2 , . . . , r s } be a set of natural numbers satisfying r i > 1 and (r i , r j ) = 1 for i ̸ = j, and put
For each such ρ we define a function Q ρ by
∏ i<j<k (x n i,j,k − 1) · · · It turns out that Q ρ is a polynomial, the inclusion-exclusion polynomial. This class of divisors of x n 0 − 1 was introduced by Bachman [1] . He showed that with D ρ = {d : d|n 0 and (d,
. Furthermore, he showed that ternary (s = 3) inclusion-exclusion polynomials are coefficient convex. Earlier Gallot and Moree [5] (for alternative proofs, see Bzdȩga [2] and Rosset [10] ) had shown that in case s = 3 and r 1 , r 2 , r 3 are distinct primes, this result is true.
2.4.
On the coefficient convexity of Φ n and Ψ n . In [5] , Theorems 7 and 8 were announced and it was promised that the present paper would contain the proofs. Here this promise is fulfilled.
In [5] , the following result was established. (Its analogue for Ψ n is false in general.) Theorem 6. ( [5] ). Let n be ternary, that is n = pqr with 2 < p < q < r odd primes. Then, for k ≥ 1, |a n (k) − a n (k − 1)| ≤ 1.
It follows that if n is ternary, then Φ n is strongly coefficient convex. Using the latter result one easily proves the following one.
Theorem 7. Suppose that n has at most 3 distinct prime factors, then Φ n is coefficient convex.
Proof. In case n has at most two distinct odd factors, by Lemma 2 and Lemma 1 we infer that Φ n is flat and hence coefficient convex. Now suppose that n is odd. Let κ(n) = ∏ p|n p be the square free kernel of n. Then, by
The proof is now completed on invoking Theorem 6.
Numerical computation suggest that if n is ternary, then Φ 2n is coefficient convex. If this would be true, then in Theorem 7 one can replace '3 distinct prime factors' by '3 distinct odd prime factors'. This is best possible as the following examples show: n = 7735 = 5 · 7 · 13 · 17, C(n) = [−7, 5]\{−6} n = 530689 = 17 · 19 · 31 · 53, C(n) = [−50, 52]\{−48, 47, 48, 49, 50, 51}.
Theorem 8. Suppose that n has at most 2, respectively 3, distinct odd prime factors, then Ψ n is flat, respectively, coefficient convex.
Auxiliary polynomials.
In this subsection we determine C(f ) for various auxiliary polynomials f (where possible we have adopted the notation of Theorem 5).
Lemma 4. Let u > 1 and v > 1 be coprime natural numbers. Put
.
Proof. The assumption on u and v ensures that (
We study the coefficients of τ u,v (x) by first considering the Taylor series around x = 0 of the denominator of τ u,v (x). We claim that all coefficients r j with j < uv in ( 
The latter equality implies however v|(α 1 − α 2 ). This contradiction completes the proof of the claim. It follows that C(τ u,v ) ⊆ [−1, 1] and that the non-negative signs alternate. The claim regarding C(τ u,v ) follows on noting that τ u,v = (
In case p = 3, the next lemma shows that τ 3,v (x) can be easily given explicitly.
We infer that
. That this is the case is easily seen on rewriting
and as
Lemma 5 shows that identical consecutive coefficients do not appear in
The following lemma determines all polynomials τ 3,v (x) with this property.
Proof. If u = 2 we have τ 2,v (x) = (x v + 1)/(x + 1) and so consecutive coefficients are always distinct. If u = 3 it is seen from Lemma 5 that this property also holds. Proceeding as in the proof of Lemma 5 we find that modulo
On invoking Corollary 2, the proof is then completed.
Proof of Lemma 8. See the extended version [4] of this paper. Lemma 9. Let p and q be distinct primes. Put f 20 = Φ q Φ p 2 We have
Consequently f 20 is flat iff p > q.
Proof. Left as an exercise to the interested reader.
Alternatively one can write
If a is odd, then g is coefficient convex and
Proof of Lemma 10. It is easy to find the maximum coefficient of g. It is the coefficient convexity that is slightly less trivial. Write g = ∑ a+b+c−2 j=0 d j x j . We consider two cases. Case 1. c ≥ a + b. We have to show that all coefficients 1, 2, . . . , µ, where µ = a + 2b, occur. It is easy to see that {d 0 , . . . , d a+b−1 } contains all odd numbers ≤ µ (here we use the assumption that a is odd). Likewise one sees that {d c , . . . , d a+b+c−2 } contains all even integers ≤ µ. Case 2. c < a + b. Here we proceed by induction with respect to c. For c = 1 we have 1 and 2 as coefficients and we are done. Suppose the result is true up to c 1 . We want to show it for c = c 1 + 1. Here at most two new coefficient values can arise, namely the previous maximum, µ c 1 , with 1 added and the previous maximum with 2 added. In the latter case (which only arises if c ≤ b) we have to show that µ c 1 + 1 also occurs as a coefficient. The coefficient of d a+c−1 = 2c is the new maximum here. Note that d a+c−2 = 2c − 1. Thus using the induction hypothesis the set of coefficients equals {1, 2, . . . , µ c 1 , µ c 1 + 1, µ c 1 + 2} and is hence coefficient convex.
Proof. 1) The case where p or q is even is left to the reader. So let us assume that both p and q are odd. The kth coefficient
Since this is a sum of binary cyclotomic coefficients by Lemma 2 we have
On noting that ρ + 1 = p * we thus obtain that −m 2 ≤ c j ≤ m 1 with m 2 = min(q − p * , p) and m 1 = min(p * , p). Using Lemma 2 we obtain that
Using Lemma 2 we then infer that the latter polynomial equals
) .
It follows that c 1+kp is the coefficient of x k in −σ q−p * ,p (x). A similar argument gives c kp = [σ p * ,p (x)] x k . From 1 + pq = p * p + q * q we obtain 2 = 2p * p + (2q * − p)q − pq. The assumption 2p * < q implies q * > p/2 and hence we have 1 ≤ 2p * < q and 1 ≤ 2q * − p < q * . Reasoning as before we then find that c 2+kp is the coefficient of x k in x q−2p * σ p * ,p (x). Likewise the final assertion is established.
See the extended version [4] of this paper. Lemma 13. Let q > 3 be a prime. Then the coefficients of the polynomial
and so clearly c 0 , c 1 , . . . , c q−1 are all nonzero. By computation one checks that also c q , c q+1 and c q+2 are nonzero. Alternatively the proof is completed on noting that the sum of any two coefficients in ( 
) that are q apart (here we use that q ≥ 5) is nonzero.
, then by Lemma 5 we find that
and hence c p = 0. If p ≡ 2(mod 3), then by Lemma 5 we find that
and hence c p+2 = 0.
Then Proof. Write f 26 = ∑ j c j x j and f 27 = 
we easily compute that d j = 0 with
This concludes the proof.
Lemma 17. Let p and q be distinct primes. Put
Proof. Note that
For 0 ≤ r ≤ min(p, q) − 1 we have c rp = r + 1. It is easy to see that 0 is not in C(f 30 ).
The next three lemmas will be used in order to establish Lemma 22.
Lemma 19. Let p and q be distinct primes. Put
Proof. Note that f 38 = Φ p f 36 = Φ q f 34 . On using that H(f 34 ) = 1 (easy on using (5)) and H(f 36 ) = 1 (by Lemma 18) and invoking (3), it follows that H(f 38 ) ≤ min(p, q).
Lemma 20. Let p and q be distinct odd primes. Put f 38 = Φ p Φ q Φ p 2 q and β(p, q) = min(p, q, q(mod p 2 ), p 2 − q(mod p 2 )). We have [−β(p, q), 0] ⊆ C(f 38 ).
Lemma 21. Let p and q be distinct odd primes. We have min C(f 38 ) ≥ −β(p, q).
In the proof of the next lemma we use the notation C ≤0 (f ) for C(f ) ∩ Z ≤0 .
Lemma 22. Let p and q be distinct primes. Put f 38 = Φ p Φ q Φ p 2 q and β(p, q) = min(p, q, q(mod p 2 ), p 2 − q(mod p 2 )). We have
if p = 2 and q = 3; [−β(p, q), min(p, q)] otherwise.
Proof. Put z 1 = min(p, q). On noting that
we have [1, min(p, q) ] ⊆ C(f 38 ). This in combination with Lemma 19 shows that C >0 (f 38 ) = [1, min(p, q) ]. It remains to show that C ≤0 (f 38 ) is as asserted in the statement of the lemma. 1) The case q = 2. Here we have β(p, 2) = 2.
2) The case p = 2. Here we have β(2, q) = 1. If q = 3 we have to show (cf. statement of this lemma) that C ≤0 (f 38 ) = {−1} (which follows by direct calculation) and for q ≥ 5 that C ≤0 (f 38 ) = [−1, 0].
We have
Assume q ≥ 5. It is easy to see that d 3 = 0. Furthermore,
3) The case where both p and q are odd.
Here we invoke Lemma 20 and Lemma 21.
Lemma 23. Let p and q be distinct primes.
2.5.1. The polynomials f 42 and f 43 . Let p and q be distinct primes. Put
It is not difficult to find cases where only very few of the coefficients of f 43 are equal to 2. For example, if (p, q) is in the following set:
{ (11, 241) , (13, 377) , (17, 577), (19, 181), (29, 421), (41, 3361), (43, 3697)}, there are precisely two coefficients equal to 2 (as computed by Yves Gallot). This suggests that perhaps the following results are not so easy to establish. Lemma 24. We have
The analogue of this result for f 42 is easy enough. Note that
Proof. Write f 42 = ∑ j c j x j . Note that
Around x = 0, f 42 has power series
Note that if c j ≥ 2, then there exist non-negative α 1 , α 2 , β 1 and β 2 such that
This is impossible. By a similar argument one sees that c j ≥ −1. Since clearly [−1, 1] ⊆ C(f 42 ), the proof is completed.
Indeed, some work needs to be done to infer that {−2, 2} ⊆ C(f 43 ). The idea is to show that in f 42 the combinations 1, −1 and −1, 1 appear as consecutive coefficients and then use that f 43 = (x − 1)f 42 .
Let us denote by ρ(a, b) the smallest non-negative integer m such that m ≡ a(mod b).
Lemma 26. Write f 42 = ∑ c j x j and f 43 = ∑ d j x j . Put
and
then c k 1 −1 = 1, c k 1 = −1 and d k 1 = 2.
2) Suppose that k 2 ≤ deg(f 42 ). If furthermore,
then c k 2 −1 = 1, c k 2 = −1 and d k 2 = 2.
Proof. We say that k is p-representable if we can write k = m 1 q + m 2 p 2 with m 1 ≥ 0 and 0 ≤ m 2 ≤ q − 1. We say that k is m-representable if we can write k = n 1 q + n 2 p 2 + p with n 1 ≥ 0 and 0 ≤ n 2 ≤ q − 1. From the proof of Lemma 25 it follows that if k ≤ deg(f 42 ), then k can be p-representable in at most one way and be m-representable in at most one way. From this and (7), we infer that if k ≤ deg(f 42 ), then
Thus, by (7), we have c k 1 = −1. On the other hand we see that k 1 − 1 is prepresentable, but not m-representable by (9) . It follows that c k 1 −1 = 1.
Since d k 1 = c k 1 −1 − c k 1 = 1 − (−1) = 2, we have established part 1. Part 2 can be derived in a similar way, but here it is not needed to require k 2 > 1.
We will show that some of the numbers appearing in the latter lemma are actually equal. For this the reciprocity law formulated in Corollary 7 is needed. As usual by (m, n) we denote the greatest common divisor of m and n.
Lemma 27. Suppose that a > 1 and b > 1 are coprime integers. Then
Corollary 7. Suppose that both a > 1 and b > 1 are odd and coprime. Then
Proof . If ρ(a −1 , b) is even, then a−ρ(b −1 , a) must be odd and hence ρ(b −1 , a) is even. If ρ(a −1 , b) is odd, then b − ρ(a −1 , b) is even and hence ρ(b −1 , a) must be odd. ρ(a −1 , b) ). It is enough to show that δ(a, b) = 1. Since clearly −ab + 1 < δ(a, b) < ab, it is enough to show that δ(a, b) ≡ 1(mod ab). We have 1(mod a) and δ(a, b) ≡ ρ(a −1 , b)a ≡ 1(mod b) , and on invoking the Chinese remainder theorem the proof is completed.
Proof of Lemma 27. Put δ(a, b)
Lemma 28. We have
Proof. Denote the numbers appearing in the left hand sides of (8), (9), (10) and (11), by r 1 (p, q), s 1 (p, q), r 2 (p, q), s 2 (p, q), respectively. We have to show that r 1 (p, q) = s 1 (p, q) and r 2 (p, q) = s 2 (p, q). On noting that ρ(−q −1 , p) = p − ρ(q −1 , p), etc., it is easily seen that r 1 (p, q) = s 1 (p, q) implies r 2 (p, q) = s 2 (p, q), thus it is enough to show that r 1 (p, q) = s 1 (p, q). By considering r 1 , r 2 , s 1 , s 2 modulo p 2 and q and invoking the Chinese remainder theorem we infer that
Note that
Thus it suffices to establish that r 1 (p, q) ≡ s 1 (p, q)(mod 2p 2 q) in order to show that r 1 (p, q) = s 1 (p, q). 1) p = 2. Recall that the Legendre symbol ( −1 q ) equals (−1) (q−1)/2 in case q is odd. We have r 1 (2, q) = ρ(q −1 , 4)q + ρ(1/2, q)4 = 4q + 2 − ( −1 q )q, on noting that ρ(q −1 , 4) = 2 − ( −1 q ) and ρ(1/2, q) = (q + 1)/2. On noting that ρ(−q −1 , 2) = 1 and ρ(−1/4, q)4 = (2 − ( −1 q ))q − 1, one infers that
2) q = 2. By an argument easier than that for case 1 one infers that r 1 (p, 2) = s 1 (p, 2) = 2p 2 + 1.
3) p, q odd. It suffices to show that r 1 (p, q) ≡ s 1 (p, q)(mod 2). Now using Corollary 7 we have, modulo 2, ρ(q −1 , p 2 ) ≡ ρ(p −2 , q) and ρ(p −1 , q) ≡ ρ(q −1 , p) and hence
which finishes the proof.
There is a unique integer 1 ≤ j ≤ 2 such that the conditions of part j of Lemma 26 are satisfied and hence d k j = 2.
Proof. We consider the cases p ̸ ≡ 1(mod q) and p ≡ 1(mod q) separately. i) The case p ̸ ≡ 1(mod q). We have q ≥ 3 and k 1 > 1. From (13) we infer that k 1 +k 2 ≡ 1+p(mod p 2 q). Since clearly 1 + p < 1 + p 2 ≤ k 1 + k 2 < 1 + p + 2p 2 q, we infer that
Let us suppose that
By (16) we then have k 2 ≤ p 2 + q. Since q ≥ 3 and p 2 + p ≥ 6 it follows that
so k 2 ≤ deg(f 42 ). Since r 2 (p, q) > p 2 + q ≥ k 2 and r 2 (p, q) ≡ k 2 (mod p 2 q), we have r 2 (p, q) = k 2 + p 2 q > p 2 q. Since r 2 (p, q) = s 2 (p, q) by Lemma 28, it follows that if k 1 > deg(f 42 ) and thus the conditions of part 1 (of Lemma 26) are not satisfied, then the conditions of part 2 are satisfied. By a similar argument we infer that if k 2 > deg(f 42 ) and thus the conditions of part 2 are not satisfied, then the conditions of part 1 are satisfied. It remains to deal with the case where k j ≤ deg(f 42 ) for 1 ≤ j ≤ 2. Note that r 1 (p, q) + r 2 (p, q) = 1 + p + 2p 2 q.
(17) Hence r j (p, q) > p 2 q for some 1 ≤ j ≤ 2. Let us assume w.l.o.g. that r 2 (p, q) > p 2 q. Now if r 1 (p, q) > p 2 q, then on using (15) we find
contradicting (17) and hence the conditions of both part 1 and part 2 cannot be satisfied at the same time.
ii) The case p ≡ 1(mod q).
Here we can write p = kq + 1, with k ≥ 1. We have k 1 = 1 + 0p 2 = 1 and k 2 = 1 + kq = p and hence the conditions of part 1 are not satisfied. We have to show that the conditions of part 2 are satisfied. Obviously k 2 = p ≤ deg(f 42 ). On noting that ρ(−q −1 , p 2 ) = k 2 q + 2k and ρ(−p −1 , q) = q − 1, the left side of equation (10) becomes:
Similarly we have for the left side of equation (11):
(Alternatively one can invoke Lemma 28 to deduce that the left hand side of (11) equals the left hand side of (10) and hence exceeds p 2 q.)
In both cases i) and ii), we conclude that there is a unique integer j such the conditions of part j of Lemma 26 are satisfied.
The final assertion follows on noting that f 42 is self-reciprocal and using that f 43 = (x − 1)f 42 . 
and since p is odd we find that d j ̸ = 0 for j ≤ deg(f 43 ) = p 2 + p − 1 and hence 0 ̸ ∈ C(f 43 ). If p = 2, then f 43 has the power series (around x = 0)
From this we see that d q = 0 if q ≡ 1(mod 4) and d q+1 = 0 if q ≡ 3(mod 4). Since q + 1 < deg(f 43 ) = 3q − 1, it follows that 0 ∈ C(f 43 ) if p = 2.
The proof of the main theorem
Proof of Theorem 5. From x n − 1 = ∏ d|n Φ d (x) and the fact that the Φ d are irreducible over the rationals, we infer that any divisor of x n − 1 with integer coefficients is of the form ± ∏ d|n Φ e d d (x), with e i ∈ {0, 1}. Thus we have 2 d(n) monic divisors, where d(n) denotes the number of divisors of n.
From the identity
we infer that x p 2 q − 1 has 64 divisors. We denote these by f 0 , . . . , f 63 . If k = ∑ 5 j=0 k j 2 j is the base 2 expansion of k, then we put
Thus {f 0 (x), . . . , f 63 (x)} is the set of all monic divisors of x p 2 q −1. Note that Φ 1 (x) = x−1, Φ p (x) = 1+x+· · ·+x p−1 and Φ q (x) = 1+x+· · ·+x q−1 . Thus these three divisors have all height 1. By Lemma 2 we have H(Φ pq (x)) = 1. On noting that Φ p 2 (x) = Φ p (x p ) and Φ p 2 q (x) = Φ pq (x p ), it then follows that each of the six cyclotomic polynomials appearing in (18) is flat. We will only establish the less trivial cases in Table 1 , the easier ones being left as exercises to the reader. (Note that for some polynomials like f 19 we have given more than one argument.) Let 0 ≤ j ≤ 15. Note that
it follows by (4) that if deg(f j ) < pq − 1, then C(f j+48 ) = C(f j ) ∪ {0}.
We have deg(f j ) ≥ pq − 1 iff -q = 2, j = 11; -p = 2, j = 13; -j = 14; -j = 15. Using these two observations and Table 1A , one easily arrives at Table 1D . Table 1 Table 1 comes in 4 parts, 1A, 1B, 1C and 1D, each listing C(f ) for 16 monic divisors of x p 2 q − 1. For each of the tables there are some exceptions to the set C(f ) given in the table and these are listed directly below the table. If min(p, q) > 3, then there are no exceptions and C(f ) can be read off directly from the table.
If min(p, q) = 2, then C(f 8 ) = {−1, 1}. If min(p, q) ≤ 3, then C(f 9 ) = {−2, −1, 1, 2}. If q = 2, then C(f 11 ) = {−1, 1}. If p = 2, then C(f 13 ) = {−1, 1}.
We put α(p, q) = min([ q−1 p ] + 1, p). By p * we denote the unique integer with 1 ≤ p * < q such that pp * ≡ 1(mod q). We define γ(p, q) = min(p, p * ) + min(p, q − p * ).
Table 1B
f 
A variation
We have H(f 6 ) = min(p, q) = B(pq). Likewise we have that H(f 22 ) = min(p 2 , q) = B(p 2 q). Both f 6 and f 22 are special in the sense that they have only non-negative coefficients. It might therefore be more reasonable to consider only balanced divisors of x n − 1, that is divisors having both positive and negative coefficients. Let us denote this analogue of B(n) by B ′ (n). Put C(n) = max{|C 0 (f )| − 1 : f |x n − 1, f is balanced}. This result is a consequence of the inequality min(p, p * ) + min(p, q − p * ) ≥ min(p, q) and Theorem 5. It does not follow from earlier work in this area ( [6, 9, 11] ).
