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Introduction
Introduction
The Quantum Chromodynamics (QCD) is the theory that describes the strong
interaction and classifies all the subatomic particles that compouse the hadrons.
Since its development in the 60s, the QCD has been widely successful because it
has been confirmed by many experiments. QCD is a perturbative theory with which
many cross sections can be calculated. However, despite the accurate predictions
that QCD is able to provide, some processes are not yet computable with precision
because the theory becomes non-perturbative at very low transferred momentum.
In order to obtain a satisfying computation of non-perturbative processes, several
effective theories are used instead of the QCD. Those theories are modelled using
data samples collected in colliders. Quark-antiquark pairs production is one of the
main non-perturturbative effects that are simulated by effective models.
The aim of this thesis is to measure the differential cross section of bb¯ pair
production in both perturbative and non-perturbative regions. The results of this
work, not only test the current effective theory used to predict non-perturbative
processes, but it can also provide information to improve the tuning of the effective
models.
In order to identify the presence of b-quarks in the events, a cut-based algo-
rithm exploiting B hadrons properties has been implemented in this thesis. Since
b-quarks are not observable, their kinematics and directions are not directly mea-
surable. Therefore, in this thesis work I developed a new algorithm able to measure
the b-quark kinematics.
Jets are typically used to measure the quarks kinematics, but when b-quarks are
close to each other the jets are not able to resolve the contribution on each of them,
my commitment has been to modify an existing jet clustering algorithm in order to
precisely measure the quarks kinematics even when the b-quarks are close to each
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other. This new jet clustering algorithm utilizes the information of the B hadron
decay vertices and reconstructs jets properly taking into account the information
provided by B hadron decay vertices. A splitting procedure has been implemented
in order to study the most non-perturbative regions.
The present analysis uses 2.7 fb−1 of proton-proton collisions recorded by the
Compact Muon Solenoid at Large Hadron Collider during 2015. The dataset have
an energy of 13 TeV at centre-of-mass. This master thesis is centred on the study
of b-quarks production with particular attention to the non-perturbative regions.
Each chapter has a general introduction and then it focuses on a different step in the
analysis.
Chapter 1 contains a résumé of the Standard Model and a brief description
of non-perturbative processes in QCD. The reasons for the interest in this study
also feature here.
Chapter 2 contains a concise description of the structure of the LHC and it deals
comprehensively with the CMS experiment, its subdetectors and their performances.
Chapter 3 is designed to provide the explanation of how the new, B hadron aware,
jet clustering algorithm has been developed for this study. It also describes with
some of the current algorithms for the b-quark identification used in CMS and the
most common jet clustering algorithms at the LHC. The chapter also offer a full
description of the implemented algorithm for the identification of the b-quarks in
CMS.
Chapter 4 provides the selection criteria used in the analysis and explains how
the phase space has been divided depending on the trigger used to populate it.
It shows the data events which passed the selection and compares them to the
predicted events computed by simulated samples. The comparison is performed on
unidimentional and bidimensional distributions. The chapter expands on Appendix
B, containing all the unidimensional plots which confront data and predicted events
for each trigger selection.
Chapter 5 describes the methods used to correct detector distortion effects on the
measurements, known as unfolding methods. Since our choice has been to use
D’Agostini method, a section of the chapter is centred on its description. The
chapter broadens in Appendix A where the error propagation due to this method is
explained in detail. The chapter deals with how the unfolding procedure method has
been applied and shows themeasured cross section comparing it to the predicted one.
The conclusion of the entire work is presented at the end of the last chapter
together with an outlook on future developments for more precise measurements of
the bb¯ pair production.
Chapter 1
Standard Model and Higgs boson
This chapter recalls the theoretical basis of the Standard Model, the present
description of the high energy physics processes, and introduces the motivation for
the analysis described in this thesis. It begins with a brief summary of the Standard
Model, followed by a description of the non-perturbative QCD processes and a
brief discussion on how the results of the analysis described in this thesis are useful
to interpret the nature of the Higgs boson.
Standard Model
The Standard Model (SM) is the
Figure 1.1: Table of Standard Model fundamental
particles[1].
description of the interactions be-
tween matter elementary particles,
which are mediated by three of the
four fundamental forces: electro-
magnetic force, weak force and
strong force. Gravity is not in-
cluded in the SM, however gravity
effects are negligible at the energy
scale where the SM is currently
tested .
The SM is based on Gauge the-
ories [28] and is a renormalizable theory coherent with special relativity; it is
characterized by matter fields, by Gauge symmetries and by the actions of the
symmetries on the fields.
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The physical particles currently known are divided in two categories based on
their spin: fermions and bosons. Fermions are elementary particles with spin 12 .
They are divided into quarks, particles with fractional charge and subjected to the
strong and electroweak interactions, and leptons, particles with integer charge and
subjected to the electroweak force. Quarks and leptons are divided into 6 flavors
and they are organized in three families ( see Figure1.1).
Each fermionic field is composed by a left-handed and a a right-handed com-
ponent:
ψ = ψL + ψR
each component transforms in a different way under the local Gauge transformations.
The only exceptions are the massless neutrinos, which have only the left-handed
component1.
Bosons are elementary particles with integer spin. The Higgs boson has spin 0,
interacts with the electroweak fields and has no electric charge. All the other bosons
have spin 1. They are the mediators of the three fundamental forces described
by the SM: the photon is the mediator of electromagnetic force, the charged W±
bosons and the neutral Z boson are the mediators of the weak interaction; the eight
gluons are responsible for the strong interaction.
In Gauge theories the fundamental interactions are described by Lagrangian
symmetries. The SM has the internal symmetries of the unitary group:
G = SU (3)c ⊗ SU (2)L ⊗ U (1)Y
Where SU (3) is the symmetry group of the strong interaction, while SU (2)L⊗U (1)Y
describes the electroweak interaction. The latter is divided into SU (2)L, which
acts on left-handed weak isospin doublets, and U (1)Y , which acts differently on
left-handed and right-handed components.
Spontaneous breaking
In the Standard Model the fields acquire mass through Higgs mechanism [23]. This
mechanism is realized by a field Φ(x), that is a doublet for SU (2)L and is invariant
under Lorentz transformations. This field has a potential that breaks the symmetry
SU (2)L producing a non zero expectation value of the vacuum:
< Φ(x) >= v ' 246 GeV
1The experiment of Goldhaber [22] showed that there are no right-handed neutrinos.
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When the Higgs field is introduced in the Lagrangian of the SM, the vector bosons
Z, W + andW− acquire mass and a new massive scalar field appears, named Higgs
boson.
Also fermions acquire mass when they couple to the Higgs fieldΦ(x) with coupling
constants that are different from those of the Gauge bosons.
−
∑
α
mαψ¯αψα − 1
v
∑
α
mαψ¯αψαh (1.1)
where the sum is made on all fermionic fields.
The Higgs mechanism not only explains the presence of non invariant terms for
SU (2)L in the Lagrangian, but also makes the Gauge bosons of the weak interactions
massive.
Chromodynamics and non-perturbative processes
Quantum Chromodynamics is the SM component with an SU (3) symmetry group
that describes the strong interaction. The interaction is characterized by a mul-
tiplicative coupling constant g which defines the strength of the interaction with
matter fields.
Because of renormalization ef-
Figure 1.2: Measurements and Fit of the running coupling
constant αS (Q2) [27].
fects, the values of coupling
constants of all forces depend
on the square of the transferred
momentum Q2 at the interac-
tion vertex. For each force a
running coupling α(Q2) = g
2
4pi
is defined.
The theoretical predictions of
themeasured cross sections are
calculated as perturbative se-
ries in powers of the coupling
constants: αs, αEM and αW . Due to the great complexity of the several perturbative
orders calculation, the series is interrupted after few terms. The accuracy of the
prediction depends on the value of coupling constant: the larger is the value of α
the less accurate is the prediction.
In the range of energies tested by the SM, αs is significantly larger than αEM and
αW . In addition αs decreases as a function of Q2, as shown in Figure 1.2 and
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reaches values close to 1 when the momentum transfer approaches 1 GeV2.
Because of the large value of the strong coupling constant, strong processes are
not calculated accurately when truncating the perturbative series. Instead, the elec-
troweak processes are predicted by perturbative calculations with great precision:
these series have a sub-percent error after only two terms.
Perturbative corrections for the strong interaction are calculated with two methods.
The first method is called "Matrix Element Method" and consists of the cal-
culation of Feynman diagrams order by order. Although this is the correct method,
it has several problems. The calculation of high orders is very long and complicated.
Many orders are needed to reach good accuracy since low energy gluon emissions
are important in the calculation of the cross sections because αs is large for low Q2.
The second method is called parton-shower. This method allows to estimate
higher orders in the calculation of the cross sections using the computation of
leading order processes. With a computer program one estimates the next to leading
orders from leading order diagrams allowing the split of each initial and final
particle into two or more particles with the SM vertices. These resulting particles
can, in turn, split themselves again. Each split takes place with specific probability
and these probabilities are obtained fitting experimental data. With parton-shower
there is no real limit to the number of final states. Although this method can not be
used in many specialized studies, it still represents the first choice method because
of its low computational costs.
In the calculations for processes produced at the Large Hadron Collider (LHC),
both methods are used. The first perturbative orders are computed with the Matrix
Element Method and the following ones with the parton-shower.
Hadronization
Strong interaction is the fundamental force acting among particles that carry the
colour charge; particles with colour charge are quarks and gluons. The symmetry
group that generates this interaction has some specific characteristics that make the
energy of the strong field - produced by two coloured particles - to increase with
their distance. Two coloured particles - as those produced in a reaction - can not
go far apart since their potential energy would increase with distance, eventually
becoming larger than their initial kinetic energy. This effect is called confinement.
When two coloured particles reach a distance comparable to the proton dimension,
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the creation of a quark-antiquark pair becomes energetically convenient. The pair is
spontaneously created from the vacuum and the quark and the anti-quark close the
field lines of the original particles by pairing with them to form colourless states.
Free quarks can not be directly observed in nature, but only combined in states
with neutral colour charge. Such combinations of particles are called hadrons and
they can be divided into baryons, composed by three quarks (qqq) as protons and
neutrons, and mesons, composed by a quark-antiquark pairs (qq¯) as pions.
The process described above is called hadronization and is a result of confinement.
The parton-shower method introduced in the previous section is used to describe
the hadronization processes.
QCD bb¯ backgrounds to analyses of LHC data
QCD production of bb¯ pair is one of the large backgrounds in many analyses
performed using LHC data. An accurate prediction of the QCD bb¯ pair production
is then important for the interpretation of the experimental results.
Strong interactions are characterized by an energy scale called ΛQCD. The
exact value of this scale depends on the renormalization scheme and ΛQCD has a
value of about to 500 MeV. This scale divides the quarks into two categories: u,
d and s are considered light quarks because their masses are lower than ΛQCD; c,
b and t are heavy quarks due to their higher masses. Because of this difference,
qq¯ pair production and hadronization is different for light and heavy quarks. Top
quark in particular do not even hadronize because its lifetime is much shorter than
the hadronization time scale.
Light quarks are more easily produced in the hadronization process. The fraction
of the initial quark momentum taken by the hadron (called fragmentation) is
typically small for light quarks and large for heavy quarks. Figure 1.3 shows the
fragmentation function of the b-quark as measured in e+e− collisions.
B hadrons can be identified thanks to their long lifetime (see Chapter 3) and several
analyses select processes with B hadrons in the final state to reduce the QCD
background. This is effective because heavy-quarks are rarely produced in the
hadronization process. The bb¯ inclusive production is only 1% of the total cross
section at LHC. Once an algorithm of identification of B hadrons is applied, the
QCD bb¯ production remains one of the large backgrounds.
The search for the Higgs boson decaying to bb¯ is an example of an analysis
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that suffers the QCD bb¯ background. The search for this Higgs decay is performed
in events where the Higgs boson is produced with a vector boson (VH) or with a tt¯
pair (ttH). The main background is the QCD production of a bb¯ that derives from the
splitting of a gluon in events where a vector boson or a tt¯ pair is produced. Figure 1.4
shows the Feynman diagrams of ttH andVH production and their QCD backgrounds.
A better knowledge of the differential cross section for the QCD bb¯ produc-
tion would allow a better prediction of the expected background, hence a better
measurement of the signal of the Higgs boson decay from this QCD background.
Many other analyses can ben-
Figure 1.3: Fraction of B hadron energy with respect to
b-quark energy (points). The errors are statistical only and
do not include point-to-point correlations [4].
efit of an improved knowledge
of the QCD bb¯ production, like
those searching for new par-
ticles with large coupling to
the quarks of the third gener-
ation,which are predicted by
several theories that extend the
SM.
The bb¯ pair production at low
Q2 is computed using parton-
shower models. A measure-
ment of QCD bb¯ production
extending to the low Q2 re-
gion allows a test of these phe-
nomenological models and a
better tuning.
Parton Distribution Functions
Hadrons are composed by quarks and gluons, in addition to the valence quarks there
are virtual quark anti-quark pairs produced by gluon splitting called sea quarks.
All constituents of hadrons are generically called partons.
Because of the QCD asymptotic freedom (see figure 1.2), the interaction between
partons becomes arbitrarily weak at large Q2 and hadrons behave - at large
transferred momenta - as a collection of free objects. Their interaction can be
described using a parton model. The QCD factorization theorem states that the
hadronic cross section σhh is a convolution of the partonic cross section σˆi j with
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(a) (b)
(c) (d)
Figure 1.4: Feynman diagramms of Higgs production (left) and their QCD background (right).
Plots on the top show the gluon fusion Higgs production and bottom plots show Higgs production
in association with a weak boson.
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Figure 1.5: Representation of a proton collision event [2].
the parton distribution functions (PDF) fi (x).
σhh =
∫ 1
xmin
∑
i, j
fi (x1) f j (x2)σˆi, j (x1p1, x2p2)dx1dx2
The function fi (x) describes is probability density that a parton of type i has a
fraction x of the hadron energy.
The calculation of a process involving QCD is performed in three steps. In
each step there are non perturbative effects. The first step is the parton-parton inter-
action described by the PDFs that are phenomenological functions computed using
experimental information. The second step is the hard scattering often including
non-perturbative calculations as described in 1.2. The third step is the hadroniza-
tion, which is made with parton shower models since it is a non perturbative process.
Figure 1.5 shows how complex a proton-proton interaction can be from initial to
final states.
Chapter 2
The CMS experiment
This chapter describes briefly the Large Hadron Collider (LHC) and the CMS
experiment whose data have been used in the analysis presented in this thesis.
Large Hadron Collider
The Large Hadron Collider (LHC) is a circular particles accelerator, located at
CERN, on the Swiss-French border. It is currently the largest and most powerful
particles accelerator ever built. LHC is built inside the tunnel previously used for
the Large Electron-Positron Collider (LEP). The tunnel is about 27 km (< r >=4243
m) in length and is located about 100 m [21] underground.
The main physics goal of LHC is the study of the Tera Electron Volt scale.
This includes the search for Higgs Boson and possible new physics beyond what
has been foreseen by the SM.
LHC can accelerate protons and heavy ions and it is designed so that protons
collisions can achieve an energy of 14 TeV in the centre of mass and a luminosity
of L = 1034 cm−2 s−1. The main experiments are four: ATLAS, CMS, ALICE and
LHCb. ATLAS (A Toroidal LHC Apparatus) and CMS (Compact Muon Solenoid)
experiments are both multi-purpose experiments, able to investigate a wide range
of new physics scenarios. ALICE (A Large Ion Collider Experiment) studies a
phase of matter called quark-gluon plasma that is formed in high energy nuclear
collisions. LHCb (Large Hadron Collider beauty) studies CP violation and other
aspects of the physics of the b quark .
Before being injected in LHC the two protons beams are accelerated by four
accelerators listed in Figure 2.1(a): LINAC, PBS (Proton Synchrotron Booster), PS
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(a) (b)
Figure 2.1: LHC scheme.
(Proton Synchrotron) and SPS (Super Proton Synchrotron). The SPS accelerates
particles up to an energy of 450 GeV, then they are injected in the LHC with
opposite directions in two separate beam pipes that cross each other at the four
interaction points.
The protons circulate grouped in bunches distant 25 ns·c; each beam pipe contains
about 2800 bunches and each bunch 1011 contains protons.
The LHC tunnel has not exactly a circular shape but is formed by 8 rectilin-
ear sections (545 m) and 8 circular portions (2.45 km). Arcs contain magnetic
dipoles that are used to curve the beams reaching a maximummagnetic field of 8.33
T. The transverse dispersion of the protons in the bunches, caused by their mutual
repulsion, is compensated by magnetic quadrupoles. The rectilinear sections are
named from 1 to 8. Sections 3 and 7 host the collimation systems, section 6 the
dump and section 4 the radio-frequency cavities that are used to accelerate the
protons from 450 GeV to 7 TeV. Sections 1,2,5 and 8 host the four experiments.
Searching rare events requires a large number of collisions; for this reason, the
beams are compressed just before entering in the experiments, in order to increase
the luminosity of each bunch crossing. The luminosity is the ratio of the rate of
produced events to the interaction cross section
R = L · σ
At high luminosity, the rate of minimum bias collisions exceeds the bunch crossing
rate and there is more than one minimum bias interaction per bunch crossing. In
fact, σMB ∼ 100 mb and, during 2015, LHC reached an instantaneous luminosity
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of L ∼ 5 nb−1 s−1. The mean number of minimum bias collisions per bunch
crossing at this luminosity is NMB = L · σMB · 25ns ' 13. These interactions
(called pile-up) produce many low momentum particles at each bunch crossing.
The 13 TeV 2015 run period had on average a pile-up rate of about 10-11 collisions.
The CMS Experiment
Figure 2.2: CMS and all its sub-detectors
The Compact Muon Solenoid (CMS) is a barrel shaped detector, centered at the
nominal point where the beams collide. It consists of a central part called barrel
and two external parts called endcaps, placed at the ends of the cylindrical barrel.
CMS weighs 12500 t, has a diameter of 14.6 m and a length of 21.4 m.
Figure 2.2 shows a section of CMS. A solenoidal superconducting coil with
a bore of 6 m and a length of 13 m provides the magnetic field of 3.8 T with the axis
aligned along the beams direction. Starting from the interaction point a particle
crosses the silicon tracker, the electromagnetic calorimeter (ECAL) and the hadron
calorimeter (HCAL) before reaching the coil. Outside the coil the muon detection
system is embedded in the iron of the yoke of the magnet. The endcaps are shaped
in layers perpendicular to the beam line and the muon system embedded in the iron
of the yoke.
2.3 CMS Subdetectors 14
The right-handed coordinate system of CMS has the centre at the collision point and
is defined with the xˆ axis pointing towards LHC center, the yˆ axis pointing upwards
and the zˆ axis along the beam direction. The corresponding cylindrical coordinates
are defined as (r, φ, η) where φ is the azimuthal angle in the (ϕ ∈ [−pi, pi)) x-y
plane, and η is the pseudo-rapidity defined as η ≡ - ln [tan (θ/2)] where θ is the
polar angle1. The difference of the pseudorapidities of two particles is invariant
for Lorentz transformations along the z axis. Lorentz invariant angular variable
∆R =
√
(∆φ)2 + (∆η)2 is often used in this thesis together with the variable pT
that is the projection of particles momentum on the x-y plane, perpendicular to the
beams and to the magnetic field.
A brief description of CMS sub-detectors is given in the following sections,
a more detailed description can be found in reference [11].
CMS Subdetectors
The tracker
The silicon tracker has been designed to make precise measurements of the
trajectories of the charged particles tracks. The curvatures of the trajectories are
used to derive the momenta of the particles and the points of closest approach to
the beam line of many trajectories are used to measure the position of the primary
vertices along the beams direction. An exact measurement of the secondary vertices
and/or of the impact parameters of the tracks with respect to the primary vertex
allows the identification of the particles with long lifetime, as those containing
heavy quarks.
The tracker is composed by cylindrical barrel disks and by endcaps layers placed at
the two ends in order to cover the solid angle up to |η | < 2.5. Each layer contains
silicon detectors that measure the coordinates of the point (hit) where the charged
particle crosses the detector. The tracker is 5.8 metres long and 2 m in diameter.
Its longitudinal section is shown in Figure 2.3.
The tracker is divided in 3 parts:
1. the inner most part - made of pixel detectors - is composed by three barrel
pixel layers (BPix) and two endcaps (FPix) each containing two disks.
2. the in-between part is made of microstrip detectors (20 < r < 55 cm e
|z | < 118). It is composed by four barrel layers called Tracker Inner Barrel
1This is an approximation of the rapidity y = 12 ln(
E−pL
E+pL
) (pL is the longitudinal momentum
and E the energy) in the relativistic limit. Differences of rapidity are Lorentz invariant.
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Figure 2.3: Longitudinal section of the tracker of CMS.
(TIB) and 3 disks at each end called Tracker Inner Disks (TID).
3. The outer part - made of microstrip detectors - is divided in Tracker Outer
Barrel (TOB) and Tracker EndCaps (TEC). The TOB consists of 6 barrel
layers which cover the region r > 55 and |z | < 118 cm, while the TEC
consists of 9 disks at each end 124 < |z | < 282 cm.
(a) (b)
Figure 2.4: (a) Pixel detector. (b) Longitudinal section and η coverage.
Pixel detector
The BPix is composed by three barrel layers that surround the interaction region.
They are located at radii of 4.4, 7.2 and 10.2 cm. The FPix consists in 4 disks - with
a central hole, each of them composed by 24 pixel modules placed in helix position
20◦ inclined on x-y plane. The disks are located at z=±34.5 and z= ±46.5 cm,
from 6 to 15 cm radius. Figure 2.4(a) shows a 3D drawing of the pixel detector and
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Figure 2.4(b) shows the detector longitudinal section and coverage in η. The pixel
system is made of 66 million of pixels in total and covers an area of about 1 m2 .
Figure 2.5: Path of the electrons and of the holes inside the
pixel detector.
The pixel modules are the clos-
est to the interaction region
and, for that reason, they are
also the most important detec-
tor in the measurement of the
impact parameters and of the
secondary and primary vertices
positions. They have a very
high resolution both in rϕ and
in z.
The pixels are polarized diodes 100 µm wide, 150 µm long and 285 µm thick. The
charged particles that cross the detector excite the electrons of the semiconductor
liberating electron-hole pairs. The excited electrons would normally follow the
electric field. However, in the barrel, the electric field is perpendicular to the
magnetic field and the electrons drift along a direction, which forms with the
electric field an angle (called Lorentz angle) of 25◦. This angle allows the signal to
spread on more than one pixel improving the resolution in the measurement of the
hit (see Figure 2.5). Differently from the barrel detector, Lorentz angle is very small
in the FPix and therefore the charge-sharing effect is provided by the inclination of
the modules on the x-y plane (approx 20◦). Thanks to this mechanism, the spatial
resolution in the measurements of the hits is 15-20 µm in the transverse coordinate
and to 20-40 µm in the longitudinal coordinate.
Strip detector
The four sub-detectors TIB, TID, TOB and TEC are composed by strip detectors.
The strips are diodes and their dimensions vary from 80 to 205 µm in the rϕ di-
rection and from 10 to 25 cm in the z direction (TIB,TOB) or r direction (TID,TEC).
In order to improve the precision in direction along the strip, in some layers
a second module (called stereo module) is mounted back-to-back with the standard
module and with the strips tilted by an angle of 100 mrad.
This setting offers many advantages: it allows to measure the longitudinal coor-
dinate of the particle and improves the measurement of the rφ coordinate. In
addition, in case of many particles crossing the same silicon module, the solu-
tion of the ambiguities in pairing the coordinates is simplified as shown in Figure 2.6.
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Figure 2.6: Two different back-to-back detectors arrangements. On the left the strips of the two
detectors are tilted by an angle of 90◦, on the right they are tilted by 100 mrad. Magenta filled
circles represent the positions where particles cross the detector. The left arrangement produces
more ambiguities in the assignment of the coordinates[20].
The spacial resolution of the TIB and TID modules is in the range 15 to 40
µm. The spacial resolution of TOB and TEC varies from from 20 to 45 µm. The
resolution on the longitudinal coordinate is larger by a factor of 10.
Tracker performance
Figure 2.7 shows the resolution on the transverse momentum and the transverse
and longitudinal impact parameters of muons of different momenta. At low trans-
verse momentum the resolution is limited to about 1% by the multiple scattering
with the material of the tracker. The resolution on the transverse and longitu-
dinal impact parameters is defined by the resolution of the first pixel layer and
reaches 10 µm for high momentum tracks which have negligible multiple scattering.
The efficiency to measure a muon with transverse momentum above few hun-
dred MeV/c is very close to 100%. This is not the case for hadrons, which have a
finite probability to interact with the detectors as shown by Figure 2.8(a). If the
interaction point is very close to the beam the track cannot be reconstructed (see
Figure 2.8(b) ).
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Figure 2.7: Tracker resolution in the measurement of three parameters of muon tracks with
transverse momentum of 1, 10 and 100 GeV/c as a function of the pseudorapidity. From the left:
transverse momentum, transverse and longitudinal impact parameters [15].
Tracker upgrade
The elements of the tracker are exposed to large radiation and have a finite lifetime.
The pixel system is very close to the interaction region and sees the largest flux of
particles. CMS has planned to install a new pixel detector during the 2016-2017
end-of-the-year shutdown. The whole tracker will be changed before the beginning
of LHC Phase II, when a luminosity of 5·1034 cm−2s−1 will be achieved.
The new pixel detector will have 4 barrel layers and 3 endcap layers at each
end. The 4 layers in the barrel and the 3 layers in each endcap provide one extra
measurement compared to the present detector and will help reducing the rate of
fake tracks and the reconstruction time. Figure 2.9 shows the layout of the new
detector, and compares it to the current detector.
The performance of the new detector has been studied on simulated samples of tt¯
and of 4-muon events with 0, 25, 50, 100 pile-up interactions. The performance has
been compared to those of the current detector. Figure 2.10 compares efficiency and
misidentification of the two pixel detectors. The new tracker improves the resolution
on the impact parameters of the tracks. It also improves the performance of the
algorithms for the identifications of heavy quarks (see section 3.2.2). Figure 2.11
shows the improvements on uncertainty on the transverse impact parameters of
the tracks. The improvement in measuring low energetic tracks - where multiple
scattering is dominant - is due to the reduction on material budget in the new pixel
detector.
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(a) (b)
Figure 2.8: (a) Material budget for each tracker sub-detector in units of interaction length from the
interaction point as a function of η. (b) Fraction of charged pions with η <2.5 which do not interact
with the tracker as a function of the number of layers that the pions cross [15].
Figure 2.9: Left: comparison between the position of layers and disks in the new (above the beam
pipe) and the existing (below the beam pipe) pixel trackers. Right: transverse view of the barrels of
the new (right) and the current (left) pixel detector [19].
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Figure 2.10: Efficiency and misidentification of a b-tagging algorithm on tbart events as a function
of the number of pile-up interactions.
Figure 2.11: Impact parameter resolution for muon tracks as functions of the momentum for
different regions in η in zero pile-up events. The figures for the new and the current detectors are
shown. The plots below each figure show the ratio between the two resolutions.
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Electromagnetic calorimeter
The electromagnetic calorimeter (ECAL) is used to measure the energy and the
direction of electrons and photons. It is divided in two parts. The barrel part is
called ECAL barrel (EB) and it covers up to |η | = 1.479, while the two endcaps are
called ECAL endcaps (EE) and cover the region 1.479 < |η | < 3.0. A preshower
(ES) 20 cm thick stands in front of the EE covering the region 1.653 < |η | < 2.6. It
is used to help distinguishing energetic photons from pi0 that appear as two very
close photons. The longitudinal section of the calorimeter is shown in Figure 2.12.
When a photon or an electron enters the dense material of the calorimeter, it
creates an electromagnetic shower of photons, electrons and positrons. ECAL is
made of 75848 lead tungstate (PbWO4) crystals: 61200 in the EB and 14648 in
the endcaps. The PbWO4 has been chosen because it has a high density ρ = 8.28
g/cm3, a short radiation length X0 = 0.89 cm and a small Moliere radius2 RM = 2.2
cm . Thanks to these properties, the electromagnetic calorimeter has a compact
shape and a fine granularity.
The scintillation light of the electrons and positrons is measured by the pho-
todiodes at one end of each crystal. Crystal reaction is very fast, about the 80% of
the light is emitted in 25 ns.
Figure 2.12: Section and coverage in η of the electromagnetic calorimeter.
The calorimeter is very compact, reducing at minimum the dead-space. The crystals
have a truncated square pyramid shape with the smaller base positioned towards the
interaction point. The pyramid axis does not pass exactly through the interaction
2Moliere radius is the radius of the cylinder containing on average 90% of the shower’s energy.
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point, but is tilted of few degrees (2◦ ÷ 8◦) in order to avoid cracks in between
the crystals to align with the particles trajectory. In EB, crystals are 230 mm long
(X0=25.8) and have square bases. The minor bases are 22×22 mm2, while the
major bases are 26 × 26 mm2. They cover 0.174×0.174 in η-φ. In EE, crystals
are 220 mm long (X0=24.7) and their bases are 28.6 × 28.6 mm2 and 30×30 mm2.
Figure 2.12 shows the position of crystals in EB and in EE.
The uncertainty on the energy measurement has 3 contributions: the noise (N), the
stochastic term (S) and an intrinsic constant uncertainty (C).(
σ
E
)2
=
(
S√
E
)2
+
(
N
E
)2
+ C2
where E is in GeV. The resolution of the electromagnetic calorimeter has been
measured during a beam-test using electrons with energies ranging from 20 to 250
GeV. Figure 2.13 shows the fit to the measured resolution:(
σ
E
)2
=
(
0.28%√
E
)2
+
(
0.12%
E
)2
+ (0.3%)2
with E in GeV. The typical resolution for a 50 GeV photon is 5%.
Figure 2.13: ECAL energy resolution as a function of electron energy.
Hadronic calorimeter
The HCAL is a sampling calorimeter and measures the energy of the hadrons in
two steps. Firstly, going through the absorber the particle produces a shower, then
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a scintillator measures the scintillation light of the charged particles produced in
the shower. Large part of the calorimeter is inside the superconducting solenoid.
Therefore it is essential to use non ferromagnetic materials. The absorber is made
of brass, because brass has a short interaction length and it is easy to shape. The
scintillator uses wavelength shifting fibres. HCAL is divided in 4 parts: hadron
barrel (HB), hadron endCaps (HE), hadron outer (HO) and hadron forward (HF).
HB is located between EB (1.77 m) and the coil (2.95 m) and covers the re-
gion |η | < 1.3. HB is furthermore divided in HB+ e HB− from the z=0 plane
and both of them are divided in 4 parts in η coordinate and in 18 segments in
φ coordinate, which are called wedges. The scintillator is made of tiles whose
dimensions are 0.087×0.087 in η − φ. The thickness of the calorimeter varies from
5.82 λ I at η = 0 to 10.6 λ I at |η | = 1.3
HE is the part of the calorimeter that is mounted in CMS endcaps. Figure 2.14
shows one CMS endcap with the calorimeter in full color. The HE part covers
a η region from |η | = 1.3 to |η | = 3 and, with the electromagnetic calorime-
ter, has a thickness that varies around 10 interaction lengths. The granularity
of HE in η−φ is 0.087×0.087 in the region |η | < 1.6 and 0.17×0.17 in ‖eta | ≥ 1.6.
In the central region of CMS, the calorimeters are not able to contain very
high energetic jets and the tail of the jet is measured by a tail catcher outside the
coil: the hadron outer calorimeter (HO). HO is divided in 5 rings, each of them has
one layer of scintillators, except the central ring which has two of them. Figure 2.15
shows the three components of the calorimeter described above.
The very-forward region 3.0 < |η | < 5.2 , where there is intense flux of radi-
ation, is covered by the forward calorimeter (HF). It is located at 11.2 m from the
interaction region, it is 165 cm (≈ 10 λ I) long and its inner and outer radius are
respectively 12.5 and 130 cm.
The resolution of the calorimeter as a function of the jet energy is parameterized by:
σ
E
=
A√
E(GeV )
⊕ B
Figure 2.16 shows the measurements and the fit of the resolution for different ranges
in η, corresponding to the different parts of the HCAL. The coefficients are about
A = 1 ÷ 2, B ' 0.1.
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Figure 2.14: Hadronic calorimeter in CMS endcaps.
Figure 2.15: HCAL segmentation showing HB, HE and HO.
Figure 2.16: HCAL transverse energy resolution as a function of the measured jet. The jets are
recostructed by a cone iterative algorithm with radius R = 0.5.
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The muon system
Electrons produced in proton-proton collisions are absorbed by the electromagnetic
calorimeter. Hadrons are absorbed by the hadronic calorimeter. The probability
that a hadron crosses the calorimeters without interacting is very small: only
one out of 20000 as shown by Figure 2.17. Muons do not interact strongly and
electromagnetic energy loss in matter is essentially due to ionization: they lose
only about 3 GeV when traversing the calorimeter and can be detected by chambers
mounted in the external part of the detector.
In order to measure muons, CMS has three different types of gas detectors:
the drift chambers (DT), the cathode strip chambers (CSC) and the resistive plate
chambers (RPC). These chambers are integrated in the iron of the return yoke of
magnet. Muon detectors are placed in 4 different stations, which are separated by 3
iron layers closing the magnetic flux. The yoke provides extra material that absorbs
the very small fraction of hadrons that escape the calorimeter, thus improving the
muon identification.
Figure 2.17: Interaction length between the collision point and all the sub-detectors of CMS as a
fuction of η.
In the barrel, muons are measured with 2.4 m long, 13 mm high and 42 mm wide
drift tubes (DT). They form large chambers covering up to |η | <1.2. The four
stations are located at 4.0, 4.9, 5.9 e 7.0 m from the beam line and are named,
starting from the innermost, as MB1, MB2, MB3 e MB4 (Figure 2.18).
The 3 innermost stations have 8 DT layers with wires parallel to the beam line in
order to measure the φ coordinate. Other 4 DT layers have the wires perpendicular
to the beam line and measure the z coordinate. The outermost stations have only 8
φ layers. The resolution of each tube is 250 µm on rφ coordinate and the resolution
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of one station is 100 µm.
Figure 2.18: Layout of the drift chambers in the barrel of CMS.
Figure 2.19: Drawing of a cell of the drift chambers; the voltages applied to the electrodes are
3600 V for wires, 1800 V for strips, and 1200 V for cathodes.
The cathode strip chambers (CSC) are located in the endcaps of CMS. As for DTs,
also CSCs are divided in 4 stations separated by the iron yoke and cover 0.9 < |η | <
2.4. These detectors are multi-wire proportional chambers with a trapezoidal shape.
They are mounted with wires perpendicular to the beam line and radial strips
engraved on the cathodes plane to measure the φ coordinate (Figure 2.20(a)).
Seven of these chambers form a station and several stations are installed on
each endcap (Figure 2.21.) named ME1 ME2 ME3 ME4. The innermost stations
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ME1/1 e ME1/2 have a resolution of about 75 µm on rφ coordinate while the
remaining stations have a resolution of 150 µm.
(a) (b)
Figure 2.20: (a) Layout of a CSC. (b) Drawing of strips and wires in one panel.
The resistive plate chambers (RPC) are parallel-plate detectors composed by plates
separated by a mixture of C2H2F4 (96.2%), C4H10 (3.5%) and SF6 (0.3%). The
two plates work as anode and cathode. The RPCs measure the crossing time of
the muon faster than the 25 ns between the two consecutive bunch crossings and
are used as fast triggers. There are 6 RPC layers in the barrel, 2 in each of the two
innermost MB stations and one in each of the two outermost. In the endcaps there
is one RPC in each of the 3 inner ME stations.
Figure 2.21: Transverse section of CMS, muon detectors are highlighted; GEMs are not yet present
in CMS.
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An important characteristic of both DTs and CSCs is that they can trigger the event
providing a measurement of the muon transverse momentum with high efficiency
and high background rejection. Figure 2.22 shows a plot of the momentum
resolution of the muon measurement as a function of transverse momentum. For
very high energetic muons, the contribution of the muon system to the measurement
of the momentum becomes relevant.
Figure 2.22: Muon momentum resolution.
The trigger system
In LHC the bunches have a nominal distance of 25 ns. The experiments see a
collision frequency of 40 MHz. Since the event size of CMS is about 1 Mbyte
it is impossible to save on disk all the collision data. The trigger system selects
the most interesting events. The selection is done in two steps. The first one is
done by the L1 trigger (or level 1 trigger) that reduces the rate to 100 kHz. The
second one by is done the High-Level-Trigger (HLT)which reduces the rate to 1 kHz.
The L1 trigger operates at hardware level and has a latency of 3.2 µs. Dur-
ing this time the information of the event is memorized in local buffers.
The L1 trigger has an architecture in three levels. The first level is made of
calorimeters trigger towers, which measure the energy deposited in the calorimeters
2.4 The trigger system 29
with coarse resolution, and of muon signals from DT, CSC and RPC. The second
level is composed by regional triggers which measure some variables (for example,
the muon momentum) and then pass the data to the global triggers.
Finally, the Global Muon Trigger and the Global Calorimeter Trigger and the
Global Trigger select the events that pass some pre-defined criteria.
Events that pass the L1 selection are read-out and the event is built in one of
the computers of a farm located near the experiment. The High-Level Trigger
(HLT) is a software programme that is able to decide whether to accept or reject an
event in about 100 ms running a software that is similar to the one used for oﬄine
reconstruction.
Specific programmes (called trigger paths), which depend on the L1 trigger
acceptance criteria, are executed. Each trigger path is subdivided in producers and
filters. The producers compute physics objects (track, cluster, energy, mass...) from
the information of the event and the filters decide if the event has to be rejected or
not based on the available information. The structure of a trigger path is such that
the information that can be reconstructed quickly is produced first and then used to
reduce the rate; in this way producers that are time consuming are run only on a
small fraction of the events.
The HLT is made of several trigger paths that analyze the event information in
parallel. If the event passes at least one path, it is recorded on disk.
Some trigger paths (pre-scaled) may select events with a rate which is too large to
be saved and only a fixed fraction of the selected events is recorded. This selection
is random and it is applied both after L1 trigger and HLT. Using the pre-scaled
triggers it is possible to measure the efficiency of a trigger, which has more selective
requests with respect to the pre-scaled trigger.
Chapter 3
Measurement of b-quarks in CMS
This chapter describes the current algorithms for b-quark identification in CMS
and the one implemented for this thesis. Standard jet clustering algorithms are
also described together with a new, B hadron aware, algorithm which has been
developed for this study.
Introduction
The b-quark is the heaviest hadronizing quark. The properties of hadrons containing
a b-quark have been measured in several experiments in order to test the Standard
Model predictions. Many analyses searching for physics beyond the Standard
Model select events that contain b-quarks in the final state.
The b-quark momentum can not be directly measured since b-quarks hadronize in
about 10−23 s after its production. B mesons and baryons contain a b-quark. These
hadrons have a mean lifetime of about 10−12 s and they have a measurable flight
distance with respect to the interaction point.
The first layer of the CMS pixel barrel is positioned at 4 cm from the beam
line while B hadrons with pT in the range 10÷100 GeV decay after 0.1÷1 cm:
CMS does not measure directly the B track but can measure the tracks of its decay
products. The properties of these tracks are used in an algorithm (b-tagging) that
identifies the possible presence of a b-quark in a set of tracks.
The aim of this thesis is the measurement of the momenta and directions of
both b-quarks in events where a bb¯ pair is produced. It is important to identify and
measure the two b-quarks when they have a small angle between them in order to
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study the non perturbative bb¯ production phase space.
Most of the standard CMS algorithms identify the presence of a b-quark by
looking for characteristics of the hadronization products in a jet1 : the jet is
reconstructed firstly and then a b-tagging algorithm is used to tag the presence of
the b-quark in the jet. The momentum of the jet is used as proxy of the b-quark
momentum.
These algorithms cannot be applied to the final state studied in this thesis since they
would not distinguish the close production of a bb¯ pair as hadronization and decay
products of b-quarks will be mixed into a single jet. Instead, b-quarks are tagged
reconstructing the secondary vertices of the B hadron decays and discriminating
them from the vertices of lighter hadrons. Vertices are reconstructed using only
charged tracks and no prior knowledge of jets is needed. A new jet definition, that
uses the information of the reconstructed vertices, is then applied to all charged
and neutral tracks to reconstruct the b-quark momentum.
The following paragraphs describe the most used b-tagging algorithms in CMS and
the one implemented in this thesis.
b-Tagging algorithms
b-Tagging algorithms exploit B hadrons properties: B hadrons have large masses,
long lifetime and a large fraction of their decays contain leptons. Usually the
output of a b-tagging algorithm is just a real number, computed analyzing these
discriminating observables, that is indicative of the presence of the b-quark. The
larger the b-tagging output is, the larger the probability that the set of analyzed
tracks contains the decay products of a B hadron.
When the b-tagging output is larger than a certain threshold, the algorithm identifies
the presence of a b-quark with some efficiency. All standard CMS algorithms have
three operating points corresponding to a misidentification probability for light jets
2 close to 10% (loose or "L"), 1% (medium or "M") and 0.1% (tight or "T"). The
discriminator cuts are defined on a sample with jets with an average pT = 80 GeV.
Some of these algorithms use just one observable, some others combine more
observables for a better discrimination. In the following section the main CMS
1a jet is a set of reconstructed charged and neutral particles defined with a jet-clustering algorithm,
as discussed later in section 3.5
2light jets are those not originating from b or c quarks
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b-tagging algorithms are described. A more detailed description is available in [?].
Algorithms description
Track Counting (TC)
Track Counting (TC) is a b-tagging algorithm that exploits only the impact parame-
ter (IP) of the charged tracks in the jet. The IP is defined as the distance between
the primary vertex (PV) and the track. The IP can be either positive or negative.
It is positive if the scalar product between the jet axis direction and the vector
pointing from PV to the point of closest approach is positive; otherwise the IP is
negative. Tracks originating from a decay in flight of a hadron will have mostly
positive IPs. Tracks originating from the PV can have a non zero IP because of
resolution, including multiple scattering in the beam pipe: the distribution of their
IPs is symmetric around zero.
B decays are characterized by charged particles with IPs of orders of 100 ÷ 500 µm
that are measured by the pixel detectors with a resolution of 15(30)µm for tracks
with pt of 100(5) GeV.
The TC algorithm sorts the charged tracks in a jet as a function of their im-
pact parameters significance (SIP), defined as the ratio between IP and its error
SIP =
‖IP‖
σ(IP) and the tagger output is the value of the SIP of the N-th track in the or-
dered list. Two versions are used in CMS : Track Counting High Efficiency (TCHE)
where N=2 and Track Counting High Purity (TCHP) where N=3. Figure 3.1(a)
shows the distribution of the tc output.
Jet Probability (JP)
Jet Probability (JP) is the natural extention of the TC algorithm because it uses
SIP values of several tracks. This algorithm computes the confidence level that a
group of charged tracks is originating from the PV. The output is the inverse of the
logarithm of the confidence level.
Jet B Probability is an alternative version of JP. This algorithm gives different
weights to tracks depending on their SIP in the calculation of the discriminant value.
Figure 3.1(b) shows the distribution of the JP output.
Simple Secondary Vertex (SSV)
The Simple Secondary Vertex (SSV) algorithm utilizes the secondary vertex
information. A secondary vertex (SV) is identified as B hadrons if it satisfies the
following conditions:
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Figure 3.1: Discriminator values for the TC algorithm (a), JP algorithm (b) and the CSV algorithm
(c). Measurement and simulation samples have an energy in the centre of mass
√
s =13 TeV. A
jet-trigger pT threshold of 40 GeV is required for both data and simulation. The total number of
entries in the simulation is normalized to the number of entries in data. The discontinuities in the
distribution of the JP discriminator values are due to the minimum value of 0.5% for the individual
track probabilities.
The filled circles correspond to data. The colours denote the flavour of the quark that has produced
the jet as indicated by the simulation. In both histograms, the rightmost bin includes events from
the overflow. Ratio between Data and Monte Carlo is shown in the plots below [?].
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• the distance between PV and SV must be smaller than 2.5 cm and its
significance, defined as distance divided by its error, must be larger than 3;
• the invariant mass of the SVmust be smaller than 6.5 GeV, and not compatible
with the K0 mass.
The output of this algorithm is the significance of the distance between PV and SV.
There are two different versions of the algorithm: the Simple Secondary Ver-
tex High Purity (SSVHP) imposes that the SVs have at least three tracks while the
Simple Secondary Vertex High Efficiency (SSVHE) accepts also vertices with two
tracks.
Secondary vertex could be reconstructed with different algorithms in CMS. The
Adaptive Vertex Reconstructor (AVR) takes as input the tracks in a jet and it-
eratively runs an outlier resistent fitter (the Adaptive Vertex Fit, AVF) untill no
tracks are left or no more vertices can be fit. The AVR typically finds in the first
iteration a vertex compatible with the PV, while from te second iteration actual
SV are fit if present. The AVR algorithm only converge if few tracks are given as
input and for this reason it is run jet by jet on the tracks constituing the jet. The
AVR is also inefficient if tracks from two secondary vertices are given in the input list.
More recently, in CMS, an algorithm not suffering AVR limitation was devel-
oped: the Inclusive Vertex Finder (IVF). Tracks with high three-dimensional impact
parameter significance SIP are used as seed. IVF technique clusters the tracks
around a seeding track on the basis of their compatibility given their separation
distance in three dimensions, the separation distance significance, and the angular
separation. Finally, the clustered tracks are fitted to a common vertex. The four-
momentum of the secondary vertex is defined as the sum of the four-momenta of
the tracks composing it; the vertex mass is computed by the vertex four-momentum.
Combined Secondary Vertex (CSV)
The Combined Secondary Vertex (CSV) uses all variables that discriminate a b-jet
from a non b-jet. CSV is one of the most discriminating b-tagging algorithms.
The algorithm uses the information of the reconstructed SVs in the jet (either with
AVR or IVF). If no SV is reconstructed, CVS builds the so-called pseudo-vertex - a
fictitious secondary vertex formed by the tracks with SIP > 2 - and computes the
kinematic variables of the vertex itself but not its position.
The variables used by CVS are:
• the number of tracks in the jet;
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• SIP for each track in the jet.
(in case of absence of SV and pseudo-SV the variables used are just these
two)
• the vertex category (real, “pseudo,” or “no vertex”);
• the number of tracks at the vertex;
• the vertex flight distance significance in the transverse plane;
• the vertex mass;
• the ratio of the energy carried by tracks at the vertex with respect to all tracks
in the jet;
• the pseudorapidities difference between the tracks at the vertex and the jet
axis;
• the 2D IP significance of the first track that raises the invariant mass above
the charm threshold of 1.5 GeV/c2 (tracks are ordered by decreasing IP
significance and the mass of the system is recalculated after adding each
track);
The discriminator output is a positive number smaller than 1 computed with a
likelihood ratio method. Figure 3.1(c) shows the distribution of the CVS output.
The suffixes L, M and T can be added at the end of the algorithm acronym
to specify the operating point. For example, CVSM is the algorithm that identify
a jet as a b-jet when the output of the CVS is greater than 0.68 and it has a
misidentification probability for light jets of about 1%.
b-Tagging algorithm performances
CMS has calibrated and used these algorithms for the analyses of data taken at
centre of mass energies of
√
s = 7, 8 and 13 TeV. The performance of the algorithm
depends on η and pT of the jet and also on environmental variables like pile-up.
The figures of merit of the algorithm are the efficiency to tag a b-jet and the
misidentification probabilities for c-jets and light-jets. They are estimated with
simulation and calibrated on data.
Figure 3.2 shows the simulated misidentification probabilities for c-jets and for
light-jets of several algorithms as a function of the b-jet efficiency.
b-Tagging efficiency is calibrated on b-enriched samples obtained selecting jets
that contain leptons or events of tt¯ production. Figure 3.3 shows the measurement
of b-tagging efficiency of CSV as a function of the algorithm output value. This
measurement has been done with a specific method, the Flavour-Tag Consistency
(FTC), applied to tt¯ enriched samples [?].
3.3 B hadron identification 36
(a) (b)
Figure 3.2: Performance of b-Tagging algorithms from the simulation (pT > 60 GeV). It is shown
(a) the probability of selecting jets from light partons (u, d, s, g) and b) the probability of selecting
c-jets as function of the selection efficiency.
The misidentification is calibrated with the negative tag method. This algorithm
uses the same variables used by the b-tagging algorithms in order to select a sample
of non-b jets.
All algorithms show an increase of misidentification when pT increases. The
reason is that the particles in a high energy jet are more collimated and the most
discriminating observables used in the tagging of b-jets (as the IP of the tracks) are
less precise. The misidentification of CSVM as a function of pT of the jet is shown
in Figure 3.4.
Thanks to the pixel detector upgrade, the new detector will be operative in 2017, the
track impact parameters will be measured with higher resolution, and the b-tagging
algorithm will improve. Figure 3.5 shows a comparison between future and current
performances of the CVS algorithm.
B hadron identification
While in the previous paragraph the algorithms usually adopted for jet tagging were
described, in the following a method to identify B hadrons independently of the jet
information is proposed. A novel algorithm to identify B hadrons vertices has been
developed for the analysis presented in this thesis. The B-identification algorithm
takes as input the secondary vertices reconstructed by IVF. This algorithm is a
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Figure 3.3: Efficiency of the b-Tagging measured and predicted as function of the threshold of the
CSV discriminator. The lower histogram shows the ratio between data and simulation; the blue line
represents the uncertainty and the red line represents a linear fit of the distribution of the ratio data
by Monte Carlo. The arrows are the loose("L"), medium("M") and tight("T") thresholds.
(a) (b)
Figure 3.4: (a) Measurement and simulation of misidentification probability for the CSVM as a
function of pT of the jet. The rightmost bin includes all the overflow events. (b) Scale factor: the
solid line represents a polinomial fit of data and the dotted line represents the error.
cut-based algorithm: it selects vertices, which satisfy a set of criteria, and rejects
all other vertices. The aim of this algorithm is to select the decay vertex of the B
hadron in the fiducial region |η (B) | < 2 and p(B)T >15 GeV.
Not all reconstructed secondary vertices are due to the B hadron decays: most of
the secondary vertices do not even originate from unstable particle decays. Those
vertices, which do not originate from a decay, are called fake vertices. They are
often originated because of nuclear interactions of a particle with the detector
material.
This algorithm has been optimized on simulation. Each secondary vertex is char-
acterized by its position ~SV and by its four momentum that is the sum of the four
momenta of the charged particles forming the vertex.
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Figure 3.5: CSV performance for jets with pT >30 GeV in tt simulated events with (a) no pile-up
and (b) 50 pile-up interactions. The performances of the current detector are shown by empty dots
and filled ones suggest the detector performance after the upgrade. The triangular points show jets
originated from c-quarks hadronization and the squared and circular ones represent jets originated
from light quarks hadronization.
Secondary vertices are divided in three categories:
• B when the reconstructed vertex and the B hadron at generator level have
∆R(B, SV ) < 0.1;
• D when the reconstructed vertex and a D hadron at generator level have
∆R(B, SV ) < 0.1 and if there is no B hadron that satisfies ∆R(B, SV ) < 0.1;
• L if there is no D or B hadron closer than ∆R < 0.1 to the reconstructed
vertex;
The goal of the selection is to find a working point where B hadrons secondary
vertices are selected with sufficient efficiency () and purity (p):
 =
# selected B vertices
# B hadrons
p =
# selected B vertices
# selected vertices
A situation of trade-off has to be considered: increasing the efficiency for B vertices
there will be too many D and L vertices selected, while rejecting almost all D and L
may result in a tiny B efficiency. The target of our optimization was to reject more
than 90% of the L while retaining at least 30% of the B. Such criteria was motivated
by the needs of the study presented in this chapter, taking into account the prior
background rates, the available number of events and the final signal region purity.
The following criteria have been used for the vertex selection:
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1. The fiducial region of the algorithm is the phase space region where the
vertices have pT > 8 GeV and pseudorapidity of the vertex directions
|η( ~SV − ~PV ) | < 2. This selection reduces the impact of tracks with |η | > 2
that cross only two layers of the pixel detector and are measured with less
precision.
2. B and D vertices have tracks whose trajectories are close to the decay point
of the unstable particle. L vertices are mostly produced by tracks that are
by chance close in space and these tracks are also close to the PV. A very
discriminant variable is the significance of the flight distance defined the
distance in space | ~SV − ~PV | divided by its accuracy. The algorithm selects
vertices which have both high significance of the flight distance and high
significance of its projection on x-y plane: S3D > 5 and Sxy > 3. Figure 3.6
shows the distributions of the 3D significance of L, D and B vertices for
vertices in the fiducial region and the purity of B vertices as a function of the
3D significance.
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Figure 3.6: On the left: distribution of B, D and L vertices 3D significance in the fiducial region.
On the right: purity of B vertices as a function of the 3D significance.
3. L vertices have two different categories. Those (a) including pile-up tracks
(tracks from a different PV) have large IP however the momentum of the
vertex ~pV often forms large angles with the flight direction ~SV − ~PV . L
vertices formed by prompt tracks (b) from the PV have small IPs . We
select vertices that have the angle between ~pV and the flight direction less
than 20◦, the component of the vertex momentum perpendicular to the flight
direction less than 2.5 GeV and at least two tracks with SIP > 4. The first
two conditions reject category (a), the last condition rejects category (b).
4. The vertex mass MV is computed from the vertex four momentum. Low mass
vertices are predominantly L vertices while MV is typically smaller than the
mass of the hadron decaying at the vertex. The selection criterion is 1 GeV
< MV < 5 GeV. Figure 3.7 shows the distribution of the vertex mass for L, D
and B vertices in the fiducial region the purity of B vertices as a function of
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Figure 3.7: On the left: distribution of B, D and L vertices mass in the fiducial region. On the
right: purity of B vertices as a function of the vertices mass.
the vertices mass.
(a) (b)
Figure 3.8: Position of B vertices (a) and L vertices (b) measured in CMS. The closest vertices to
the interaction region are not represented.
5. Nuclear interactions with the detector material produce L secondary vertices.
Figure 3.7 shows the position of the B and L vertices measured by IVF in
CMS. The first material layer encountered by particles originating from the
vertex is the beam pipe located at about 2.5 cm from the beam line. The
second one is the first barrel of the pixel detector located at about 4 cm from
the beam line. The simple solution to accept only vertices reconstructed
inside the beam pipe is too restrictive for two reasons: (a) it rejects the most
energetic B hadrons, (b) it reduces the efficiency to select a B hadron through
the identification of the D vertex in the decay chain B → D when the B
vertex is not reconstructed. The effective mean lifetime of this process is
cτ ∼ 800 µm and quite often the D vertex is outside the beam pipe. The
selection criterion is then rV < 4 cm, where rV is the radius of the secondary
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vertex. The vertices with rV compatible with the beam pipe are removed in a
subsequent step of validation of vertices (see section 3.4).
6. The criteria 1-5 described above have been used also in other CMS b-tagging
algorithms. We introduce here a new original criterion based on the proper
time of the reconstructed vertex. The flight path of a particle before its decay
is L f = | ~SV − ~PV | = γct where γ is the Lorentz boost factor and t the
proper time. γ can be estimated as cγˆ = pV/MV : this variable is quite robust
since when one or more tracks have been lost in the vertex reconstruction
(it is important to recall that only charged particles contribute to the vertex
reconstruction), MV and pV are both underestimated and their ratio is quite
stable. The time tˆ is defined from
ct =
L f
γ
⇒ ctˆ = L f
γˆ
=
L f MV
pV
.
The variable tˆ is a measurement of the time passed between the creation
and the decay of the unstable particle. It has an exponential distribution for
hadrons. Since D hadrons decay faster than B hadrons, tˆ helps in separating
B from D vertices.
The three left plots in Figure 3.9 show the vertices density as a function of ctˆ
and pV for B,D andL vertices after all previous selection criteria 1-5 have been
applied. The three right plots show the ratio between each upper plot and their
sum: the purity of B, D and L in the selected sample as a function of ctˆ and pV .
The acceptance cut on the transverse momentum of the vertex pT > 8 GeV
is clearly visible. It is important also to recall that vertices with a small
value of ctˆ are not present since they have been excluded by the previous
cuts. Inspecting panels (d) and (f) one notices that vertices with pV larger
than 400 GeV are mostly light . This happens because in high energetic jets
particles are more collinear and inaccuracies in track reconstruction can more
easily create fake vertices. In addition, vertices with very long proper time
are also typically L vertices. L vertices are rejected requiring ctˆ < 5 mm
(in order to avoid KS and Λ) and pV < 400 GeV. Inspecting panels (d) and
(e) one notices that D hadrons are more present at lower values of ctˆ and
that for ctˆ > 500 µm B vertices are the dominant population. D hadrons are
rejected requiring that ctˆ > 160 µm or MV > 2 GeV : at least one of the two
conditions must be fulfilled.
The previous items describe the selection criteria as used in the analysis. The
process to determine the optimal working point in the efficiency vs purity plane was
quite elaborate. After a first sequential optimization of the criteria, the order of the
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Figure 3.9: Right plots show the B, D, L vertices selected from the algorithm as a function of ctˆ e
pV . Left plots show the ratio between the selected vertices by type (B, D, L) and the total amount of
all selected vertices.
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selection cuts has been modified considering every criterion as last and optimizing
again the actual values of the cuts. After several iterations the process eventually
converged.
Figure 3.10 shows the efficiency and purity of the selection for different combinations
of the selection criteria as a function of the momentum of the vertex.
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Figure 3.10: Efficiency and purity of the selection when only some of the described selection
criteria are applied. The selection criteria are numbered as in the text. Efficiency and purity are
computed using simulated samples with
√
s =13 TeV and with a centre of mass energy of the two
original partons, larger than 30 GeV.
Treatment of b→c decay
B hadrons decay to D hadrons with large branching ratio. It is possible that none or
only one vertex of the chain is reconstructed or that both vertices are reconstructed.
When the D vertex is reconstructed the tracks from the D vertex are not associated
to the B vertex reducing the efficiency to reconstruct or identify the B vertex. In
addition our analysis aims to select two B vertices , B1 and B2, in the same event:
the presence of D vertices has several consequences:
1. When both vertices of the chain B1 → D1 are reconstructed and no vertex
is reconstructed from the B2 → D2 chain, the D1 vertex is assigned to B2.
The event is then selected creating a fake population of bb¯ events with small
opening angle.
2. When three vertices out of B1, B2, D1, D2 are reconstructed the event is
rejected since it contains more than two vertices.
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3. If D vertex is reconstructed, D vertex tracks are not associated to the B vertex
because, so the B hadron kinematics is not correctly computed and the B
vertex may not be selected.
4. When the B vertex is not reconstructed or identified and the D vertex is
reconstructed and mistagged as B, it results in the correct identification of
the B hadron.
These unwanted features 1, 2 and 3 are addressed by a vertex merging algorithm
aimed at recognizing the decay chain B→D. This algorithm is applied to the list of
reconstructed secondary vertices before the vertex selection described in section 3.3.
The merging is done with an iterative algorithm that pairs two vertices among
all reconstructed vertices. The merging process is repeated until no merging is
possible anymore.
The merging algorithm is applied to the vertices with rV < 4 cm, with an angle
less than 60◦ between the momentum and the direction of the secondary vertex.
It creates a list of these vertices and it orders them for their significance on the
distance from the primary vertex. The following steps are applied for each vertex
on the list beginning with the first one:
1. The considered vertex in the list is called V and the algorithm checks if there
are other V’ vertices that look like a double decay B→D→X with V.
2. In case of more than one candidate pairs, the algorithm chooses the pair that
has the farthest vertex with smaller transverse momentum in respect to the
direction of the nearest one.
3. Once a pair is chosen, the algorithm associates the tracks of V and V’ to the
first vertex in the list and deletes the second; in case V is inside the material
of the detector, the tracks are associated to V’ and the algorithm deletes V.
4. If there has been a merged pair, the algorithm goes back to point 1.; if no
vertices have been merged, the algorithm goes back to point 1. excluding V.
At the end, the algorithm deletes the vertices that are located in the beam pipe and
in the layers. Every part of the analysis works with the remaining vertices.
Let us call ~dn = ~PV − ~SV near , ~d f = ~PV − ~SV f ar and ~p( f )V the momentum of
the farthest vertex.
The criteria used to merge the vertices are:
• θ
(
~dn, ~d f
)
< 35◦;
• θ
(
~d f − ~dn, p( f )V
)
< 35◦;
• Mnear > 1.2 GeV;
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• M f ar < 2.0 GeV;
• the transverse momentum of the farthest vertex in respect to the direction of
the nearest one has to be smaller than 6 GeV;
• the invariant mass of the system of the two vertices has to be smaller than 5
GeV;
This procedure allows the merging of three or more vertices in one. In fact it was
possible that the tracks coming from the decays got lost because they crossed the
pile-up tracks forming light vertices.
Jet clustering algorithm
A high Q2 reaction among the constituent of the proton produces scattered high
momentum quarks and gluons. Quarks and gluons carry color charge and cannot
propagate freely because of confinement. Instead they hadronize, producing a
narrow jet of hadrons that carries most of the momentum of the original quark or
gluon.
Jet clustering algorithms are defined to select the particles originating from
one high momentum quark or gluon. The momentum of the quark or gluon is
approximated with the momentum of the jet defined as the sum of the momenta of
the selected particles.
This section describes definitions and properties of the most used jet cluster-
ing algorithms.
General description of the algorithms
A jet algorithm must satisfy general properties: it must be infra-red safe and
collinear safe. In this case it can be applied experimentally without dependence
on the thresholds for detecting particles and the measured cross sections can be
compared with theory predictions that are calculable.
Definition of Infra-Red Safe. A jet clustering algorithm is an infra-red safe
algorithm if the final selection of particles does not change because of a very low
energy gluon emission from one of the particles in the event.
Definition ofCollinearSafe. A jet clustering algorithm is a collinear safe algorithm
if the final selection of particles does not change when a particle is replaced by
two almost collinear particles with a total momentum which equals the one of the
initial particle.
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A clustering algorithm with these properties produces jets that do not change under
the effects of the non perturbative QCD.
There are other requests for a good jet clustering algorithm besides the two
properties already mentioned. These requests are less important than the infra-red
and the collinear safeness but they are experimentally relevant anyway:
• the jet momentum must be a good proxy of the quark/gluon momentum. This
characteristic is important when jets are used to search for mass resonances;
• the algorithm must be fast.
Sequential Algorithms
There are several sequential algorithms named Kt , Anti-Kt and Cambridge/Aachen.
They are infrared and collinear safe and since FastJet [9] was introduced in 2006
the computational costs is small [7]. In all algorithms particles are clustered with
the procedure described below that depends on two parameters a and R.
Create a list with all the candidate particles for the algorithm (usually they
are all the particles econstructed in the event): they are called protojets. Each
protojet has transverse momentum kt equal to the sum of the transverse momenta
of all particles included in the protojet. Then execute the following instructions:
1. For each protojet pair is defined the distance di j and, for each protojet is
defined the distance diB :
di j = min(kati, k
a
t j )
∆i j
R ,
diB = kati
(3.1)
where ∆i j =
√
(ηi − η j )2 + (φi − φ j )2
2. Find the smallest among di j and diB. Call it dmin.
3. If dmin is one of the di j , substitute the protojets i and j with a new protojet
with four-momentum equal to the sum of the four momenta of the two original
protojets. If dmin is a diB, delete i from the protojet list and add it to the final
jet list.
4. If there are some remaining protojets, go back to point 1.
A jet is composed by a list of particles and its four-momentum is the sum of the
four-momenta of these particles. The algorithm merges protojets only if their an-
gular distance is∆i j < R (usually R = 0.3÷0.8). And a characterizes the algorithm.
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The algorithm Kt [10] is the jet algorithm with a=1. It associates first parti-
cles with small angle and small transverse momenta.
The Cambridge-Aachen (CA)[29] algorithm has a equal to zero: so it associates
the closest particles in η-φ without considering the momenta. Usually CA is used
in the analysis with high energetic jets in order to avoid a bad reconstruction of the
jets due to the transverse momentum of the particles.
The Anti-Kt[8] corresponds to the choice of a = −1. Thanks to the negative
exponent on the momentum the first particles associated are the most energetic
ones and the least energetic one are never associated.
These examples show that the value of a determines which protojets have to
be associated first. The characteristics of these algorithms change depending just
on the sign of a (if it is positive, negative or null) but not on its value.
Figure 3.11 shows the area covered by jets with different jet clustering algo-
rithms. The area of a jet is defined as the region in the φ − η plane in which an
additional soft particle would be associated to the jet.
Figure 3.11: Jet areas for different jet clustering algoritms [8].
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Energy measurement of b-quarks
A new algorithm to identify vertices of B hadrons was introduced in section 3.3.
We address now how to measure the energy of the associated b-quark.
The vertex momentum ~pV is not a good proxy of the b-quark momentum for
several reasons. The reconstructed vertex does not contain all B hadron decay
products since neutrals are excluded together with all charged tracks that are
mis-reconstructed and not associated to the vertex. Moreover the B hadron carries
on average only 70% of the b-quark momentum and the distribution of the frag-
mentation is quite wide.
A better proxy of the b-quark momentum is the jet that contains the tracks
forming the B hadron vertex. However this assignment is not unique in general:
1) it may happen that the tracks associated to a single B hadron vertex are
associated to different jets;
2) if the angular distance of the two b-quarks (or B hadron vertices)√
(η1 − η2)2 + (φ1 − φ2)2 is smaller than the typical angular parameter R
used for jet reconstruction, the two vertices can be merged in one single jet.
While (2) could be in principle addressed using smaller radius (e.g. ∆R = 0.1), this
would increase the issue (1) as B decay products, especially at low pT , can spread
in a wide angle due to the large B mass.
In the following we propose a new algorithm that exploits B hadron reconstruction
information to avoid (1) and to effectively reduce the angular resolution as much as
needed in the given event. The new jet clustering algorithm implemented in order
to measure the momentum of b-quarks is the following.
Starting from one of the jet algorithm described in section 3.5, we introduce
the following changes:
1. create a list with all the particles;
2. for each secondary vertex, remove its tracks from the list and replace them
with a new particle that represents the vertex with a four-momentum that is
the sum of all the vertex particles four-momenta;
3. apply the clustering algorithm to this particles list.
With this modification all particles that are associated to a B hadron vertex are
by construction in the same jet without any ad hoc reduction of the R parameter.
To avoid that two vertices are associated to the same jet, the clustering algorithm
has the following modification:
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4. if all protojets contain at most one vertex, skip point [5.];
5. consider the last two protojets merged in the protojet with two vertices, delete
them from the protojet list and add them to the jet list, then go back to point
[4.];
In this way the two vertices never belong to the same jet.
In this analysis, the presented jet clustering algorithm has been used and Cam-
bridge/Aachen has been used at point [3.]. The two jets composed by the selected
vertices are identified as the hadronization products of the b-quarks, therefore
b-quarks four-momenta will be measured by the four-momenta of those jets. More-
over, this algorithm is infrared and collinear safe.
In order to compare data and Monte Carlo sample, the same jet clustering al-
gorithm have to be applied on both samples. The described algorithm is used on
all simulated particles (even neutral ones), but, B hadrons are used instead of their
decay products. The B hadrons play the role of the secondary vertices and the
splitting procedure is applied in order to provide two jets composed by a B hadron
each. Hereafter, the kinematics of those jets will be indicated as the b-quarks
kinematic.
Figure 3.12 show the ratio between the measured transverse momentum and
the true transverse momentum at parton level. In panel (a) jets have not been
splitted while in panel (b) jets have been splitted.
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Figure 3.12: Ratio between the measured transverse momentum and the b-quark transverse
momentum when splitting procedure has not been applied (a) and when splitting procedure has been
applied (b). Simulated samples with Q2 larger than (30 GeV)2. Green circle indicate the transverse
momentum measured by the vertex, Red circle indicate the transverse momentum measured by the
jet.
Chapter 4
Analysis
This chapter focuses on the criteria chosen for the selection of the events. It
discusses how the measurement of the angle between the B hadrons is performed.
The distributions of the relevant variables on data and simulation are compared.
Trigger Selection
This analysis is performed on several different data sets collected with minimum
bias trigger and with a number of different jet triggers. The triggers are listed in
Table 4.1. Since we want to measure also very low Q2 processes that would not
trigger the CMS data acquisition, we start with the zero bias trigger where events
are collected randomly on the bunch crossing. The rate of these events is very
large and this trigger is heavily prescaled (see section 2.4). The jet cross section
is steeply falling with jet energy . For this reason in the minimum bias sample
there is a very limited number of events with jet energy larger than 60 GeV and
we add a dataset collected with a jet trigger requiring the presence of a jet with
transverse momentum larger than 60 GeV. The rate for this process is smaller than
the zero bias rate and this trigger has a smaller prescale than the zero bias trigger.
This process is repeated and other data sets are added with increasing jet transverse
momentum threshold and smaller prescales. Table 4.1 shows for each trigger the
effective luminosity of the dataset, which is the collected luminosity divided by the
prescale factor. Using many datasets with different thresholds allows to extend this
study from the very small Q2 to Q2 of about (500 GeV)2.
The jet triggers rely on HLT_PFJet algorithm that is a simplified version of
the anti-Kt jet clustering algorithm used in Oﬄine reconstruction and select events
with the transverse momentum of the leading jet larger than a certain threshold.
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The efficiency of each trigger is needed in order to convert the number of se-
lected events in a cross section. Trigger efficiencies have been measured on data as
functions of the energy of the leading jet reconstructed oﬄine with the anti-Kt algo-
rithm. Figure 4.1 shows two examples of trigger efficiency curves. The left panel
shows a plot produced with the data collected with the trigger HLT_PFJet80_v.
The leading jet transverse momentum PLJT is measured for each event and the
fraction of events that pass also the HLT_PFJet140_v trigger is plotted as a function
of PLJT . The curve describes the trigger efficiency of the data set HLT_PFJet140_v.
Events are accepted in the analysis if the leading jet reconstructed oﬄine has
at least 95% of the energy required by the trigger. The plots of Figure 4.1 show
that this requirement roughly corresponds to reject the events in the range where
the trigger efficiencies are less than 10%.
Trigger efficiencies and prescales are needed for a meaningful comparison of
distributions measured in data and in simulation. If the comparison is restricted to
a single data set, only trigger efficiencies are needed. There are two possible ways
of comparing data and simulation taking into account trigger efficiencies:
• correcting the data: each data event is weighted with the inverse of the trigger
efficiency computed using the efficiency curves measured on data and the
reconstructed energy of the leading jet in the event.
• correcting the simulation: each simulated event is weighted with the trigger
efficiency computed using the efficiency curves measured on data and the
reconstructed energy of the leading jet in the event 1.
The second method has been used later in this chapter when comparing distributions
of events selected in data and simulated samples, the first method must be used
when measuring a cross section.
If the distributions include more than one data set, the events of different data sets
have to be weighted also with the (ratio of the) prescales. In the first method the
prescale multiplies the weights; in the second method simulation events must be
further weighted with the inverse of the prescale.
1The simulated data include also a simulation of the trigger efficiency, however the simulated
efficiency curves match the efficiency measured in the data only approximatively. For this reason
when comparing the distributions we have always used the trigger efficiencies measured on data.
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Trigger Le f f [pb−1]
HLT_ZeroBias_v 0.016
HLT_PFJet60_v 0.125
HLT_PFJet80_v 0.475
HLT_PFJet140_v 2.500
HLT_PFJet200_v 18.454
HLT_PFJet260_v 189.744
HLT_PFJet320_v 397.014
HLT_PFJet400_v 878.698
HLT_PFJet500_v 2164.405
Table 4.1: Triggers luminosity multiplied by prescale factors recorded by CMS during 2015.
(a) (b)
Figure 4.1: Trigger efficiencies for HLT_PFJet140 (a) and HLT_PFJet500 (b). Efficiencies have
been computed using events that passed HLT_PFJet80 and HLT_PFJet400.
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Event selection
In the previous chapter the B hadron selection has been presented in section 3.3.
In the analysis we select events with exactly two reconstructed B hadrons and
the properties of the two corresponding vertices are studied in this section in
order to improve the signal to background ratio. Using the same nomenclature
of section 3.3 we have signal events with 2 B vertices that are named B+B and 5
possible backgrounds: B+D, B+L, D+D, D+L and L+L, where D stays for a Charm
vertex and L for a light (fake) vertex.
Figure 4.2 shows the signal and background fractions of the events selected
in the simulation as a function of the vertex mass for events with exactly two
reconstructed vertices. The events are classified matching the reconstructed vertices
to the generated vertices.
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Figure 4.2: Fraction of events that have two vertices selected by the algorithm described in
section 3.3 for each combination of the generated vertices matched to the reconstructed vertices.
Simulated samples with Q2 larger than (30 GeV)2.
Three additional criteria are introduced:
• Both B and D hadrons are usually generated in pairs. Figure 4.3 shows the
distribution of the masses of the two vertices selected by the single vertex
algorithm (see section 3.3 ) for events with two B hadrons and for events
with two D hadrons in simulated events.
The vertex mass is often smaller than the hadron mass. Events are accepted
when at least one of the two selected vertices has a mass MV > 2 GeV.
With this request, D+D background is almost entirely rejected. Moreover
it is unlikely that both vertices have masses close to 5 GeV and events are
accepted only if M (1)V + M
(2)
V < 9 GeV.
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Figure 4.3: Number of selected events as a function of the selected vertices masses. (a) both
generated vertices are B. (b) both generated vertices are D. Simulated samples with Q2 larger than
(30 GeV)2.
• In the selection of the single vertex (see section 3.3) there are no requirements
on the number of tracks contributing to the selected vertices. Fake vertices
have mainly two tracks. B hadrons decay on average with 5 charged particles,
and the reconstructed vertex often has more than two tracks. However it has
been decided to accept also vertices with just two tracks in order to increase
the efficiency. Figure 4.4 shows efficiency and purity of the selection as a
function of the angle between the directions of the two secondary vertices for
two different criteria on the track multiplicity at the vertex: (a) both vertices
have three tracks and (b) at least one vertex has three tracks. The purity in
the two cases is the same and there is a gain in efficiency in (b). We then
accept an event only if one of the two vertices has at least three tracks.
• It is possible that a track is associated to two vertices. In this case its
four-momentum is added to both vertices. This may happen when the two
true B vertices are at very small opening angle or when a track from a B
decay crosses by chance a pileup track producing a fake configuration with
two nearby B vertices. The compromise between these two conditions is
difficult and the events with shared tracks have been accepted only when
those tracks have a significance on impact parameter SIP < 6. This criterion
reduces both the signal and the background but it improves the signal to
background ratio without decreasing the efficiency significantly.
Measurement of the angles between b-quarks and B
hadrons
In the previous chapter we presented how to measure the vertex of a B hadron
decay to identify a b-quark and how to measure the direction and momentum of the
jet associated to a specific B hadron vertex. The four-momentum of the bb¯ pair
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Figure 4.4: Efficiency and purity of the selection algorithm in two different cases: requiring that
both vertices have at least 3 tracks (green) and that at least one vertex has three tracks (red). Bottom
plots show the range ∆R < 0.8. Efficiency and purity have been calculated after the selections on
vertices masses and on the shared tracks discussed below. Simulated samples with Q2 larger than
(30 GeV)2.
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system is measured by the sum of the four-momenta of the two reconstructed jets.
We discuss now how to measure the angular distance between the two b-quarks.
There are three measured quantities that are strongly correlated to the angular
separation between the two b-quarks: the angle between the secondary vertex flight
directions, the angle between the directions of the secondary vertex momenta and
the angle between the directions of the jet momenta. These three angles have been
measured in reconstructed simulated events and then compared to the b-quarks
angular distance measured at generator level. The correlation plots between each of
the three angles and the b-quarks angular distance are shown in Figure 4.5. Panel
(d) shows that the angle between the secondary vertex flight direction gives the best
measurement of ∆Rbb.
It is known that b-quarks directions is not well defined since they are not free
particles. In simulated events there are few cases in which the b-quarks produced
by a gluon splitting g → bb¯ have the same direction and their direction changes
and diversifies only after the hadronization is simulated by the parton shower. This
effect can be seen in the plots of Figure 4.5 where a small excess of events is present
at ∆Rbb = 0 and ∆R ∼ pi in the three bi-dimensional plots. Therefore, we have
studied other variables at generator level that could be used instead of the b-quark
direction: the generated B hadron direction and MC level jet direction when the
jets are obtained clustering the generated tracks using B hadrons in input particles
list rather than its decay product (i.e. the equivalent of the algorithm described for
reconstructed particles in section refsec:bEnergy).
Figure 4.6 shows that the b-quarks angular distance is more similar to the B hadrons
angular distance than to the jets angular distance. Therefore, the B hadrons angular
distance measured in the generator will be used instead of b-quarks angular distance.
Figure 4.7 shows the comparison between the B hadrons angular distance and the
angular distance computed using the three variables listed above. Also in this case
the secondary vertex direction provides the best measurement of the B hadrons
direction. In the analysis, the jet transverse momentum and the secondary vertex
flight direction will be measured in order to give the best estimate of respectively
b-quark transverse momentum and the B hadron direction.
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Figure 4.5: Correlation plot showing the ∆R reconstructed with different estimators [ (a) the
reconstructed jets momenta ∆RJJ , (b) the secondary vertices momenta ∆Rpp and (c) the secondary
vertices flight directions ∆RVV ] versus the angle between the original b-quarks ∆Rbb measured at
generator level; (d) projection onto the diagonal (∆R − ∆Rbb). Simulated samples with Q2 larger
than (15 GeV)2. A small excess of events can be seen at ∆Rbb = 0 and ∆R ∼ pi.
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Figure 4.6: ∆RBB − ∆Rbb (green) is the difference between ∆R measured at generator level using
B hadrons or b-quarks. ∆R(gen)JJ − ∆Rbb (red) is the difference between ∆R measured at generator
level using jets at generator level seeded by the B hadrons or b-quarks.
Differential cross section in the reconstructed vari-
ables
The goal of this analysis is to provide information of non-perturbative bb¯ pair
production. The algorithms described in chapter Chapter 3 allow the measurement
of the related kinematic variables. The cross section can be measured as a function
of the six variables describing the two quark kinematics. Following discussions
involving also theoretical physicists expert in this subject [16], we decided to
measure the double differential cross section in (p(bb)T , ∆RBB), where p
(bb)
T is the
transverse momentum of the bb¯ system and ∆RBB is the angle between the two B
hadrons momenta.
We consider only events inwhich exactly two reconstructed vertices in the acceptance
region ( |η | < 2 and pVT > 8 GeV ) are identified by the algorithm described in
section 3.3. If the two vertices also pass the selection described in section 4.2, then
the event is accepted by the analysis for the measurement of the cross section.
In a first step, for each trigger we select the events in the data that pass the selection
and compare them with simulated samples. The events reconstructed from the
simulated samples are assigned to different categories based on the matching
between the generator level information and the reconstructed vertices in simulated
events.
In order to make this assignment, the two reconstructed vertices in the simulated
samples are firstly assigned to B, D, or L as described in 3. Then the whole event is
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Figure 4.7: Correlation plot showing the ∆R reconstructed with different estimators [ (a) the
reconstructed jets momenta ∆RJJ , (b) the secondary vertices momenta ∆Rpp and (c) the secondary
vertices flight directions ∆RVV ] versus the angle between the original B-hadrons ∆RBB measured
at generator level; (d) projection onto the diagonal (∆R −∆RBB). Simulated samples with Q2 larger
than (15 GeV)2.
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classified as:
• B+B if the vertices match two B hadrons that originated from the same gluon
(with a SM vertex g → bb¯) and if the two B hadrons are in the fiducial region
|η (B) | < 2 and p(B)T > 15 GeV. These are the signal events.
• 4B if the selected vertices match two B hadrons but they do not originate
from the same gluon or at least one of them is not in the fiducial region.
• B+X if one of the vertices matches a B hadron and the other vertex does not
match a B hadron.
• D+X if one of the vertices matches a D hadron and the other does not match
a B hadron.
• L+L if both vertices are classified as L.
Figure 4.8 shows the number of events as functions of six2 variables describing the
bb¯ system in the data sets of the HLT_PFJet400_v trigger. Appendix ?? shows
the same six variables for all the data sets used in the analysis. The leading jet
momentum is p(J1)T , the second jet momentum is p
(J2)
T . The invariant mass and
transverse momenta of the two jets system are MJ J and p(J J)T . The angular distance
between the B hadrons measured by the angular distance between the flight direction
of the selected vertices is ∆RVV . The contributions of the simulated sample are
shown with different colors..
We notice that there is a good qualitative agreement between the measured and the
simulated distribution and that typically the background contribution is less than
20% in the non-perturbative regions.
The next step is to combine the different data sets in order plot the distribution of
(weighted) number of events in data and simulation as a function of (p(J J)T , ∆RVV )
and eventually measure the cross section. A given region in the p(J J)T , ∆RVV plane
(bin) can be populated by events from different datasets3 and a choice must be
done about which dataset to use for each bin. The weighted number of events in a
given bin computed using different data sets are consistent, however the statistical
accuracy is different since the events of the different datasets have different weights.
A study on simulated data has been performed to decide which dataset to assign to
each bin. Only events that pass the selection are considered. For each bin in the
(p(J J)T , ∆RVV ) plane, the fraction of events accepted by the simulation of the trigger
2These six variables are correlated and do not describe fully the production. They describe the
b-quark momenta and the b-quarks relative angle. These distributions are integrated over the η and
φ directions of the bb¯ system and on the φ angle of the plane defined by the b and b¯ directions.
3A given event is often recorded in more than one dataset
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Figure 4.8: Measured and predicted number of events that passed the HLT_PFJet400 trigger in: (a)
the angular distance between the two secondary vertices, (b) the invariant mass of the bb¯ system, (c)
the transverse momentum of the bb¯ system, (d) the highest and (e) the lowest transverse momentum
of the bb¯ system and (f) the ratio between the highest and the lowest transverse momentum.
The stacked, coloured histograms indicate the contributions of different QCD components in the
simulated samples. See text for a description of the legenda.
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of a given dataset is computed. This is the efficiency that events in a given bin are
recorded in a given dataset. Figure 4.9 shows these efficiencies for two different
datasets that are close in the jet energy threshold. As expected this efficiency
depends mostly on p(J J)T . For low values of p
(J J)
T the efficiency is small and it
turns to one for values of p(J J)T that are close to the trigger threshold.
Since p(J J)T is quite correlated with the trigger the first choice for data set as-
signment is done binning the phase space in strips at constant p(J J)T and using the
same dataset for each strip. This is shown in the left panel of Figure 4.10. The
boundaries between the strips have been chosen near the point where the efficiency
of the dataset with higher trigger threshold is about 50%.
The efficiencies in Figure 4.9 are almost, but not exactly, ∆RVV independent. The
trigger efficiencies have a discontinuity in the region ∆RVV > 0.5 which is due to
the fact that when b-quarks are close to each other their hadronization products
are reconstructed at trigger level as a single jet. The jet is therefore more energetic
than when two separate jets are reconstructed by the trigger. In this topology the
energy of the jet that triggered the event is close to the quantity p(J J)T . When the
two b-jets have a large angle opening angle, p(J J)T is close to the difference between
the momenta of the two jets and the quantity p(J J)T is smaller than the transverse
momentum of the leading jet that triggered the event.
These observations have lead us to consider a different coverage of the (p(J J)T ,
∆RVV ) that is shown in the right panel of Figure 4.10. This new coverage provides
a larger number of events in the region 0.5 < ∆RVV < 1.2, and smaller statistical
errors.
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Figure 4.9: Efficiencies of (a) HLT_PFJet320 trigger and (b) HLT_PFJet400 trigger in the (p(JJ )T ,
∆RVV ) phase space obtained by simulated samples.
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Figure 4.10: Coverages of the phase space using different triggers.
The coverage has led us in the choice of the binning for measuring the cross section.
The bin limits are {0, 20, 40, 60, 80, 100, 125, 150, 175, 200, 230, 260, 300, 340,
380, 400, 440, 470, 500, 550, 600, 700} in p(J J)T . The bin limits in ∆RVV have been
chosen to provide more information in the collinear region and in the region in
which b-quarks are produced back-to-back. The bin limits are: {0, 0.1, 0.3, 0.5, 1.2,
2, 2.5, 2.8, 3.2, 3.6, 4.0}. Figure 4.10 shows also the binning of the p(J J)T -∆RVV
plane. Now that the assignment of a data set to each bin of the p(J J)T -∆RVV plane
has been done, the distribution of data and simulated events can be compared in
the whole plane.
Figure 4.11 shows the measured and predicted number of events in the (p(J J)T ,
∆RVV ) phase space for 2.7 fb−1. Here the data events have been weighted with the
(inverse of the ) trigger efficiencies and the prescale. The simulated events are not
weighted. The upper bin in p(J J)T and the upper bin in ∆RVV include the overflow
events. In order to compare those two plots, a slicing has been done.
The bidimensional plots are sliced in layers in order to obtain many unidimensional
plots that can be superposed: all bins at fixed pT are plotted in unidimensional
histograms in ∆RVV . Data and Monte Carlo sliced histogramms are compared by
superposition. Figure 4.12 and Figure 4.13 show the comparison of the measured
and predicted number of events with the slicing technique.
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Figure 4.11: Measured (left) and Predicted (right) number of events for 2.7 fb−1 as a function of
p(JJ )T and ∆RVV . Data events are weighted with the (inverse of the ) trigger efficiencies and the
prescale. Simulated events are not weighted.
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Figure 4.12: Comparison between measured and predicted number of events for 2.7 fb−1 of
Figure 4.11. The comparison has been done with the slicing technique from 0 to 300 GeV in p(JJ )T .
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Figure 4.13: Comparison between measured and predicted number of events for 2.7 fb−1 of
Figure 4.11. The comparison has been done with the slicing technique from 300 to >600 GeV in
p(JJ )T .
Chapter 5
Results
This chapter focuses on the correction of the distortion effects in the measurements
due to the detector. Those effects can be corrected by the so-called unfolding
methods. D’Agostini method description is featured together with how the method
has been applied. Results and conclusions end the chapter.
Unfolding
The test of a theoretical model is done comparing a predicted distribution f th(x)
of a certain variable with the same distribution measured in an experiment. A
meaningful comparison requires that the measured distribution is corrected for the
detector resolution that may distort the measurement.
The corrected experimental distribution f (x) and the measured distribution fm(y)
are related by:
fm(y) =
∫
K (x, y) f (x)dx
where K (x, y) describes the resolution of the detector in measuring the variable x
and represents the probability that the detector measures y when the true value of
the variable is x. The measured function fm(y) is the true function f (x) convoluted
with the detector resolution.
The resolution effects tend to flatten the experimental distribution. If the variation
of f (x) on the scale of the resolution σ is small,
σ
f (x)
∂ f (x)
∂x
<< 1
the resolution effects can be neglected and f (x) ' fm(x).
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When resolution effects are not negligible in the precision of the test, there are two
possibilities:
• The measured function fm(y) is compared with the theoretical prediction
convolved with the detector effects f cth(y) =
∫
K (x, y) f th(x)dx.
• Apply a procedure called unfolding to compute the function f (x) from
measured function fm(y) using the known resolution function K (x, y).
The first case is quite common. We have used it in the previous chapter to compare
the data distributions with the theoretical prediction coded in the generator used to
produce the simulated events. In this case the convolution is done by tracking the
particles produced by the generator through the detector material with GEANT4
and simulating the detector response. However there are limitations: when a new
theoretical model is produced it can be compared with the data distributions only
repeating the complex process of generation and simulation. Moreover this process
can be done only by the experimental group, which has access to the simulation code.
Using the unfolding procedure it is possible to produce the function f (x) as the
final result of the experiment. The unfolded experimental distributions can be
directly compared to the prediction of any theoretical model. In addition unfolded
experimental distributions from different experiments can be directly compared.
The next paragraphs describe the unfolding in high energy physics experiments
(for a more detailed introduction, see [5, 6]).
Discretization
The distributions measured by an experiment are discretized in histograms, as those
we have shown in the previous chapter for the events selected in the plane p(J J)T and
∆RVV .
Figure5.1 shows an example of the resolution effects on a measured distribution.
The left panel shows an histogram representing a discretization of the true distribu-
tion f (x) and right panel shows the same distribution convoluted with a gaussian
kernel that simulates the resolution: the discretization of the function fm(x). Some
details of the original distribution are lost.
One method frequently used to compute the true function f (x) is to describe it
with a class of functions with n parameters F (x; a1, .., an). The convolution of
F (x) with the kernel
G(y; a1, .., an) =
∫
K (x, y)F (x; a1, .., an)dx
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Figure 5.1: Histograms show the effect of smearing on a distribution composed by two gaussians,
one of them is centred in 1 and the other in -1. On the left it is represented the true distribution,
while on the right the convoluted distribution with Kernel. The purpose of unfolding is to recover
the left histogram by knowing the right one.
produces a new class of function G(y; a1, .., an) that is eventually fitted to the
measured distribution fm(y) to determine the parameters a1, ..., an. Once the
parameters have been fixed with the fit, the function f (x) is expressed by F (x) and
the known parameters.
In this analysis we use a different method described in the following , which aims
to compute the true histogram without the use of a class of function and a fit.
The functions f (x) and fm(x) are measured on the domains 1 T and E respectively
(T, E ⊆ Rn). T and E are binned (partitioned) in T1,T2..,Tp and E1, E2, .., Eq, where
the bins ensure full coverage and are disjoined. Assuming that the functions f (x)
and fm(x) are normalized, the probability for the variable x to be in the ith bin of T
is
P(x ∈ Ti) =
∫
Ti
f (x)dx .
Let N be the total number of entries (events) in the histograms and λ and µ two
vectors, of p and q elements respectively, filled with the average number of events
1T is for true and E is for experiment.
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in the bin:
λ = N *,
∫
T1
f (x)dx,
∫
T2
f (x)dx, ...,
∫
Tp
f (x)dx+-
T
µ = N *,
∫
E1
fm(x)dx,
∫
E2
fm(x)dx, ...,
∫
Eq
fm(x)dx+-
T
Therefore:
µi = N
∫
Ei
fm(x)dx
= N
∫
Ei
∫
T
K (x, y) f (x)dx
= N
∫
Ei
*.,
p∑
j=1
∫
Tj
K (x, y) f (x)dx+/-
=
p∑
j=1
∫
Ei
∫
Tj
K (x, y) f (x)dx∫
Tj
f (x)dx
λ j
=
p∑
j=1
Ki jλ j
where
Ki j =
∫
Ei
∫
Tj
K (x, y) f (x)dx∫
Tj
f (x)dx
i = 1, ..., q, j = 1, ..., p (5.1)
is called response matrix and is the discrete version of the K (x, y) Kernel. The
following proposition shows that the smearing of f (x) moves events from the true
bin to near bins.
Proposition 1. Elements of smearing matrix, defined from 5.1, satisfy
Ki j = P(Y ∈ Ei |X ∈ Tj )
Proof. See [[26] Proposition 2.11.] 
Regolarization
In the matrix inversion measurement the vector λ is computed from the vector µ
using the inversion of the matrix K. This is possible only if the number of bins (q)
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of the measured histogram is equal or larger than the number of bins (p) of the true
histogram. In this case the measured histogram y = (y1, ..., yq)T is used to estimate
the µˆ as µˆ = y and λ can be computed from µˆ = K λˆ.
Theorem 1. Let K ∈ Rq×p with q ≥ p, the equation y = K λˆ univocally identifies
λˆ if and only if K has full rank.
Proof. If q ≥ p, having full rank means that ker(K)={0}. If λˆ were not the unique
identifiable solution, then would exist λ and λ′ solutions of the system with λ , λ′.
The theorem is demonstrated by the following equivalences
Kλ = Kλ′ ⇔ K (λ − λ′) = 0 ⇔ 0 , λ − λ′ ∈ ker (K )

Let K+ be2 such that K+K = I , the solution λˆ and the covariance matrix of
the elements of the vector λˆ, V (λˆ) are given by
λˆ = K+y
V (λˆ) = K+V (y)K
(5.2)
where V (y) is the covariance matrix of the elements of the vector y (measurements).
This solution has no bias:
E[λˆ] = E[K+y] = K+E[y] = K+Kλ = λ
When this approach is implemented as described and then tested with simulation
it produces results very different from the original histogram. The calculated
histogram has often large oscillations and the correlations between its bins are very
large, close to ±1.
The main cause of these oscillations and large correlations are the statistical fluctu-
ations in the bins of the measured histogram. The content of the bins fluctuates
following a Poisson distribution around the true value µ while we estimate µ with
y. Since the method of the matrix inversion is statistically equivalent to fit q points
with a polynomial of degree p − 1, the large number of degrees of freedom and the
statistical fluctuations in the input make the result unstable.
2K+ exists only if K has maximal rank since, in this case, K+ = (KT K )−1KT .
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An estimate of the error on λˆ produced by the fluctuation in the measurement y
when (5.2) is used. Let e be the statistical fluctuations in the measurement of y:
y = µ + e = Kλ + e
giving to an estimate of λ:
λˆ = K+y = λ + K+e.
It can be shown that
‖K+e‖2
‖λ‖2 ≤ K (K )
‖e‖2
‖µ‖2
whereK (K ) is called conditioning of K . It is defined by3K (K ) = ‖K+‖2‖K ‖2 ≥
1, moreover it always exists one vector e that satisfies the equality. In case of
symmetric matrices,K (K ) is the ratio between the largest and smallest eigenvalues.
The response matrix is often ill-conditioned and, as λ and µ have the same order
of magnitude, λ has large errors. In addition, the matrix inversion method does
not set the λ j ≥ 0 constraint and statistic fluctuations on the y measurements may
produce non physical values for some elements of λ.
The above discussion explains why equation (5.2) does not provide in general
the correct result. The solution is to impose some constraints that regularize the
solution. There are several methods of regularization, a brief description of them
can be found here [6].
D’Agostini Method description
D’Agostini method is an unfolding algorithm very frequently used by the high
energy physics community. This algorithm uses an initial prior distribution for
the true histogram, usually a flat distribution, and modifies it iteratively with the
algorithm described below. The method uses iteratively the Bayes theorem and can
also take into account inefficiencies in the measurements.
X is the true variable and Y is the measured one. P0(Ti) ≡ P0(X ∈ Ti) is
the prior probability to have a value of X in Ti. Using Bayes theorem:
P(X ∈ Ti |Y ∈ E j ) = P(Y ∈ E j |X ∈ Ti)P0(Ti)∑
k P(Y ∈ E j |X ∈ Tk )P0(Tk )
3The norm ‖‖2 is defined by ‖A‖2 = supx,0 ‖Ax ‖‖x ‖ and it is equal to
√
Tr (AT A) when A is a full
rank matrix or a zero matrix.
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In order to simplify the notation Pi | j will be used instead of P(X ∈ Ti |Y ∈ E j ) and
K ji instead of P(Y ∈ E j |X ∈ Ti). Therefore
Pi | j =
K jiP0(Ti)∑
k K j kP0(Tk )
(5.3)
The following properties are used:
•
∑
i P0(Ti) = 1
•
∑
j Pi | j = 1 is the normalization condition: all sources of measured events
are taken into consideration;
• 0 ≤  i ≡ ∑ j P(Y ∈ E j |X ∈ Ti) = ∑ j K ji ≤ 1 tells that events in Tj are not
always reconstructed and  i is the efficiency of detecting those events.
The true histogram is estimated using the relation µ j = NP(E j )
K jiP(Ti) = Pi | jP(E j )
NP(Ti)
∑
j
K ji =
∑
j
Pi | jNP(E j )
λi =
1
 i
∑
j
Pi | j µ j
And λi is estimated using the data y j
λˆi =
1
 i
∑
j
Pi | j y j
If all efficiencies are equal to 1, the number of events in the T sample is equal to the
measured number of events. If at least one  i is not 1, the total number of events
can be estimated
Nˆ =
∑
i
λˆi
and it is possible to find
Pˆ(Ti) =
λˆi
Nˆ
=
∑
j Pi | j y j
 i
∑
k,l
1
k
Pk |l yl
(5.4)
If the initial distribution P0(Ti) is not consistent with the data, it does not agree
with the estimated distribution Pˆ(Ti). In this case the algorithm is iterated using Pˆ
as new prior distribution. Simulations have shown that the method converges and
the iteration stops when the Pn(Ti) agrees with Pˆ(Ti).
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Usually this method produces a distribution Pˆ in good agreement with the true
one after just one iteration. Moreover simulations have shown that applying too
many iterations produces the oscillation as described in paragraph ??. The standard
approach to unfold a distribution using this method is to use a fixed number of
iterations. In this study four iterations will be used.
The error propagation is explained in detail in Appendix A.
Measurement of the generated variables
The analysis described in Chapter 4 shows a comparison between measured and
predicted distributions in the (p(J J)T , ∆RVV ) plane of the events that pass the selec-
tion aimed to identify events where two B hadrons are produced. ∆RVV is the angle
between the B hadrons and p(J J)T is the transverse momentum of the bb¯ system.
The measured distributions do not take into account selection efficiencies, and the
resolution effects are not de-convoluted. Thus they are not the true distributions of
events: they are just the distributions of the selected events.
In order to provide a measurement that can be compared directly to theoretical
predictions, D’Agostini method has been used to unfold the measured distribution
and obtain a measurement of the hadron level variables.
 BV R∆
0 0.02 0.04 0.06 0.08 0.1
En
tri
es
1−10
1
10
210
 > 200 GeV(B)
T
p
 (13 TeV)-12.7 fbCMS Unpublished
 BV R∆
0 0.5 1 1.5 2 2.5 3 3.5 4
En
tri
es
1−10
1
10
210
 > 200 GeV(B)
T
p
 (13 TeV)-12.7 fbCMS Unpublished
Figure 5.2: Angular distance between a selected vertices and the closest B hadron when the other
selected vertex is tagged as B vertex in two different ranges. Only B hadrons with p(B)T > 200 GeV
have been considered. The rightmost bins include the overflow events.
When applying this procedure, the signal region at generator level is defined
without requiring the matching between the B hadron at generator level and the
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reconstructed vertex: the resolution curves used in the response matrix K describe
the probability distribution of the measured ∆RVV for a given generated ∆RBB
as shown in Figure 4.7. When the matching is applied only the events near the
diagonal are included in the signal definition. If the matching is not applied the
whole plane is considered as signal including tails in the distribution. These tails
include also events when one of the vertices is possibly due to fake reconstruction
(although there are two or more B hadrons). Figure 5.2 shows the angular distance
between one of the selected vertices and the closest B hadron when the other vertex
is closer than 0.1 to the closest B hadron.
With this definition of signal region the contribution to the efficiency of events with
4 B hadrons at generator level is different. In this chapter these events are considered
as part of the signal in any case while in full simulation comparison of Chapter 4 they
were included in the signal only for events where the two matched B hadrons were
produced from quarks originating from the same gluon splitting. The two gluon
splittings present in these events both contribute to the denominator of the efficiency.
The response matrix K has been computed using simulated samples with ex-
actly two vertices that pass the selection described in the previous chapters. No
trigger selection has been required. The response matrix is a four dimensional
histogram of the generated angle and momentum versus the reconstructed angle
and momentum.
The efficiencies are computed using the simulated samples and they are used to
correct the measured yields. Figure 5.3 shows the efficiency in the (p(J J)T , ∆RVV )
phase space in the two cases: signal is when the two B hadrons are in the fiducial
region and match the reconstructed vertices (left panel) and signal is when the two
B hadrons are in the fiducial region and the matching is ignored (right panel). The
increase of efficiency at large values of p(J J)T is mainly due to events where only
one of the B hadrons match the reconstructed vertex.
The purity of the selection has also been computed in the simulated samples.
Figure 5.4 shows the purity in the (p(J J)T , ∆RVV ) phase space in the two cases: signal
is when the two B hadrons are in the fiducial region and match the reconstructed
vertices (left panel) and signal is when two B are in the fiducial region and the
matching is ignored (right panel).
The purity is applied to the measured distribution multiplying bin by bin the
measured distribution by the purity as estimated with the simulation. Once the
purity corrected distribution has been calculated, D’Agostini method can be applied.
The errors due to purity corrections are included in the uncertainty assigned to
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Figure 5.3: Efficiency with the two definitions of the signal : (a) when the matching of is required
and (b) when the matching is not required.
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Figure 5.4: Purity with the two definitions of the signal : (a) when the matching of is required and
(b) when the matching is not required.
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each bin.
A closure test is performed on MC simulation using MC events as pseudo-data and
applying the same trigger correction parametrization as implemented for real data.
Figure 5.5 shows the three relevant distributions: the generator level cross section,
the measured cross section and the unfolded cross section.
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Figure 5.5: (a) Generator level cross section of bb¯ production. (b)Measured cross section on the
simulated samples (c) Unfolded cross section obtained by D’Agostini method. The cross sections
are in pb.
The ratio between the distribution of panel (c) and panel (a) of Figure 5.5 is plotted
in Figure 5.6 showing that there is good agreement between the unfolded and
generator level distributions: not only closes correctly but the simplified treatment
of trigger does not distort the measured distribution.
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Figure 5.6: Ratio between unfolded and predicted cross sections in Figure 5.5.
Unfolded cross section
The data collected with the triggers shown in table 4.1 have been selected and com-
bined with the procedure described in the previous chapter to obtain the distribution
of measured events in the binned plane (p(bb)T , ∆RBB) shown in Figure 4.11. This
data distribution is unfolded using the D’Agostini method. The response matrix,
the purity corrections and the efficiency corrections are derived in simulated events
where the signal region is defined without the angular matching.
The unfolded data distribution is compared to the generator level distribution
of the signal. Figure 5.7 shows the generator level distribution, the measured
data distribution and the unfolded data distribution. The distributions have been
normalized to the luminosity of the data sample so that the generator level and
unfolded plots describe the predicted and measured cross sections of the gluon
splitting process.
Figure 5.8 shows the ratio between the unfolded cross sections measured in
data and generator level cross sections in each bin: the ratio bin by bin between the
distributions shown in panel (c) and panel (a) of Figure 5.7. The ratio is typically
close to one, indicating good qualitative agreement between the measured and the
predicted cross sections.
A more quantitative comparison can be done with the slicing technique. Fig-
ure 5.9 and Figure 5.10 show the comparison between the unfolded and the
predicted cross sections for different bins of p(bb)T . The unfolded plots at high
p(bb)T have a shape very similar to the predicted ones and they agree also in the
5.4 Uncertainties 80
normalization, the bins at small ∆RBB being in several cases somewhat higher in
the data distributions. At low p(J J)T the agreement between the data distribution
and the prediction is less good.
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Figure 5.7: (a) Predicted cross section of bb¯ production. (b) Measured cross section after the
analysis selection. (c) Unfolded cross section obtained by D’Agostini method. The value of the bins
indicate the differential cross section expressed in pb.
Uncertainties
Statistical uncertainties come from the limited number of events, they are considered
in the measurement and are propagated in the unfolding procedure as explained in
Appendix A.
Systematic uncertainties are due to many effects. Statistical uncertainties in
the calculation of the response matrix are due to the limited number of simulated
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Figure 5.8: Ratio between the unfolded and predicted cross sections in Figure 5.5.
events and they are taken into account. The propagation of those errors to the final
distribution is described in Appendix A.
The uncertainties of the trigger efficiencies should contribute to the final un-
certainties. In fact, the trigger turn-on curves are measured on data samples
and they have the statistical errors due to the limited amount of events. These
uncertainties have not been considered, and the errors shown in the final plots does
not include the trigger efficiency uncertainties. Besides, trigger turn-on curves
have been used as a function of the leading jet energy, and the correlation with
other variables has not been considered.
Selection efficiency and purity shown in Figure 5.3(b) and Figure 5.4(b) are
used in the present analysis. They are computed using simulated samples and they
are not corrected for data/MC scale factors.Furthermore, the uncertainty of the
efficiency has not been reckoned in the calculation of the final errors.
Figure 5.11 shows the ratio between uncertainties and the values for each bin in the
final unfolded cross section, i.e. the relative error taking into account only data and
MC uncertainty.
The production of bottom quarks at LHC is mainly due to QCD processes. No
selections or methods are applied to avoid electroweak b-quarks processes. The
electromagnetic and weak production of b-quarks is not taken into account neither
in the cross section measurements nor in the error calculation.
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Figure 5.9: Comparison between measured and predicted cross sections. The comparison has been
made with the slicing technique from 0 to 300 GeV in p(JJ )T .
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Figure 5.10: Comparison between measured and predicted cross sections. The comparison has
been made with the slicing technique from 0 to 300 GeV in p(JJ )T .
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Figure 5.11: Ratio between the uncertainties and the values for each bin for the unfolded cross
sections.
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Conclusions
The QCD bb¯ production in proton-proton collisions has been studied in the per-
turbative and non perturbative regions extending the phase space of the measured
cross sections beyond previous studies.
The double differential cross section in the (p(bb)T , ∆RBB) phase space has been
measured where ∆RBB is the angle between the B hadrons including by the b and b¯
quarks. This is a major step forward with respect to existing analysis such as [25]
where no energy measurement of the bb¯ system was attempted. In this work we in
fact overcome the main limit of [25] the analysis, that introduced the IVF technique,
by proposing the new B hadron aware jet algorithm. A comparison between the
predicted (using PYTHIA programme version 8.2 ) and measured cross sections
has been shown plotting the differential cross sections as a function of ∆RBB in
several bins in p(bb)T .
In the perturbative region of the phase space, at high p(bb)T and large angles,
the agreement between data ad prediction is quite good, but not as good as one
could expect. The comparison of data and prediction in the non perturbative region
shows a less good agreement as expected. However the discrepancies are not large.
The difference in matching is of two distinctive types. In the perturbative regions,
cross section of bb¯ production shows it has been overestimated, although not
significantly. Differently, in the non-perturbative regions, histograms often show
underestimated values of the bins. With reference to Figure 5.9(a) and Figure 5.9(b)
there is an evident mismatching between measured and predicted cross sections.
This might mean that the production of low energetic bb¯, when the two b-quarks
have opposite directions, is badly predicted by PYTHIA programme and needs
improvements. The mismatchments in that region are also due to the low statistic
used in the calculation of the response matrix applied in the unfolding procedure.
More data are needed (and now also available after the LHC run in 2016) to
improve the statistical precision of the measurement. In parallel a larger number
of simulated events should be produced. In future extensions of this work it will
be interesting to measure the differential cross section in M(bb) and the double
differential cross section M(bb), ∆RBB. In addition the new tool developed in this
thesis can be applied to bb¯measurement in associated production as Z + bb¯ [14] or
tt¯ + bb¯, that represent the main background to H → bb¯ studies.
Appendix A
Error propagation
This chapter provides the errors calculation of the λ histogram introduced in
Chapter 5 and computed with the D’Agostini method.
D’Agostini Method Errors
In this appendix, the same notations as in Chapter 5 will be used.
The estimate of λ is given by the equation
λˆi =
∑
j
Mi j y j
where (remarking that  i =
∑
l Kli)
Mi j =
K jiP0(Ti)
 i (
∑
k K j kP0(Tk ))
There are two sources of errors on the λ estimation:
• the number of events in the bins y j are independent variables. If purity was
not corrected, the bins value would be Poissonian variables and their errors
would be simply given by Var (y j ) = y j . If instead, as in the present analysis,
purity is corrected, the error will be given by considering the propagation of
the purity measurement.
• as matrix elements Kαβ are used the ones computed by Monte Carlo simula-
tions; these numbers have both statistical and systematic errors. The latter
have to be treated with appropriate methods, the systematic errors are due to
the limited number of events in the simulations and are considered in this
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analysis.
The numbersKαβ are ameasurement of P(Y ∈ Eα |X ∈ Tβ), thus the variables
Kαβ follow multinomial distributions Kαβ ∼ B(P(Y ∈ Eα |X ∈ Tβ); Nβ)
where Nβ is the number of events in the bin Tβ. If β = δ the variables Kαβ
and Kγδ are independent.
The covariance matrix of Kαβ variables is:
Cov(Kαβ, Kγδ) =

1
Nβ
Kαβ (1 − Kαβ) (α, β) = (γ, δ)
− 1NβKαβKγ β α , γ, β = δ
0 β , δ
The prior distribution P0 does not contribute to the uncertainty calculation because
it is a flat distribution and it does not have errors.
The covariace matrix is computed approximating λ in power of y j and Kαβ at first
order. The variables y j e Kαβ are chosen because they are uncorrelated.
λˆi ' ¯ˆλi +
∑
j
d λˆi
dy j
|
λˆ= ¯ˆλ (y − y¯) j +
∑
α,β
d λˆi
dKαβ
|
λˆ= ¯ˆλ (K − K¯ )αβ
where it has been used x¯ = E[x].
The covariace matrix of the λˆi variables is
Cov(λˆi, λˆk ) = E[(λˆ − ¯ˆλ)i (λˆ − ¯ˆλ)k] '
'
∑
j,l
d λˆi
dy j
d λˆk
dyl
E[(y − y¯) j (y − y¯)l] +
∑
α,β,γ,δ
d λˆi
dKαβ
d λˆk
dKγδ
E[(K − K¯ )αβ (K − K¯ )γδ] =
=
∑
j,l
d λˆi
dy j
d λˆk
dyl
Cov(y j, yl ) +
∑
α,β,γ,δ
d λˆi
dKαβ
d λˆk
dKγδ
Cov(Kαβ, Kγδ) (A.1)
In order to find the correlation between the two bins it is necessary to compute the
two derivatives of λˆ in (A.1).
The first derivative is computed with (5.4). It depends on the estimate of λ from
the previous iteration λ (0)i = NTP0(Ti) because in the right member of (5.3) y j is
also present in Pi | j :
d λˆi
dy j
= Mi j +
∑
k
Mik
yk
λ (0)i
∂λ (0)i
∂y j
+
∑
k,l
MikMlk
yk
λ (0)l
∂λ (0)l
∂y j
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In the same way, also the derivative in Kαβ is computed with (5.3) and (5.4) and is
a function of the precedent iteration
d λˆi
dKαβ
= Mik *,
δkαδi β
Kki
− δi β
 i
− Mβkδkα β
Kk β
+
1
λ (0)i
dλ (0)i
dKαβ
−
∑
l
Mlk l
λ (0)l
dλ (0)l
dKαβ
+-
(A.2)
This dependence from the previous iteration makes the error bigger each step
further. Once calculated all the described elements, it is possible to compute the
covariance matrix on λˆ.
Computing dMikdKαβ
In the following lines the calculation of (A.2) is reported.
dMik
dKαβ
=
d
dKαβ
(
KkiP0(Ti)
(
∑
l Kli)(
∑
l KklP0(Tl ))
)
=
d
dKαβ
(
KkiP0(Ti)
 iZk
)
=
1
 iZk
d
dKαβ
(KkiP0(Ti)) − KkiP0(Ti)
2i Zk
d i
dKαβ
− KkiP0(Ti)
 iZ2k
dZk
dKαβ
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Each term is computed separately:
1
 iZk
d
dKαβ
(KkiP0(Ti)) =
1
 iZk
(
dKki
dKαβ
P0(Ti) + Kki
dP0(Ti)
dKαβ
)
=
KkiP0(Ti)
 iZk
(
1
Kki
dKki
dKαβ
+
1
P0(Ti)
dP0(Ti)
dKαβ
)
= Mik
(
δkαδi β
Kki
+
1
P0(Ti)
dP0(Ti)
dKαβ
)
KkiP0(Ti)
2i Zk
d i
dKαβ
=
KkiP0(Ti)
2i Zk
d
dKαβ
*,
∑
l
Kli+-
=
KkiP0(Ti)
 iZk
δi β
 i
= Mik
δi β
 i
KkiP0(Ti)
 iZ2k
dZk
dKαβ
=
KkiP0(Ti)
 iZ2k
d
dKαβ
*,
∑
l
KklP0(Tl )+-
=
Mik
Zk
∑
l
(
dKkl
dKαβ
P0(Tl ) + Kkl
dP0(Tl )
dKαβ
)
=
Mik
Zk
*,δkαP0(Tβ) +
∑
l
KklP0(Tl )
1
P0(Tl )
dP0(Tl )
dKαβ
+-
= Mik *,
Kk βP0(Tβ)
 βZk
δkα
 β
Kk β
+
∑
l
KklP0(Tl )
 lZk
 l
P0(Tl )
dP0(Tl )
dKαβ
+-
= Mik *,
Mβkδkα β
Kk β
+
∑
l
Mlk l
P0(Tl )
dP0(Tl )
dKαβ
+-
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In conclusion, putting everything together:
dMik
dKαβ
= Mik *,
δkαδi β
Kki
− δi β
 i
− Mβkδkα β
Kk β
+
1
P0(Ti)
dP0(Ti)
dKαβ
−
∑
l
Mlk l
P0(Tl )
dP0(Tl )
dKαβ
+-
Appendix B
Comparison between data and MC
The appendix shows the comparison between predicted and measured number of
selected events for each trigger path as in Figure 4.8. The plots for HLT_PFJet400
are not reported below.
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Figure B.1: Measured and predicted number of events passing the HLT_PFJet60 trigger as a
function of: (a) the angular distance between the two secondary vertices, (b) the invariant mass of
the bb¯ system, (c) the transverse momentum of the bb¯ system, (d) the highest and (e) the lowest
transverse momentum of the bb¯ system and (f) the ratio between the highest and the lowest transverse
momentum. The stacked histograms show the different flavour contributions.
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Figure B.2: Measured and predicted number of events passing the HLT_PFJet80 trigger as a
function of: (a) the angular distance between the two secondary vertices, (b) the invariant mass of
the bb¯ system, (c) the transverse momentum of the bb¯ system, (d) the highest and (e) the lowest
transverse momentum of the bb¯ system and (f) the ratio between the highest and the lowest transverse
momentum. The stacked histograms show the different flavour contributions.
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Figure B.3: Measured and predicted number of events passing the HLT_PFJet140 trigger as a
function of: (a) the angular distance between the two secondary vertices, (b) the invariant mass of
the bb¯ system, (c) the transverse momentum of the bb¯ system, (d) the highest and (e) the lowest
transverse momentum of the bb¯ system and (f) the ratio between the highest and the lowest transverse
momentum. The stacked histograms show the different flavour contributions.
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Figure B.4: Measured and predicted number of events passing the HLT_PFJet200 trigger as a
function of: (a) the angular distance between the two secondary vertices, (b) the invariant mass of
the bb¯ system, (c) the transverse momentum of the bb¯ system, (d) the highest and (e) the lowest
transverse momentum of the bb¯ system and (f) the ratio between the highest and the lowest transverse
momentum. The stacked histograms show the different flavour contributions.
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Figure B.5: Measured and predicted number of events passing the HLT_PFJet260 trigger as a
function of: (a) the angular distance between the two secondary vertices, (b) the invariant mass of
the bb¯ system, (c) the transverse momentum of the bb¯ system, (d) the highest and (e) the lowest
transverse momentum of the bb¯ system and (f) the ratio between the highest and the lowest transverse
momentum. The stacked histograms show the different flavour contributions.
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Figure B.6: Measured and predicted number of events passing the HLT_PFJet320 trigger as a
function of: (a) the angular distance between the two secondary vertices, (b) the invariant mass of
the bb¯ system, (c) the transverse momentum of the bb¯ system, (d) the highest and (e) the lowest
transverse momentum of the bb¯ system and (f) the ratio between the highest and the lowest transverse
momentum. The stacked histograms show the different flavour contributions.
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Figure B.7: Measured and predicted number of events passing the HLT_PFJet500 trigger as a
function of: (a) the angular distance between the two secondary vertices, (b) the invariant mass of
the bb¯ system, (c) the transverse momentum of the bb¯ system, (d) the highest and (e) the lowest
transverse momentum of the bb¯ system and (f) the ratio between the highest and the lowest transverse
momentum. The stacked histograms show the different flavour contributions.
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