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A Probabilistic Approach to the Zero–Mass Limit Problem
for Three Magnetic Relativistic Schro¨dinger Heat Semigroups1
Taro Murayama
Abstract: We consider three magnetic relativistic Schro¨dinger operators which corre-
spond to the same classical symbol
√
(ξ − A(x))2 +m2+V (x) and whose heat semigroups
admit the Feynman-Kac-Itoˆ type path integral representation E[e−S
m(x,t;X)g(x +X(t))].
Using these representations, we prove the convergence of these heat semigroups when the
mass–parameter m goes to zero. Its proof reduces to the convergence of e−S
m(x,t;X), which
yields a limit theorem for exponentials of semimartingales as functionals of Le´vy processes
X .
1. Introduction and Results
In a recent paper [9], we studied the zero–mass limit problem for heat semigroup of the
Weyl–pseudodifferential operatorHmA+V with classical symbol
√
(ξ −A(x))2 +m2+V (x)
to show that as m ↓ 0,
e−t[H
m
A −m+V ] → e−t[H0A+V ] strongly, (1.1)
uniformly on every finite bounded interval in t ≥ 0. For the proof, its Feynman–Kac–Itoˆ
(F–K–I) type path integral formula (e.g. [19]) was used. Here m is the mass parameter,
and A : Rd → Rd, V : Rd → R are the magnetic vector potential, the electric scalar
potential, which in fact were assumed to satisfy that A ∈ C∞0 (Rd;Rd), V ∈ C0(Rd;R).
In this paper, we study this problem under more general assumptions on the potentialsA
and V , and treat moreover the additional case for other two different magnetic relativistic
Schro¨dinger operators HmA + V , together with their respective F–K–I type formulae. The
problem will be solved by discussing the convergence of special kind of semimartingales,
namely, exponentials of semimartingales, as functionals of Le´vy processes (see Lemma
5.1 and Lemma 6.1). To best my knowledge, such convergence does not seem to have
been treated in the framework of the limit theorems for semimartingales represented by
stochastic integrals (cf. [16]).
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Now, let Hm1,A, H
m
2,A, H
m
3,A denote the following three magnetic relativistic Schro¨dinger
operators corresponding to the symbol of the classical kinetic energy
√
(ξ − A(x))2 +m2
((ξ, x) ∈ Rd ×Rd):
(Hm1,Af)(x) :=
1
(2π)d
∫∫
Rd×Rd
ei(x−y)·ξ
√(
ξ − A(x+y
2
)
)2
+m2f(y)dydξ, (1.2)
(Hm2,Af)(x) :=
1
(2π)d
∫∫
Rd×Rd
ei(x−y)·ξ
√(
ξ −
∫ 1
0
A((1− θ)x+ θy)dθ
)2
+m2f(y)dydξ,
(1.3)
Hm3,A :=
√
(−i∇− A(x))2 +m2. (1.4)
Hm1,A is the Weyl pseudodifferential operator introduced in [10] and studied further in [7],
[8]. Hm2,A is the pseudodifferential operator defined as a modification of H
m
1,A ([12], [13],
[14]). Hm3,A is the square root of the nonnegative selfadjoint operator (−i∇−A(x))2 +m2
in L2(Rd). Each operator Hmj,A + V (j = 1, 2, 3) may be used to describe the motion of
a relativistic spinless particle with mass m ≥ 0 in the electromagnetic field. We have
Hm1,0 = H
m
2,0 = H
m
3,0 =
√−∆+m2 for A ≡ 0, where ∆ is the Laplacian in Rd. For A 6≡ 0,
the operators Hm1,A, H
m
2,A, H
m
3,A are different from one another, although they coincide in
the case of constant magnetic field, i.e., when A(x) = A˙x with A˙ a constant symmetric
matrix. Under gauge transformation, Hm2,A and H
m
3,A are covariant, but H
m
1,A is not ([7,
Section 2, Section 3], [8, Section 2]).
Let us consider the heat semigroups e−t[H
m
j,A−m+V ]g applied to a function g, each of
which is the solution u(x, t) = (e−t[H
m
j,A−m+V ]g)(x) of the Cauchy problem for the heat
equation 
∂
∂t
u(x, t) = −[Hmj,A −m+ V ]u(x, t), x ∈ Rd, t > 0,
u(x, 0) = g(x), x ∈ Rd.
They are known ([10], [12], [3]) to be represented by F-K-I type formulae as follows:
(e−t[H
m
j,A−m+V ]g)(x) = Eλ
m
[
e−S
m
j,A,V (x,t;X)g(x+X(t))
]
, j = 1, 2, (1.5)
(e−t[H
m
3,A−m+V ]g)(x) = Eµ×ν
m
[
e−S3,A,V (x,t;B,T )g
(
x+B
(
T (t)
))]
. (1.6)
Here we denote by EP[· · · ] = ∫ · · ·dP the expectation with respect to the probability mea-
sure P. λm and νm are some probability measures connected with d-dimensional Le´vy
processX and 1-dimentional subordinator T to be introduced as time change, respectively.
2
µ is the d-dimensional Wiener measure associated with d-dimensional standard Brown-
ian motion B. Sm1,A,V (x, t;X), S
m
2,A,V (x, t;X) and S3,A,V (x, t;B, T ) are complex-valued
semimartingales given by stochastic integrals of potentials A and V .
Our first result is the weak convergence of two probability measures λm and νm.
Theorem 1.1. (i) λm weakly converges to λ0 as m ↓ 0.
(ii) νm weakly converges to ν0 as m ↓ 0.
Our second result is the strong convergence of the heat semigroups e−t[H
m
j,A−m+V ] (j =
1, 2, 3) on C∞(Rd) :=
{
g ∈ C(Rd); lim
|x|→∞
g(x) = 0
}
with norm ‖g‖∞ := sup
x∈Rd
|g(x)|:
sup
t≤t0
‖e−t[Hmj,A−m+V ]g − e−t[H0j,A+V ]g‖∞ → 0 as m ↓ 0. (1.7)
Theorem 1.2. Assume that g ∈ C∞(Rd) and 0 ≤ V ∈ C(Rd;R).
(i) If A is locally α-Ho¨lder continuous (0 < α ≤ 1), then (1.7) holds for j = 1, 2.
(ii) If A ∈ C1(Rd;Rd), then (1.7) holds for j = 3.
Our third result is the strong convergence of the heat semigroups e−t[H
m
j,A−m+V ] (j =
1, 2, 3) on L2(Rd):
sup
t≤t0
‖e−t[Hmj,A−m+V ]g − e−t[H0j,A+V ]g‖2 → 0 as m ↓ 0. (1.8)
Theorem 1.3. Assume that g ∈ L2(Rd) and 0 ≤ V ∈ L1
loc
(Rd;R).
(i) If A ∈ L1+δ
loc
(Rd;Rd) for some δ > 0, then (1.8) holds for j = 1, 2.
(ii) If A ∈ L2
loc
(Rd;Rd) and ∇ · A ∈ L1
loc
(Rd;R), then (1.8) holds for j = 3.
Claim (i) for j = 1 of Theorem 1.2 and Theorem 1.3 are direct generalizations of those
results of [9]. Note that Theorem 1.2 and Theorem 1.3 hold if V is bounded from below.
In fact, we have only to replace V by V − inf V (≥ 0).
The problem may be thought of for the operators Hmj,A + V , which are bounded from
below with more general scalar potential V (x), for instance, a negative Coulomb potential
V (x) = − c|x| . In fact, Hmj,0 − c|x| =
√−∆+m2 − c|x| , with c ≤ 2π , is known to be, as a
quadratic form, bounded from below (nonnegative). However, in this paper we content
ourselves only with treating the above mentioned case, partly because the mass parameter
m is involved only with the kinetic energy part Hmj,A containing vector potential A but
not with scalar potential V , and partly because of avoiding inessential difficulty coming
from negativity of scalar potential.
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This paper is organized as follows. In Section 2, we will describe more precisely the
three F-K-I type formulae (1.5) and (1.6). In Section 3, we prove Theorem 1.1. In Section
4, we give preliminaries to prove Theorem 1.2 and Theorem 1.3. In Section 5 and Section
6, we prove Theorem 1.2 and Theorem 1.3, respectively.
2. Three F–K–I type formulae
In this section, we give more precise description of the three F-K-I type formulae (1.5)
and (1.6).
For (1.5), λm is the probability measure on the path space
D0 = D0([0,∞)→ Rd) := {X : [0,∞)→ Rd;X is ca`dla`g, X(0) = 0},
and satisfies
Eλ
m[
eiξ·X(t)
]
= e−t[
√
ξ2+m2−m], ξ ∈ Rd, t ≥ 0. (2.1)
X is a pure–jump Le´vy process with respect to λm, i.e.,
X(t) =
∫ t
0
∫
|y|≥1
y NX(dsdy) +
∫ t
0
∫
0<|y|<1
y N˜mX (dsdy), λ
m-a.s. (2.2)
NX(dsdy) is the counting measure on (0,∞)× {|y| > 0} defined by
NX(dsdy) := #{u ∈ ds;X(u)−X(u−) ∈ dy}.
It is the stationary Poisson randommeasure with intensity measure (compensator) dsnm(dy)
with respect to λm, where nm(dy) is the Le´vy measure having density
nm(y) =

2
(m
2π
) d+1
2
K d+1
2
(m|y|)
|y| d+12
, m > 0,
Γ(d+1
2
)
π
d+1
2
1
|y|d+1 , m = 0,
(2.3)
so that nm(dy) = nm(y)dy, and then satisfies∫
0<|y|<1
|y|1+δnm(dy) <∞, δ > 0, m ≥ 0.
Here Kν stands for the modified Bessel function of the third kind of order ν and Γ
denotes the gamma function, respectively. N˜mX (dsdy) is the compensated Poisson random
measure, i.e.,
N˜mX (dsdy) := NX(dsdy)− dsnm(dy).
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Sm1,A,V (x, t;X) is a complex-valued semimartingale given by
Sm1,A,V (x, t;X) := i
[ ∫ t
0
∫
|y|≥1
A(x+X(s−) + 1
2
y) · yNX(dsdy)
+
∫ t
0
∫
0<|y|<1
A(x+X(s−) + 1
2
y) · yN˜mX (dsdy)
+
∫ t
0
ds p.v.
∫
0<|y|<1
A(x+X(s) + 1
2
y) · ynm(dy)
]
+
∫ t
0
V (x+X(s))ds. (2.4)
Here “p.v.” means the principal value integral. Sm2,A,V (x, t;X) is given by a modification
of Sm1,A,V (x, t;X) as follows:
Sm2,A,V (x, t;X) := i
[ ∫ t
0
∫
|y|≥1
(∫ 1
0
A(x+X(s−) + θy)dθ
)
· yNX(dsdy)
+
∫ t
0
∫
0<|y|<1
(∫ 1
0
A(x+X(s−) + θy)dθ
)
· yN˜mX (dsdy)
+
∫ t
0
ds p.v.
∫
0<|y|<1
(∫ 1
0
A(x+X(s) + θy)dθ
)
· ynm(dy)
]
+
∫ t
0
V (x+X(s))ds. (2.5)
For (1.6), µ is the d-dimensional Wiener measure associated with d-dimensional stan-
dard Brownian motion B. νm is the probablity measure on
D
(1)
0 = D0([0,∞)→ R) := {T : [0,∞)→ R; T is ca`dla`g, T (0) = 0},
induced by the inverse Gaussian subordinator (e.g. [1])
Um(t) := inf{s > 0;B1(s) +ms = t}, t ≥ 0.
Namely, for the Borel set E in D
(1)
0 , ν
m is defined by νm(E) := µ1
(
Um(·) ∈ E). Here
B1 is 1-dimensional standard Brownian motion and µ1 is the 1-dimensional Wiener mea-
sure. Then T is a subordinator with respect to νm. S3,A,V (x, t;B, T ) is a complex-valued
semimartingale given by
S3,A,V (x, t;B, T ) = i
[ ∫ T (t)
0
A(x+B(s)) · dB(s) + 1
2
∫ T (t)
0
(∇ · A)(x+B(s))ds
]
+
∫ t
0
V (x+B(T (s)))ds. (2.6)
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Now, for the probability distributions of X(t) and B
(
T (t)
)
, note that
λm(X(t) ∈ dy) =
(
µ× νm
)(
B
(
T (t)
) ∈ dy) = km0 (y, t)dy. (2.7)
Here km0 (y, t) is the integral kernel of the semigroup e
−t[√−∆+m2−m] and has the explicit
expression
km0 (y, t) =

2
(m
2π
) d+1
2
temtK d+1
2
(
m(|y|2 + t2) 12 )
(|y|2 + t2) d+14
, m > 0,
Γ(d+1
2
)
π
d+1
2
t
(|y|2 + t2) d+12
, m = 0.
(2.8)
Expressions (2.7) and (2.1) imply that
k̂m0 (·, t)(ξ) = e−t[
√
ξ2+m2−m], ξ ∈ Rd. (2.9)
Here, for ϕ ∈ S(Rd), we define the Fourier transform of ϕ by ϕ̂(ξ) := ∫
Rd
e−iy·ξϕ(y)dy.
Remark 2.1. Under the assumption in Theorem 1.3 (i) (resp. (ii)), Hm1,A − m + V ,
Hm2,A −m+ V (resp. Hm3,A −m+ V ) can be realized as nonnegative selfadjoint operators
in L2(Rd) through the quadratic forms ([11], [8]). Then each term in Sm1,A,V (x, t;X),
Sm2,A,V (x, t;X) (resp. S3,A,V (x, t;B, T )) is well-defined λ
m-a.s. (resp. µ× νm-a.s.)
Remark 2.2. Under the assumption in Theorem 1.2 (i) (resp. (ii)), the maps x 7→
Sm1,A,V (x, t;X), x 7→ Sm2,A,V (x, t;X) (resp. x 7→ S3,A,V (x, t;B, T )) are continuous λm-a.s.
(resp. µ × νm-a.s.) Especially, then the third terms in Sm1,A,V (x, t;X), Sm2,A,V (x, t;X)
(principal value integrals) are equal to∫ t
0
ds
∫
0<|y|<1
[
A(x+X(s) + 1
2
y)−A(x+X(s))] · ynm(dy),∫ t
0
ds
∫
0<|y|<1
(∫ 1
0
A(x+X(s) + θy)dθ − A(x+X(s))
)
· ynm(dy),
respectively, since
∫
0<|y|<1 |y|1+αnm(dy) <∞ and nm(y) is rotatinally invariant.
Remark 2.3. For the density of Le´vy measure nm(dy) and the integral kernel km0 (y, t) of
the semigroup e−t[
√−∆+m2−m], it holds that
nm(y) ↑ n0(y), km0 (y, t) ↑ k00(y, t) as m ↓ 0.
6
In fact (e.g. [4, (21), p.79]), since d
dτ
(
τ
d+1
2 K d+1
2
(τ)
)
= −τ d+12 K d−1
2
(τ) < 0 and d
dτ
(
eτ τ
d+1
2 K d+1
2
(τ)
)
=
eττ
d+1
2
(
K d+1
2
(τ) − K d−1
2
(τ)
)
< 0 for τ > 0, the functions τ 7→ τ d+12 K d+1
2
(τ) and τ 7→
eττ
d+1
2 K d+1
2
(τ) are strictly decreasing. Therefore we have
τ
d+1
2 K d+1
2
(τ), eττ
d+1
2 K d+1
2
(τ) ↑ 2 d−12 Γ(d+1
2
) as τ ↓ 0.
Then it follows from (2.3), (2.8) that as m ↓ 0,
nm(y) = 2
(
1
2π
) d+1
2 (m|y|) d+12 K d+1
2
(m|y|)
|y|d+1 ↑ n
0(y),
km0 (y, t) = 2
(
1
2π
) d+1
2
te−m[(y
2+t2)1/2−t]
×
em(y
2+t2)1/2
(
m(|y|2 + t2) 12
)d+1
2
K d+1
2
(
m(|y|2 + t2) 12 )
(|y|2 + t2) d+12
↑ k00(y, t).
3. Proof of Theorem 1.1
The proof of claim (i) of Theorem 1.1 is given in [9]. So we prove only claim (ii). To this
end, we have to verify the following three facts ([2, Theorem 13.5]):
(a) The finite dimensional distributions with respect to νm weakly converge to those with
respect to ν0 as m ↓ 0.
(b) For each t > 0, the probability measure ν0(T (t) − T (s) ∈ dy) weakly converges to
Dirac measure concentrated at the point 0 ∈ R as s ↑ t.
(c) There exist α > 0 and β > 1, and a nondecreasing continuous function F on [0,∞)
such that for m > 0, 0 ≤ r ≤ s ≤ t <∞, a > 0,
νm
((
T (s)− T (r)) ∧ (T (t)− T (s)) ≥ a) ≤ 1
aα
[
F (t)− F (r)
]β
.
Proof. To prove (a), we note that the Le´vy exponent of νm is given as follows ([8, (4.26)]):
ζm(p) :=
2
√
2p2
[(m2 +
√
m4 + 4p2)1/2 +
√
2m](m2 +
√
m4 + 4p2)
−
√
2p
(m2 +
√
m4 + 4p2)1/2
i, p ∈ R.
Here, for m = 0, p = 0, we understand ζ0(0) := 0. It is easy to see that ζm(p) → ζ0(p)
as m ↓ 0 for any p ∈ R. Then (a) follows from this convergence and independent and
stationary increments property of subordinator T .
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Next, (b) follows from the stochastic continuity of subordinator T .
Finally, we prove (c). Since
νm(T (t) ∈ dr) = t√
2π
emtr−
3
2 exp
{
−1
2
( t
2
r
+m2r)
}
dr, r > 0, (3.1)
we have for t > 0, a > 0
νm(T (t) ≥ a) = t√
2πa
emt
∫ ∞
1
s−
3
2 exp
{
−1
2
( t
2
as
+m2as)
}
ds
≤ t√
2πa
emt
∫ ∞
1
s−
3
2 exp
{
−1
2
· 2
√
t2
as
·m2as
}
ds
=
√
2
πa
t.
From the independent increments property of subordinator T and the above estimate, we
have
νm
((
T (s)− T (r)) ∧ (T (t)− T (s)) ≥ a) ≤ 1
a
(
t√
π
− r√
π
)2
, 0 ≤ r ≤ s ≤ t <∞.
Therefore (c) holds for α := 1, β := 2 and F (t) := t√
π
. 
4. Change of probability measures
In this section, we give preliminaries to prove Theorem 1.2 and Theorem 1.3. The main
idea is to change probability measures on the right-hand sides of (1.5) and (1.6) from λm
and µ× νm to λ0 and µ × ν0, respectively. More precisely, we find path transformations
Φm : D0 ∋ X 7→ Φm(X) ∈ D0 and Ψm : D(1)0 ∋ T 7→ Ψm(T ) ∈ D(1)0 such that by
λm = λ0Φ−1m and ν
m = ν0Ψ−1m , the right-hand sides of (1.5) and (1.6) are rewritten as
(e−t[H
m
j,A−m+V ]g)(x) = Eλ
0
[
e−S
m
j,A,V (x,t;Φm(X))g
(
x+ Φm(X)(t)
)]
j = 1, 2, (4.1)
(e−t[H
m
3,A−m+V ]g)(x) = Eµ×ν
0
[
e−S3,A,V (x,t;B,Ψm(T ))g
(
x+B
(
Ψm(T )(t)
))]
. (4.2)
Here Φm(X)(t) and Ψm(T )(t) are the values of Φm(X) and Ψm(T ) at time t, respectively.
In fact, in [9], the Le´vy process Φm(X) with respect to λ
0 has already been obtained
through a mapping φm : R
d \ {0} → Rd \ {0} satisfying nm(dy) = n0φ−1m (dy). Namely we
have a strictly increasing function ℓm : (0,∞)→ (0,∞) such that
Φm(X)(t) :=
∫ t
0
∫
|z|≥1
φm(z)NX(dsdz) +
∫ t
0
∫
0<|z|<1
φm(z)N˜0X(dsdz), λ
0-a.s., (4.3)
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φm(z) := ℓ
−1
m (|z|)
z
|z| , ℓm(r) :=
2
d−1
2 Γ(d+1
2
)
m
d+1
2
∫∞
r
u
d−3
2 K d+1
2
(mu)du
. (4.4)
Here defining ℓ0(r) := r for m = 0, we have φ0(z) = z, Φ0(X) = X . Since ℓm(r) ↓ r as
m ↓ 0 ([9, Proposition 1 (ii)]), we have
φm(z)→ z, |φm(z)| = ℓ−1m (|z|) ↑ |z| as m ↓ 0. (4.5)
Therefore we obtain the following proposition ([9, Proposition 2]):
Proposition 4.1. For every sequence {m} with m ↓ 0, there exists a subsequence {m′}
such that
sup
t≤t0
|Φm′(X)(t)−X(t)| → 0 as m′ ↓ 0, λ0-a.s.
Next, by an analogous argument used to obtain Φm in [9], we will find Ψm : D
(1)
0 → D(1)0
such that νm = ν0Ψ−1m . Let σ
m(dr) be the Le´vy measure of subordinator T with respect
to νm. It is known that∫ ∞
0
f(r)
t
νm(T (t) ∈ dr)→
∫ ∞
0
f(r)σm(dr) as t ↓ 0,
for any bounded continuous function f : (0,∞) → R vanishing in a neighborhood of the
origin ([17, (6.4.11)]). Then we have by (3.1) that
σm(dr) =
1√
2π
r−
3
2 e−
1
2
m2rdr =: σm(r)dr.
Now, we will determine ψm : (0,∞)→ (0,∞) in such a way that (i) σm(dr) = σ0ψ−1m (dr),
(ii) ψm ∈ C1((0,∞); (0,∞)), (iii) ψm is bijective and (iv) ψ′m(r) 6= 0 for all r > 0. For
any Borel set U in (0,∞), we have
σm(U) =
∫
U
σm(r)dr, σ0ψ−1m (U) =
∫
U
σ0(ψ−1m (r))(ψ
−1
m )
′(r)dr.
Therefore we have σm(r) = σ0(ψ−1m (r))(ψ
−1
m )
′(r) a.s. r > 0, and hence
r−
3
2 e−
1
2
m2r = (ψ−1m (r))
− 3
2 (ψ−1m )
′(r) a.s. r > 0.
We solve this differential equation under boundary condition ψ−1m (∞) =∞ to get
ψ−1m (r) =
4(∫∞
r
u−
3
2 e−
1
2
m2udu
)2 .
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Since ψ−1m (r) ↓ r, we have ψm(r) ↑ r as m ↓ 0. For m = 0, we put ψ0(r) := r. Thus we
determined ψm. Next, by noting
∫∞
0
r σ0(dr) < ∞, we define subordinator Ψm(T ) with
respect to ν0 by
Ψm(T )(t) =
∫ t
0
∫ ∞
0
ψm(r)NT (dsdr) ν
0-a.s. (4.6)
for m ≥ 0. Here
NT (dsdr) := #{u ∈ ds;T (u)− T (u−) ∈ dr}, s > 0, r > 0.
It is trivial that Ψ0(T ) = T , 0 ≤ Ψm(T )(t) ≤ T (t). It can been seen that νm = ν0Ψ−1m .
In fact, for p1, . . . , pk ∈ R, 0 = s0 < s1 < · · · < sk < ∞, k ∈ N, we have by [1, Theorem
1.3.15] and the relation σm(dr) = σ0ψ−1m (dr) that
Eν
m
[
ei
∑k
j=1 pjT (sj)
]
=
k∏
j=1
exp
{
(sj − sj−1)
∫ ∞
0
(ei(pj+···+pk)r − 1)σm(dr)
}
=
k∏
j=1
exp
{
(sj − sj−1)
∫ ∞
0
(ei(pj+···+pk)ψm(r) − 1)σ0(dr)
}
= Eν
0
[
ei
∑k
j=1 pjΨm(T )(sj)
]
.
Now, we can get also the following proposition for Ψm(T ) corresponding to Proposition
4.1 for Φm(X). Its proof is easy since ψm(r) ↑ r as m ↓ 0:
Proposition 4.2. For every sequence {m} with m ↓ 0, we have
(0 ≤) sup
t≤t0
(T (t)−Ψm(T )(t))→ 0 as m ↓ 0, ν0-a.s.
It is to be noted that we need to take a subsequence in Proposition 4.1 but not in
Proposition 4.2.
5. Proof of Theorem 1.2
In this section, we prove Theorem 1.2. First we prove two key lemmas.
Lemma 5.1. Assume that 0 ≤ V ∈ C(Rd;R) and 0 < t0 <∞, 0 < R <∞.
(i) If A is locally α-Ho¨lder continuous (0 < α ≤ 1), then it holds that for j = 1, 2
Eλ
0
[∣∣∣e−Smj,A,V (x,t;Φm(X)) − e−S0j,A,V (x,t;X)∣∣∣]→ 0 as m ↓ 0,
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uniformly on t ≤ t0, |x| < R.
(ii) If A ∈ C1(Rd;Rd), then it holds that
Eµ×ν
0
[∣∣∣∣e−S3,A,V (x,t;B,Ψm(T )) − e−S3,A,V (x,t;B,T )∣∣∣∣]→ 0 as m ↓ 0,
uniformly on t ≤ t0, |x| < R.
Proof. (i) First we prove claim (i) for j = 1. By NΦm(X)(dsdy) = NX(dsφ
−1
m (dy)), it
follows from (2.4) that
Sm1,A,V (x, t; Φm(X)) = i
[ ∫ t
0
∫
|z|≥1
A(x+ Φm(X)(s−) + 12φm(z)) · φm(z) NX(dsdz)
+
∫ t
0
∫
0<|z|<1
A(x+ Φm(X)(s−) + 12φm(z)) · φm(z) N˜0X(dsdz)
+
∫ t
0
ds p.v.
∫
0<|z|<1
A(x+ Φm(X)(s) +
1
2
φm(z)) · φm(z) n0(dz)
]
+
∫ t
0
V (x+ Φm(X)(s)) ds
=: i
[
Sm1,A(x, t;X) + S
m
2,A(x, t;X) + S
m
3,A(x, t;X)
]
+ Sm4,V (x, t;X).
(5.1)
Then we have
sup
t≤t0,|x|<R
Eλ
0
[∣∣∣∣e−Sm1,A,V (x,t;Φm(X)) − e−S01,A,V (x,t;X)∣∣∣∣ ]
≤ Eλ0
[
sup
t≤t0,|x|<R
∣∣∣e−iSm1,A(x,t;X) − e−iS01,A(x,t;X)∣∣∣]+ sup
|x|<R
Eλ
0
[
sup
t≤t0
∣∣∣e−iSm2,A(x,t;X) − e−iS02,A(x,t;X)∣∣∣]
+ Eλ
0
[
sup
t≤t0,|x|<R
∣∣∣e−iSm3,A(x,t;X) − e−iS03,A(x,t;X)∣∣∣]+ Eλ0[ sup
t≤t0,|x|<R
∣∣∣e−Sm4,V (x,t;X) − e−S04,V (x,t;X)∣∣∣]
=: Eλ
0[
Im1 (X)
]
+ sup
|x|<R
Eλ
0[
Im2 (x;X)
]
+ Eλ
0[
Im3 (X)
]
+ Eλ
0[
Im4 (X)
]
. (5.2)
We now show that each term in the last member of (5.2) converges to zero as m ↓ 0. To
this end, we note that Im1 (X), I
m
3 (X) and I
m
4 (X) are less than or equal to 2. Let {m}
be a sequence with m ↓ 0 and {m′} any subsequence of {m}. Then, by Proposition 4.1,
there exists a subsequence {m′′} of {m′} such that sup
t≤t0
|Φm′′(X)−X(t)| → 0 as m′′ ↓ 0,
λ0-a.s.
For the first term of (5.2): By the definition of NX(dsdy), we have
Sm
′′
1,A(x, t;X)− S01,A(x, t;X)
11
=
∑
s≤t
1|X(s)−X(s−)|≥1
[(
A(x+ Φm′′(X)(s−) + 12φm′′(X(s)−X(s−)))
−A(x+X(s−) + 1
2
(X(s)−X(s−)))) · φm′′(X(s)−X(s−))
+ A(x+ 1
2
(X(s) +X(s−))) · (φm′′(X(s)−X(s−))− (X(s)−X(s−)))],
which is a finite sum (e.g. [2, p.122]). Then we have
Im
′′
1 (X) ≤
∑
s≤t0
1|X(s)−X(s−)|≥1
[
C1(X)
(
|Φm′′(X)(s−)−X(s−)|
+ 1
2
|φm′′(X(s)−X(s−))− (X(s)−X(s−))|
)α
C2(X)
+ C3(X)
∣∣φm′′(X(s)−X(s−))− (X(s)−X(s−))∣∣],
since A is locally α-Ho¨lder continuous and so locally bounded. Here C1(X), C2(X), C3(X)
are constants depending on X . Since φm′′ (z) → z, the above sum converges to zero as
m′′ ↓ 0, λ0-a.s. Hence Eλ0 [Im′′1 (X)] converges to zero as m′′ ↓ 0.
For the second term of (5.2): First, for k ∈ N, let σk(X) be the hitting time defined by
σk(X) := inf{s > 0; |X(s−)| > k}. (5.3)
Here we understand inf ∅ := ∞ if the set {s > 0; |X(s−)| > k} is empty. Then it holds
that σk(X) → ∞ as k → ∞ and |X(s−)| ≤ k for 0 < s ≤ σk(X). From the relation∫ t
0
=
∫ t∧σk(X)∧σk(Φm′′ (X))
0
+
∫ t
t∧σk(X)∧σk(Φm′′ (X))
and Doob’s martingale inequality, we have
Eλ
0
[Im
′′
2 (x;X)] ≤ 2Eλ
0
[ ∫ t0∧σk(X)∧σk(Φm′′ (X))
0
ds
×
∫
0<|z|<1
∣∣A(x+ Φm′′(X)(s−) + 12φm′′(z)) · φm′′(z)
−A(x+X(s−) + 1
2
z) · z∣∣2n0(dz)]1/2
+ 2λ0(σk(X) < t0) + 2λ
0(σk(Φm′′(X)) < t0). (5.4)
Note that
A(x+ Φm′′(X)(s−) + 12φm′′(z)) · φm′′(z)−A(x+X(s−) + 12z) · z
=
[
A(x+ Φm′′(X)(s−) + 12φm′′(z))−A(x+X(s−) + 12z)
]
· φm′′(z)
+ A(x+X(s−) + 1
2
z) · (φm′′(z)− z).
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Since (a+ b)2 ≤ 2a2 + 2b2 (a, b ∈ R) and |φm′′(z)| ≤ |z|, the first term on the right-hand
side of (5.4) is less than or equal to
2
√
2
(
Eλ
0
[∫ t0
0
ds
∫
0<|z|<1
sup
|w|,|w′|<R+k+ 1
2
;
|w−w′|≤|Φm′′ (X)(s−)−X(s−)|+ 12 |φm′′(z)−z|
|A(w)−A(w′)|2|z|2n0(dz)
]
+ t0 sup
|w|<R+k+ 1
2
|A(w)|2
∫
0<|z|<1
|φm′′(z)− z|2n0(dz)
)1/2
.
This converges to zero as m′′ ↓ 0 since A is locally uniformly continuous. Then we have
by (5.4) that
lim sup
m′′↓0
sup
|x|<R
Eλ
0
[
Im
′′
2 (x;X)
]
≤ 2λ0(σk(X) < t0) + 2λ0
(
lim sup
m′′↓0
{
σk(Φm′′(X)) < t0
})
≤ 2λ0(σk(X) < t0) + 2λ0(σk−1(X) < t0),
which converges to zero as k → ∞ because of σk(X) → ∞. Hence sup
|x|<R
Eλ
0
[
Im
′′
2 (x;X)
]
converges to zero as m′′ ↓ 0.
For the third term of (5.2): In view of Remark 2.2, we have
Sm
′′
3,A(x, t;X)− S03,A(x, t;X)
=
∫ t
0
ds
∫
0<|z|<1
[
A(x+ Φm′′(X)(s) +
1
2
φm′′(z))−A(x+ Φm′′(X)(s))
] · (φm′′(z)− z)n0(dz)
+
∫ t
0
ds
∫
0<|z|<1
[[
A(x+ Φm′′(X)(s) +
1
2
φm′′(z))− A(x+ Φm′′(X)(s))
]
−
[
A(x+X(s) + 1
2
z)−A(x+X(s))
]]
· zn0(dz).
It follows from the above expression and the local α-Ho¨lder continuity of A that
Im
′′
3 (X) ≤ t0C(X)
∫
0<|z|<1
(
1
2
|φm′′(z)|
)α
|φm′′(z)− z|n0(dz)
+
∫ t0
0
ds
∫
0<|z|<1
sup
|x|<R
∣∣∣∣[A(x+ Φm′′(X)(s) + 12φm′′(z))− A(x+ Φm′′(X)(s))]
−
[
A(x+X(s) + 1
2
z)− A(x+X(s))
]∣∣∣∣|z|n0(dz)
=: t0C(X)
∫
0<|z|<1
Jm
′′
1 (z)n
0(dz) +
∫ t0
0
ds
∫
0<|z|<1
Jm
′′
2 (s, z;X)n
0(dz).
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Here C(X) is a constant depending on X . For Jm
′′
1 (z), since |φm′′(z)| ≤ |z| and∫
0<|z|<1 |z|1+αn0(dz) <∞,
∫
0<|z|<1
Jm
′′
1 (z)n
0(dz) converges to zero asm′′ ↓ 0. For Jm′′2 (s, z;X),
it is easy to see that Jm
′′
2 (s, z;X) converges to zero as m
′′ ↓ 0 λ0-a.s. for fixed s and z.
On the other hand, we have
Jm
′′
2 (s, z;X) ≤ C(X)
(
(1
2
|φm′′(z)|)α + (12 |z|)α
) |z| ≤ C(X) 1
2α−1
|z|1+α.
Therefore
∫ t0
0
ds
∫
0<|z|<1
Jm
′′
2 (s, z)n
0(dz) converges to zero as m′′ ↓ 0 λ0-a.s. Hence
Eλ
0
[Im
′′
3 (X)] converges to zero as m
′′ ↓ 0.
For the fourth term of (5.2): Note that V ∈ C(Rd;R) is locally uniformly continuous.
Then we have
Im
′′
4 (X) ≤
∫ t0
0
sup
|x|<R
∣∣∣V (x+ Φm′′(X)(s))− V (x+X(s))∣∣∣ds,
which converges to zero asm′′ ↓ 0 λ0-a.s.. Hence Eλ0 [Im′′4 (X)] converges to zero asm′′ ↓ 0.
Thus we have seen that the four terms of (5.2) converges to zero as m ↓ 0, which shows
claim (i) for j = 1.
The convergence for j = 2 can be proved in the same way as for j = 1 above. In fact,
we have only to replace A(x+Φm′′(X)(s−)+ 12φm′′(z)) ·φm′′(z) and A(x+X(s−)+ 12z) · z
by
(∫ 1
0
A(x+ Φm′′(X)(s−) + θφm′′(z))dθ
)
· φm′′(z) and
(∫ 1
0
A(x+X(s−) + θz)dθ
)
· z,
respectively. This shows claim (i) for j = 2, ending the proof of claim (i).
(ii) By (2.6), we obtain
S3,A,V (x, t;B,Ψm(T )) = i
[ ∫ Ψm(T )(t)
0
A(x+B(s)) · dB(s) + 1
2
∫ Ψm(T )(t)
0
(∇ · A)(x+B(s))ds
]
+
∫ t
0
V
(
x+B
(
Ψm(T )(s)
))
ds
=: i
[
Sm1,A(x, t;B, T ) + S
m
2,A(x, t;B, T )
]
+ Sm3,V (x, t;B, T ). (5.5)
Then we have
sup
t≤t0,|x|<R
Eµ×ν
0
[∣∣∣e−S3,A,V (x,t;B,Ψm(T )) − e−S3,A,V (x,t;B,T )∣∣∣]
≤ Eν0
[
sup
|x|<R
Eµ
[
sup
t≤t0
∣∣∣e−iSm1,A(x,t;B,T ) − e−iS01,A(x,t;B,T )∣∣∣]]
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+ Eµ×ν
0
[
sup
t≤t0,|x|<R
∣∣∣e−iSm2,A(x,t;B,T ) − e−iS02,A(x,t;B,T )∣∣∣]
+ Eµ×ν
0
[
sup
t≤t0,|x|<R
∣∣∣e−Sm3,V (x,t;B,T ) − e−S03,V (x,t;B,T )∣∣∣]
=: Eν
0
[
sup
|x|<R
Eµ
[
Im1 (x;B, T )
]]
+ Eµ×ν
0[
Im2 (B, T )
]
+ Eµ×ν
0[
Im3 (B, T )
]
. (5.6)
We now show each term in the last member of (5.6) converges to zero as m ↓ 0.
For the first term of (5.6): Note that Ψm(T )(t) ≤ T (t). From the relations
Sm1,A(x, t;B, T ) =
∫ Ψm(T )(t)∧σk(B)
0
+
∫ Ψm(T )(t)
Ψm(T )(t)∧σk(B)
,
S01,A(x, t;B, T ) =
∫ T (t)∧σk(B)
0
+
∫ T (t)
T (t)∧σk(B)
,
and Doob’s martingale inequality, we have
Eµ
[
Im1 (x;B, T )
] ≤ 2Eµ [∫ T (t0)∧σk(B)
Ψm(T )(t0)∧σk(B)
|A(x+B(s))|2ds
]1/2
+ 2µ(σk(B) < Ψm(T )(t0)) + 2µ(σk(B) < T (t0)). (5.7)
From Proposition 4.2 and the fact that A is locally bounded, we have
∫ T (t0)∧σk(B)
Ψm(T )(t0)∧σk(B)
sup
|x|<R
|A(x+B(s))|2ds

→ 0 as m ↓ 0 ν0-a.s.,
≤ sup
|z|<R+k
|A(z)|2 T (t0) <∞.
By the above and (5.7), we have
lim sup
m↓0
sup
|x|<R
Eµ
[
Im1 (x;B, T )
] ≤ 4µ(σk(B) < T (t0)),
which converges to zero as k →∞. Hence Eν0
[
sup
|x|<R
Eµ
[
Im1 (x;B, T )
]]
converges to zero
as m ↓ 0.
For the second and third terms of (5.6): Note that ∇ · A and V are locally bounded.
Then we have
Im2 (B, T ) ≤ C(B, T ) sup
t≤t0
(
T (t)−Ψm(T )(t)
)
,
Im3 (B, T ) ≤
∫ t0
0
sup
|x|<R
∣∣∣∣V (x+B(Ψm(T )(s)))− V (x+B(T (s)))∣∣∣∣ds,
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which converge to zero as m ↓ 0 µ× ν0-a.s. Here C(B, T ) is a constant depending on B,
T . Hence Eµ×ν
0
[Im2 (B, T )] and E
µ×ν0 [Im3 (B, T )] converge to zero as m ↓ 0.
This shows claim (ii), completing the proof of Lemma 5.1. 
Lemma 5.2.
∫
|y|≥R k
m
0 (y, t)dy converges to zero as R→∞, uniformly on m ≥ 0, t ≤ t0.
Proof. Let χ be a nonnegative C∞0 function with 0 ≤ χ(y) ≤ 1 in Rd such that
χ(y) = 1 if |y| ≤ 1
2
and χ(y) = 0 if |y| ≥ 1. The function χ satisfies 1|y|<R ≥ χ( yR) and
χ̂( ·
R
)(ξ) = Rdχ̂(Rξ). Then it follows from Parseval’s equality and (2.9) that∫
|y|≥R
km0 (y, t)dy ≤
∫
Rd
(1− χ( x
R
))km0 (y, t)dy
= 1− 1
(2π)d
∫
Rd
χ̂(η)e−t
[√
η2
R2
+m2−m
]
dη
≤ 1− 1
(2π)d
∫
Rd
χ̂(η)e−t0
|η|
R dη,
which converges to zero as R→∞. This ends the proof of Lemma 5.2. 
Finally we prove Theorem 1.2. First, we show claim (i). Suppose g ∈ C∞(Rd) and
consider the case j = 1 or 2. Then we have by (4.1) that
‖e−t[Hmj,A−m+V ]g − e−t[H0j,A+V ]g‖∞ ≤
∥∥∥Eλ0 [∣∣∣e−Smj,A,V (·,t;Φm(X)) − e−S0j,A,V (·,t;X)∣∣∣ |g(·+X(t))|]∥∥∥
∞
+ Eλ
0
[
‖g(·+ Φm(X)(t))− g(·+X(t))‖∞
]
. (5.8)
Since g is uniformly continuous on Rd, the second term on the right-hand side of (5.8)
converges to zero as m ↓ 0 uniformly on t ≤ t0. On the other hand, the first term on the
right-hand side of (5.8) is less than or equal to
‖g‖∞ sup
|x|<R
Eλ
0
[∣∣∣e−Smj,A,V (x,t;Φm(X)) − e−S0j,A,V (x,t;X)∣∣∣] ∨ 2 sup
|x|≥R
Eλ
0
[∣∣g(x+X(t))∣∣]
for R > 0. Therefore we have from Lemma 5.1 (i) that
lim sup
m↓0
sup
t≤t0
‖e−t[Hmj,A−m+V ]g − e−t[H0j,A+V ]g‖∞
≤ 2 sup
t≤t0, |x|≥R
Eλ
0
[|g(x+X(t))|]
= 2 sup
t≤t0, |x|≥R
(
Eλ
0 [|g(x+X(t))| : |X(t)| < R
2
]
+ Eλ
0 [|g(x+X(t))| : |X(t)| ≥ R
2
] )
≤ 2
(
sup
|z|≥R
2
|g(z)|+ ‖g‖∞ sup
t≤t0
∫
|y|≥R
2
k00(y, t)dy
)
.
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This converges to zero as R→∞ by Lemma 5.2, showing claim (i).
Claim (ii) can be proved in the same way as above by using (4.2) and applying
Lemma 5.1 (ii) and Lemma 5.2. In fact, we have only to replace λ0, Smj,A,V (x, t; Φm(X)),
S0j,A,V (x, t,X), X(t) by µ × ν0, Sm3,A,V (x, t;B, T ), S03,A,V (x, t;B, T ), B(T (t)), respectively
and note the relation (2.7). 
6. Proof of Theorem 1.3
In this section, we prove Theorem 1.3. The proof of L2-convergence for heat semigroups
as m ↓ 0 is not so easy as that of C∞-convergence ([9]). The reason for this is that, for
example, it is not trivial that
exp
{
i
∫ t
0
∫
0<|z|<1
A
(
x+ Φm(X)(s−) + 12φm(z)
) · φm(z) N˜0X(dsdz)}
→ exp
{
i
∫ t
0
∫
0<|z|<1
A
(
x+X(s−) + 1
2
z
) · z N˜0X(dsdz)} as m ↓ 0,
since A may not be continuous. To overcome this difficulty, we note the following facts:
(1) If 0 ≤ V ∈ L1loc(Rd;R), then there exists a sequence {Vℓ} ⊂ C∞0 (Rd;R) such that
0 ≤ Vℓ(x) ≤ V (x) a.s., Vℓ → V in L1loc(Rd;R).
(2) IfA ∈ L1+δloc (Rd;Rd) for some δ > 0, then there exists a sequence {Aℓ} ⊂ C∞0 (Rd;Rd)
such that
Aℓ → A in L1+δloc (Rd;Rd).
(3) If A ∈ L2loc(Rd;Rd), ∇ · A ∈ L1loc(Rd;R), then there exists a sequence {Aℓ} ⊂
C∞0 (R
d;Rd) such that
Aℓ → A in L2loc(Rd;Rd), ∇ · Aℓ → ∇ · A in L1loc(Rd;R).
Lemma 6.1. Let {Vℓ} ⊂ C∞0 (Rd;R) be an approximate sequence of scalar function V as
in (1). Then for any 0 < t0 <∞, 0 < R <∞, the following holds:
(i) Let {Aℓ} ⊂ C∞0 (Rd;Rd) be an approximate sequence of vector function A as in (2).
Furthermore, let {m} be a decreasing sequence such that sup
t≤t0
|Φm(X)(t) − X(t)| → 0 as
m ↓ 0 λ0-a.s. Then for j = 1, 2, it holds that as ℓ→∞,
lim sup
m↓0
sup
t≤t0
∫
|x|<R
Eλ
0
[∣∣e−Smj,A,V (x,t;Φm(X)) − e−Smj,Aℓ,Vℓ(x,t;Φm(X))∣∣]dx→ 0, (6.1)
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sup
t≤t0
∫
|x|<R
Eλ
0
[∣∣e−S0j,A,V (x,t;X) − e−S0j,Aℓ,Vℓ (x,t;X)∣∣]dx→ 0. (6.2)
(ii) Let {Aℓ} ⊂ C∞0 (Rd;Rd) be an approximate sequence of vector function A as in (3).
Then it holds that as ℓ→∞,
lim sup
m↓0
sup
t≤t0
∫
|x|<R
Eµ×ν
0
[∣∣e−S3,A,V (x,t;B,Ψm(T )) − e−S3,Aℓ,Vℓ(x,t;B,Ψm(T ))∣∣]dx→ 0, (6.3)
sup
t≤t0
∫
|x|<R
Eµ×ν
0
[∣∣e−S3,A,V (x,t;B,T ) − e−S3,Aℓ,Vℓ(x,t;B,T )∣∣]dx→ 0. (6.4)
Proof. (i) We may assume without loss of generality that 0 < δ < 1 because Lqloc ⊂ Lploc
for 1 ≤ p < q <∞. First, we prove (6.1) for j = 1. By (5.1), we have
lim sup
m↓0
sup
t≤t0
∫
|x|<R
Eλ
0
[
|e−Sm1,A,V (x,t;Φm(X)) − e−Sm1,Aℓ,Vℓ (x,t;Φm(X))|
]
dx
≤ Eλ0
[
lim sup
m↓0
sup
t≤t0
∫
|x|<R
|e−iSm1,A(x,t;X) − e−iSm1,Aℓ (x,t;X)|dx
]
+ lim sup
m↓0
sup
t≤t0
∫
|x|<R
Eλ
0
[
|e−iSm2,A(x,t;X) − e−iSm2,Aℓ (x,t;X)|
]
dx
+ Eλ
0
[
lim sup
m↓0
sup
t≤t0
∫
|x|<R
|e−iSm3,A(x,t;X) − e−iSm3,Aℓ(x,t;X)|dx
]
+ Eλ
0
[
lim sup
m↓0
sup
t≤t0
∫
|x|<R
|e−Sm4,V (x,t;X) − e−Sm4,Vℓ (x,t;X)|dx
]
=: Eλ
0
[Iℓ1(X)] + lim sup
m↓0
sup
t≤t0
∫
|x|<R
I
m,ℓ
2 (x, t)dx+ E
λ0 [Iℓ3(X)] + E
λ0 [Iℓ4(X)] (6.5)
We now show each term in the last member of (6.5) converges to zero as ℓ→∞. To this
end, we note that Iℓ1(X), I
ℓ
3(X) and I
ℓ
4(X) are less than or equal to 2vol(R) < ∞. Here
vol(R) is the volume of the ball with radius R.
For the first term of (6.5): Since |φm(z)| ≤ |z|, we have
Iℓ1(X) ≤
∑
s≤t0
1|X(s)−X(s−)|≥1|X(s)−X(s−)|
∫
|w|<R+C(X)
|A(w)− Aℓ(w)|dw,
with a constant C(X) depending on X . Therefore, here, since Aℓ → A in L1+δloc (Rd;Rd)
and so in L1loc(R
d;Rd), it follows that Eλ
0
[Iℓ1(X)] converges to zero as ℓ→∞.
For the second term of (6.5). For convenience of notation, we put
Wm,ℓ(x, s, y;X) := A(x+ Φm(X)(s−) + 12y)−Aℓ(x+ Φm(X)(s−) + 12y).
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Let Gm,ℓ(x, t;X) be a subset of (0, t]× {z; 0 < |z| < 1} defined by
Gm,ℓ(x, t;X) :=
{
(s, z);
∣∣∣Wm,ℓ(x, s, φm(z);X) · φm(z)∣∣∣ > 1}.
Let σk(X) be the hitting time as defined in the proof of Lemma 5.1 (i). By the relation∫ t
0
=
∫ t∧σk(Φm(X))
0
+
∫ t
t∧σk(Φm(X))
, we have
I
m,ℓ
2 (x, t) ≤ Eλ
0
[∣∣∣ ∫ t∧σk(Φm(X))
0
∫
0<|z|<1
1Gm,ℓ(x,t;X)W
m,ℓ(x, s, φm(z);X) · φm(z)N˜0X(dsdz)
∣∣∣]
+ Eλ
0
[∣∣∣ ∫ t∧σk(Φm(X))
0
∫
0<|z|<1
1Gm,ℓ(x,t;X)∁W
m,ℓ(x, s, φm(z);X) · φm(z)N˜0X(dsdz)
∣∣∣]
+ 2λ0(σk(Φm(X)) < t)
=: Jm,ℓ,k1 (x, t) + J
m,ℓ,k
2 (x, t) + 2λ
0(σk(Φm(X)) < t). (6.6)
For Jm,ℓ,k1 (x, t), since |N˜0X(dsdz)| ≤ NX(dsdz)+dsn0(dz) and Eλ
0
[NX(dsdz)] = dsn
0(dz),
we have∫
|x|<R
J
m,ℓ,k
1 (x, t)dx ≤ 2
∫
|x|<R
Eλ
0
[ ∫ t∧σk(Φm(X))
0
∫
0<|z|<1
1Gm,ℓ(x,t;X)
×
∣∣∣Wm,ℓ(x, s, φm(z);X) · φm(z)∣∣∣dsn0(dz)]dx
≤ 2t0
∫
0<|z|<1
|z|1+δn0(dz)
∫
|w|<R+k+ 1
2
|A(w)−Aℓ(w)|1+δdw. (6.7)
For Jm,ℓ,k2 (x, t), from the Schwartz inequality, we have
J
m,ℓ,k
2 (x, t)
2 ≤ Eλ0
[ ∫ t∧σk(Φm(X))
0
∫
0<|z|<1
1Gm,ℓ(x,t;X)∁
∣∣∣Wm,ℓ(x, s, φm(z);X) · φm(z)∣∣∣2dsn0(dz)]
≤ Eλ0
[ ∫
0<|z|<1
|z|1+δn0(dz)
∫ t∧σk(Φm(X))
0
∣∣∣Wm,ℓ(x, s, φm(z);X)∣∣∣1+δds].
It follows from the Schwartz inequality that∫
|x|<R
J
m,ℓ,k
2 (x, t)dx ≤
(
vol(R) t0
∫
0<|z|<1
|z|1+δn0(dz)
∫
|w|<R+k+ 1
2
|A(w)−Aℓ(w)|1+δdw
)1/2
.
(6.8)
By (6.6), (6.7) and (6.8), we have
lim sup
ℓ→∞
lim sup
m↓0
sup
t≤t0
∫
|x|<R
I
m,ℓ
2 (x, t)dx ≤ 2λ0
(
lim sup
m↓0
{
σk(Φm(X)) < t0
})
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≤ 2λ0(σk−1(X) < t0),
which converges to zero as k →∞. Hence lim sup
m↓0
sup
t≤t0
∫
|x|<R
I
m,ℓ
2 (x, t)dx converges to zero
as ℓ→∞.
For the third term of (6.5): Note that n0φ−1m (dy) = n
m(dy) = nm(y)dy and |φ−1m (y)| =
ℓm(|y|) (cf. (4.5)). Then we have∣∣∣Sm3,A(x, t;X)− Sm3,Aℓ(x, t;X)∣∣∣ = ∫ t
0
ds p.v.
∣∣∣ ∫
0<|y|<ℓ−1m (1)
Wm,ℓ(x, s, y;X) · y nm(y)dy
∣∣∣
≤
∫ t
0
ds p.v.
∫
0<|y|<ℓ−1m (1)
∣∣Wm,ℓ(x, s, y;X)∣∣|y|(n0(y)− nm(y))dy
+
∫ t
0
ds p.v.
∣∣∣ ∫
0<|y|<ℓ−1m (1)
Wm,ℓ(x, s, y;X) · y n0(y)dy
∣∣∣
=: Km,ℓ1 (x, t;X) +K
m,ℓ
2 (x, t;X). (6.9)
Here we used the fact that nm(y) < n0(y) (cf. Remark 2.3) in the second inequality. For
K
m,ℓ
1 (x, t;X), since
∫
|y|>0(n
0(y)− nm(y))dy = m ([6, Lemma 3.1 (iii)]), we have∫
|x|<R
K
m,ℓ
1 (x, t;X)dx ≤ t0 ℓ−1m (1) m
∫
|w|<R+C(X)
|A(w)− Aℓ(w)|dw. (6.10)
For Km,ℓ2 (x, t;X), note that y = (y1, . . . , yd) 7→ yin0(y) is the Calderon–Zygmund ker-
nel ([5, p.275]) for any i = 1, . . . , d. Then from Ho¨lder’s inequality and the Calderon–
Zygmund theorem ([20, Theorem 2]) with a constant Cδ depending only on δ, we have∫
|x|<R
K
m,ℓ
2 (x, t;X)dx
≤ vol(R) δ1+δ
∫ t
0
ds
(∫
|x|<R
p.v.
∣∣∣ ∫
0<|y|<ℓ−1m (1)
Wm,ℓ(x, s, y;X) · yn0(y)dy
∣∣∣1+δdx) 11+δ
≤ vol(R) δ1+δ t0Cδ
(∫
|w|<R+C(X)
|A(w)− Aℓ(w)|1+δdw
) 1
1+δ
. (6.11)
By (6.9), (6.10) and (6.11), Iℓ3(X) converges to zero as ℓ→∞ and so does Eλ0 [Iℓ3(X)].
For the fourth term of (6.5): Since 0 ≤ Vℓ(x) ≤ V (x) a.s., we have
Iℓ4(X) ≤ t0
∫
|w|<R+C(X)
(V (w)− Vℓ(w))dw.
It converges to zero as ℓ→∞ since Vℓ → V in L1loc(Rd;R). Hence Eλ0[Iℓ4(X)] converges
to zero as ℓ→∞.
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Therefore we have (6.1) for j = 1. Putting m = 0 in the above proof, we obtain (6.2),
showing claim (i) for j = 1.
For j = 2, (6.1) and (6.2) can be proved in the same way as for j = 1 above. This ends
the proof of claim (i).
(ii) By (5.5), we have
lim sup
m↓0
sup
t≤t0
∫
|x|<R
Eµ×ν
0 [|e−S3,A,V (x,t;B,Ψm(T )) − e−S3,Aℓ,Vℓ (x,t;B,Ψm(T ))|] dx
≤ Eν0
[
lim sup
m↓0
sup
t≤t0
∫
|x|<R
Eµ
[
|e−iSm1,A(x,t;B,T ) − e−iSm1,Aℓ (x,t;B,T )|
]
dx
]
+ Eµ×ν
0
[
lim sup
m↓0
sup
t≤t0
∫
|x|<R
|e−iSm2,A(x,t;B,T ) − e−iSm2,Aℓ(x,t;B,T )|dx
]
+ Eµ×ν
0
[
lim sup
m↓0
sup
t≤t0
∫
|x|<R
|e−Sm3,V (x,t;B,T ) − e−Sm3,Vℓ (x,t;B,T )|dx
]
:= Eν
0
[
lim sup
m↓0
sup
t≤t0
∫
|x|<R
I
m,ℓ
1 (x, t;B, T )dx
]
+ Eµ×ν
0
[Iℓ2(B, T )] + E
µ×ν0 [Iℓ3(B, T )].
(6.12)
We now show each term in the last member of (6.12) converges to zero as ℓ→∞.
For the first term of (6.12): By the relation
∫ t
0
=
∫ Ψm(T )(t)∧σk(B)
0
+
∫ t
Ψm(T )(t)∧σk(B)
and
(a+ b)2 ≤ 2a2 + 2b2 (a, b ∈ R), we have
I
m,ℓ
1 (x, t;B, T )
2 ≤ 2Eµ
[∫ Ψm(T )(t)∧σk(B)
0
|A(x+B(s))−Aℓ(x+B(s))|2ds
]
+ 4µ
(
σk(B) < Ψm(T )(t)
)2
.
It follows from the Schwartz inequality that
lim sup
m↓0
sup
t≤t0
∫
|x|<R
I
m,ℓ
1 (x, t;B, T )dx
≤ vol(R)1/2
(
2T (t0)
∫
|w|<R+k
|A(w)− Aℓ(w)|2ds+ 4vol(R)µ
(
σk(B) < T (t0)
)2)1/2
→ 2vol(R)µ(σk(B) < T (t0)) as ℓ→∞
→ 0 as k →∞.
Hence Eν
0
[
lim sup
m↓0
sup
t≤t0
∫
|x|<R
I
m,ℓ
1 (x, t;B, T )dx
]
converges to zero as ℓ→∞.
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For the second and third terms of (6.12): Note that ∇ · Aℓ → ∇ · A and Vℓ → V in
L1loc(R
d;R) as ℓ→∞. Then we have
Iℓ2(B, T ) ≤ T (t0)
∫
|w|<R+C(B)
|(∇ · A)(w)− (∇ · Aℓ)(w)|dw,
Iℓ3(B, T ) ≤ t0
∫
|w|<R+C(B,T )
(
V (w)− Vℓ(w)
)
dw,
which converge to zero as ℓ → ∞. Hence Eµ×ν0 [Iℓ2(B, T )] and Eµ×ν0 [Iℓ3(B, T )] converge
to zero as ℓ→∞.
Therefore we have (6.3). Putting m = 0 in the above proof, we obtain (6.4). This ends
the proof of claim (ii), completing the proof of Lemma 6.1. 
Now we prove Theorem 1.3. First, we prove claim (i). Consider the case j = 1 or j = 2.
Let g ∈ L2(Rd), A ∈ L1+δloc (Rd;Rd) and 0 ≤ V ∈ L1loc(Rd;R). Choose a sequence {gn} ⊂
C∞0 (R
d) such that gn → g in L2(Rd) as n → ∞. Choose sequences {Aℓ} ⊂ C∞0 (Rd;Rd)
and {Vℓ} ⊂ C∞0 (Rd;R) as in (2) and (1) at the beginning of this section, respectively.
Then we have
‖e−t[Hmj,A−m+V ]g − e−t[H0j,A+V ]g‖2
≤ ‖e−t[Hmj,A−m+V ]g − e−t[Hmj,A−m+V ]gn‖2 + ‖e−t[Hmj,A−m+V ]gn − e−t[H
m
j,Aℓ
−m+Vℓ]gn‖2
+ ‖e−t[Hmj,Aℓ−m+Vℓ]gn − e−t[H
0
j,Aℓ
+Vℓ]gn‖2 + ‖e−t[H
0
j,Aℓ
+Vℓ]gn − e−t[H0j,A+V ]gn‖2
+ ‖e−t[H0j,A+V ]gn − e−t[H0j,A+V ]g‖2
=: Im,nj (t) + J
m,n,ℓ
j (t) +K
m,n,ℓ
j (t) + J
0,n,ℓ
j (t) + I
0,n
j (t). (6.13)
We now estimate each term in the last member of (6.13).
For the first and fifth terms of (6.13): By the strong continuity of the semigroup, we
have
I
m,n
j (t) + I
0,n
j (t) ≤ 2‖gn − g‖2. (6.14)
For the third term of (6.13): Let R > 0. From the Minkowski inequality, we have
K
m,n,ℓ
j (t) ≤ ‖e−t[H
m
j,Aℓ
−m+Vℓ]gn − e−t[H
0
j,Aℓ
+Vℓ]gn‖L2(|x|<R)
+ ‖e−t[Hmj,Aℓ−m+Vℓ]gn‖L2(|x|≥R) + ‖e−t[H
0
j,Aℓ
+Vℓ]gn‖L2(|x|≥R)
≤ vol(R)1/2‖e−t[Hmj,Aℓ−m+Vℓ]gn − e−t[H
0
j,Aℓ
+Vℓ]gn‖∞
+
∫
|x|≥R
dx
∫
Rd
km0 (y, t)|gn(x+ y)|2dy +
∫
|x|≥R
dx
∫
Rd
k00(y, t)|gn(x+ y)|2dy.
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From Theorem 1.2 (i), the first term in the last member of the above converges to zero
as m ↓ 0 uniformly on t ≤ t0. By the argument in [9, Proof of Theorem 2], the second
and third terms in the last member of the above converges to zero, uniformly on t ≤ t0,
0 ≤ m ≤ 1. Therefore we have
lim
m↓0
sup
t≤t0
K
m,n,ℓ
j (t) = 0. (6.15)
For the second and fourth terms of (6.13): Let R > 0. From the Minkowski inequality,
we have for m ≥ 0
J
m,n,ℓ
j (t) ≤ ‖e−t[H
m
j,A−m+V ]gn − e−t[H
m
j,Aℓ
−m+Vℓ]gn‖L2(|x|<R)
+ ‖e−t[Hmj,A−m+V ]gn − e−t[H
m
j,Aℓ
−m+Vℓ]gn‖L2(|x|≥R)
≤
√
2‖gn‖∞
(∫
|x|<R
Eλ
0
[∣∣e−Smj,A,V (x,t;Φm(X)) − e−Smj,Aℓ,Vℓ (x,t;Φm(X))∣∣]dx)1/2
+ 2
(∫
|x|≥R
dx
∫
Rd
km0 (y, t)|gn(x+ y)|2dy
)1/2
.
From Lemma 6.1 (i), we have
lim sup
m↓0
sup
t≤t0
J
m,n,ℓ
j (t)→ 0 as ℓ→∞,
sup
t≤t0
J
0,n,ℓ
j (t)→ 0 as ℓ→∞,
(6.16)
where {m} is a decreasing sequence such that sup
t≤t0
|Φm(X)(t)−X(t)| → 0 as m ↓ 0 λ0-a.s.
Now let {m′} be any subsequence of {m} with m ↓ 0. Then, by Proposition 4.1, there
exists a subsequence {m′′} of {m′} such that sup
t≤t0
|Φm′′(X)(t)−X(t)| → 0 as m ↓ 0 λ0-a.s.
By (6.13), (6,14) and (6.15), (6.16), we have
lim sup
m′′↓0
sup
t≤t0
‖e−t[Hm
′′
j,A−m′′+V ]gn − e−t[H0j,A+V ]gn‖2 ≤ 2‖g − gn‖2,
which converges to zero as n→∞. This concludes that sup
t≤t0
‖e−t[Hmj,A−m+V ]g−e−t[H0j,A+V ]g‖2 →
0 as m ↓ 0, so showing claim (i).
Claim (ii) can be proved in the same way as above by applying Lemma 6.1 (ii), without
taking a subsequence {m′}. 
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