Abstract-Aerial photographs sometimes suffer from artifacts caused by vignetting effects and changing topographic sun-canopy-sensor geometry. In this paper, we present an empirical image restoration method that is based on multiscale relationships of image structures. The fine-scale image structures depict tree crowns in a deciduous forest and serve as units in the restoration process. The color image is initially converted to the intensity, hue, saturation (IHS) system. For the I-band, two different types of variables are estimated for each segment: the local intensity difference of neighboring segments (affinity) and the mean intensity per segment. For the H-and S-bands, the mean value per segment is estimated. Regression analysis is used to model the relationship of these four variables with the coarse-scale intensity values of the corresponding segments. The correction results in new feature values that are uncorrelated with the coarse-scale intensity values. The method is evaluated on three digital aerial photographs with a ground reference dataset from the Eastern Deciduous Forest in West Virginia, USA. The image correction method is shown to result in a significant improvement for tree species classification.
I. INTRODUCTION

I
N THIS PAPER, we present an empirical solution to image degradation caused by brightness variation in high spatial resolution aerial images of forests. The problem of brightness variation across the field of view in remotely sensed data has a long history and limits the accuracy of automated scene analysis, especially classification [1] . The brightness variation may have many different sources, but here we focus on the vignetting effects caused by the lens and, to a lesser degree, on minor topographic sun-canopy-sensor geometry and bidirectional reflectance distribution function (BRDF) variations. Vignetting is visible in the image as a reduction in brightness toward the image corners and edges [2] . The main reason for vignetting is due to the absorption and self-shading of off-axis illumination by the lens and camera system [3] . The topography, on the other hand, causes variation in illumination as a consequence of changes of slope and aspect of the ground surface. The amount of light reflected to the camera from each subregion is a function of the orientation of the surface with respect to the source of light and the camera [1] , [2] . The complexity of a scene may be great, especially in mountainous terrain [4] , [5] and is further increased by the presence of three-dimensional (3-D) objects (trees in our case) on the ground. Our vignette correction method is based on the high spatial resolution (pixel size 0.2 m) color aerial image itself, as a source for estimation of the image correction factors. Our approach is stochastic [6] , because a least squares method is used to define a stochastic criterion for the best restoration. Our data ( Fig. 1 ) have a high spatial resolution, which allows individual objects to be delineated and separately treated during the image restoration process. The proposed technique is an image restoration process [6] that will concurrently correct some of the nonuniform reflectance of light caused by varying small-scale topography and the sun-canopy-sensor geometry. The image restoration process is designed as a preprocessing step prior to species classification of individual trees [7] , as well as other types of quantitative analysis [8] . However, it should be kept in mind that no correction method is able to recover image information lost due to the reduction of dynamic range associated with underexposed or overexposed areas in images (e.g., [2] ).
Although digital cameras are often assumed to have a linear response to light exposure [9] , experiments have shown nonlinearity due to saturation of the detectors at high digital numbers (DNs) [10] . Furthermore, the general decline in brightness values toward the edges of the image causes a compression of the local dynamic range. This suggests a conceptual model that is analogous to the S-shaped characteristic curve of monochrome film [11] , which is a graph of the relationship between the density of a film and the amount of light to which it was exposed. The dynamic range of the film is compressed in underand overexposed regions compared with correctly exposed regions, which have a steep and generally linear slope in the graph. The correctly exposed portion of the film is thus superior for resolving radiance differences on the ground. From this principle, the optimal image restoration procedure is to apply a correction factor of 1.0 to regions in the image that exhibit a range of values that suggest that portion of the image was correctly exposed and nonunitary values to all other regions.
II. DATA AND TEST SITE
Our image data are from an ADAR 1000 system, which was built around a Kodak DCS460c camera [10] . The camera charge-coupled devices array consists of 2048 3072 pixels, each 9 9 m. The pixels are coated with filters to give them spectral sensitivities that correspond generally to blue, green, and red wavelengths. The blue pixels are also sensitive to infrared wavelengths; however, these images were acquired with a filter that passes only visible wavelengths. The pixels form a Bayer color filter array, with twice as many green as red or blue pixels. It is thus originally a one-layer image, but in the first processing step the pixel values (in [0,255]) were split into three separate RGB bands, which were individually interpolated to form a color image. The vignetting problem is made more complex by the fact it is wavelength dependent. In our original images, this sometimes results in a shift in the perceived color, i.e., the dominant wavelength or hue [6] , toward the image edges.
The average flight altitude for the image acquisition was approximately 465 m above the ground. Three images acquired during the 1999 growing season over the same test site were selected for evaluation purposes of our image restoration method: July 8 (Image 1), June 23 (Image 2), and June 8 (Image 3). The test site is a 300 200 m area (6 ha) of second growth mixed deciduous forest in central Appalachia, 15 km east of Morgantown, WV. The site includes a deciduous midsuccessional closed-canopy forest community. The test site comprises various species, but the dominant canopy species are native oaks (Quercus spp.; 48%), yellow poplar (Liriodendron tuliperifera; 19%), and red maple (Acer rubrum; 16%) [12] . The mean elevation is about 600 m, and the majority of the site has a southerly aspect. A ground reference dataset was collected in the summer of 2000. Each of the 1526 individual tree crowns visible from above was delineated in a geographic information system, and the species of each tree was identified.
III. IMAGE RESTORATION METHODS
The overall image restoration procedure is the development of correction factors that are generated from a subsampled image reduced in size to one fourth of the number of columns and rows. All subsequent dimensions and parameters given in this paper refer to these resampled 0.8-m pixels. Correction factors for each pixel in the original image are estimated using bilinear interpolation of the total correction factor per pixel for each image band.
In this paper, we identify two scales-of-interest within the image. The fine-scale represents individual features corresponding to individual trees and their major branch clusters. The mean gray-levels of two nearby trees of the same species class are expected to have high similarity ([13] uses the word affinity in this context) compared to two trees from different classes. The coarse-scale intensity image, on the other hand, is assumed to represent the brightness variation resulting from the vignetting effect and the slowly changing sun-canopy-sensor geometry. The image correction procedure, therefore, can be defined as a method to make the local pattern of the fine-scale feature values uncorrelated with the intensity in the coarse-scale image. Thus, in the corrected image the following is expected.
• Fine-scale local affinity values of the objects should be uncorrelated with the corresponding coarse-scale image intensity.
• Fine-scale individual feature values of the objects should be uncorrelated with the corresponding coarse-scale image intensity. The correction procedure, which was implemented in the Interactive Data Language (IDL) [14], has seven major steps and is discussed in Sections III-A-III-G.
A. Selection of ROI and IHS Transformation
In the first step of the analysis, the region of interest (ROI) within the image is marked interactively on the screen. An important assumption of the algorithm is that the forest type inside the whole ROI is approximately homogeneous. However, varying degrees of dark shadows (gaps) in the background do not influence the correction factors, because the background is separated from the canopy prior to the analysis.
An intensity (I), hue (H, in ), and saturation (S) (IHS) transformation was applied to the interpolated color image (R,G,B) [15] .
B. Gaussian Smoothing
An inherent property of structures in images is that they only exist as meaningful entities at certain ranges of scale [16] . A commonly used approach to capture this scale variation is Gaussian smoothing to create a scale-space representation (introduced by [17] and [18] ) of the image data. The original intensity image is gradually smoothed, and the fine-scale image structures are correspondingly suppressed, by applying Gaussian kernels of successively larger sizes.
For a two-dimensional (2-D) continuous signal , the 3-D scale-space is defined by convolution [19] , expressed as , with the Gaussian kernel and scale parameter , where is given by
The Gaussian kernel is separable, which means that the convolution can be performed along the and axis individually, to save computing time. In the algorithm presented in this paper, the Gaussian kernel is used in two fundamentally different ways: 1) to detect image structures at multiple scales and 2) in weighted regression analysis, to find the coarse-scale variations within the forest scene. Fig. 2 (a) shows a lightly Gaussian smoothed subimage of the intensity image.
C. Detection of Structures at Multiple Scales
A crucial issue in our algorithm is the detection of significant image structures that can be used by the subsequent processes. Detecting and analyzing image structures at inappropriate scales tends to produce meaningless results [20] . We identify significant image structures by searching for scale-space extrema, i.e., points that are local extrema both in the spatial and scale domain, of [16] . The graph of the normalized Laplacian is called the scale-space signature of the bright blob (a detailed mathematical definition of a blob, bright or dark, is given in [19] ), and it is based on normalized image derivatives (e.g., ). It can be shown that an ideal Gaussian blob with characteristic radius assumes a maximum of its signature at a scale proportional to the radius of the blob. Thus, when several blobs of different sizes are present in the image within the ROI, their mean scale-space signature represents the best single scale for discriminating the majority of the blobs. Two additional scales, one smaller and one larger, are defined in order to capture blobs of notably smaller and larger sizes. All blobs from the scale-space interval between the small and large scales , with step-length 0.25 along axis, are detected and sorted in descending order according to their blob strength at the current scale. The segments (single bright blobs with a local maximum and where ) corresponding to the strongest blobs are marked in an image until there is no more image area for the weaker remainder (Fig. 2) . The so-called dark background comprises all remaining pixels. The automatically estimated optimal values (pixel units) for the three images (Image 1-3) were 1.45, 1.65, and 2.12, respectively. These values correspond to a mean radius of the bright blobs (tree subcrowns) on the ground of 1.16, 1.32, and 1.70 m, respectively.
At this stage, a number of features of interest are recorded for each detected segment: a label number , area (pixels), ( ) coordinates of the centroid, blob strength, and mean gray-level. The subsequent coarse-scale image estimation is focused on the gray-levels of the detected objects; the dark background regions are excluded from the analysis used to develop correction factors. However, the correction factors are applied to versions of the segments that have been expanded to include the neighboring dark background areas by applying a 3-4 distance transform (3-4 DT) [21] to identify the closest segment for each dark pixel. The final image within the ROI is thus completely covered [ Fig. 2(c) ], and every pixel is assigned a unique segment number. Using this new image and the correction factors developed from the original smaller segments, a restored image can be created that is unaffected by the dark (typically underexposed) background.
D. Pairwise Spatial and Gray-Level Affinity of Image Structures
The detected and grown segments are viewed as a digital space [13] , which covers the spatial domain of the ROI. We refer to the elements of as segments or image structures. A digital space (
) is a pair, where in our case is the set of detected and grown segments, and is a symmetric binary relation on such that is connected under . A real-value picture over the digital space ( ) is a triple ( ), and the function maps into the real numbers. A general fuzzy affinity function on a digital space ( ) is a function , i.e., it assigns a real value to each pair of segments (not necessarily adjacent). The basic idea with this general affinity formulation is that the affinity value indicates our degree of confidence that two segments in a pair belong to the same class of tree species in the image. Two kinds of image information are used in defining the total affinity function: the spatial distance between the segments and the gray-level similarity of their means.
The Euclidean distance between the centroids of any two segments defines a spatial fuzzy relation (defined in [0, 1]), , in a set [22] that is a fuzzy subset of (2) The symbol denotes the membership function of the fuzzy subset, and are all detected segments (tree crowns or subcrowns). The membership function is defined by a simple but very useful exponential form with a scaling parameter (3) where is the Euclidean distance between the two centroids (labeled and ) of the th spatial fuzzy relation. In our special case, the relation is not reflexive, because we define for an object . The values of the spatial fuzzy relations between a particular segment and its neighbors are normalized in order to sum to one. The local scale parameter (4.0 m on the ground) influences the extent of the local neighborhood (a similar approach is described in [20] ).
Using the value of the spatial fuzzy relation as a weight on each pair of segments and an expression based on their absolute gray-level difference gives the final total fuzzy affinity function (4) where is the mean of segment . 
E. Image Variables of Individual Segments
Two different types of dependent image variables and an independent image variable are estimated for each segment and its local neighborhood. The first dependent variable is based on the pairwise affinity function, as described above, and it is defined as the mean value of all pairs in a local neighborhood, made up of the current segment and nearby neighbors. The second dependent variable is simply the mean triple of the IHS image of each segment at a fine scale (lightly smoothed at ). The coarse-scale image variable, the mean coarse-scale gray-level of each segment, serves as the independent variable in the subsequent regression analysis.
F. Coarse-Scale Intensity Image
The intensity image within the ROI is viewed as a single object, or in other words, like a single bright blob. The intensity values are usually irregularly distributed, even at coarsescales, due to the complex reflectance phenomenon of the forest. Therefore, a locally fitted 2-D second-order regression procedure was chosen in preference to a global model for this complex reflectance image. The regression technique minimizes problems associated with the outer scale [19] , i.e., the finite size of the image within the ROI. The problem is then to estimate the parameters for a locally adapted model (combined with some smoothing technique) of the intensity image, in order to produce a coarse-scale image.
For each segment, the coarse intensity value is estimated through a regression analysis of the mean intensity value of each segment within a window that defines a local region. The window sizes (pixel units) were not significantly different for the three images: 200, 230, and 210, respectively. In order to weight close segments over more distant segments in the regression, a measurement error term, based on the inverse of a large Gaussian kernel ( window size), was applied to each segment. This modification to the regression analysis ensures a smoothly varying surface, without abrupt changes when the mask is shifted to a neighboring segment. Fig. 3 shows the coarse-scale image of the running example, overlaid by approximate isocontours, which connect individual segments. 
G. Regression Analysis and Correction Factors
The image variables discussed in Section III-E will lead to two different types of correction factors derived from inversion of third-order regression functions. In principle, the functions are indirectly (first type) or directly (second type) based on the mean values of the segments. It has been reported that for tree species classification, simple mean multispectral values of the tree crowns perform almost as well as more advanced definitions of individual tree crown signatures [23] . This suggests that image correction of the mean value per individual segment is a reasonable approach for this paper.
The first type of regression function is estimated from the relationship between the local affinity value of the segments as the dependent variable and the corresponding coarse-scale intensity level as the independent variable (Fig. 4) . The second type of function describes the relationship between the fine-scale variations in each IHS-band and the coarse-scale intensity (Fig. 5) . As with the coarse-scale regressions, a measurement error term is introduced into the regression analysis. In this case, the inverted number of data points for each position of the indepen-dent variable is used as a measurement error, in order to minimize the influence of outliers.
The first function (first type) is an indicator of where the image is optimally exposed, because the affinity measure should be minimal in those areas. Hypothetically, the image should be normalized to the optimally exposed areas. The second type of function (second type) was thus normalized relative to the first one. The coarse-scale intensity (independent variable) where the affinity measure was minimal was proposed to be the coarsescale gray-level where the second type of function should be assigned a value of 1.0. In fact, the fine-scale and coarse-scale mean gray-levels of the objects are highly correlated. Thus, an overexposed area in the middle of the image is brighter than the optimally exposed area. On the other hand, it is desirable that the optimally exposed areas have correction factors of about 1.0. It is for this reason that some objects are identified as overexposed and, consequently, are assigned correction factors less than 1.0, while other objects are classified as underexposed and are assigned factors greater than 1.0.
IV. METHODS FOR STATISTICAL ASSESSMENT OF THE RESTORED RGB IMAGES
For the first two images (Image 1 and 2), 45 individual trees were randomly selected from the ground reference data. The sampling was based on a stratification of the magnitude of the total correction factor. Three strata were defined (15 trees per stratum) covering the ground reference area, with a range per stratum of 0.1 on the total correction factor. From the third image (Image 3), 36 individuals were selected (12 trees per stratum). A smaller sample was selected for Image 3 because fewer individuals were available per stratum. The three samples are denoted Sample 1-3, respectively, in the text.
Three sets of analysis of variance (ANOVA) were performed on the values for each band within the forest images. The first analysis was a "full" ANOVA model, including Species (Yellow poplar versus White oak), Individual nested within Species, Method (corrected versus uncorrected), Method Species interaction, and the Method Individual interaction as effects in the model. To obtain a set of observations, 25% of all pixels within each tree crown were randomly selected. The Method Individual term was expected to be statistically significant, since the vignette correction differentially affects individuals in different parts of the image. We were interested in whether the correction process might differentially affect the two species (the Method Species effect). The Species main effect was a test of whether the two tree species differed in those bands, and the Method main effect determined whether the correction process affected the mean values for each band.
The second set of ANOVAs used the same dependent variables described above ( in bands 1, 2, and 3), but examined the Species effect separately for uncorrected and corrected images. Individual nested within Species was retained in the ANOVA. If the correction process increased our ability to detect species differences, we would expect an increase in the statistic associated with the Species term in the model (and, hence, a lower , the probability of committing a Type I statistical error).
In the third analysis, the restored aerial images were statistically assessed for their ability to discriminate White oak (Quercus alba) from Yellow poplar (Liriodendron tuliperifera) in terms of descriptive properties of the population of pixels within tree crowns. Six different dependent variables were calculated per image band (RGB-bands), each observation of a variable being related to each individual tree crown (rather than individual pixels) in the ground reference data. The variables used were mean digital number (MeanX, where X is a notation for one of the image bands: Red, Green, or Blue), standard deviation of the digital numbers (StDevX), skewness (SkewX), and kurtosis (KurtX) (relative flatness) of the individual tree-based histogram and median (MedX) and modal (ModeX) digital number of the same histogram. ANOVA was performed to determine whether species differed in terms of these variables. Separate analyses were performed for uncorrected and corrected images from each date in order to determine whether correction increased (and decreased ), associated with the Species effect. Elevated statistics would imply that the correction process improved our ability to detect species differences.
V. RESULTS
In this section, the results from the ANOVA are presented. Significant values ( ) and trends ( ) are shown. Fig. 6 shows the green band (shown in grayscale) of the corrected image of the running example to illustrate the nature of the image being analyzed.
A. Full Analysis of Variance on Pixels
As expected, the correction process differentially affected individuals in different parts of the image (Method Individual interaction; Table I ). The correction process did not differentially affect the two species, however, in any of the images (no Method Species interaction). The vignette correction did influence mean values in every band in every image. In this particular set of images, the tree species difference among bands was greatest in Image 2 (significant species difference for bands 1 and 2). Notable also was the fact that individual trees (within TABLE I  RESULT OF FULL ANOVAS ON PIXELS PARTITIONED IN THREE IMAGE BANDS (DN1-DN3) species) consistently varied in all images (a significant Individual (Species) effect).
B. Partial ANOVA on Pixels
A comparison of the Species effect in uncorrected and corrected images in general showed enhanced ability to discriminate between the two tree species with image correction (Table II) . In Image 1, the Species effect went from being not significant without correction to a "trend" ( ) with correction. Although the other bands were both not significant in Image 1, increased, suggesting an improvement in the ability to discriminate the two species. In Image 2, where the species difference was greatest in the full analysis (described above), increased values with vignette correction resulted in greater confidence in the species differences in all three bands (though only and were statistically significant). Finally, in Image 3, in two bands, image correction actually depressed already low values, but for , increased such that there was a strong trend toward a species difference that was not evident without correction ( ).
C. Partial ANOVA on Individuals
The effect of vignette correction on our ability to distinguish the two species from one another depended on the dataset examined. In Image 1, 14 of 18 values increased with vignette correction (Table III) . If the expected change in is a 9-of-18 increase and 9-of-18 decrease, then a -test (equivalent to chi-square) shows that there was a trend toward increased incidence of higher 's with correction ( ). For three variables (StDevRed, ModeRed, and ModeBlue), species differed significantly in the corrected image, but were not different in the uncorrected image. For one variable (ModeGreen), a trend was evident with correction, but not with the uncorrected image. In several variables (StDev Green, SkewGreen, KurtGreen, StDevBlue), the species differences were significant with and without correction, but the level of confidence in those differences increased with correction. In Image 2, the image showing the largest species differences overall, 15 of 18, had higher values with correction than without (Table III) , which is statistically significant according to the -test ( ). For most of these variables, the species differences were clear with or without correction, but again, the confidence in those differences was greater after correction. In Image 3, only 9 of 18 (50%) showed increased 's with correction (Table III) . This is obviously not significant, since it is equal to expected. Nevertheless, for two variables (StDevGreen, MeanBlue), there was a trend toward species differences detected with correction that were not evident in the uncorrected image. 
VI. DISCUSSION
The estimation of the coarse-scale image in Fig. 3 is crucial for our image correction method. The idea is to capture the local trend in the image and avoid the influence of individual trees. Defining the ROI is an important step in estimating the coarse-scale image; image edge effects are visible if the ROI includes nonforested areas. Furthermore, close to the edge of the ROI, the window contains about half as many tree crown segments compared to the central part of the ROI. At corners, this data subset is reduced to about 25%, which means that these corrected values are usually not reliable.
The affinity measure was estimated only in the I-band. It is possible to perform the same type of operation on the H-and S-bands. However, in our images, the affinity values were very similar across the entire H-and S-bands, and thus the correction factors were not found to vary much.
The first two images (Image 1 and 2) were optimally exposed somewhere within the ROI, which means that they both had a local minimum in the graph of the estimated local affinity measure (Fig. 4) . Unfortunately, the whole Image 3 appeared to be overexposed, which resulted in a graph with an almost straight line with a positive slope. Therefore, for Image 3, the leftmost point on this line was treated as the coarse-scale intensity value where the image correction factor was assigned a value of one (i.e., assumed to be the optimally exposed area). To avoid the edge effects discussed above, a half percentage (0.5%) of the darkest pixels in the coarse-scale image were omitted in the program prior to the analysis. However, Image 3 showed some color artifacts after correction, which suggests that our method does not perform well on overexposed images. Furthermore, in the overexposed Image 3, the trees appear larger due to the lack of shadows within the canopy, which resulted in a larger value.
In examining the statistical analyses in toto, it is clear that the correction algorithm generally improves our ability to separate species using the pixel values in the image. This makes intuitive sense, since real differences between species could have been obscured by the falloff in values near the edge of the uncorrected image. This consequence of vignette correction therefore means that effectively useful information is recovered by the application of the algorithm.
An interesting element of the analysis in Section V-C was the variety of dependent variables that differed between species. Characteristics such as skewness and kurtosis differed between species, suggesting that we should explore these distributional characteristics of pixel values as well as means for our future classification schemes of individual trees.
In Section V-A, the "Individual" effect quantified whether there was individual-to-individual variation (within species) in the image bands. This was always significant, suggesting that trees do vary significantly in their "phenospectral" signature within species. This compares the mean of individuals within species to each other, nothing else about the values. This is partly due to the fact that the Lambertian scattering behavior [1] is not valid here, because trees are not perfectly diffuse reflectors, i.e., do not appear equally bright when viewed from all directions.
It should be emphasized that for the vignette correction algorithm to work, the image should meet the basic requirements of correct exposure and the presence of some spectral variations in the canopy. Image 3 was not correctly exposed, and therefore the results were much less strong than those of the other two images. The less satisfactory results for Image 3 underline the importance of carrying out a visual evaluation of the image quality prior to application of the vignette correction procedure, to ensure that the image meets the basic requirements.
VII. CONCLUSION
Although high-resolution satellite imagery is now available, digital aerial imagery will remain an attractive option because of its low cost and the high degree of operative control on image acquisition. Mosaics of digital aerial imagery are plagued by vignette and other illumination effects. In this paper, we have presented a method for correcting vignette effects, using an approach based on a multiscale analysis of image structures. One of the strengths of our approach is that the scales for the image structures are chosen automatically. Our empirical image restoration method is capable of improving the image for tree species classification if there is information in the image that can be recovered. If species differentiation is limited, the correction method appears not to harm the image. The individual tree-based statistics skewness and kurtosis in different image bands might be used for tree species classification.
