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Abstract
The work done in this thesis is related to the project 3DStrain the overall objec-
tive of which is to develop a generic framework for the parietal and regional tracking
of the left ventricle and to adapt it the 3D + t cardiac imaging modalities used in
clinical routine (3D ultrasound, SPECT, cine MRI).
We worked on the parietal motion and myocardial deformation. We made the
state-of-the-art on motion estimation approaches in general and on methods applied
to imaging modalities in clinical practice to quantify myocardial deformation taking
into account their speciﬁcities and limitations. We focused on tracking methods
that optimize the similarity between the intensities between consecutive images of
a sequence to estimate the spatial velocity ﬁeld. They are based on the assumption
of the invariance of image gray level (or optical ﬂow) and regularization terms are
used to solve the aperture problem.
We proposed a regularization term well suited to physical and physiological pro-
perties of myocardial motion. The advantage of the proposed approach relies on its
ﬂexibility to estimate the dense ﬁeld of myocardial motion on image sequences over
the cardiac cycle. Motion is estimated while preserving myocardial wall discontinui-
ties. However, the data similarity term used in our method is based only on the
intensity of the image. It properly estimates the displacement ﬁeld especially in the
radial direction as the movement of circumferential twist is hardly visible on cine
MRI in short axis view, the data we used for performing the experiments.
To make the estimation more robust, we proposed a dynamic evolution model
for the cardiac contraction and relaxation to introduce the temporal constraint of
the dynamics of the heart. This model helps to estimate not only the dense ﬁeld of
myocardial displacement, but also other parameters of myocardial contractility (the
contraction phase and asymmetry between systole and diastole) in variational data
assimilation formalism.
Automatic estimation of deformation and myocardial contractibility (the strain,
phase and asymmetry) was validated against the cardiological and radiological ex-
pertise (Dr Elisabeth Coupez and Dr Lucie Cassagnes, CHU Clermont-Ferrand)
ii
through semi-quantitative scores of contraction called Wall Motion Score (WMS)
and Wall Thickening Index (WTI). The proposed method provides promising re-
sults for both motion estimation results and the diagnosis indices for evaluation of
myocardial dyskinesia.
In order to gain in robustness and accuracy, it is necessary to perform the mea-
surement of strain and indices of myocardial contraction precisely inside endocar-
dial and epicardial walls. Therefore, we conducted a collaborative work with Kevin
Bianchi, another PhD student on the project 3DStrain and we proposed a method
of coupling of myocardial segmentation by deformable models and estimation of
myocardial motion in a variational data assimilation framework.
iii
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Chapitre 1
Introduction Générale
Cette thèse se rapporte au projet 3DSstrain ayant pour objectif général de mettre
au point un formalisme générique pour le suivi pariétal et régional du ventricule
gauche et de l’adapter aux modalités d’imagerie cardiaque 3D+t utilisées en routine
clinique (échographie 3D, tomoscintigraphie synchronisée, ciné IRM). La quantiﬁ-
cation des déformations myocardiques par le strain cardiaque, a récemment prouvé
son intérêt diagnostique, mais également pronostique, en cardiologie. Toutefois son
interprétation reste délicate du fait de la nature relative des indices. L’objectif cli-
nique du projet 3DStrain est celui d’apporter des réponses sur la notion de normalité
des indices de strain pour aider à leur interprétation.
Le cadre méthodologique utilisé dans la thèse est celui des approches variation-
nelles continues, qui permettent d’intégrer des termes statiques pour la segmenta-
tion, mais aussi de prendre en compte la dimension temporelle des séquences. Le
suivi dynamique a été envisagé de façon non seulement régionale avec une estima-
tion dense du champ de déplacement dans le myocarde sur une séquence d’images
cardiaques, mais aussi pariétal par une détection des parois endocardiques et épi-
cardiques au cours du temps.
Notre formalisme de suivi régional comporte plusieurs aspects innovants : i) il
comprend un problème de transport paramétrique qui ne suppose pas l’invariance
de niveau de gris du ﬂot optique sur tout le cycle, mais par morceaux séparément
sur la systole et la diastole ; cette formulation présente l’avantage de fournir deux
paramètres de contraction du myocarde (la phase et l’asymétrie du cycle) ; ii) le
problème de transport, mal posé par nature, a été résolu par l’ajout d’un terme
de régularisation adapté à la discontinuité du champ de déplacement aux parois
myocardiques ; iii) l’estimation de déplacement a été couplée à la segmentation des
parois myocardiques en utilisant l’approche d’assimilation de données variationnelle.
Ce manuscrit est composé six chapitres principaux.
Le second chapitre, présente le contexte médical et applicatif de la thèse, en
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donnant des éléments sur la structure du myocarde, sa fonction et les maladies qui
peuvent l’aﬀecter, les diﬀérentes modalités d’imagerie cardiaque dynamique, un état
de l’art sur l’analyse et la quantiﬁcation des déformations du myocarde et enﬁn, il
explicite le protocole de validation de nos algorithmes.
Le troisième chapitre présente la technique de simulation des données synthé-
tiques utilisées pour l’évaluation des algorithmes.
Le quatrième chapitre est consacré à l’état de l’art en estimation de mouve-
ment en général, suivi du cinquième chapitre sur l’estimation des mouvements
et des déformations myocardiques par approche variationnelle, et en particulier le
terme de régularisation non linéaire développé.
Le sixième chapitre introduit le formalisme d’assimilation de données varia-
tionnelle pour calculer le strain cardiaque et les paramètres temporels de la contrac-
tion.
Le septième chapitre étudie le couplage entre la segmentation et le mouvement
par assimilation de données.
Le mémoire se termine sur une conclusion générale et les perspectives amenées
par ce travail.
2
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D’après la publication récente de l’organisation mondiale de la Santé (OMS) 1,
7,4 millions de personnes dans le monde meurent chaque année à cause de maladies
cardiovasculaires (MCVs). Cela fait des maladies cardiovasculaires la première cause
de mortalité dans le monde. Par exemple, en Europe, les maladies cardiovasculaires
provoquent 46 fois plus de décès que le SIDA, la tuberculose ou le paludisme réunis
(WHO, 2014).
Avec le développement de nouvelles techniques d’imagerie, telle que l’imagerie par
résonance magnétique (IRM), les cliniciens et les chercheurs ont maintenant les outils
nécessaires pour surveiller et évaluer la répercussion des maladies cardiovasculaires,
1. The top 10 causes of death, sur http ://www.who.int/mediacentre/factsheets/fs310/en/
5
Chapitre 2
et des procédures eﬃcaces pour la prise en charge et le traitement des patients
peuvent être conçues.
Dans ce chapitre, nous passons brièvement en revue l’anatomie cardiaque, les
diverses maladies qui peuvent aﬀecter sa fonction, les principales techniques d’ima-
gerie qui ont été développés pour le diagnostic de patients atteints de maladies
cardiovasculaires. Puis, nous préciserons le protocole de validation des algorithmes
développés et enﬁn, la motivation et les objectifs de la thèse.
2.1 Anatomie et Fonctionnement Cardiaque
2.1.1 Structure du cœur
Le cœur est un organe contractile de forme conique de l’appareil circulatoire. Il
mesure environ 13 centimètres de long sur 8 centimètres de large et son poids varie
entre 250 et 350g. Il est logé à l’intérieur de la cage thoracique et bordé latéralement
par les poumons. Son extrémité inférieure, nommée apex, pointe vers le bas en
direction de la hanche gauche et repose sur le diaphragme, à la hauteur du cinquième
espace intercostal.
Le cœur lui-même est composé de quatre chambres (Fig. 2.1). Il s’agit des deux
oreillettes (gauche AG et droite AD) et des deux ventricules (gauche VG et droit
VD). Il est constitué de deux parties fonctionnellement et anatomiquement diﬀé-
rentes, dénommées cœur droit et gauche. La première s’occupe de la petite circula-
tion (ou circulation pulmonaire), c’est-à-dire d’éjecter le sang veineux appauvri vers
les poumons pour qu’il se charge en oxygène. La seconde a en charge la grande circu-
lation (ou circulation systémique) qui consiste à éjecter le sang venant des poumons
vers le réseau artériel pour alimenter le corps en oxygène (Hall, 2011).
2.1.2 Electrophysiologie Cardiaque
Le muscle cardiaque (le myocarde) est constitué de cellules musculaires appelées
myocytes. Elles mesurent généralement de 10 − 20μm en diamètre et 50 − 100μm
en longueur. La jonction entre myocytes adjacents, appelé disque intercalé, permet
à des impulsions électriques de se propager d’une cellule à l’autre, ce qui fait que le
myocarde se comporte comme une feuille électriquement continue.
6
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Figure 2.1 – Anatomie du cœur montrant le cœur droit et le cœur gauche qui fonc-
tionnent de manière synchrone pour envoyer le sang dans la circulation pulmonaire
et générale. Les ﬂèches dans la partie bleue représentent le sang pauvre en oxygène
et celles dans la partie rouge le sang riche en oxygène. Image modiﬁée à partir de
http ://www.healthhype.com/what-is-cardiac-output.html.
Figure 2.2 – Représentation du cycle cardiaque. Image extraite de Wikipédia.
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La contraction du cœur est initiée par le nœud sino-auriculaire (SA) qui agit
comme un stimulateur cardiaque, dictant la fréquence cardiaque. Le nœud est com-
posé de myocytes qui génèrent un potentiel électrique environ une fois par seconde,
excitent les cellules auriculaires adjacentes et génèrent une onde de dépolarisation
se propageant à travers les deux oreillettes pour déclencher la systole auriculaire.
L’impulsion électrique atteint alors le nœud auriculo-ventriculaire (AV) dans le
septum auriculaire (la paroi qui sépare les deux oreillettes). L’impulsion est retardée
par le nœud AV permettant aux oreillettes de terminer leur contraction avant que
les ventricules soient activés. L’impulsion électrique se déplace alors vers le bas le
long d’un faisceau étroit de ﬁbres de conduction appelé faisceau de His qui se sépare
en deux parties, pour l’activation du VG d’une part et celle du VD d’autre part.
Le faisceau de His se termine par le réseau de Purkinje, qui se trouve dans le sous-
endocarde et distribue instantanément l’impulsion électrique aux cellules actives du
myocarde (Fig. 2.3).
2.1.3 Cycle Cardiaque
Le sang veineux en provenance du reste du corps vers le cœur s’écoule de façon
continue à partir des veines caves supérieure et inférieure dans l’oreillette droite,
tandis que le sang oxygéné pénètre dans les poumons à partir de l’oreillette gauche
par les veines pulmonaires. Lorsque la pression dans l’oreillette devient supérieure à
la pression dans les ventricules, les valves auriculo-ventriculaires (AV) s’ouvrent et le
sang pénètre dans les ventricules. Quand les ventricules sont remplis à environ 80%,
les oreillettes se contractent et propulsent plus de sang dans les ventricules terminant
le remplissage ventriculaire. Cette étape de remplissage ventriculaire s’appelle la
diastole (Fig. 2.2).
Après une très courte pause (∼ 0, 1s), les ventricules se contractent : c’est la
systole. La pression dans les ventricules augmente rapidement et dépasse la pression
de l’oreillette, entraînant la fermeture des valves AV retenues par les muscles papil-
laires. La contraction augmente la pression ventriculaire au-delà de celle de l’aorte et
de l’artère pulmonaire. Cela entraîne l’ouverture des valves aortiques et pulmonaires
et le sang est éjecté sous pression du ventricule droit (VD) dans le circuit pulmonaire
et du ventricule gauche (VG) dans le circuit systémique. Lorsque la pression dans le
ventricule redevient inférieure à celle de l’artère pulmonaire et de l’aorte, les valves
aortiques et pulmonaires se ferment. Lorsque la pression ventriculaire est inférieure
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Figure 2.3 – (a) Système de conduction cardiaque avec le nœud sino-auriculaire
(1), le nœud auriculo-ventriculaire (2), le faisceau de His (3) ; (b) Diagramme de
rythme cardiaque - ECG (électrocardiogramme). Images extraites de Wikipédia ; (c)
Circulation coronaire. Image extraite de www.docteurclic.com.
à la pression de l’oreillette, les valves AV s’ouvrent, les ventricules se remplissent à
nouveau et le cycle se répète.
2.1.4 Circulation Coronaire
Le cœur reçoit l’énergie dont il a besoin de la circulation coronaire (Fig. 2.3(c)),
qui provient de cinq grandes branches : l’artère coronaire principale gauche (ACG),
l’artère coronaire droite (ACD), l’artère antérieure gauche descendante (AGD), l’ar-
tère circonﬂexe gauche (CxG), et l’artère interventriculaire postérieure (IVP). L’ACD
et l’ACG proviennent de l’aorte, tandis que l’AGD et la CxG proviennent de l’ACG
quand elle se divise en deux. L’IVP découle de l’ACD pour environ 90% de la po-
pulation humaine et de la CxG dans 10% des cas.
Le débit sanguin provenant des artères coronaires irrigue le myocarde par les
vaisseaux qui pénètrent dans l’épaisseur des parois des ventricules. L’occlusion d’une
artère coronaire peut engendrer la mort cellulaire du territoire myocardique corres-
pondant ; celle de l’ACG est beaucoup plus grave que pour les autres artères, car
elle bloque la totalité de l’approvisionnement en sang du VG.
2.1.5 Maladies Cardiovasculaires
Dans son rapport (WHO, 2014), l’OMS révèle que la plus grande proportion de
décès résultant des MCVs est due à la maladie coronarienne (MC). L’athérosclérose
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des artères coronaires peut conduire à un rétrécissement du calibre artériel appelé
sténose. Il s’agit de l’accumulation de dépôts lipidiques dans les parois des artères
qui limite l’apport d’oxygène vers le myocarde. Cette hypoperfusion peut se traduire
par une ischémie et une perte partielle de la fonction cardiaque s’accompagnant
d’anomalies dans le déplacement des parois ventriculaires.
Parmi les MCVs, un certain nombre sont d’origine non ischémique. On peut
citer par exemple la cardiomyopathie hypertrophique (CMH), la cardiomyopathie
dilatée (CMD), la cardiomyopathie arythmogène du ventricule droit (CAVD) et la
cardiomyopathie restrictive (CMR). Le lecteur intéressé par plus de détails pourra
se référer à (Hullin et al., 2003).
2.2 Modalités d’Imagerie Cardiaque Dynamique
Comme nous l’avons vu dans la section précédente, le cœur peut être aﬀecté
par de nombreuses maladies qui diminuent sa capacité à pomper le sang vers le
reste du corps. Pour évaluer l’eﬃcacité d’un traitement particulier de manière non
invasive, des images du cœur doivent être acquises en premier lieu aﬁn que diﬀérents
paramètres fonctionnels puissent être mesurés. Dans cette section, nous examinons
brièvement les modalités d’imagerie dynamique utilisées pour visualiser la cinétique
cardiaque.
2.2.1 Echocardiographie - US
L’échocardiographie ou imagerie Ultrasonore (US) est une modalité d’imagerie
en particulier utilisée pour diagnostiquer le cœur en mouvement. Cette modalité est
relativement peu coûteuse, sûre et non invasive, et suﬃsamment portable pour que
les diagnostics puissent être réalisés au lit du patient. Le principe de base de cette
imagerie repose sur le fait que les ondes ultrasonores, générées par un transducteur
piézoélectrique, se propagent à travers les tissus en étant dispersées par les structures
traversées. Les signaux réﬂéchis ou rétrodiﬀusés sont détectées et leur amplitude
traitée aﬁn de reconstruire des coupes ou des volumes de la structure des objets.
En plus de la visualisation de l’anatomie, l’imagerie ultrasonore peut également
être utilisée pour évaluer la fonction au moyen de mesures de la vitesse d’écoulement
du sang et des vitesses myocardiques (imagerie Doppler).
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Echocardiographie Conventionnelle
L’acquisition de données pour l’imagerie échocardiographie classique se fait de
trois façons diﬀérentes. La forme la plus simple de l’imagerie ultrasonore est basée
sur le principe impulsion-écho où le transducteur est utilisé en tant que récepteur
immédiatement après l’émission d’une impulsion sinusoïdale. C’est ce qu’on appelle
l’échocardiographie mode A (amplitude). On obtient ainsi une mesure de la puis-
sance des signaux réﬂéchis dans le corps en tant que fonction de la profondeur. En
mode B (intensité), un réseau linéaire (resp. matriciel) de transducteurs balaye
séquentiellement un plan (resp. un volume), pour donner une image 2D (resp. 3D)
du signal rétrodiﬀusé. Si cette séquence rapide d’émission-réception en mode B est
répétée au cours du temps, alors le mouvement d’une structure à l’intérieur du corps
peut être mesuré par rapport à la position du transducteur. Ce mode de visualisa-
tion est connu comme le mode M (pour le mouvement). Il est largement utilisé en
imagerie cardiaque et imagerie cardiaque fœtale.
Imagerie Doppler
L’échographie Doppler est basée sur l’eﬀet Doppler. La fréquence des ondes ul-
trasonores réﬂéchies est modiﬁée si l’objet réﬂéchissant se déplace (la fréquence ré-
ﬂéchie devient plus élevée si l’objet se déplace vers le transducteur et inférieure si
au contraire l’objet s’en éloigne). Ce changement de fréquence peut être utilisé pour
mesurer la vitesse à laquelle l’objet se déplace.
La principale limitation de l’imagerie US est la diﬃculté d’obtenir des images
dont le contraste soit reproductible. En échocardiographie conventionnelle 2D, une
image de la structure et du mouvement du cœur est formée à partir de plusieurs
acquisitions 2D orientées selon des plans de coupe diﬀérents.
Ceci peut conduire à des diagnostics erronés comme les images acquises sont sub-
jectives et dépendent de l’opérateur. En outre, les procédures de suivi sont diﬃciles
à réaliser car la position de la sonde ne peut pas être reproduite avec précision d’un
examen à l’autre. Les développements récents en échocardiographie 3D [REF] ont
le potentiel de fournir des visualisations 3D en temps réel de la structure du cœur
et de surmonter certaines des limites de l’échographie classique en 2D.
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Figure 2.4 – L’amplitude du signal (mode A) est convertie en intensité lumineuse
(ligne B). Il est alors possible d’explorer une ligne de tir au cours du temps (mode
M) ou bien diﬀérentes lignes de tir dans des directions balayant un plan (mode 2D).
Image extraite de (Tilmant, 2004).
2.2.2 Imagerie de Médecine Nucléaire - SPECT & PET
En imagerie de médecine nucléaire, l’acquisition de données se fait en adminis-
trant une molécule de traceur (une molécule contenant un isotope radioactif instable)
au patient. La molécule est ﬁxée par les organes du corps lors des processus métabo-
liques. La détection des photons gamma émis par le traceur permet de reconstruire
des cartes de la concentration du traceur dans le corps au cours du temps. Deux
types d’imagerie peuvent être eﬀectués en fonction de la molécule de traceur utilisée.
Tomographie d’Emission Monophotonique - SPECT
Le SPECT (Single Photon Emission Computed Tomography) repose sur l’émis-
sion de photons gamma par le radionucléide utilisé. Le principal marqueur monopho-
tonique est le 99mTc, qui est un produit de ﬁliation métastable de la désintégration
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de 99Mo en 99Tc en émettant un seul photon de 140 keV, avec une demi-vie de 6
heures. Les photons émis sont détectés en utilisant un cristal de scintillation couplé
à un tube photomultiplicateur. Comme la source de photons émis a une distribution
inconnue, les photons gamma doivent être collimatés mécaniquement par l’intermé-
diaire d’une plaque de plomb épaisse avec des trous cylindriques. Les informations de
la ligne obtenue peuvent ensuite être utilisées pour reconstituer la distribution de la
molécule de traceur dans le corps par un procédé de reconstruction tomographique.
Figure 2.5 – Acquisition d’images SPECT. Le patient est allongé sur une table en
translation par rapport aux détecteurs, appelés gamma caméras, qui sont en rotation
autour de la table. Images extraites de Wikipédia.
L’imagerie SPECT est utilisée pour localiser et évaluer l’étendue de l’ischémie
myocardique résultant d’une maladie coronarienne. Elle fournit une carte 3D de la
perfusion sanguine du myocarde. Dans les examens dits de stress-repos, deux cartes
de perfusion du myocarde sont acquises pour chaque patient, une pendant que le
patient est au repos et une autre pendant que le patient exerce un eﬀort.
L’ischémie, l’infarctus et le tissu normal peuvent être discriminés par comparai-
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son des images de stress et de repos :
Normal
Si les distributions d’intensité dans les cartes de perfusion sont normales à la
fois pour les images de stress et de repos, alors l’état du myocarde est normal.
Ischémique
Si la distribution d’intensité dans les cartes de perfusion du stress est faible,
mais normale dans la carte de perfusion de repos, alors le myocarde est isché-
mique.
Infarctus
Si les distributions d’intensité à la fois au stress et au repos sont faibles, alors
le myocarde présente un infarctus.
Tomographie par Emission de Positons - PET
Dans la tomographie par émission de positons (PET), une molécule traceur conte-
nant un radionucléide tel que le 18F est utilisée. Le 18F se désintègre en émettant
un positron, et a une demi-vie de 109 minutes. Le positron est émis très rapidement
(∼ 10−9 secondes), et à quelques millimètres de son origine, s’annihile au contact
d’un électron en produisant de deux photons gamma d’énergie 511 keV dans des
directions opposées.
La collimation n’est pas nécessaire pour l’imagerie PET comme des informations
sur l’origine de l’émission peuvent être déduites du fait qu’elle doit se trouver sur
la ligne reliant les positions des deux photons détectés en anticoïncidence dans une
fenêtre temporelle très courte. Le PET est également plus sensible que le SPECT
comme il n’y a pas des photons absorbés par un collimateur, mais un scanner PET
est également quatre fois plus coûteux à exploiter qu’un scanner SPECT. Deux
domaines d’application clinique ont vu le jour pour l’imagerie PET. Tout d’abord,
il peut être utilisé pour détecter, localiser et décrire les pathologies coronariennes ;
d’autre part, il peut être utilisé pour identiﬁer le myocarde lésé, mais viable, de
manière similaire au SPECT.
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2.2.3 Imagerie par Résonance Magnétique - IRM
IRM de Marquage Tissulaire
Le tissu myocardique dans le corps peut être marqué par la modiﬁcation de
ses propriétés d’aimantation qui est persistante, même en présence de mouvement.
En mesurant le déplacement du tissu marqué, les champs de déformation dans le
myocarde peuvent être reconstruits. L’IRM de marquage tissulaire ou tagging est
actuellement considérée comme la méthode de référence en ce qui concerne la me-
sure de la déformation myocardique régionale. Il s’agit d’une technique de tatouage
du myocarde par un motif prédéﬁni (lignes ou grilles), ces marquages sont ensuite
suivis lors d’une séquence de ciné IRM permettant ainsi de quantiﬁer la déformation
myocardique régionale par des valeurs quantitatives telles que le strain.
Figure 2.6 – Exemple de séquence de tagging (a) et de ciné IRM (b) en petit axe
(en haut) et grand axe (en bas) en télédiastole (à gauche) et en télésystole (à droite).
La technique repose sur la perturbation de l’aimantation dans le myocarde en
utilisant une séquence d’impulsions radio-fréquence (RF) de saturation avant l’ac-
quisition d’images avec une séquence d’imagerie ciné classique. Comme le myocarde
conserve la connaissance de la perturbation de l’aimantation, le mouvement du myo-
carde peut être suivi pendant la systole. Finalement, le tagging peut être résumé en
3 étapes :
1. Un motif de saturation est marqué sur le tissu myocardique grâce à des im-
pulsions RF appropriées,
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2. Une séquence d’images par résonance magnétique nucléaire de type ciné IRM
est acquise avec des lignes de saturation persistantes,
3. Une étape de post-traitement exploite le mouvement des lignes de saturation
pour étudier le mouvement du myocarde.
Zerhouni et al. (1988) ont été les premiers à appliquer la technique du tagging
à l’étude de la fonction systolique myocardique en utilisant une excitation sélective
par RF aﬁn de produire quelques plans de saturation parallèles à l’intérieur de la
paroi cardiaque. Une avancée a ensuite été réalisée grâce au développement de la
méthode spatial modulation of magnetization (SPAMM) par Axel and Dougherty
(1989).
Cette technique a permis l’application des lignes de tatouage dans 2 directions
orthogonales qui, combinées, forment une grille de tatouage tissulaire. Le principal
problème de cette technique est que les lignes de tags s’estompent au cours de la
séquence du fait de la relaxation T1. Pour minimiser cet eﬀet, des implémentations
ont été proposées telles que la méthode CSPAMM (complementary spatial modu-
lation of magnetization). Elle repose sur l’acquisition de deux images utilisant la
technique SPAMM, mais présentant un déphase de 180 degrés l’une par rapport
à l’autre. Les données acquises sont ensuite soustraites l’une à l’autre permettant
ainsi une meilleure persistance des lignes de tags tout au long de l’acquisition, ainsi
qu’une augmentation du contraste entre le sang et le myocarde (Chandrashekara,
2004; Ernande, 2011).
Ciné IRM
Le ciné IRM est une technique d’acquisition d’images se référant à des séquences
permettant d’observer la cinématique cardiaque. Il devient de plus en plus la moda-
lité de choix pour l’analyse de la fonction myocardique, du fait d’un certain nombre
d’avantages par rapport aux autres techniques d’imagerie. Elle est sûre, non invasive
et produit des images 3D+t de l’anatomie et de la physiologie du cœur avec une
bonne résolution spatiale (2×2mm) et temporelle (30 à 40ms) dans des orientations
arbitraires. Le principal écueil de cette imagerie réside dans le fait que les coupes
d’un volume ne sont pas acquises simultanément et le sont sur des apnées indé-
pendantes du patient. Il en résulte d’éventuels décalages entre les coupes qui sont
souvent espacées de 2 à 10mm (usuellement 10 à 15 coupes contiguës en petit axe
pour couvrir l’intégralité des ventricules). En routine clinique, on acquiert en général
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3-4 coupes petit axe et 2-3 coupes grand axe, pour limiter le temps d’acquisition.
L’anisotropie des données est un véritable problème pour pouvoir les traiter comme
un véritable volume.
La ciné IRM permet de quantiﬁer la fonction cardiaque de manière aussi bien
globale (estimation de la fraction d’éjection) que locale, en visualisant le déplacement
et l’épaississement des diﬀérents secteurs du myocarde et ses anomalies. Il permet
aussi de visualiser la morphologie du cœur, les volumes et les masses.
2.3 Analyse des Déformations Myocardiques
Dans cette section, nous allons donner une revue globale sur l’étude des défor-
mations du myocarde, en particulier celles du ventricule gauche. Nous aborderons
quelques aspects techniques d’imagerie ultrasonore et par résonance magnétique
pour mesurer des paramètres quantitatifs de déformation myocardique régionale
tels que le déplacement (vitesse et déplacement myocardique) et la vitesse de défor-
mation (strain et strain rate) de la paroi myocardique.
2.3.1 Architecture et Fonction Myocardique
La contraction cardiaque est liée à un ensemble de déformations complexes du
myocarde, qui est constitué de diﬀérentes couches musculaires, elles-mêmes compo-
sées de ﬁbres myocardiques (Fig. 2.7). La fonction du myocarde est caractérisée par
un épaississement et un amincissement de la paroi myocardique au cours du cycle
cardiaque.
Elle résulte de la structure des ﬁbres myocardiques organisées de façon complexe
en spirale autour de la cavité ventriculaire gauche : les ﬁbres les plus internes et les
plus externes ont une orientation longitudinale, tandis que les ﬁbres à mi-paroi ont
plutôt une orientation circonférentielle et cette organisation varie de la base à l’apex
et entre les diﬀérentes parois (Donal, 2007).
La disposition des ﬁbres myocardiques est responsable d’une déformation systo-
lique tridimensionnelle complexe pouvant être simpliﬁée en un épaississement radial
correspondant à la contraction du myocarde vers le centre de la cavité cardiaque en
coupe petit axe, un raccourcissement longitudinal correspondant à un raccourcisse-
ment des ﬁbres myocardiques qui aboutissent au rapprochement de l’anneau mitral
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Figure 2.7 – Structure du ventricule gauche : ﬁbres myocardiques (a,b) avec la
géométrie du myocarde (1), vue de haut en petit axe (2), vue apicale (3) et vue
frontale en grand axe (4). Image d’Asclepios/INRIA.
Figure 2.8 – Représentation schématique des mouvements myocardiques : référen-
tiel local radial, longitudinal et circonférentiel (a) ; orientation des ﬁbres dans la
région épicardique (en trait continu), dans la région endocardique (en pointillés)
(b) ; torsion du ventricule gauche au cours du cycle cardiaque (ED = télédiastole,
ES = télésystole) (c). Image de Rüssel et al. (2009).
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et de l’apex, un raccourcissement circonférentiel de la paroi myocardique et un mou-
vement de torsion dans le sens anti-horaire pour l’apex et dans le sens horaire pour
la base (Fig. 2.8).
2.3.2 Paramètres de Déformations du Myocarde
Déplacement
La vélocité myocardique représente une distance parcourue par unité de temps,
habituellement exprimée en cm/s. Le déplacement myocardique est l’intégrale tem-
porelle des vélocités d’un temps de départ t0 à un temps t, exprimé en cm.
L’évaluation de la fonction systolique myocardique régionale par les paramètres
de déplacement présente des limites. Tout d’abord, ils sont inﬂuencés par l’ensemble
des mouvements cardiaques que sont la contraction du segment étudié, mais égale-
ment la contraction des segments adjacents ou la translation du massif cardiaque
à l’intérieur du thorax. De plus, ces paramètres étant, dans la grande majorité des
cas, mesurés par méthode Doppler, la dépendance des mesures vis-à-vis de l’angle
de tir des ultrasons rendent celles-ci diﬃcilement accessibles pour certains segments.
L’utilisation des paramètres d’analyse de la déformation myocardique régionale que
sont le strain et le strain rate permet de pallier certains de ces problèmes (Ernande,
2011).
Déformation myocardique - strain
Le strain est un paramètre sans unité physique représentant la déformation d’un
objet par rapport à sa forme originelle. Le strain est souvent exprimé en pourcentage
de modiﬁcation par rapport à la dimension originelle et peut s’écrire comme suit :
ε = L−Lo
L
où ε représente le strain, L0 la longueur initiale de l’objet et L sa longueur
après déformation. Par convention, le strain est déﬁni comme une valeur positive
lorsque la distance entre les points mesurés augmente, alors que le raccourcissement
est déﬁni par un strain négatif.
En 2D, on distingue 3 diﬀérents types de strain selon la déformation myocardique
qu’ils caractérisent :
1. Le strain radial qui exprime l’importance de l’épaississement des parois myo-
cardiques du ventricule gauche en systole par un strain positif,
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2. Le strain longitudinal qui exprime l’importance du raccourcissement des
ﬁbres myocardiques de la base vers l’apex, en systole, par un strain négatif,
3. Le strain circonférentiel qui exprime la diminution du périmètre du ventri-
cule gauche en systole par un strain négatif.
Pour chaque strain calculé, on s’intéresse à la valeur du pic, le plus souvent télésys-
tolique (négatif pour le strain longitudinal et circonférentiel, positif pour le strain
radial), correspondant à la déformation maximale au cours de la systole.
Figure 2.9 – Représentation schématique des relations existant entre strain myo-
cardique, vélocité et déplacement.
Figure 2.10 – Mesure du strain 2D systolique par speckle tracking chez un sujet
sain. strain radial = 40%, strain longitudinal = −20% et strain circonférentiel =
−20%. Image extraite de Donal (2007).
Le strain rate est calculé à partir du gradient de vélocité spatial instantané au
niveau d’un segment myocardique (Fig. 2.11). L’intégration des valeurs de strain
rate permet le calcul du strain (Fig. 2.9). L’imagerie de strain et strain rate a été
validée en tant que technique précise pour l’évaluation de la fonction myocardique
chez l’animal, et son implication clinique a été établie dans de nombreuses études
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Figure 2.11 – Aﬃchage des 17 segments myocardiques en représentation polaire
de type bull’s eye (à gauche) et leur aﬀectation (à droite) sur le myocarde avec
les territoires associés à l’artère antérieure gauche descendante, à l’artère coronaire
droite, et à l’artère coronaire circonﬂexe gauche. Image de A. Michaud, MD - Imaios.
(Yip et al., 2003; Ernande, 2011).
Les déformations myocardiques ou strain peut être représentées en chaque point
par le tenseur de champ de vitesse comme suit :
E = 12
[
∇v + (∇v)T + (∇v)T∇v
]
(2.1)
où v est le champ de vitesse et ∇v son Jacobien. Chaque composante de E reﬂète la
variation relative de longueur dans une direction. Étant donné que ces entrées sont les
dérivées spatiales des composantes de v, elles dépendent du système de coordonnées,
qui doit s’adapter à la forme du ventricule gauche, aﬁn que chaque composante du
strain soit anatomiquement signiﬁcative. En 3D, le système de coordonnées radiale,
circonférentielle et longitudinale est choisi et le tenseur de champ de vitesse estimé
est projeté sur chacune de ces coordonnées.
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2.3.3 Méthodes de Mesure de Déformations Myocardiques
Doppler Tissulaire
L’imagerie du strain et du strain rate (SR) myocardique multidirectionnel est un
outil non invasif de quantiﬁcation précise de la fonction et de la contractilité myo-
cardiques. Initialement le strain et le SR ont été mesurés en Doppler Tissulaire
(DTI). Le DTI est une technique qui consiste en l’adaptation du système Doppler
aux caractéristiques acoustiques du signal provenant de la paroi myocardique, dont
les vélocités sont très nettement inférieures à celles du sang et l’intensité du signal
bien supérieure.
Le Doppler tissulaire en mode bidimensionnel présente l’avantage d’une résolu-
tion temporelle élevée, mais présente plusieurs limites. Premièrement, comme toute
méthode Doppler, il dépend de l’angle d’incidence du faisceau ultrasonore sur la
région étudiée. Ensuite, il existe une limitation liée au mode de recueil des vitesses :
les images représentent la projection de vecteurs vitesse d’un espace à 3 dimen-
sions, sur la direction du faisceau ultrasonore, c’est-à-dire une information à une
dimension. L’information de vitesse pariétale visualisée sur les images DTI est donc
partielle. Enﬁn, la dernière limite du DTI est qu’il ne distingue pas les mouvements
myocardiques actifs des mouvements passifs.
Speckle Tracking
Le Speckle Tracking est une nouvelle méthode proposée pour s’aﬀranchir des
défauts du Doppler tissulaire. Cette technique utilise l’imagerie de second harmo-
nique en niveaux de gris et repose sur le suivi image par image de petits éléments
appelés marqueurs acoustiques (ou speckle), spéciﬁques d’une région d’intérêt et
dont l’apparence est peu modiﬁée d’une image à l’autre. Ce speckle est la résultante
de la diﬀusion et de la réﬂexion du faisceau ultrasonore dans le tissu myocardique.
Le Speckle Tracking repose sur l’algorithme de Block Matching fondé sur diﬀé-
rents critères de similarité entre images (intercorrélation normalisée ou non, somme
des écarts absolus ou somme des écarts quadratiques), permettant de suivre des
motifs dans l’image. L’exécution de cet algorithme nécessite au préalable une seg-
mentation semi-automatique endocardique et épicardique. Le speckle présent dans
des régions de 20 à 30 pixels de myocarde segmenté est suivi image après image. Un
vecteur vitesse est attribué à chaque speckle par l’algorithme, puis les déplacements
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et les déformations du myocarde peuvent être déduits.
La méthode de Speckle Tracking fournit de nombreux avantages par rapport au
Doppler tissulaire. Tout d’abord, elle ne dépend pas de l’angle d’incidence du faisceau
ultrasonore, elle donne une analyse bidimensionnelle, voire tridimensionnelle, des
déformations, et enﬁn elle assure une meilleure reproductibilité (Yip et al., 2003;
Donal, 2007; Ernande, 2011).
IRM de Marquage Tissulaire - IRM tagging
Le mouvement régional et la déformation segmentaire du myocarde peuvent être
appréciés par une simple analyse visuelle des images ciné avec tagging myocardique.
Mais l’analyse non subjective réalisée à l’aide de logiciels de post-traitement permet
de réellement tirer parti de telles séquences avec une mesure quantitative de la fonc-
tion régionale. En eﬀet, le motif de marquage permet intrinsèquement d’encoder le
mouvement ; à partir de la mesure de la déformation du motif de marquage et le
calcul du champ de mouvement, on peut calculer des indices de déformation ou de
contrainte mécanique d’une même région du myocarde, tout en prenant en compte
le mouvement global au cours du cycle cardiaque. La diﬀérence fondamentale des
mesures de la fonction régionale obtenue avec ces techniques avancées, comparative-
ment à celles faisables sur les séquences ciné, relève de la précision et reproductibilité
des mesures : non seulement la fonction régionale pourra être mesurée dans l’épais-
seur même de la paroi myocardique (diﬀérentiation des régions sous-endocardique
et sous-épicardique), mais la mesure est toujours faite au sein d’une même région,
puisque l’on est capable de la suivre malgré son déplacement.
L’analyse est désormais grandement facilitée par des logiciels tels qu’inTag (dé-
crit dans la suite) qui permet l’extraction automatique des contours, le tracking du
marquage (dans l’espace fréquentiel) et le calcul de la déformation. Les résultats
fournis consistent en des images paramétriques (codage couleur ou représentation
de vecteurs de déformation) de paramètres standard : déformation radiale, circonfé-
rentielle ou longitudinale, déplacement et rotation. Malheureusement, la technique
de tagging myocardique se limite à la résolution spatiale du tatouage avec une dis-
tance inter-tags qui ne peut descendre en dessous de 5mm au risque de disparaitre
rapidement, alors même que l’on souhaiterait une résolution de l’ordre du pixel (1
à 2mm) (Croisille, 2012).
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2.4 Protocole de Validation
2.4.1 Introduction
La méthodologie d’évaluation des algorithmes du ﬂot optique se fait à travers
des indices d’erreur d’estimation de mouvement entre l’image de référence et l’image
déformée. Les deux mesures d’erreur suivantes sont en général calculées.
Erreur Angulaire
Il s’agit de l’angle entre le champ de déplacement réel et le champ de déplacement
estimé par la méthode à évaluer (Barron et al., 1994; Baker et al., 2007, 2011b). Pour
cela, on doit disposer d’un jeu de données d’images dont on connait le champ de
déplacement a priori ou bien on crée un jeu d’images synthétiques en déformant
l’image à l’instant t par un champ déplacement simulé pour avoir l’image déformée
à l’instant t+1 et on calcule le champ entre ces deux images par la méthode à évaluer
(cf. exemple Fig. 3.9). L’erreur angulaire est calculée par la formule suivante :
Errang =
1
n
n∑
i=1
arccos
(
1.0 + ve.vc
‖1.0 + ve‖‖1.0 + vc‖
)
, (2.2)
où ve est le champ estimé, vc le champ réel et n représente le nombre total de pixels
dans la région d’intérêt considérée.
Erreur Relative en Amplitude
L’erreur relative en amplitude (Kima et al., 2005) est calculée comme l’écart en
amplitude entre le champ de déplacement estimé théorique, ramené sur l’amplitude
du champ théorique :
Errvel =
1
n
∑n
i=1 |‖ve‖ − ‖vc‖|
‖vc‖ . (2.3)
2.4.2 Logiciel inTag
Le logiciel inTag est un plugin entièrement intégré dans OsiriX 2. Il est construit
à partir de la méthode SinMod qui extrait le mouvement sur une séquence d’images
2. OsiriX est un logiciel de traitement d’images pour le plateforme Mac OS X.
(http ://www.osirix-viewer.com/).
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cardiaques de type IRM de marquage tissulaire (Arts et al., 2010). L’intensité de
l’image dans l’environnement de chaque pixel est modélisée comme le déplacement
d’un front d’onde sinusoïdale.
Le déplacement est estimé à une précision subpixellique. SinMod peut gérer des
étiquettes de ligne, ainsi que du speckle. En image de synthèse (tags espacés de
six pixels), il a été montré que les déplacements sont détectés avec une précision
inférieure à 0.02 pixel.
Caractéristiques et Utilisation du Logiciel inTag
Le logiciel inTag traite des séquences d’IRM de marquage tissulaire avec grille
ou lignes d’étiquettes, en petit ou grand axe. L’utilisateur démarre le logiciel en
spéciﬁant le modèle de tag, l’orientation de coupe et le temps approximatif de ﬁn
de systole (ES) et inTag calcule automatiquement le champ de mouvement.
Ensuite, l’utilisateur déﬁnit un masque initial pour le calcul automatique des
contours endocardique et épicardique. Un modèle masse-ressort surfacique est utilisé
pour modiﬁer interactivement le résultat de la segmentation initiale.
Les nombres de couches (endo-, mi-, épicardique) et de secteurs du myocarde sont
aussi déﬁnis par l’utilisateur pour les faire correspondre à la segmentation AHA (Fig.
2.11).
Représentation des Résultats par inTag
Le logiciel inTag calcule les champs de déplacement et le strain 2D (composante
radiale et circonférentielle), l’amplitude du mouvement et son orientation) et les
représente sous la forme de cartes paramétriques polaires de type bull’s eye, avec
des possibilités de superposition d’images dans les fenêtres d’OsiriX.
2.4.3 Acquisition et Prétraitement des Données Cliniques
Nous avons utilisé des séquences de ciné IRM standard et de marquage tissulaire
acquises pour 47 patients. L’IRM faisait partie d’un protocole standard d’analyse
du myocarde post-infarctus. Les séquences d’IRM ont été acquises avec un système
Siemens Avanto 1.5T et une séquence ciné truﬁsp en vue petit axe, avec et sans
marquage. Le nombre d’images dans les deux séquences varie de 17 à 33 avec une
taille d’image de 208× 256. Comme les référentiels des acquisitions n’étaient pas les
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Figure 2.12 – Environnement du logiciel inTag avec visualisation des champs de
déplacement estimés.
mêmes pour les images ciné et de marquage tissulaire, les séquences ont d’abord été
recalées dans l’espace (deux points sélectionnés manuellement dans le milieu de la
cavité du VG et au point d’insertion du VD pour centrer et réorienter les images),
puis interpolées dans le temps pour obtenir le même nombre d’images (Fig. 2.15).
La précision de la procédure de recalage estimée à quelques millimètres suﬃt pour
la comparaison de valeurs en moyenne sur les secteurs angulaires AHA standards
(Cerqueira et al., 2002; Pereztol-Valdés et al., 2005).
2.4.4 Indices de Contractilité Segmentaire en Clinique
Nous avons fait aussi une analyse statistique pour comparer nos résultats à l’ex-
pertise médicale via les indices qualitatifs fournis par la cardiologue et radiologue
(Dr Elisabeth Coupez et Dr Lucie Cassagnes). Il s’agit du Wall Motion Score IRM
(WMS) et de Wall Thickening (WT).
Pour information, elles ont fait un score de 1 à 5 en WMS pour coter le dé-
placement segmentaire comme suit : 1 = normal ; 2 = diminution modérée ; 3 =
diminution sévère ; 4 = absence de mouvement ; 5 = dyskinésie. Concernant le WT
pour des raisons de sens et aﬁn d’éviter la multiplication des données elles n’ont que
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Figure 2.13 – Environnement Logiciel inTag avec visualisation des contours détec-
tés automatiquement.
Figure 2.14 – Représentation du strain circonférentiel d’inTag par des graphiques
de type multi-box et par des cartes paramétriques polaires.
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relevé la présence vs. absence d’épaississement (1 vs. 0 ; si il y a épaississement il y a
du muscle ; donc la distinction épaississement normal / diminué avait peu de sens).
Figure 2.15 – Procédure pour la validation avec les données cliniques.
2.5 Motivation et Objectifs de la Thèse
Dans ses travaux, Tilmant (2004) a proposé une méthode de suivi pariétal dans
les séquences d’échocardiographie par contours actifs implicites. Il s’agit d’un outil
de segmentation automatique permettant de délimiter le myocarde aﬁn d’estimer
des déplacements moyens par secteur. Un champ dense a été estimé dans le muscle
cardiaque en exploitant l’équation de continuité. La segmentation n’est pas direc-
tement couplée au mouvement, elle sert seulement de masque pour faire la mesure
des déplacements.
Cette approche proposée a donné au clinicien une visualisation nouvelle du dé-
placement local du myocarde en superposant un champ vectoriel à l’image. Mais
plus encore, il a été possible de détecter des troubles de contraction segmentaire par
analyse statistique du déplacement local et d’analyser la contractilité.
Tilmant (2004) a conclu qu’une meilleure solution serait de traiter la segmen-
tation et l’estimation de déformation du myocarde comme deux problèmes couplés
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pour gagner en robustesse et en précision. Pour mener à bien ce projet, nous avons
modélisé l’équation gouvernant la contraction et relaxation du myocarde, le champ
de déplacement et la segmentation du myocarde ont été traité simultanément dans
un formalisme d’assimilation de données variationnelle.
Notre objectif principal est de trouver une méthode pour l’estimation dense des
déplacements avec des termes de régularisation adaptés, qui servira au couplage avec
les parois myocardiques, pour produire un résultat cohérent et robuste vis-à-vis des
variations de contraste des images.
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Dans le processus d’évaluation et de validation de nos algorithmes, nous avons
opté pour l’utilisation de jeux de données simulées par l’équation de transport d’une
part et les résultats fournis par le logiciel inTag décrit au chapitre 2 pour les données
cliniques d’autre part. Dans cette section, nous allons examiner en détail l’équation
de transport communément appelée équation d’advection.
3.1 Equation de Transport
L’équation de transport est une équation très connue et très souvent traitée dans
la littérature de l’analyse numérique appliquée à la dynamique de ﬂuide. Elle décrit
le mécanisme de transport de la matière ou de propriétés conservées par un ﬂuide
en mouvement. Le mouvement du ﬂuide est décrit mathématiquement comme un
champ de vecteurs, et le matériau transporté est généralement décrit comme étant
un scalaire de la concentration de substance contenue dans le ﬂuide.
A cet égard, l’équation de transport peut servir d’outil de simulation de données
synthétiques pour évaluer la performance des algorithmes d’estimation de mouve-
ment.
Le modèle général de l’équation de transport dans un système de coordonnées
cartésiennes est donné par la relation suivante :
∂ϕ
∂t
+ ∇.(ϕv) = 0, (3.1)
où v = (u, v, w)T est le vecteur vitesse en 3D, ∇. l’opérateur de divergence et ϕ un
scalaire conservé, transporté par le champ de déplacement connu v. Le développe-
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ment de l’équation (3.1) conduit à la nouvelle équation suivante :
∂ϕ
∂t
+ v.∇ϕ + ϕ∇v = 0. (3.2)
Dans le cas d’un écoulement incompressible, comme ∇v = 0, l’équation (3.2) de-
vient :
∂ϕ
∂t
+ v.∇ϕ = 0. (3.3)
3.1.1 Résolution de l’Equation de Transport
Prenons l’exemple de l’équation de transport suivante dans un espace à une
dimension :
⎧⎪⎪⎨
⎪⎪⎩
∂ϕ
∂t
+ v∂ϕ
∂x
= 0, (t, x) ∈ R+∗ × R,
ϕ(t = 0, x) = ϕ0(x), x ∈ R,
(3.4)
où le vecteur vitesse de transport v et les conditions initiales ϕ0 sont connus. La
fonction ϕ est discrétisée sur domaine borné (en espace et en temps) (x, t) ∈ [0, T ]×
[0, L] (voir Figure 3.1) : seules les valeurs ϕi,j sur les nœuds (xi, tj) seront considérées.
ϕi,j = ϕ(xi, tj) = ϕ(ix, jt), i = 0, . . . ,m et j = 0, . . . , n, (3.5)
où x = L/m et t = T/n représentent les pas spatial et temporel respectivement.
Dans la suite, ϕi,j sera remplacé par ϕji pour simpliﬁer la notation.
Approximation de dérivées par la méthode des diﬀérences ﬁnies
La résolution numérique de l’équation (3.3) passe par l’obtention d’une approxi-
mation correcte des dérivées spatiales et temporelles par diﬀérences ﬁnies. D’après
la formule du développement limité de Taylor :
f(x + x) = f(x) +
n−1∑
h=1
f (h)(x)(x)
h
h! + f
(n)(x + θx)(x)
n
n! , (3.6)
où 0 < θ < 1 et f (h) dénote la hième dérivée de f .
Comme le dernier terme est d’ordre (x)n, l’équation (3.6) peut être réécrite
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Figure 3.1 – Grille du domaine espace-temps échantillonné.
sous la forme :
f(x + x) = f(x) +
n−1∑
h=1
f (h)(x)(x)
h
h! + O((x)
n). (3.7)
L’approximation explicite de la dérivée temporelle ϕt s’obtient en utilisant le
développement de Taylor de ϕ en (xi, tj + t) :
ϕ(xi, tj + t) = ϕ(xi, tj) + (ϕt)i,jt + O((t)2). (3.8)
Pour simpliﬁer l’écriture, on peut utiliser la notation (3.5) :
ϕi,j+1 = ϕi,j + (ϕt)i,jt + O((t)2). (3.9)
A partir de l’équation (3.9), on peut en déduire (ϕt)i,j comme suit :
(ϕt)i,j =
ϕi,j+1 − ϕi,j
t + O(t). (3.10)
Ainsi donc, l’approximation de la dérivée temporelle de ϕ, communément appelée
diﬀérence ﬁnie à droite ou forward approximation en anglais, avec une erreur de
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l’ordre de t, est de la forme :
(ϕt)i,j ≈ ϕi,j+1 − ϕi,jt . (3.11)
La dérivée spatiale de ϕ par forward approximation avec une erreur de troncature
de l’ordre de x est donnée par la relation suivante :
(ϕx)i,j ≈ ϕi+1,j − ϕi,jx . (3.12)
A partir du développement de Taylor des expressions ϕ(xi, tj − t) et ϕ(xi −
x, tj), on obtient l’approximation des dérivées temporelle et spatiale de ϕ, com-
munément appelée diﬀérence ﬁnie à gauche ou backward approximation :
(ϕt)i,j ≈ ϕi,j − ϕi,j−1t , (3.13)
(ϕx)i,j ≈ ϕi,j − ϕi−1,jx .
La diﬀérence ﬁnie dite centrée de la dérivée temporelle de ϕ peut être obtenue
en combinant les développements de Taylor des expressions ϕi,j+1 et ϕi,j−1 :
ϕi,j+1 = ϕi,j + (ϕt)i,jt + (ϕtt)i,j (t)
2
2! + (ϕttt)i,j
(t)3
3! + O((t)
4), (3.14)
ϕi,j−1 = ϕi,j − (ϕt)i,jt + (ϕtt)i,j (t)
2
2! − (ϕttt)i,j
(t)3
3! + O((t)
4). (3.15)
En soustrayant l’équation (3.15) de l’équation (3.14), on arrive à la nouvelle
équation de la forme :
ϕi,j+1 − ϕi,j−1 = 2(ϕt)i,jt + O((t)3). (3.16)
Ainsi donc, la dérivée temporelle de ϕ par approximation centrée avec une erreur
de l’ordre de (t)3 est donnée par :
(ϕt)i,j ≈ ϕi,j+1 − ϕi,j−12t . (3.17)
La dérivation par approximation centrée de la dérivée spatiale de ϕ se fait de la
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même façon que la dérivée temporelle :
(ϕx)i,j ≈ ϕi+1,j − ϕi−1,j2x . (3.18)
Il est très important de noter que l’erreur de troncature dans l’approximation par
diﬀérence ﬁnie centrée de la dérivée première de ϕ est en O(t)2. Cela implique que
l’approximation centrée est plus précise que les approximations forward et backward
dont les erreurs de troncature sont en O(t).
Approximation sur 3 points de grille
Les schémas de discrétisation précédents par diﬀérences ﬁnies utilisent les valeurs
d’une fonction sur deux points de la grille (Figure 3.2). Toutefois, une formule im-
pliquant plusieurs noeuds de la grille peut être construite à l’aide du développement
de Taylor :
ϕi,j+2 = ϕi,j + (ϕt)i,j2t + (ϕtt)i,j2(t)2 + (ϕttt)i,j (2t)
3
3! + O((t)
4). (3.19)
ϕi,j−2 = ϕi,j − (ϕt)i,j2t + (ϕtt)i,j2(t)2 − (ϕttt)i,j (2t)
3
3! + O((t)
4). (3.20)
En prenant quatre fois l’équation (3.14) moins l’équation (3.19), on obtient
l’approximation forward sur trois points de la dérivée temporelle du premier ordre
de la fonction ϕ :
4ϕi,j+1 − 3ϕi,j − ϕi,j+2 = (ϕt)i,j2t + O((t)3), (3.21)
(ϕt)i,j =
4ϕi,j+1 − 3ϕi,j − ϕi,j+2
2t + O((t)
2). (3.22)
Ainsi, la dérivée temporelle du premier ordre de ϕ par approximation forward
sur la grille s’écrit comme suit :
(ϕt)i,j ≈ 4ϕi,j+1 − 3ϕi,j − ϕi,j+22t . (3.23)
La dérivée spatiale de ϕ par approximation forward sur trois points de la grille
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Figure 3.2 – Diﬀérence ﬁnie par deux points de grille. La valeur de la fonction au
point rouge se calcule à partir des valeurs aux points noirs.
se calcule de la même manière :
(ϕx)i,j ≈ 4ϕi+1,j − 3ϕi,j − ϕi+2,j2x . (3.24)
En prenant quatre fois l’équation (3.20) moins l’équation (3.15), on obtient la
dérivée temporelle du premier ordre de la fonction ϕ par approximation backward
sur trois points de la grille :
(ϕt)i,j =
−4ϕi,j−1 + 3ϕi,j + ϕi,j−2
2t + O((t)
2), (3.25)
(ϕt)i,j ≈ −4ϕi,j−1 + 3ϕi,j + ϕi,j−22t . (3.26)
La dérivation spatiale de ϕ par approximation backward sur trois points de la
grille se fait par analogie :
(ϕx)i,j ≈ −4ϕi−1,j + 3ϕi,j + ϕi−2,j2x . (3.27)
A noter que le calcul de dérivée par les approximations de diﬀérences ﬁnies à
l’aide des valeurs de trois points de grille correspond à une erreur de troncature en
O((t)2).
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Approximation sur 4 points de grille
On peut appliquer les diﬀérentes combinaisons des équations (3.14), (3.15), (3.19)
et (3.20) pour calculer la dérivée temporelle et spatiale du premier ordre de la
fonction ϕ par les diﬀérences ﬁnies forward et backward sur quatre points de grille.
Par exemple en prenant moins deux fois l’équation (3.15) moins l’équation (3.19)
plus six fois l’équation (3.14), on obtient l’approximation de la dérivée temporelle
du premier ordre de la fonction ϕ par diﬀérence ﬁnie forward utilisant les valeurs de
4 points de la grille :
−ϕi,j+2 + 6ϕi,j+1 − 2ϕi,j−1 = 3ϕi,j + 6(ϕt)i,jt + O((t)4), (3.28)
(ϕt)i,j ≈ −ϕi,j+2 + 6ϕi,j+1 − 3ϕi,j − 2ϕi,j−1t . (3.29)
Par analogie, l’équation (3.20) moins six fois l’équation (3.15) plus deux fois
l’équation (3.14) conduit à la dérivée première temporelle de ϕ par approximation
backward sur quatre points de grille :
ϕi,j−2 − 6ϕi,j−1 + 2ϕi,j+1 = −3ϕi,j + 6(ϕt)i,jt + O((t)4), (3.30)
(ϕt)i,j ≈ ϕi,j−2 − 6ϕi,j−1 + 3ϕi,j + 2ϕi,j+16t . (3.31)
Les calculs des dérivées spatiales du premier ordre de ϕ par approximation for-
ward et backward sur quatre points de grille peuvent être obtenus de la même manière
et conduisent aux formules suivantes :
(ϕx)i,j ≈ −ϕi+2,j + 6ϕi+1,j − 3ϕi,j − 2ϕi−1,jx , (3.32)
(ϕx)i,j ≈ ϕi−2,j − 6ϕi−1,j + 3ϕi,j + 2ϕi+1,j6x . (3.33)
Il est à remarquer que le calcul des dérivées temporelle et spatiale du premier
ordre par des approximations forward etbackward sur quatre points de grille conduit
à une erreur de troncature en O((t)3).
38
Chapitre 3
3.1.2 Solution Upwind de l’Equation de Transport
La solution numérique de l’équation (3.3) obtenue en utilisant les approxima-
tions des dérivées temporelles et spatiales précédentes est connue sous le nom de
schéma décentré (ou schéma upwind en anglais). Le schéma décentré est du pre-
mier, deuxième ou troisième ordre, selon que le nombre de points de la grille spatiale
d’approximation est deux, trois ou quatre respectivement.
En utilisant le schéma upwind du premier ordre, la solution de l’équation (3.3)
est :
ϕj+1i =
⎧⎪⎨
⎪⎩
ϕji − v tx(ϕji+1 − ϕji ) si v  0,
ϕji − v tx(ϕji − ϕji−1) si v < 0.
(3.34)
Le schéma upwind du second ordre s’obtient par l’approximation de la dérivée
spatiale sur trois points de grille :
ϕj+1i =
⎧⎪⎨
⎪⎩
ϕji − v t2x(−4ϕji−1 + 3ϕji + ϕji−1) si v  0,
ϕji − v t2x(4ϕji+1 − 3ϕji − ϕji+1) si v < 0.
(3.35)
En utilisant l’approximation de la dérivée spatiale sur quatre points de grille, la
solution de l’équation de transport conduit au schéma upwind du quatrième ordre :
ϕj+1i =
⎧⎪⎨
⎪⎩
ϕji − v t6x(−ϕji+2 + 6ϕji+1 − 3ϕji − 2ϕji−2) si v  0,
ϕji − v t6x(ϕji−2 − 6ϕji−1 + 3ϕji + 2ϕji+2) si a < 0.
(3.36)
Les termes v tx , v
t
2x et v
t
6x peuvent être remplacés par C connu sous le
nom de nombre de Courant. La stabilité de la solution numérique de l’équation de
transport est gouvernée par la condition de Courant Friedrich Lewy (CFL). Il a été
prouvé que, pour l’équation de transport, la condition CFL de stabilité est C  1,
soit t  x|u| , t  2x|u| ou t  6x|u| selon l’ordre du schéma upwind utilisé
(Acunto, 2004).
3.1.3 Implémentation et Discussion
Les schémas upwind (décentrés) du premier (3.34), second (3.35) et du troisième
ordre (3.36) ont été généralisés à une grille de points à deux dimensions x et y et
appliqués à des images.
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Figure 3.3 – Schémas décentrés (upwind) du premier, deuxième et troisième ordres
appliqués sur l’image Roudneﬀ jusqu’à la 200ième itération. De gauche à droite :
image originale, schéma du 1er ordre, schéma du 2ème ordre, schéma du 3ème ordre.
Figure 3.4 – Résultats sur une image d’IRM. Images originales à gauche ; (1.a) et
(1.b) résultats avec le schéma upwind du premier ordre aux 50ème et 100ème itérations
respectivement ; (2.a) et (2.b) résultats avec le schéma upwind du 2nd ordre aux 50ème
et 100ème itérations respectivement ; (3.a) et (3.b) résultats avec le schéma upwind
du 3ème ordre aux 50ème et 100ème itérations respectivement.
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Le schéma décentré du premier ordre nécessite des conditions au bord de type
Dirichlet ou Neumann. Sa mise en œuvre montre que l’image transportée est lissée
avec le nombre d’itérations. Cela signiﬁe que l’intensité de l’objet transporté n’est
pas exactement transportée lors du déplacement.
D’autre part, la mise en œuvre du schéma décentré du second ordre introduit
aussi un problème de bord et l’image diﬀuse au fur et à mesure que le nombre d’itéra-
tions augmente. Le troisième ordre du schéma décentré donne de meilleurs résultats,
sauf dans le voisinage des gradients élevés de l’image transportée. Le problème de
bord introduit par le régime de troisième ordre peut être traité par les conditions
de bords de Dirichlet ou Neumann.
3.1.4 Conclusion
La précision de la solution numérique est améliorée en augmentant le degré de
précision dans l’approximation du terme d’advection. La stabilité des schémas ex-
plicites est assurée par la condition 0  C  1, qui correspond à un pas choisi
tel que 0  atx  1. Cette restriction est connue comme la condition de CFL
(Courant–Friedrichs–Lewy).
Toutefois, les schémas implicites peuvent prolonger l’intervalle de stabilité au-
delà de la condition CFL, mais la solution obtenue souﬀre d’un eﬀet de diﬀusion
numérique très accentué. Ainsi, les schémas explicites donnent de bons résultats,
tout en étant moins coûteux à chaque pas de temps de calcul.
En observant les résultats des ﬁgures (3.3) et (3.4), nous pouvons dire que le
schéma décentré du troisième ordre apparaît comme une version améliorée de celui
du premier ordre. En revanche, nous pouvons remarquer que le second ordre intro-
duit en amont des eﬀets de type rebond. Tkalich (2006) a montré que les schémas
décentrés du deuxième et du quatrième ordres sont trop dispersifs. Comme le schéma
décentré du cinquième ordre et d’ordres supérieurs sont trop complexes, le schéma
upwind du troisième ordre paraît être un bon compromis.
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3.2 Séquences Dynamiques Simulées
Un jeu de données synthétiques a été généré pour évaluer la performance des
algorithmes. Nous avons simulé des séquences synthétiques à partir de deux types
d’images.
En premier lieu, nous avons utilisé comme image initiale de la séquence un tore
dont le niveau de gris varie linéairement avec le rayon (Fig. 3.5). Cette image se veut
une image parfaite qui ne possède que des variations radiales et doit permettre de
retrouver les déplacements radiaux uniquement.
Figure 3.5 – Image synthétique dont le niveau de gris varie linéairement avec la
distance au centre.
En second lieu, nous avons considéré deux images réelles d’IRM comme images
initiales à transporter. La première est une image où l’endocarde est relativement
circulaire et lisse (Fig. 3.6, a). Elle correspond à peu près à la situation précédente,
moyennant le fait que les gradients radiaux de niveau de gris ne sont présents qu’aux
parois du myocarde. La seconde image présente au contraire des irrégularités de
forme au niveau de l’endocarde du fait de la présence de piliers (Fig. 3.6, b).
Pour que le champ de déplacement soit le plus réaliste possible, il présente des
variations temporelles sinusoïdales et comporte à la fois une composante de contrac-
tion radiale et une composante de torsion circonférentielle. Les deux composantes
sont considérées proportionnelles, la composante radiale étant deux fois plus élevée
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Figure 3.6 – Deux images réelles d’IRM avec un endocarde de forme régulière (a)
et irrégulière (b).
que la composante circonférentielle (Fig. 3.7).
Pour simuler des anomalies de contraction, les variations sinusoïdales de dé-
placement sont supposées non homogènes dans l’image. Deux paramètres varient
spatialement, la phase ϕ de la contraction et un paramètre a mesurant l’asymétrie
du cycle cardiaque, c’est-à-dire le rapport systole sur diastole. La nature exacte de
ces deux paramètres sera précisée dans le modèle dynamique (6.3) présenté dans
le chapitre 6 relatif à l’assimilation de données variationnelle. Ils varient de façon
sinusoïdale en fonction de l’angle autour du myocarde : de −π/6 à π/6 pour ϕ et de
0, 4 à 0, 6 pour a.
Dans tous les cas, le schéma upwind du troisième ordre a été utilisé pour résoudre
l’équation de transport. La ﬁgure 3.8 correspond au résultat de simulation pour
l’image synthétique, les ﬁgures 3.10 et 3.11 correspondent aux cas des images réelles
d’IRM présentées ci-dessus (Fig. 3.6).
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Figure 3.7 – Champ de vitesse synthétique réaliste appliqué pour générer les sé-
quences d’images déformées.
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Figure 3.8 – Séquence d’images simulées à partir de l’image 3.5 par le schéma
upwind du 3ème ordre avec un champ de vitesse réaliste (Fig. 3.7).
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Figure 3.9 – Données simulées. (a) Le myocarde segmenté en ciné IRM ; (b) le
champ de déformation simulé ; (c) une grille régulière est superposée sur l’image
initiale de de référence ; (d) la grille déformée en fonction de champ de déformation
superposée à l’image suivante.
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Figure 3.10 – Séquence d’images synthétiques générées à partir de l’IRM de la
ﬁgure (3.6, a) par transport avec un champ de vitesse réaliste (Fig. 3.7).
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Figure 3.11 – Séquence d’images synthétiques générées à partir de l’IRM de la
ﬁgure (3.6,b) par transport avec un champ de vitesse réaliste (Fig. 3.7).
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4.1 Problématique
L’estimation du mouvement dans des séquences temporelles d’images est un des
problèmes fondamentaux en traitement d’images et vision par ordinateur. Ce pro-
blème date plus de trois décennies et ses applications sont nombreuses. Parmi les
domaines d’application concernés, on peut mentionner la robotique et la vision par
ordinateur (par exemple le suivi et la détection d’objet en mouvement, la segmen-
tation d’objets, la mesure de la disparité en stéréovision, la compression d’images
au sens du mouvement), la météorologie (suivi de cellules convectives...), ou encore
la médecine (estimation du mouvement d’organes mobiles...). Ce dernier point fait
l’objet de cette thèse, avec une application à l’imagerie cardiaque dynamique pour
laquelle nous avons vu que l’estimation précise du mouvement et des déformations
est essentielle pour évaluer la fonction myocardique.
Néanmoins, les séquences d’images représentent très souvent la projection de
scènes réelles 3D. Pour cette raison, on peut identiﬁer trois types de mouvements :
le mouvement réel, le mouvement apparent et le mouvement estimé. Le mouvement
51
Chapitre 4
apparent, observé à partir des changements de la distribution spatiale d’intensité
lumineuse, est communément appelé le ﬂot optique. Il est très souvent diﬀérent du
mouvement réel dont il est la projection dans le plan image.
Aﬁn d’obtenir le mouvement estimé, il existe de nombreuses approches dans la
littérature pour résoudre le problème du ﬂot optique. Elles peuvent être divisées en
trois catégories principales, à savoir les méthodes diﬀérentielles locales, les méthodes
diﬀérentielles globales et les méthodes basées sur la phase. Les méthodes associées
ont été introduites par Lucas and Kanade (1981), Horn and Schunck (1981) et Fleet
and Jepson (1990) respectivement. Comme les approches locales et globales qui
s’appuient sur l’hypothèse d’invariance du niveau de gris (cf. prochaine section), la
troisième méthode est aussi fondée sur une hypothèse d’invariance de la phase. Il
existe aussi des méthodes d’estimation de mouvement dites stochastiques (Kervrann
and Heitz, 1996; Chang et al., 1997; Kervrann and Heitz, 1999; Cremers, 2003a,b,c;
Cremers and Schnörr, 2003; Cremers and Soatto, 2003, 2005).
Dans ce mémoire, nous allons nous limiter à l’estimation de mouvement par ap-
proche variationnelle, étant donné que plusieurs études ont montré qu’elles avaient
des performances supérieures (Barron et al., 1994; Baker et al., 2007, 2011b). Elle
repose sur le principe de conservation de l’intensité entre images consécutives sé-
parées par un intervalle de temps court. Dans la suite, le ﬂot optique désigne les
approches fondées sur l’hypothèse d’invariance d’intensité.
4.2 Généralités sur les Méthodes d’Estimation de
Mouvement
Tel que déﬁni par Horn and Schunck (1981), le ﬂot optique est la distribution
des vitesses apparentes de déplacement de l’intensité de l’image. Le ﬂot optique
indique de combien chaque pixel de l’image se déplace entre images consécutives en
2D et de combien chaque voxel se déplace entre volumes consécutifs en 3D (Fig.
4.1). La plupart des approches de ﬂot optique décrites dans la littérature de vision
par ordinateur sont déterministes et reposent sur le principe de la conservation de
l’intensité d’un pixel en mouvement.
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4.2.1 Modèle d’Invariance de l’Intensité
Le mouvement apparent des objets en mouvement dans une scène visuelle peut
être suivi en analysant les variations temporelles de l’intensité projetée sur un plan
bidimensionnel, où x = (x, y) correspond aux coordonnées cartésiennes dans le plan
et t au temps.
Figure 4.1 – Le patch d’intensité I(x, y) de l’ image Ω se déplace de l’instant t
à l’instant t + δt et son intensité devient I(x + uδt, y + vδt), où v = (u, v)T est la
vitesse apparente et (δx, δy) = (uδt, vδt) le déplacement.
Figure 4.2 – Le ﬂot optique vu par un observateur en rotation (dans ce cas, une
mouche). La direction et l’amplitude du ﬂot optique à chaque emplacement sont
représentés respectivement par la direction et la longueur de chaque ﬂèche. Image
extraite de Wikipédia.
Le ﬂot optique correspondant peut être déduit si l’on suppose que l’intensité de
chaque point de l’objet reste constante le long de sa trajectoire, ce qui revient à
annuler la dérivée totale de I(x, y, t) :
I(x + δx, y + δy, t + δt) = I(x, y, t). (4.1)
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Pour les petits déplacements, et en appliquant le développement en série de Taylor
du premier ordre au membre gauche de l’ équation (4.1), on obtient :
I(x, y, t) + δx∂I
∂x
+ δy∂I
∂y
+ δt∂I
∂t
= I(x, y, t), (4.2)
δx
∂I
∂x
+ δy∂I
∂y
+ δt∂I
∂t
= 0.
En divisant l’équation (4.3) par δt et prenant la limite δt → 0, on obtient la
contrainte de l’équation du ﬂot optique (CEFO) suivante :
dx
dt
∂I
∂x
+ dy
dt
∂I
∂y
+ ∂I
∂t
= 0. (4.3)
En utilisant une notation diﬀérente, la contrainte de l’équation du ﬂot optique peut
être écrite sous la forme suivante :
Ixu + Iyv + It = 0, (4.4)
où Ix, Iy et It désignent les dérivées spatiales et temporelles de l’intensité I. L’équa-
tion (4.4) montre que, pour chaque pixel, il n’existe qu’une seule équation à deux
inconnues u et v. Le problème est mal posé, car il existe une inﬁnité de solutions au
problème, qui est connu sous le nom de problème d’ouverture.
Diﬀérentes techniques de régularisation de ce problème mal posé ont été propo-
sées par l’intégration de contraintes supplémentaires a priori à la CEFO (Horn and
Schunck, 1981; Deriche et al., 1995; Cohen, 1993; Cohen and Herlin, 1999; Weickert,
1998; Ju, 1998; Weickert et al., 2006; Baker et al., 2007, 2011b; Brox et al., 2004;
Brox and Malik, 2011; Corpetti, 2002; Ibrahim et al., 2009; Mémin, 2003; Mitiche
and Ayed, 2010; Mitiche and Mansouri, 2004; Tuyisenge et al., 2013a,b).
4.2.2 Autres Modèles d’Invariance
Bien que l’hypothèse d’invariance fonctionne bien dans de nombreux cas, les
algorithmes qui reposent uniquement sur cette condition ne peuvent pas traiter
des séquences d’images où l’intensité varie localement ou globalement au cours du
déplacement des objets. Dans ce cas, il faut trouver des caractéristiques qui soient
invariantes aux modiﬁcations de l’intensité.
Par exemple, en plus de l’hypothèse classique de conservation de l’intensité dans
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le terme d’attache aux données, Brox et al. (2004) et Brox and Malik (2011) ont
proposé d’ajouter l’hypothèse d’invariance du gradient de l’image, qui caractérise
les contours et les détails des objets. En eﬀet, une modiﬁcation globale de l’intensité
fait évoluer les valeurs de niveaux de gris moyens de la séquence d’images. S’il s’agit
d’une variation d’oﬀset et non d’échelle, elle n’aﬀecte pas la pente locale du niveau
de gris et donc pas le gradient. Dans ce cas, les gradients spatiaux de la séquence
d’images peuvent être considérés comme constants pendant le mouvement.
Par ailleurs, la formulation linéaire des hypothèses d’invariance présente l’avan-
tage que l’algorithme de minimisation de l’énergie associée hérite de cette linéarité
et est par conséquent plus facile à résoudre. Cependant, l’approximation linéaire
n’est suﬃsamment précise que si le gradient de l’image varie linéairement le long
du déplacement, ce qui n’est pas généralement le cas, en particulier en présence de
grands déplacements. En principe, la formulation d’origine non linéaire est correcte,
le seul problème est que la minimisation de l’énergie fonctionnelle correspondante
nécessite une résolution numérique plus complexe.
La formulation non linéaire de la CEFO s’écrit comme suit :
‖I(x + v) − I(x)‖2l2 = 0, (4.5)
où ‖.‖l2 dénote la norme L2. La formulation non linéaire de l’invariance de gradient
de l’image est de la forme suivante :
‖∇I(x + v) − ∇I(x)‖2L2 = 0, (4.6)
où ∇ =
(
∂
∂x
, ∂
∂y
)T
désigne le gradient spatial.
La version linéaire de l’invariance de gradient spatial s’écrit comme suit :
⎧⎪⎨
⎪⎩
Ixxu + Ixyv + Ixt = 0,
Iyxu + Iyyv + Iyt = 0.
(4.7)
On peut considérer également les dérivées d’ordre supérieur pour la formulation
des hypothèses d’invariance. A titre exemple, au second ordre, on peut considérer
l’invariance de la matrice Hessienne H2.
‖H2I(x + v) − H2I(x)‖2l2 = 0. (4.8)
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Le Laplacien peut également être utilisé pour formuler l’hypothèse d’invariance par
l’intermédiaire de l’équation suivante :
‖ΔI(x + v) − ΔI(x)‖2l2 = 0. (4.9)
L’invariance de la norme du gradient (4.10), l’invariance de la norme de la hessienne
(4.11), l’invariance du déterminant de la hessienne (4.12) sont également utilisées.
Elles sont données respectivement par les équations suivantes :
(‖∇I(x + v)‖ − ‖∇I(x)‖)2 = 0, (4.10)
(‖H2I(x + v)‖ − ‖H2I(x)‖)2 = 0, (4.11)
(detH2I(x + v) − detH2I(x))2 = 0. (4.12)
Il est donc possible de formuler des hypothèses d’invariance utilisant des dérivés
d’ordre supérieur à deux, mais elles ne seront pas discutées dans le mémoire. On
peut néanmoins s’attendre à une plus grande sensibilité au bruit.
4.2.3 Techniques de Régularisation
En considérant un modèle d’analyse de mouvement qui repose uniquement sur
des hypothèses d’invariance, on voit bien que pour chaque pixel (x, y) du domaine
Ω, il existe deux inconnues u et v pour une seule équation. Le problème est mal
posé. Donc, on n’est en général pas en mesure de déterminer une solution unique au
ﬂot optique, en particulier dans les zones homogènes. Ce problème est connu sous
le nom de problème d’ouverture.
En outre, il est raisonnable d’introduire une certaine dépendance entre les pixels
voisins aﬁn de traiter les valeurs aberrantes causées par le bruit, les occlusions,
ou autres violations locales de l’hypothèse d’invariance. Ce résultat est obtenu en
ajoutant au modèle une hypothèse supplémentaire de lissage du champ de vitesse.
Horn and Schunck (1981) ont proposé de minimiser le carré de la norme du gradient
de la vitesse comme terme de régularisation (encore appelé lissage quadratique) :
E2Reg = ‖∇u‖2 + ‖∇v‖2 =
(
∂u
∂x
)2
+
(
∂u
∂y
)2
+
(
∂v
∂x
)2
+
(
∂v
∂y
)2
. (4.13)
Le problème de ﬂot optique est alors résolu en minimisant simultanément le terme
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de CEFO et celui du lissage du champ de vitesse au sein de la fonctionnelle suivante :
(u, v) = argmin
u,v
∫
Ω
(
(Ixu + Iyv + It)2 + α
(
‖∇u‖2 + ‖∇v‖2
))
dxdy. (4.14)
avec α une pondération agissant sur le lissage. Les équations d’Euler-Lagrange as-
sociées à la fonctionnelle (4.14) ont la forme suivante :
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
Ix (Ixu + Iyv + It) − α∇2u = 0,
Iy (Ixu + Iyv + It) − α∇2v = 0,
+conditions aux bords de Neumann :
⎧⎪⎨
⎪⎩
∂u
∂n
= 0,
∂v
∂n
= 0,
(4.15)
où ∂
∂n
est le gradient dans la direction normale n sur le domaine image limité par ∂Ω.
Ce système d’équations (4.15) peut être résolu par diﬀérentes techniques comme la
méthode de Gauss-Seidel, la méthode de surrelaxation successive (SOR), la méthode
de descente de gradient, etc.
Le problème de la régularisation introduite par Horn and Schunck (1981) est
qu’elle conduit au lissage global des vitesses de ﬂot optique. En particulier, elle ne
conserve pas les discontinuités, par exemple dans les zones où un objet en occulte
un autre ou entre deux objets en mouvement.
Diﬀérents auteurs ont proposé de nouvelles techniques de lissage avec préser-
vation des discontinuités. Des régularisations non quadratiques prenant en compte
le gradient de vitesse ont par exemple été introduites (Nagel, 1983; Cohen, 1993;
Deriche et al., 1995; Weickert, 1998; Cohen and Herlin, 1999; Corpetti et al., 2002a;
Brox et al., 2004). Elles permettent un lissage isotrope dans les régions homogènes,
en préservant les discontinuités du champ de vitesse dans les régions non homogènes
(régions comportant des gradients forts). La fonction de coût à minimiser est la
suivante :
(u, v) = argmin
u,v
∫
Ω
(
(Ixu + Iyv + It)2 + α (Φ (‖∇u‖ + ‖∇v‖))
)
dxdy, (4.16)
où Φ est une fonction de classe C2. Si Φ(s) = s2, l’équation (4.16) revient à la
formulation de Horn et Schunck (4.14).
Mais il s’agit plutôt de trouver des fonctions Φ qui assurent un lissage anisotrope
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du mouvement pour préserver ses discontinuités. Les diﬀérentes fonctions proposées
sont données dans le tableau (Tab. 4.1), comme par exemple la fonction Φ déﬁnie
comme Φ(s) = 2
√
1 + s2 − 2 (Deriche et al., 1995). Cette fonction permet un lissage
isotrope des vitesses dans les régions homogènes, alors que dans les zones de gradient
élevé, le lissage ne se fait que le long des lignes de niveau de l’intensité. Le système
d’équations d’Euler-Lagrange associé à la fonctionnelle (4.16) est le suivant :
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
Ix (Ixu + Iyv + It) − α div(Φ′(|∇u|)∇u2|∇u| ) = 0,
Iy (Ixu + Iyv + It) − α div(Φ′(|∇v|)∇v2|∇v| ) = 0,
+conditions aux bords de Neumann :
⎧⎪⎨
⎪⎩
∂u
∂n
= 0,
∂v
∂n
= 0.
(4.17)
Le terme de régularisation proposé dans l’équation (4.17) provoque un lissage iso-
trope du ﬂot optique à l’intérieur des régions homogènes et préserve les discontinuités
dans les régions non homogènes. En revanche, la régularisation guidée par les gra-
dients de l’image, telle que celle de (Nagel, 1983), minimisant la diﬀusion à travers
les gradients forts de l’image, conduit à des résultats erronés aux discontinuités de
l’objet, car elles ne coïncident pas toujours avec les gradients de vitesse ; c’est le cas
par exemple des images texturées.
Auteur Φ(s) Φ′(s)
Geman et Reynolds s21+s2
2
(1+s2)2
Malik et Perona log(1 + s2) 2(1+s2)
Green 2 log[cosh(s)]
⎧⎨
⎩2 si s = 02 tanh(s)/s si s 
= 0
Aubert 2
√
1 + s2 − 2 2(1+s2)
Cohen
√
s 12√s
Table 4.1 – Diﬀérentes fonctions non quadratiques robustes utilisées pour minimiser
la fonctionnelle (4.16).
Si on choisit la fonction Φ(s) =
√
s dans l’équation (4.16), on obtient le terme
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de régularisation proposé par (Cohen, 1993; Cohen and Herlin, 1999) :
(u, v) = argmin
u,v
∫
Ω
(
(Ixu + Iyv + It)2 + α
(√
‖∇u‖ +
√
‖∇v‖
))
dxdy. (4.18)
Le système d’équations d’Euler-Lagrange associé à la fonctionnelle (4.18) est le sui-
vant :
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
Ix (Ixu + Iyv + It) − α div( ∇u|∇u|) = 0,
Iy (Ixu + Iyv + It) − α div( ∇v|∇v|) = 0,
conditions aux bords de Neumann :
⎧⎪⎨
⎪⎩
∂u
∂n
= 0,
∂v
∂n
= 0.
(4.19)
L’approche proposée par Cohen (1993) utilise la norme L1 liée à la variation totale,
par exemple utilisée en restauration d’images. Cette approche a été largement utilisée
par diﬀérents auteurs (Brox et al., 2004; Brox and Malik, 2011).
La formulation non linéaire combinant les hypothèses d’invariance du niveau
de gris et d’invariance du gradient de l’image comme terme de données, plus une
régularisation non quadratique, est adoptée dans la méthode Brox et al. (2004). Elle
est déﬁnie comme suit :
EData =
∫
Ω
Φ
(
‖I(x + v) − I(x)‖2 + γ‖∇I(x + v) − ∇I(x)‖2
)
dx, (4.20)
où Φ est une fonction concave et croissante déﬁnie comme Φ(s) =
√
s2 + 
2 corres-
pondant à l’énergie robuste (Weickert, 1998) : comme 
 est trop petit (∼ 0.001),
Φ(s) est toujours convexe, ceci oﬀre une avantage de lissage par morceau de champs
de vitesse dans le processus de minimisation ; et γ est un paramètre de pondération
réglant l’inﬂuence relative des deux termes. Le problème d’ouverture a été résolu en
minimisant la variation totale du ﬂot optique comme suit :
EReg =
∫
Ω
Φ
(
‖∇3v‖2
)
dx, (4.21)
où ∇3v =
(
∂v
∂x
, ∂v
∂y
, ∂v
∂t
)
est le gradient spatio-temporel de la vitesse et Φ est une
fonction similaire à celle déﬁnie ci-dessus. La solution au problème du ﬂot optique
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est obtenue en minimisant la fonctionnelle suivante :
(u, v) = argmin
u,v
∫
Ω
(EData + αEReg) dx. (4.22)
Bien que la fonction de coût à minimiser soit fortement non linéaire en v = (u, v)T, la
linéarisation est réalisée après le calcul d’équation d’Euler-Lagrange de la fonction-
nelle pour prendre en compte les changements non linéaires le long du déplacement
dans les images. L’équation d’Euler-Lagrange associée à la fonctionnelle (4.22) est
de la forme :
Φ′
(
(I2z + γ(I2xz + I2yz))(IxIz + γ(IxxIxz + IxyIyz))
)
− α div(Φ′(‖∇3v‖2)∇3v) = 0,
(4.23)
où Ix = ∂xI(x + v), Iy = ∂yI(x + v), Iz = I(x + v) − I(x), Ixx = ∂xxI(x + v), Iyy =
∂yyI(x + v), Ixy = ∂xyI(x + v), Ixz = ∂xI(x + v) − ∂xI(x) and Iyz = ∂yI(x + v) −
∂yI(x).
D’autres approches de régularisation ont aussi été proposées. Par exemple, dans
le domaine de la météorologie, la vitesse apparente a un rotationnel et une diver-
gence non nuls, car l’écoulement est compressible et susceptible de présenter des
tourbillons. A la place de la minimisation de la norme L2 du champ de vitesse qui
pénalise à la fois la divergence et la vorticité du champ (composante du rotationnel
normale au plan de l’image), Corpetti et al. (2002a) ont proposé une régularisation
de type div-curl du second ordre. Elle est de la forme suivante :
∫
Ω
(
‖∇divv‖2 + ‖∇curlv‖2
)
dxdy. (4.24)
4.2.4 Estimation de Mouvement par le Modèle de Démon
L’algorithme de démon (Wang et al., 2005; D.J. and C.H, 2009) utilise le ﬂot
optique pour estimer les forces qui déforment une image en mouvement, par exemple
pour le recalage d’images CT (Computer Tomography) . Dans l’algorithme de démon
original proposé par (Thirion, 1998), ces forces (ﬂot optique) ont été calculées sur
la base des gradients de l’image statique. Plus tard, Rogelj and Kovacic (2006)
ont étendu le formalisme au gradient spatio-temporel qui caractérise l’image en
mouvement. Le champ de vitesse est calculé comme suit :
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⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
u = (M−F )Fx‖∇F‖2+α2(M−F )2 +
(M−F )Mx
‖∇M‖2+α2(M−F )2 ,
v = (M−F )Fy‖∇F‖2+α2(M−F )2 +
(M−F )My
‖∇M‖2+α2(M−F )2 ,
(4.25)
où F et M désignent les intensités respectives des images ﬁxe et déformée. Le pa-
ramètre α est un facteur de normalisation qui permet à la force d’être ajustée de
manière adaptative dans chaque itération. Etant donné que les champs de dépla-
cement sont calculés à partir des informations locales de l’image uniquement, la
régularisation consiste essentiellement en une opération de lissage permettant d’at-
ténuer le bruit et de préserver la continuité géométrique de l’image déformée. Ainsi,
un ﬁltre Gaussien de variance σ2 peut être utilisé à cet égard. En faisant une analyse
approfondie, ce modèle ressemble à la formulation de Horn and Schunck (1981).
Au lieu d’utiliser le ﬁltrage Gaussien, Cahill et al. (2009) ont proposé une régu-
larisation par un ﬁltre de diﬀusion de la courbure et ils ont obtenu un algorithme de
démon adapté à l’information locale (LADA - Locally Adaptive Demons Algorithm)
déﬁni de la façon suivante :
RDiff (v) =
1
2
∫
Ω
n∑
j=1
‖∇vj(x)‖2dx ⇒ ADiff (v(x)) = −Δv(x), (4.26)
RCurv(v) =
1
2
∫
Ω
n∑
j=1
‖Δvj(x)‖2dx ⇒ ACurv(v(x)) = Δ2v(x), (4.27)
où RCurv et ACurv sont des termes de régularisation par diﬀusion et courbure et
ADiff et ACurv leurs équations d’Euler-Lagrange respectives.
4.3 Analyse des Termes de Régularisation
Dans cette section, il s’agit d’interpréter mathématiquement les techniques de
régularisation proposées précédemment pour résoudre le problème d’ouverture du
ﬂot optique.
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4.3.1 Régularisation par Variation Totale
Le terme de régularisation issu de la variation totale en restauration d’images
a été introduit par Cohen (1993) pour résoudre le problème d’ouverture du ﬂot
optique. Ce type de régularisation de ﬂot optique est obtenu en prenant la racine
carrée de la norme du gradient du champ de vitesse. On a l’équation suivante :
∫
Ω
(√
u2x + u2y +
√
v2x + v2y
)
dx, (4.28)
avec l’équation d’Euler-Lagrange associée :
⎧⎪⎪⎨
⎪⎪⎩
− ∂
∂x
(
ux√
u2x+u2y
)
− ∂
∂y
(
uy√
u2x+u2y
)
= −div
( ∇u
‖∇u‖
)
,
− ∂
∂x
(
vx√
v2x+v2y
)
− ∂
∂y
(
vy√
v2x+v2y
)
= −div
( ∇v
‖∇v‖
)
.
(4.29)
En développant l’équation (4.29), on trouve que la divergence du gradient normalisé
du champ de vitesse est donnée par :
⎧⎪⎪⎨
⎪⎪⎩
div
( ∇u
‖∇u‖
)
= uxxu
2
y−2uxuyuxy+uyyu2y
(u2x+u2y)
√
u2x+u2x
,
div
( ∇v
‖∇v‖
)
= vxxv
2
y−2vxvyvxy+vyyv2y
(v2x+v2y)
√
v2x+v2x
.
(4.30)
Soit η = ∇u‖∇u‖ =
(
ux√
u2x+u2y
, uy√
u2x+u2y
)T
, un vecteur unitaire tangent au gradient du
champ de vitesse. On peut trouver un autre vecteur unitaire ξ perpendiculaire à η,
ξ.η = 0, soit ξ =
(
−uy√
u2x+u2y
, ux√
u2x+u2y
)T
. On peut calculer les dérivées du champ de
vitesse dans la direction du gradient :
uη = ∇u.η = aux + buy où a = ux√
u2x + u2y
et b = uy√
u2x + u2y
, (4.31)
uηη = ∇(∇u.η).η =∇ (aux + buy) .η
=a(auxx + buxy) + b(auxy + buyy)
=a2uxx + 2abuxy + b2uyy.
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En remplaçant a et b par leurs valeurs respectives dans la relation précédente :
uηη =
u2xuxx + 2uxuyuxy + u2yuyy
u2x + u2y
. (4.32)
De la même façon, on peut trouver la dérivée seconde de u perpendiculairement au
gradient, c’est-à-dire dans la direction de ξ :
uξξ =
u2yuxx − 2uxuyuxy + u2xuyy
u2x + u2y
. (4.33)
En comparant les équations (4.30) et (4.33), on peut déduire l’identité suivante :
div
( ∇u
‖∇u‖
)
= uξξ‖∇u‖ . (4.34)
En conclusion, l’équation (4.34) signiﬁe que la régularisation par variation totale
eﬀectue un lissage du champ de vitesse dans une seule direction, qui est orthogonale
au gradient de vitesse ou encore parallèle aux lignes de niveau des composantes de
la vitesse.
4.3.2 Régularisation Quadratique
En eﬀectuant la somme des équations (4.32) et (4.33), on trouve l’identité sui-
vante :
u = uxx + uyy =uξξ + uηη. (4.35)
On en déduit que la régularisation de type norme L2 correspond à un lissage isotrope
du champ de vitesses dans les deux directions, normale et parallèle au gradient du
champ. Ce lissage est favorable aux régions homogènes, mais il détruit les disconti-
nuités du champ de vitesse de l’objet en mouvement.
4.3.3 Régularisation Non Quadratique
Les techniques de régularisation du champ de vitesse introduites par Deriche
et al. (1995) et Weickert (1998) eﬀectuent des lissages non isotropes. On a la relation :
div
(
Φ′(‖∇u‖)∇u
‖∇u‖
)
= Φ
′(‖∇u‖)
‖∇u‖ uξξ + Φ
′′(‖∇u‖)uηη. (4.36)
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Pour cela, on doit choisir une fonction Φ telle que, pour un champ de vitesses
homogène, on ait : lim
‖∇u‖→0
Φ′(‖∇u‖)
‖∇u‖ = lim‖∇u‖→0 Φ
′′(‖∇u‖) = Φ′′(0), Φ′′(0) > 0, ce qui
donne :
div
(
Φ′(|∇u|)∇u
‖∇u‖
)
= Φ′′(0) (uξξ + uηη) . (4.37)
En revanche, dans les régions où les gradients du champ de vitesses sont forts, la
fonction Φ doit assurer : lim
‖∇u‖→∞
Φ′(‖∇u‖)
‖∇u‖ = β > 0 et lim‖∇u‖→∞ Φ
′′(‖∇u‖) = 0, ce qui
revient à :
div
(
Φ′(‖∇u‖)∇u
‖∇u‖
)
= βuξξ. (4.38)
Les méthodes d’estimation de mouvement avec lissage non quadratique de De-
riche et al. (1995) et Weickert (1998) correspondent à une diﬀusion non linéaire qui
préserve les discontinuités du champ de vitesse des objets en mouvement. Toutefois,
l’utilisateur doit s’assurer que les eﬀets de diﬀusion le long du gradient de vitesse
soient beaucoup plus petits que ceux liés à la diﬀusion le long des lignes de niveau
où les variations de mouvement sont fortes.
4.3.4 Régularisation Divergence-Rotationnel
Considérons les deux fonctionnelles suivantes :
F (1) =
∫
Ω
‖∇v‖2dxdy etF (2) =
∫
Ω
(
[div v]2 + [curl v]2
)
dxdy
et calculons les équations d’Euler-Lagrange (F (i)u − ddxF (i)ux − ddyF (i)uy = 0) associées :
• Pour la première fonctionnelle, on a : −(uxx + uyy + vxx + vyy) = 0,
• Pour la fonctionnelle Div-Curl, on obtient aussi : −(uxx +uyy +vxx +vyy) = 0.
Cette comparaison montre que minimiser la norme L2 du champ de vitesse revient à
pénaliser à la fois sa divergence et sa vorticité, ce qui n’est pas approprié en présence
de vortex ou d’écoulement divergent.
4.4 Quelques Résultats Expérimentaux
Dans cette section, nous avons calculé le ﬂot optique par les trois méthodes
génériques comportant les trois principaux termes de régularisation. Il s’agit de
méthodes avec régularisation quadratique (Horn and Schunck, 1981), variation totale
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(Brox et al., 2004) et régularisation par la courbure (Cahill et al., 2009).
Des expériences réalisées montrent que la régularisation quadratique conduit à
une solution continue et lisse des champs de vitesse et les frontières d’objets en
mouvement disparaissent. Le lissage devient beaucoup plus important avec la ré-
gularisation par courbure. Quant à la régularisation du problème d’ouverture de la
CEFO par la variation totale, on voit que les frontières d’objets apparaissent au sein
du champ de vitesse calculé (Fig. 4.3, Fig. 4.4 et Fig. 4.5).
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Figure 4.3 – Flot optique estimé sur la séquence d’images "cube de Rubik", champ
de vitesses et amplitude correspondante dans le cas : (1) d’une régularisation quadra-
tique (Horn and Schunck, 1981) (α = 0.4, 100 itérations) ; (2) d’une régularisation
par la courbure (Cahill et al., 2009) (α = 0.6, 100 itérations) ; (3) d’une régularisa-
tion non quadratique (Brox et al., 2004) (γ = 0.012, α = 0.012, 210 itérations).
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Figure 4.4 – Flot optique estimé sur la séquence d’images "auto", champ de vi-
tesses et amplitude correspondante dans le cas :(1) d’une régularisation quadratique
(Horn and Schunck, 1981) (α = 0.4, 100 itérations) ; (2) d’une régularisation par la
courbure (Cahill et al., 2009) (α = 0.6, 100 itérations) ; (3) d’une régularisation non
quadratique (Brox et al., 2004) (γ = 0.2, α = 0.2, 210 itérations).
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Figure 4.5 – Flot optique estimé entre deux images ultrasonores, champ de vitesses
et amplitude correspondante dans le cas : (1) d’une régularisation quadratique (Horn
and Schunck, 1981) (α = 0.4, 100 itérations) ; (2) d’une régularisation par la cour-
bure (Cahill et al., 2009) (α = 0.6, 100 itérations) ; (3) d’une régularisation non
quadratique (Brox et al., 2004) (γ = 0.4, α = 0.4, 300 itérations).
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4.5 Conclusion
Dans ce chapitre, nous avons visité les diﬀérentes techniques d’estimation de
ﬂot optique disponibles dans la littérature. On s’est focalisé à la fois sur les termes
de données et les termes de régularisation. Nous avons fait une étude sur les diﬀé-
rentes hypothèses du modèle pour chacun de ces termes et illustré leur impact par
des expériences. Nous avons rencontré des fonctionnelles convexes d’une durée de
données linéarisée (la contrainte linéarisée du ﬂot optique) c’est-à-dire les modèles
appropriés pour les petits déplacements et des fonctionnelles convexes d’une durée
de données non-linéarisé (la contrainte non linéarisée du ﬂot optique) approprié pour
les déplacements importants.
En ce qui concerne le terme de données, les hypothèses d’invariance de l’inten-
sité, du gradient, de la hessienne, de l’amplitude du gradient, du Laplacien, et du
déterminant de la hessienne peuvent être utilisées. L’intégration de l’information
locale et la pénalisation non quadratique sont prises en compte aﬁn d’améliorer la
robustesse au bruit. En ce qui concerne le terme de régularisation, nous avons étu-
dié les diﬀérents termes de lissage disponibles dans la littérature. On distingue trois
catégories : isotrope, anisotrope guidé par l’image et anisotrope guidé par le champ
de vitesse. Tous ces termes de régularisation peuvent être appliqués, soit dans le
domaine spatial, soit dans le domaine spatiotemporel.
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Estimation des Déformations
Myocardiques par Approches
Variationnelles
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5.1 Introduction
L’analyse et la quantiﬁcation non invasives du mouvement cardiaque basées sur
l’imagerie fournissent des informations importantes sur la façon dont la pathologie
aﬀecte les déformations locales et globales du myocarde et sur leur réponse à une
thérapie donnée. L’estimation des déformations myocardiques permet donc de dé-
tecter les secteurs avec une contraction anormale, aﬁn de faire le choix de mesures
curatives pour la récupération. En eﬀet, l’évaluation précise du strain myocardique
joue un rôle important dans le diagnostic de la fonction régionale.
Dans ce chapitre, nous présentons une nouvelle méthode d’estimation de mou-
vement sur des données d’imagerie cardiaque par résonance magnétique (ciné IRM)
dans le formalisme variationnel. L’amélioration de la performance de cette approche
variationnelle a été réalisée en adoptant un terme d’attache aux données qui repose
sur le principe standard de la CEFO (4.4), avec le nouveau terme de régularisation
(5.1), proposé au chapitre précédent, pour gérer correctement les discontinuités de
champ de vitesse des objets en mouvement.
Cette approche a été appliquée à la fois sur des données synthétiques et réelles.
L’évaluation quantitative a révélé que les résultats de la méthode proposée sur ciné
IRM sont concordants avec les résultats donnés par le logiciel inTag, permettant
d’estimer les déplacements en IRM de marquage tissulaire.
72
Chapitre 5
5.2 Etat de l’Art
Au cours des dernières années, des eﬀorts considérables ont été consentis pour
développer des méthodes pour le suivi du myocarde dans diﬀérentes modalités d’ima-
gerie disponibles, comme l’échographie (US) (Papademetris et al., 2001b; Suhling
et al., 2005; Elen et al., 2008; De-Craene et al., 2011; Alessandrini et al., 2013),
l’imagerie par résonance magnétique (ciné IRM ou IRM de marquage tissulaire)
(Arts et al., 2010; Mansi et al., 2011; De-Craene et al., 2012) et SPECT (Tavakoli
and Sahba, 2014).
De nombreuses méthodes visent à obtenir les paramètres de la contraction car-
diaque et les champs de déformation à partir de séquences d’images et la connais-
sance de la dynamique sous-jacente du cœur. Globalement, ces méthodes peuvent
être classées en trois catégories principales, à savoir les méthodes directes, les mé-
thodes fondées sur la phase et les méthodes de suivi. Elles sont détaillées pour cal-
culer le mouvement cardiaque et le strain cardiaque (Petitjean et al., 2004; Wang
and Amini, 2012; De-Craene et al., 2012).
5.2.1 Méthodes Directes
Cette catégorie comprend toutes les méthodes qui détectent en premier lieu des
caractéristiques (features) des images et ensuite quantiﬁent le mouvement et les dé-
formations myocardiques. Ces méthodes ont été appliquées pour l’IRM de marquage
tissulaires 3D en détectant les lignes de tags et leurs intersections. Des marqueurs
ﬁduciaires peuvent également être utilisés dans d’autres modalités (par exemple en
ciné MR), bien que l’ensemble des marqueurs soit susceptible d’être trop parsemé
pour une analyse locale détaillée du mouvement et du strain. Les images de tagging
3D peuvent être ﬁltrées localement pour analyser les fréquences spatiales et l’orien-
tation du motif de marquage. Un exemple est l’utilisation de ﬁltres spatiotemporels
de Gabor pour extraire le strain directement. Bien que ces procédés évitent certains
artefacts ou lissage excessif qui peuvent être provoqués par le recalage entre images,
le calcul des valeurs de strain par des points matériels nécessite de disposer d’un
modèle de mouvement pour être en mesure d’apparier les points au cours du cycle
cardiaque.
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5.2.2 Méthodes Fondées sur la Phase
Ces méthodes sont fondées sur la propriété qu’une variation locale dans le do-
maine spatial correspond à un décalage de phase dans le domaine de Fourier. Plu-
sieurs méthodes exploitent cette propriété en travaillant dans le domaine de Fou-
rier pour quantiﬁer localement le champ de déplacement. Les techniques de phases
harmoniques (HARP) par exemple permettent le traitement des images d’IRM de
marquage tissulaire (Osman et al., 2000b). Elles modélisent les IRM de marquage
tissulaire comme le résultat d’une modulation d’amplitude par un ensemble d’har-
moniques. Pour chaque harmonique, la phase complexe d’un point matériel est
constante au cours du cycle cardiaque. Les images HARP sont calculées en faisant
un ﬁltrage passe-bande dans le domaine de Fourier et en revenant dans le domaine
spatial. Le déplacement est alors obtenu en divisant le décalage spatial par le gra-
dient de la phase. L’algorithme SinMod (Arts et al., 2010; Alessandrini et al., 2013)
est basé sur un concept similaire à celui de HARP : en plus de calculer un décalage
de phase locale, SinMod calcule également la fréquence spatiale locale et peut être
utilisé pour estimer le strain d’une manière similaire à celle des techniques à base
de ﬁltre de Gabor.
5.2.3 Méthodes de Suivi
Cette dernière catégorie comprend les méthodes telles que (Carranza-Herrezueloa
et al., 2010; De-Craene et al., 2011; Mansi et al., 2011; De-Craene et al., 2012) qui
optimisent la similarité entre intensités des images consécutives d’une séquence pour
estimer le déplacement dans le domaine spatial.
La fonctionnelle d’énergie à optimiser comprend deux termes : le terme de don-
nées constitué par la similarité entre images et un terme de régularisation (voir Fig.
5.1 par exemple). La mesure de similarité entre images peut être la somme des carrés
des diﬀérences entre les intensités de chaque image à une image de référence (cor-
respondant à l’invariance du niveau de gris) ou une mesure de similarité statistique
telle que l’information mutuelle, le coeﬃcient de corrélation, etc. Toute image de la
séquence peut être choisie comme référence.
Les dérivées spatiales du champ de vitesse fournissent le strain cardiaque. Dans
le cas d’une résolution par l’algorithme des démons (chapitre 4) ou par mise en
correspondance de blocs, un diﬀéomorphisme est estimé entre une image de référence
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Figure 5.1 – Schéma algorithmique d’une méthode de suivi : la similarité entre
images est calculée à partir des intensités le long des lignes de courant. La pro-
priété de quasi-incompressibilité est ajoutée en tant que contrainte physique pour la
régularisation du champ de vitesse. Figure extraite de Craene et al. (2011).
F et une image déformée M . Ceci est réalisé en alternant une étape d’optimisation,
qui met à jour la transformation spatiale et une régularisation spatiale, qui est
réalisée à chaque étape pour s’assurer que les résultats de strain soient lisses. Pour
les méthodes qui estiment les paramètres d’un diﬀéomorphisme continu et dérivable,
les dérivées spatiales peuvent être obtenues analytiquement.
Malgré le nombre de travaux réalisés, l’estimation précise et ﬁable du mouvement
cardiaque, et en particulier de ses variations transmurales, reste un problème diﬃcile
et ouvert en raison des faibles résolutions des imageries spatio-temporelles et de la
complexité de la biomécanique cardiaque (Clarysse et al., 2000; Schaerer et al.,
2010; Tobon-Gomez et al., 2013). Nous proposons une approche d’estimation dense
du champ de vitesse, qui consiste en un terme d’attache aux données et en une
régularisation pour adresser ce problème.
5.3 Contribution
Comme on a vu précédemment dans le chapitre 4, de nombreuses expériences
ont prouvé une performance supérieure de l’estimation de mouvement par approche
variationnelle (Barron et al., 1994; Baker et al., 2007, 2011b). Le principe sous-jacent
est celui de la conservation de l’intensité entre images consécutives séparées par un
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intervalle de temps court.
Le principe de la conservation de l’intensité d’un point en mouvement est for-
mulé par dI(x(t),y(t),t)
dt
= 0. La composition des dérivations conduit à la contrainte
de l’équation du ﬂot optique (CEFO) suivante : Ixu + Iyv + It = 0, où Ix et Iy
désignent les dérivées spatiales dans les directions x et y, It la dérivée temporelle et
(u = ∂x
∂t
, v = ∂y
∂t
) le champ de vitesse à calculer.
Cependant, une telle équation n’est pas suﬃsante pour déterminer une solution
unique pour les deux inconnues u et v en chaque pixel. Si elle est utilisée seule, elle
ne permet de calculer que la composante du champ parallèle à ∇I, connue sous le
nom de champ normal. Une composante tangentielle arbitraire doit lui être ajoutée
pour que le champ soit complet. Cette ambiguïté illustre le fait que le ﬂot optique
est un problème mal posé, communément appelé problème d’ouverture. Ainsi, une
hypothèse de régularisation supplémentaire est nécessaire pour contraindre l’unicité
du champ.
Comme nous l’avons détaillé dans le chapitre 4, diﬀérents types de régularisation
ont été proposés pour adresser le problème d’ouverture. Horn and Schunck (1981)
ont proposé la régularisation qui consiste à supposer que le champ de vitesse est
spatialement lisse. Ils ont introduit un lissage quadratique du champ de vitesse à
partir de la minimisation de la fonctionnelle suivante
∫
Ω (‖∇u‖2 + ‖∇v‖2) dΩ, où Ω
désigne le domaine de l’image.
Malheureusement, l’introduction d’un lissage quadratique conduit à une solution
lisse et continue du champ de vitesse, c’est-à-dire une solution dans laquelle les dis-
continuités du champ sur les frontières de l’objet en mouvement sont détruites. Il ne
s’agit pas d’obtenir une solution exacte, mais un lissage trop important au niveau
des parois myocardiques fausse les variations estimées en transmural. Plusieurs au-
teurs ont abordé le problème de discontinuité du champ de vitesse en utilisant des
termes de lissage non quadratiques (Nagel, 1983; Cohen and Herlin, 1999; Deriche
et al., 1995; Weickert, 1998). Nous avons étudié la signiﬁcation mathématique de
ces termes de lissage (4.3), en mettant en exergue leurs avantages et inconvénients
respectifs et nous avons proposé un nouveau terme de lissage qui permet de résoudre
la plupart des problèmes rencontrés.
Pour rappel, dans la méthode proposée par Nagel, le lissage est adapté aux dis-
continuités de l’intensité de l’image, de sorte que la diﬀusion à travers les contours
des objets présentant des gradients forts est réduite. Le problème de cette approche
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est que les discontinuités du champ de vitesse ne coïncident pas toujours avec celles
de l’image. L’approche de Cohen and Herlin (1999) utilise la minimisation de la
norme L1 liée à la variation totale, utilisée par exemple en restauration d’images.
Bien que les discontinuités du champ soient préservées, l’analyse mathématique a
révélé que le lissage du champ de vitesse avait lieu uniquement dans la direction
parallèle au gradient du champ de vitesse, ce qui ne convient pas dans les régions
homogènes. Les méthodes de lissage non quadratique de Deriche et al. (1995) et
Weickert (1998) correspondent à une diﬀusion non isotrope qui préserve les discon-
tinuités. Toutefois, l’utilisateur doit veiller à ce que les eﬀets de la diﬀusion le long
du gradient de vitesse soient beaucoup plus petits que ceux associés à la diﬀusion
le long des lignes de niveau du champ sur les discontinuités, ce qui semble diﬃcile à
gérer lors de la mise en œuvre numérique.
5.3.1 Formulation de l’Approche Proposée
Nous proposons une nouvelle approche qui produit un lissage approprié du champ
de vitesse. Il s’agit de lisser le champ de vitesse en pondérant le terme de diﬀusion
dans la direction perpendiculaire au gradient de champ de vitesse avec une fonction
décroissante qui pénalise la diﬀusion dans les zones de fort gradient. Ceci peut être
formulé comme suit :
vt = g(‖∇v‖)vηη + vξξ, (5.1)
où g(.) dénote un noyau Gaussien qui donne la meilleure approximation du champ
de vecteur tout en préservant ses discontinuités (Deriche et al., 1995; Weickert, 1998;
Weickert et al., 2006), choisi comme g(‖∇v‖) = 12πk exp
(‖∇v‖2
2k
)
, ∗ est l’opérateur de
convolution, η = 1‖∇v‖
(
vx vy
)T
vecteur unitaire colinéaire au gradient du champ de
vitesse et ξ = 1‖∇v‖
(
−vy vx
)T
, c’est-à-dire ξ.η = 0 sont appelées les coordonnées
de Gauge (voir Fig. 5.2). Nous avons vηη = ∂
2v
∂η2 = ∇ (∇v.η) .η et vξξ = ∂
2v
∂ξ2 =
∇ (∇v.ξ) .ξ, les dérivées secondes du champ de vitesse dans le système Gaugien,
obtenues en prenant le produit entre la hessienne et η ou ξ.
uηη =
1
u2x + u2y
(
ux uy
)⎛⎝ uxx uxy
uyx uyy
⎞
⎠
⎛
⎝ ux
uy
⎞
⎠ ,
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uξξ =
1
u2x + u2y
(
uy −ux
)⎛⎝ uxx uxy
uyx uyy
⎞
⎠
⎛
⎝ uy
−ux
⎞
⎠ .
En développant, nous obtenons :
uηη =
u2xuxx + 2uxuxyuy + u2yuyy
u2x + u2y
, (5.2)
uξξ =
u2xuyy − 2uxuxyuy + u2yuxx
u2x + u2y
. (5.3)
La fonction g(‖∇v‖) contrôle le lissage du champ de vitesse comme suit :
• Dans les zones où le gradient de vitesse est fort, l’eﬀet de lissage le long de sa
normale est atténué, car g(‖∇v‖) → 0 comme ‖∇v‖ → ∞. Ceci conduit à la
préservation de discontinuité du champ de vitesse (Fig. 5.10 à gauche). On a :
vt = vξξ.
• Dans les zones où les champs de vitesse sont homogènes, c’est-à-dire où le
gradient de vitesse est faible, le lissage est eﬀectué de façon isotrope, car
g(‖∇v‖) → 1 comme (‖∇v‖) → 0 : vt = vηη + vξξ = v, où  = ∂2∂η2 + ∂
2
∂ξ2
est l’opérateur Laplacien.
Enﬁn, en combinant l’équation de contrainte du ﬂot optique et le terme de lissage ci-
dessus et en calculant les équations d’Euler-Lagrange associées, l’approche proposée
conduit au système d’équations suivant :
⎧⎪⎨
⎪⎩
g(‖∇u‖)uηη + uξξ = 2α(Ixu + Iyv + It)Ix,
g(‖∇v‖)vηη + vξξ = 2α(Ixu + Iyv + It)Iy.
(5.4)
Ce système d’équations a été résolu par la méthode de relaxation itérative de Gauss-
Seidel.
5.3.2 Optimisation de Paramètres
Dans cette partie, nous montrons comment aﬃner les paramètres de α et k pour
obtenir la meilleure précision d’estimation du champ. Ces paramètres ont été opti-
misés en minimisant la fonction de coût d’erreur entre le champ de vitesse estimé
Ξ(u, v) et un champ de vitesse de référence ΞGtr(u, v), comme détaillé dans l’al-
gorithme 1. L’implémentation a été réalisée en écrivant une fonction pour estimer
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Figure 5.2 – Illustration du système de coordonnées Gaugien (a), et calcul de la
dérivée seconde de Gauge Iηη (c) pour une image de ciné IRM (b).
Algorithm 1 Algorithme pour trouver les valeurs optimales de α et k.
1. Initialisation :
α ← α0 ;
k ← k0 ;
2. Calcul de (u, v) avec (5.4) ;
3. Evaluer εm(α, k) = ‖Ξ(u, v) − ΞGtr(u, v)‖2 ;
while εm >Tolérance d’erreur do
4. Calculer
(
∂εm
∂α
, ∂εm
∂k
)
;
5. Mise à jour α ← α − Δt × ∂εm
∂α
(Δt est le pas de descente du gradient) ;
6. Mise à jour k ← k − Δt × ∂εm
∂k
;
7. Retour à 2 ;
end while
le champ de vitesse à partir du système d’équations (5.4) et la fonction fminunc
de Matlab (MathWorks, Natick, Massachusetts, US) a servi à calculer le minimum
global de l’erreur par rapport au champ de vitesse de référence.
5.3.3 Généralisation de l’Approche proposée en 3D
Notre approche a été étendue en 3 dimensions et appliquée à des images de
SPECT qui présentent l’avantage d’être véritablement isotropes en 3D. Ainsi, le
terme de régularisation prend la forme suivante :
vt = g(‖∇v‖)vηη + vξ1ξ1 + vξ2ξ2 (5.5)
79
Chapitre 5
où vηη,vξ1ξ1 et vξ2ξ2 sont dérivées de Gauge de second ordre en 3D, avec η = ∇v‖∇v‖ ,
ξ1.η = 0, ξ2.η = 0 et ξ1.ξ2 = 0. On a :
η = 1√
u2x + u2y + u2z
⎛
⎜⎜⎜⎝
ux
uy
uz
⎞
⎟⎟⎟⎠ , ξ1 = 1√u2x + u2y
⎛
⎜⎜⎜⎝
uy
−ux
0
⎞
⎟⎟⎟⎠ .
Le troisième vecteur de base ξ2 est obtenu par le calcul du produit vectoriel entre
η et ξ1 :
ξ2 =
1√
u2xu
2
z + u2yu2z + u2x + (u2x + u2y)2
⎛
⎜⎜⎜⎝
uxuz
uyuz
−u2x − u2y
⎞
⎟⎟⎟⎠ .
Les dérivées du champ de vitesses dans le système Gaugien 3D se font par analogie
avec le cas 2D :
uηη =
u2xuxx + 2uxuxyuy + 2uxuxzuz + u2yuyy + 2uyuyzuz + u2zuzz
u2x + u2y + u2z
,
uξ1ξ1 =
u2xuyy − 2uxuxyuy + u2yuxx
u2x + u2y
,
uξ2ξ2 =
1(
u2x + u2y + u2z
) (
u2x + u2y
)(u4xuzz − 2u3xuxzuz + u2xuxxu2z + 2u2xu2yuzz
− 2u2xuyuyzuz + 2uxuxyuyu2z − 2uxuxzu2yuz + u4yuzz − 2u3yuyzuz + u2yuyyu2z).
En 3 dimensions, le système d’équations (5.4) devient :
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
g(‖∇u‖)uηη + uξ1ξ1 + uξ2ξ2 = 2α(Ixu + Iyv + Izw + It)Ix,
g(‖∇v‖)vηη + vξ1ξ1 + vξ2ξ2 = 2α(Ixu + Iyv + Izw + It)Iy,
g(‖∇w‖)wηη + wξ1ξ1 + wξ2ξ2 = 2α(Ixu + Iyv + Izw + It)Iz,
(5.6)
où v = (u, v, w)T est le champ de vitesse 3D et Ix, Iy et Iz sont des gradients
de l’image en direction x, y, et z respectivement. L’implémentation numérique du
système d’équations (5.6) est détaillée dans l’annexe 8.2.2.
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5.3.4 Résultats Expérimentaux et Discussion
L’évaluation expérimentale de la méthode proposée a été eﬀectuée sur les jeux
de données simulés décrits au chapitre 3 et réels (ciné IRM 2D) et les résultats ont
été comparés avec l’estimation donnée par le logiciel inTag décrit au chapitre 2.4 sur
des IRM de marquage tissulaire. On a eﬀectué l’évaluation quantitative en utilisant
les indices décrits au chapitre 3. En 3D, nous avons utilisé des images de SPECT
3D et US 3D et nous avons visualisé le champ de vitesse sous MITK Workbench 1
(Fig. 5.11).
Sur données simulées
Les résultats de la ﬁgure 5.3 montrent que notre méthode trouve bien le champ de
vitesse en direction radiale sur les données entièrement simulées (Fig. 3.8), car le gra-
dient d’image est non nul et parfaitement régulier. La déformation d’une image réelle
(Fig. 3.10) montre visuellement que cela reste le cas en radial avec des contrastes
réalistes (Fig. 5.4). En revanche, on observe que la composante circonférentielle est
sous-estimée, ce qui se traduit par une sous-estimation de l’amplitude (Fig. 5.6). On
retrouve un peu de circonférentiel (Fig. 5.5) lorsque l’image présente des variations
angulaires de gradient (3.11) avec des erreurs relatives en amplitude visiblement plus
faibles (Fig. 5.7).
Sur données réelles
Pour la validation, des jeux de données ciné IRM et IRM de marquage tissulaire
sont disponibles pour 47 patients. L’évaluation du champ estimé est eﬀectuée en
comparaison avec le champ de mouvement calculé avec le logiciel inTag sur les
données d’IRM de marquage tissulaire.
Dans le but d’évaluer la valeur informationnelle des quantiﬁcations de vélocité
fournies par la méthode OBS d’une part, et la méthode inTag d’autre part, vis à
vis de la caractérisation du WMS (déﬁni au § 2.4.4), nous avons proposé deux types
d’inférences :
• Le premier par un test du coeﬃcient de corrélation linéaire (non paramétrique
de Spearman) entre les vitesses fournies par les méthodes d’estimation de la vélocité
1. MITK (Medical Imaging Interaction Toolkit) est une plateforme pour le développement de
logiciels interactifs de traitement d’images médicales. (http ://www.mitk.org/MITK).
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Figure 5.3 – Résultats expérimentaux sur données simulées. Première ligne de
gauche à droite : image simulée, même image avec un bruit gaussien de 20dB, der-
nière ligne de gauche à droite : superposition du champ de vitesse radiale simulé
(bleu) avec le champ de vitesse estimé (rouge) par notre méthode (avec les valeurs
optimales des paramètres α = 0.0021 et k = 0.20) ; erreurs relatives (%) en ampli-
tude correspondantes.
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Figure 5.4 – Champ de vitesse estimé (rouge) par notre méthode sur les données
simulées (Fig. 3.10) en superposition avec le champ réel (bleu).
Figure 5.5 – Champ de vitesse estimé (rouge) par notre méthode sur les données
simulées (Fig. 3.11) en superposition avec le champ réel (bleue).
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Figure 5.6 – Erreurs relatives (%) en amplitude de champ de vitesse estimé par
notre méthode sur les données simulées (Fig. 3.10).
Figure 5.7 – Erreurs relatives (%) en amplitude de champ de vitesse estimé par
notre méthode sur les données simulées (Fig. 3.11).
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Figure 5.8 – Résultats expérimentaux de notre méthode d’estimation de mouve-
ment sur des images de ciné IRM. Les valeurs optimales des paramètres α = 0.02,
k = 0.015, 300 itérations). La dernière ligne montre la représentation champ de
vitesse et son amplitude en code de couleurs.
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Figure 5.9 – Résultats expérimentaux sur trois images de deux séquences de ciné
IRM cliniques. Superposition du champ de vitesse estimé par notre méthode (rouge)
sur les images originales et amplitude associée (valeurs optimales α = 0.008 et
k = 0.02).
Figure 5.10 – Fonction décroissante de pondération (à gauche) ; carte des erreurs
entre champ estimé et champ de référence en fonction des paramètres k et α (à
droite). Cette carte montre que les erreurs les plus petites se situent dans la région
où k < 1 et α < 0.04.
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Figure 5.11 – En haut, vues axiale, sagittale et coronale d’une image de SPECT
3D sous MITK Workbench. En bas, visualisation du champ de vitesse 3D estimé
par notre méthode implémentée sous la forme d’un plugin MITK.
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Figure 5.12 – Vues axiale, sagittale et coronale d’une image US 3D sous MITK
Workbench et la visualisation du champ de vitesse 3D estimé par notre méthode
implémentée sous la forme d’un plugin MITK.
88
Chapitre 5
et le WMS considéré comme une variable ordinale à 4 modalités (de 1 à 4) (Tab.
5.1).
Figure 5.13 – Comparaisons multiples des vélocités estimées par inTag (1) et par
OBS (2) vis à vis des scores WMS. Les moyennes groupées par la même lettre ne
sont pas signiﬁcativement diﬀérentes.
• Le second via une analyse de variance comparant les vélocités entre les diﬀé-
rentes modalités de WMS déterminées par les cliniciens, ces tests étant complétés
de procédures de comparaison multiple à la recherche, notamment, d’une relation
monotone entre les WMS d’une part et les vélocités d’autre part. Tous les tests ont
été menés en formulation bilatérale avec une erreur de type I ﬁxée à 0,05 (Tab. 5.13
et Fig. 5.14).
r p-value
Vm-inTag vs. WMS -0.24776 <.0001
Vm-OBS vs. WMS -0.34694 <.0001
Table 5.1 – Etude de régression logistique des estimations de vélocités par inTag
et OBS vs. WMS.
Comme on l’attendait, vélocités et WMS sont corrélés négativement pour les
deux méthodes OBS et inTag.
De façon globale, on montre une relation signiﬁcative entre WMS et la vélocité
estimée par OBS (p<0,0001), de même qu’entre WMS et la vélocité estimée par in-
Tag. On retrouve la relation d’ordre attendue pour les vélocités des deux méthodes :
pour OBS, elle est signiﬁcative entre les scores 1, (2,3) et 4, alors que pour inTag,
elle l’est uniquement entre les scores 1 et 4. Les valeurs moyennes obtenues pour
chaque score par OBS sont toutes sous-estimées par rapport à inTag.
Ces résultats conﬁrment les tendances observées sur les données simulées. L’es-
timation de la composante circonférentielle est limitée en ciné IRM. Elle dépend de
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Figure 5.14 – Distributions des estimations vélocités par inTag (à gauche) et OBS
(à droite).
la présence ou non de gradients à suivre en angulaire, qui n’est pas systématique,
en fonction du niveau des coupes considérées.
La ﬁgure 5.15 donne des exemples de proﬁls de vélocité moyenne des secteurs de
la coupe basale pour les 47 patients. Outre le fait qu’elle conﬁrme la sous-estimation
de la vélocité par OBS, cette ﬁgure montre aussi que les variations temporelles de
vélocité ne reviennent pas toujours à zéro en télédiastole avec inTag, ce qui s’explique
possiblement par le fait que les séquences d’IRM perdent leur marquage tissulaire
bien avant la ﬁn du cycle produisant un tracking des tags erroné.
Les résultats de champ de vitesse fournis par notre méthode sur des images
SPECT 3D et US 3D sont visuellement cohérents, même s’ils restent à valider quan-
titativement, par exemple par rapport à l’évaluation de la fraction d’épaississement
présente sur les stations de post-traitement. L’estimation en SPECT doit être obli-
gatoirement tridimensionnelle car en 2D, la variation du niveau de coupe au cours du
temps fausse totalement l’estimation comme nous le montrerons au chapitre suivant.
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Figure 5.15 – Variations temporelles moyennes des vélocités calculées par OBS
(rouge) et inTag (bleu) sur les 6 secteurs de la coupe basale en vue petit axe.
5.4 Conclusion et Limitations
Dans ce chapitre, nous avons proposé une régularisation non linéaire pour estimer
les déplacements du myocarde. Le terme de régularisation proposé est approprié car
le muscle myocardique est anisotrope : il faut préserver les discontinuités du champ
au niveau des parois aﬁn d’avoir une bonne estimation des variations en transmural.
En revanche, le terme de données utilisé dans notre algorithme est uniquement fondé
sur l’intensité de l’image. Par conséquent, on peut diﬃcilement récupérer le mou-
vement de torsion circonférentielle, qui n’est pas ou peu visible dans les données de
ciné IRM en petit axe. Aﬁn de mieux estimer ces déplacements, on pourra amélio-
rer l’algorithme en ajoutant d’autres contraintes directionnelles liées aux propriétés
d’orientation des ﬁbres musculaires du myocarde. Le formalisme d’assimilation de
données décrit dans le chapitre suivant est un cadre qui pourrait permettre d’expri-
mer ce type de contrainte.
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6.1 Introduction
L’analyse et la quantiﬁcation non invasives du mouvement cardiaque fondées sur
l’imagerie fournissent des informations importantes sur la façon dont la patholo-
gie aﬀecte les déformations locales et globales du myocarde et de sa réponse à une
thérapie donnée. L’estimation des déformations myocardiques aide à détecter les
régions avec une contraction anormale aﬁn de fournir un traitement pour la récu-
pération. Elle permet une étude approfondie des anomalies structurelles ou archi-
tecturales du cœur, ainsi qu’une approche pronostique essentielle pour les décisions
thérapeutiques, telles que l’implantation de déﬁbrillateurs pour la resynchronisation,
l’adaptation des doses ou des traitements tels que les bêta-bloquants inhibiteurs de
l’enzyme de conversion.
6.2 Etat de l’Art
Au cours des dernières années, des eﬀorts considérables ont été faits pour dé-
velopper des méthodes pour le suivi du myocarde dans les diﬀérentes modalités
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d’imagerie disponibles, comme l’échographie (US) (Papademetris et al., 2001b; Suh-
ling et al., 2005; Elen et al., 2008; De-Craene et al., 2011; Alessandrini et al., 2013),
l’imagerie par résonance magnétique (ciné IRM ou IRM de marquage tissulaire)
(Osman et al., 2000b; Arts et al., 2010; Mansi et al., 2011; De-Craene et al., 2012)
et SPECT (Tavakoli and Sahba, 2014).
Toutefois, l’estimation précise et ﬁable du mouvement cardiaque reste toujours
un problème diﬃcile et ouvert en raison des faibles résolutions spatio-temporelles
des imageries et de la complexité de la biomécanique cardiaque (Clarysse et al.,
2000; Schaerer et al., 2010; Tobon-Gomez et al., 2013). De nombreuses catégories
de méthodes visent à obtenir des paramètres de la contraction cardiaque et les
champs de déformation à partir de séquences d’images et de connaissances a priori
sur la dynamique cardiaque (Wang and Amini, 2012). Pour donner de la cohérence
temporelle à l’estimation des déplacements, cette connaissance peut être utilisée
pour contraindre la solution dans un formalisme d’assimilation de données. Elle
permet d’obtenir des résultats robustes aux artéfacts liés à la mauvaise qualité du
contraste, à des données incomplètes ou possiblement bruitées.
L’assimilation de données variationnelle est issue de la théorie du contrôle opti-
mal, initialement pour retrouver une trajectoire de variables d’état à partir d’une
série de mesures (Lions, 1971). Plus tard, cette technique a été utilisée pour les don-
nées météorologiques (Le Dimet and Talagrand, 1986; Thomas et al., 2010; Herlin
et al., 2012), et des détails techniques ont récemment été documentés dans (Béréziat
and Herlin, 2010).
Pour améliorer le diagnostic des maladies cardiovasculaires et de la planiﬁcation
de la thérapie, diﬀérents chercheurs ont étendu cette méthode à l’imagerie médicale
cardiaque aﬁn de bénéﬁcier de la robustesse et de la précision de ce processus d’esti-
mation. Sainte-Marie et al. (2003) et Sermesant et al. (2006) ont utilisé l’assimilation
de données pour estimer la contractilité cardiaque locale à partir de données syn-
thétiques cardiaques. Sundar et al. (2009a), Delingette et al. (2012) et Marchesseau
et al. (2013) ont proposé des méthodes pour estimer le mouvement et les paramètres
de contractilité myocardique des ventricules gauche et droit au moyen de l’assimila-
tion de données et d’un modèle électromécanique complet du cœur.
Bien qu’un important travail ait été réalisé sur l’intégration de l’imagerie à la
mécanique cardiovasculaire, il est encore nécessaire de tenir compte du processus
actif de contraction - relaxation du cœur. Pour résoudre ce problème, nous proposons
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une nouvelle méthode pour l’estimation du mouvement et de la phase de contraction
myocardique dans un formalisme d’assimilation de données variationnelle. Il s’agit
d’utiliser le modèle classique de transport de la vitesse en le paramétrant pour suivre
avec précision le myocarde, tout en n’imposant pas de trop forte contrainte sur le
champ de déplacement.
La nouveauté et la contribution de notre modèle par rapport aux travaux anté-
rieurs sont de deux ordres :
(1) Il comprend des paramètres de contraction et rend l’estimation du champ
de déplacement plus précise. En eﬀet, l’hypothèse d’invariance tend à lisser les va-
riations temporelles des valeurs transportées (Fig. 6.1). Elle n’est adaptée que pour
des mouvements monotones, mais ne convient pas pour la dynamique cardiaque.Le
modèle proposé revient à lisser les phases de contraction et de relaxation, l’une
indépendamment de l’autre.
Figure 6.1 – Champ de vitesse estimé sur la sequence ciné IRM par assimilation
de données avec l’équation de transport comme modèle d’évolution. La première
ligne montre la séquence d’images ciné IRM. La deuxième ligne, de gauche à droite :
champ calculé entre les images 1 : 2 et superposé à l’image 1 ; Le champ calculé
entre images 1 : 2 ; et 2 : 3 par DASS1.
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(2) Les champs de déplacements et les paramètres de contraction sont estimés
simultanément et sont complémentaires pour diagnostiquer la dyskinésie cardiaque.
6.3 Contribution
L’équation de transport standard, utilisée pour les données météorologiques par
exemple, est remplacée par une équation de transport de vitesses paramétrée adaptée
à la dynamique cardiaque. A notre connaissance, ce type de modèle n’a jamais été
appliqué aux données d’imagerie cardiaque.
Nous sommes confrontés au problème de retrouver les variables d’état X (x, t)
d’un système obéissant à une loi qui régit son évolution dynamique, déﬁnie par un
opérateur non linéaireM. Les mesures Y (communément appelées observations) sont
censées être disponibles à des temps discrets et sont mesurées par l’opérateur non
linéaire H qui appartient à un espace de Hilbert. Cet opérateur relie les variables
d’état du système à la fonction d’observation. Compte tenu de ces diﬀérentes infor-
mations, l’assimilation de données vise à produire des estimations précises de l’état
actuel (ou futur) du système dynamique en résolvant le système de trois équations
suivant :
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∂X
∂t
(x, t) + (X )(x, t) = νm(x, t),
(X ,Y)(x, t) = νo(x, t),
X (x, 0) = X b(x) + νb(x, 0),
(6.1)
où (x, t) sont les variables spatio-temporelles, νm, νo et νb sont les incertitudes
du modèle d’évolution dynamique, des observations et des conditions initiales res-
pectivement. Elles sont associées à des endomorphismes positifs Q,R et B appelés
tenseurs de covariance. Le système (6.1) est résolu en minimisant la fonctionnelle
suivante :
E(X ) =
∫
x,t
(
∂X
∂t
+ (X )
)T
Q−1
(
∂X
∂t
+ (X )
)
dxdt (6.2)
+
∫
x,t
(X ,Y)TR−1(X ,Y)dxdt +
∫
x
(X b −X 0)TB−1(X b −X 0)dx.
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Figure 6.2 – Pipeline décrivant le formalisme de l’assimilation de données varia-
tionnelle.
6.3.1 Modèle d’Evolution Dynamique du Cœur
L’équation de transport fondée sur les lois d’écoulement des ﬂuides utilisée par
diﬀérents auteurs pour l’estimation de mouvement sur données météo lisse trop les
champs estimés, surtout quand ils changent de direction rapidement (Thomas et al.,
2010; Béréziat and Herlin, 2010; Herlin et al., 2012).
Pour traiter le cas de la dynamique cardiaque, nous proposons une nouvelle
version adaptée consistant à paramétrer l’équation de transport. Une fonction signe
modélisant la contraction - relaxation du myocarde est intégrée à l’équation de
transport standard, ce qui donne le modèle dynamique suivant :
(X ) = sgn (sin (ω(x)t + ϕ(x)) + a(x))vT(x, t)∇X (x, t), (6.3)
où sgn est la fonction signe, X = (v(x, t), ϕ(x), a(x))T est le vecteur d’état, ϕ(x)
et a(x) sont respectivement la phase et l’asymétrie temporelle du cycle cardiaque.
Le processus d’assimilation ajuste leurs valeurs pour synchroniser la fonction
signe avec le cycle cardiaque (positive pour la contraction et négative pour la re-
laxation). Dans la suite, le modèle de transport standard sans fonction signe sera
désigné par l’acronyme DASS1 et notre modèle (6.3) par DASS2.
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Figure 6.3 – Modélisation du processus de contraction et de relaxation du cœur.
Une fonction signe (bleue) est appliquée à la fonction sinus (rouge) de phase ϕ et
d’oﬀset a. S,D et T représentent les durées de la systole, de la diastole et du cycle
complet.
6.3.2 Modèles d’Observation
L’opérateur d’observation sur le champ de mouvement repose sur l’équation de
ﬂot optique (Lucas and Kanade, 1981; Horn and Schunck, 1981; Deriche et al.,
1995; Brox et al., 2004; Brox and Malik, 2011; Corpetti and Mémin, 2012) combinée
avec la régularisation non linéaire proposée au chapitre précédent, qui agit à la
fois comme lissage quadratique et variation totale pour préserver les discontinuités
(OBS) (Tuyisenge et al., 2013a,b, 2014). Ainsi, le modèle d’observation correspond
au système suivant :
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
Yv = ∇I(x, t)It(x, t),
Hv(v(x, t), t) =
⎡
⎢⎣∇I(x, t)∇I(x, t)T − 2α
⎛
⎜⎝ g,η,ξu 0
0 g,η,ξv
⎞
⎟⎠
⎤
⎥⎦v(x, t), (6.4)
où g,η,ξ = g(‖∇.‖) ∂2.∂η2 + ∂
2.
∂ξ2 .
En plus des termes d’observation sur le champ de mouvement, on peut ajouter
des termes d’observation sur a et ϕ. Une solution simple consiste à imposer l’ap-
partenance à un intervalle de valeurs, mais cela suppose d’avoir une connaissance
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a priori qu’il n’est pas possible d’avoir surtout en présence de pathologie. Pour
contraindre les paramètres a et ϕ, nous avons construit un opérateur à partir de
l’observation de la composante radiale de la vitesse calculée avec l’algorithme de ﬂot
optique du chapitre précédent. Il s’agit en fait de corréler les variations sinusoïdales
avec la contraction observée.
 a,ϕ
(
a(x), ϕ(x)
)
= −Λ(x) − Λ¯
σΛ
(
sin(ω(x)t + ϕ(x)) + a(x)
)
, (6.5)
où Λ(x) est la composante radiale de vitesse en x, Λ¯ et σΛ la moyenne et l’écart-type
des variations temporelles de Λ.
6.4 Minimisation de la Fonctionnelle et Résolu-
tion Numérique
L’énergie fonctionnelle (6.2) est minimisée par rapport à X . Dans la pratique,
obtenir une expression analytique de la dérivée directionnelle par rapport à X n’est
pas possible. Un calcul direct de la dérivée est également irréalisable car il faudrait
intégrer le modèle dynamique le long de toutes les variations possibles de l’état actuel
du système. Heureusement, grâce à une autre formulation, il est possible d’évaluer le
gradient de (6.2) par une intégration vers l’avant et vers l’arrière (forward-backward
integration en anglais) du modèle dynamique et de son adjoint (Thomas et al., 2010),
ce qui conduit à l’algorithme (2).
Intuitivement, les variables adjointes λ contiennent des informations sur l’écart
entre les observations et le modèle dynamique. Elles sont calculées à partir de la so-
lution courante par une intégration vers l’arrière (backward integration) (Papadakis
and Mémin, 2008; Thomas et al., 2010), qui comprend à la fois les observations et
l’opérateur dynamique. Cet indicateur de l’écart entre les observations et le modèle
est ensuite utilisé pour aﬃner la condition initiale (étape 6 de l’algorithme 2) et
récupérer l’état du système grâce à un modèle dynamique imparfait où les erreurs
sont modélisées par la matrice de covariance Q (étape 5 de l’algorithme 2).
Il est à noter que si la dynamique était parfaite, la covariance d’erreur associée
Q serait égale à zéro et l’algorithme ne raﬃnerait pas la condition initiale. Tous
les détails sont donnés dans Le Dimet and Talagrand (1986). En pratique, nous
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Algorithm 2 : Implémentation de l’assimilation de données
1: Initialisation : X (x, t0) ← X0(x)  X0(x) est obtenu par les équations (5.4) et (6.5).
2: for t = 1 : T do  T est le nombre total d’ images dans une sequence.
3: A partir de X (t0), calculer X (t), ∀ t ∈ ]t0, T ] par intégration de
∂X
∂t
+M(X ) = 0
4: Calculer la variable adjointe λ par intégration rétrograde :⎧⎨
⎩λ(T ) = 0−∂λ∂t + (∂M∂X )∗ (λ) = − ( ∂H∂X )∗ R−1 [H(X , Y) + ( ∂H∂X ) (δX )]
5: Calculer la variable incrémentale δX par intégration :
∂δX
∂t
+
(
∂M
∂X
)
(δX ) = Q ∗ λ
6: Mise à jour : X = X + δX
7: Retour en (3) et répéter jusqu’à convergence
8: end for
introduisons une variable auxiliaire connue sous le nom variable adjointe :
λ(x, t) =
∫
x,t
Q−1
(
∂X
∂t
+ (X )
)
dxdt.
Les variables adjointes λ sont mises à jour par l’équation :
⎧⎨
⎩ −
∂λ(t)
∂t
+ (∂X )∗ λ(t) = (∂X)∗ R−1 (Y −(X (t))) ,
λ(tf ) = 0,
où (∂X )∗ et (∂X)∗ sont les opérateurs adjoints de   et  respectivement (les
déﬁnitions et les calculs pratiques sont détaillés au chapitre 6.4.1).
Comme les opérateurs   et  sont non linéaires, une linéarisation locale leur
est appliquée et le vecteur d’état devient X = X b + δX , avec X b la variable de
condition initiale et δX la variable incrémentale.
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6.4.1 Calcul des Diﬀérentielles et Opérateurs Adjoints
Nous dérivons l’opérateur tangent linéaire ∂
∂X (δX ) de l’opérateur au voisinage
de X + δX . En utilisant la dérivée de Gâteaux :
(
∂
∂X
)
δX = lim
β→0
(X + βδX ) − (X )
β
, (6.6)
on a :
∂
∂X (δX ) = limβ→0
{
[sgn (sin(ωt + ϕ + βδϕ) + a + βδa)]
β
(v + βδv)T∇(X + βδX )
− [sgn (sin(ωt + ϕ) + a)]vT∇X
β
}
. (6.7)
En pratique, pour rendre la fonction sgn(x) continue et dérivable, il est classique de
l’approcher par la fonction tanh(kx) avec k > 1. En utilisant les développements de
Figure 6.4 – Fonction sgn (blue), son approximation continue (rouge) et sa dérivée
première (marron).
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Taylor suivants :
⎧⎪⎨
⎪⎩
tanh(k(x + βδx)) = tanh(kx) + kβδx(1 − tanh2(kx)),
sin(ωt + ϕ + βδϕ) = sin(ωt + ϕ) + βδϕ cos(ωt + ϕ),
(6.8)
et en factorisant les termes en β, β2, ..., on obtient :
∂M
∂u
(δu) = A1
⎛
⎜⎜⎜⎜⎜⎜⎝
uδux + vδuy + uxδu
vxδu
ϕxδu
axδu
⎞
⎟⎟⎟⎟⎟⎟⎠ ,
∂M
∂v
(δv) = A1
⎛
⎜⎜⎜⎜⎜⎜⎝
uyδv
uδvx + vδvy + vyδv
ϕyδv
ayδv
⎞
⎟⎟⎟⎟⎟⎟⎠ ,
∂M
∂ϕ
(δϕ) = Ak
⎛
⎜⎜⎜⎜⎜⎜⎝
(uux + uuy)δϕ
(vvx + vvy)δϕ
uδϕx + vδϕy
(uax + vay)δϕ
⎞
⎟⎟⎟⎟⎟⎟⎠ ,
∂M
∂a
(δa) = kA2
⎛
⎜⎜⎜⎜⎜⎜⎝
(uux + uuy)δa
(vvx + vvy)δa
(uϕx + vϕy)δa
uδax + vδay
⎞
⎟⎟⎟⎟⎟⎟⎠ .
Finalement, la diﬀérentielle du modèle d’évolution peut s’écrire comme suit :
∂ 
∂X (δX ) = A1(δv.∇v + v.∇δv) + Ak(v.∇δv)δϕ + kA2(v.∇δv)δa, (6.9)
avec A1 = tanh(k(sin(ωt + ϕ) + a)), A2 = 1 − tanh2(k(sin(ωt + ϕ) + a)) et Ak =
kA2 cos(ωt + ϕ).
Le modèle tangent linéaire global est donc de la forme : ∂δX
∂t
+ ∂ 
∂X (δX ) = νm.
L’opérateur adjoint (∂M
∂X )
∗ du modèle dynamique est calculé par intégration par
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parties comme suit :
∫ ∂M
∂X (ψ)
Tλdxdt
=
∫ (∂M1
∂X (ψ)λ1 +
∂M2
∂X (ψ)λ2 +
∂M3
∂X (ψ)λ3 +
∂M4
∂X (ψ)λ4
)
dxdt
=
∫
{[A1 (u(ψ1)x + v(ψ1)y + uxψ1 + uyψ2) + Ak (uux + uuy)ψ3
+ kA2(uux + uuy)ψ4]λ1 + [A1 (u(ψ2)x + v(ψ2)y + vxψ1 + vyψ2)
+Ak (vvx + vvy)ψ3 + kA2(vvx + vvy)ψ4]λ2
+ [A1(ϕxψ1 + ϕyψ2) + Ak(u (ψ3)x + v (ψ3)y)
+ kA2(uϕx + v ϕy)ψ4]λ3 + [A1(ax ψ1 + ay ψ2)
+Ak(u ax + v ay)ψ3 + kA2(u (ψ4)x + v (ψ4)y)]λ4} dxdt
=
∫
{A1 (−u(λ1)xψ1 − v(λ1)yψ1 − vyλ1ψ1 + uyλ1ψ2)
+ [Ak(uux + uuy)ψ3 + kA2(uux + uuy)ψ4]λ1
+ A1 (−u(λ2)xψ2 − uxλ2ψ2 − v(λ2)yψ2 + vxλ2ψ1)
+ [Ak(vvx + vvy)ψ3 + kA2(vvx + vvy)ψ4]λ2
+ Ak [−u(λ3)xψ3 − uxλ3ψ3 − v(λ3)yψ3 − vyλ3ψ3]
+ [A1 (ϕxψ1 + ϕyψ2) + kA2(uϕx + v ϕy)ψ4]λ3
+ kA2 [−u(λ4)xψ4 − uxλ4ψ4 − v(λ4)yψ4 − vyλ4ψ4]
+ [A1 (axψ1 + ayψ2) + Ak(u ax + v ay)ψ3]λ4} dxdt
=
∫
{A1 [−u(λ1)xψ1 − v(λ1)yψ1 − vyλ1ψ1 + vxλ2ψ1 + ϕxλ3ψ1 + axλ4ψ1]
+ A1 [−u(λ2)xψ2 − uxλ2ψ2 − v(λ2)yψ2 + uyλ1ψ2 + ϕyλ3ψ2 + ayλ4ψ2]
+ Ak [−u(λ3)xψ3 − uxλ3ψ3 − v(λ3)yψ3 − vyλ3ψ3
+(uux + uuy)λ1ψ3 + (vvx + vvy)λ2ψ3 + (u ax + v ay)λ4ψ3]
+ kA2 [−u(λ4)xψ4 − uxλ4ψ4 − v(λ4)yψ4 − vyλ4ψ4]
+ (uux + uuy)λ1ψ4 + (vvx + vvy)λ2ψ4 + (uϕx + v ϕy)λ3ψ4]} dxdt
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=
∫
ψT
{
(∂M1
∂X )
∗(λ1) + (
∂M2
∂X )
∗(λ2) + (
∂M3
∂X )
∗(λ3) + (
∂M4
∂X )
∗(λ4)
}
dxdt
=
∫ (∂M
∂X
)∗
λdxdt.
L’opérateur adjoint appliqué à λ est donné par le vecteur suivant :
(
∂M
∂X
)∗
(λ) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
A1 [−u(λ1)x − v(λ1)y − vyλ1 + vxλ2 + ϕxλ3 + axλ4]
A1 [−u(λ2)x − uxλ2 − v(λ2)y + uyλ1 + ϕyλ3 + ayλ4]
Ak [−u(λ3)x − uxλ3 − v(λ3)y − vyλ3 + (uux + uuy)λ1 + (vvx + vvy)λ2
+(u ax + v ay)λ4]
kA2 [−u(λ4)x − uxλ4 − v(λ4)y − vyλ4 + (uux + uuy)λ1 + (vvx + vvy)λ2
+(uϕx + v ϕy)λ3]
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
et l’opérateur adjoint lui-même par :
(
∂ 
∂X
)∗
=
⎡
⎢⎢⎢⎣
A1(∇Tv − vT∇ + ∇T(ϕ + a))
Ak(v.∇v − vT∇ + vT∇ϕ)
kA2(v.∇v − vT∇ + vT∇a)
⎤
⎥⎥⎥⎦ . (6.10)
Les diﬀérentielles pour le modèle   et leurs adjoints se calculent de la même façon
que pour le modèle M :
∂Hv = ∇IT,
(
∂Hv
)∗
= ∇I (6.11)
∂Hϕ =
(
∂Hϕ
)∗
= −Λ − Λ¯
σΛ
cos(ωt + ϕ), (6.12)
∂Ha =
(
∂Ha
)∗
= −Λ − Λ¯
σΛ
. (6.13)
6.4.2 Matrices de Covariances
Les matrices de covariance R, Q, et B qui représentent les erreurs dans l’ob-
servation, le modèle d’évolution et le fond doivent être déﬁnies pour minimiser l’in-
ﬂuence du bruit d’observation sur la solution calculée. La matrice de covariance
R dépend des gradients spatio-temporels qui constituent les observations image :
R(x) =
(
1 − exp− ‖∇3I(x,t)‖
2
σ2
)
, où ∇3I est le gradient spatiotemporel de l’image et σ
son écart-type. De cette manière, on accorde plus de conﬁance aux observations qui
présentent un contraste bien marqué.
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La matrice B est choisie égale à l’identité. En pratique, la matrice de covariance
Q peut être obtenue par apprentissage sur des données réelles en minimisant l’erreur
entre les vitesses estimées et les vitesses obtenues par une méthode de référence.
Ainsi, la matrice de covariance Q a été optimisée à partir du champ donné par le
logiciel inTag pour l’un des jeux de données de patient : des erreurs minimales ont été
obtenues pour des écarts-types de 10 pour (u, v) et de 0.1 pour (a, ϕ). Il est possible
de donner à la matrice covariante Q une dimension temporelle qui revient à eﬀectuer
un produit de convolution sur les variations temporelles de la variable adjointe. On
peut montrer que cela induit une régularisation temporelle sur le modèle dynamique :
pour un opérateur correspondant à l’identité, la régularisation est d’ordre zero, pour
un noyau exponentiel elle est du premier ordre et pour un noyau Gaussien elle est
de type Tikhonov, c’est-à-dire qu’elle s’applique a l’ensemble des dérivées (Béréziat
and Herlin, 2010).
Comme l’implémentation de l’algorithme 6.2 utilisant les diﬀérences ﬁnies est
instable, un schéma numérique plus stable a été choisi (Jiang and Tadmor, 1997;
Levy and Tadmor, 1997). Pour le modèle adjoint, nous avons le système d’équations
aux dérivées partielles suivant :
− ∂λ1
∂t
− A1 [u(λ1)x + vyλ1 + v(λ1)y − vxλ2 − ϕxλ3 − axλ4] = −IxHv(v, ∂v),
− ∂λ2
∂t
− A1 [u(λ2)x + uxλ2 + v(λ2)y − uyλ1 − ϕyλ3 − ayλ4] = −IyHv(v, ∂v),
(6.14)
− ∂λ3
∂t
− Ak [u(λ3)x + uxλ3 + v(λ3)y + vyλ3 − (uux + uuy)λ1
−(vvx + vvy)λ2 − (u ax + v ay)λ4] = − (∂Ha,ϕ)∗ Ha,ϕ,
− ∂λ4
∂t
− kA2 [u(λ4)x + uxλ4 + v(λ4)y + vyλ4 − (uux + uuy)λ1
−(vvx + vvy)λ2 − (uϕx + v ϕy)λ3] = − (∂Ha,ϕ)∗ Ha,ϕ.
Il est résolu par une méthode de séparation d’opérateurs. Par exemple dans le cas
de λ1, l’équation diﬀérentielle est décomposée en deux étapes successives :
⎧⎪⎨
⎪⎩
∂λ1
∂t
= −A1 [u(λ1)x + vyλ1] ,
∂λ1
∂t
= −A1 [v(λ1)y − ϕxλ3 − axλ4] + IxHv(v, ∂v).
(6.15)
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Dans le schéma numérique explicite d’Euler, le modèle adjoint peut être approché
comme suit :
(λ1)k−1i,j = (λ1)ki,j − t A1
(
Sx
(
λ1, u
)k
i,j
+ 12
(
vki,j+1 − vki,j−1
)
(λ1)i,j
)
, (6.16)
(λ1)k−1i,j = (λ1)ki,j − t A1
(
Sy
(
λ1, v
)k
i,j
− 12
(
ϕki+1,j − ϕki−1,j
)
(λ3)i,j
−12
(
aki+1,j − aki−1,j
)
(λ4)i,j
)
+ (IxHv(v, ∂v))ki,j , (6.17)
oùSx
(
λ1, u
)k
i,j
= max
(
(λ1)i,j, 0
)(
ui,j−ui−1,j
)
+min
(
(λ1)i,j, 0
)(
ui+1,j−ui,j
)
. (6.18)
A noter que le schéma numérique est rétrograde comme la condition initiale pour
λi est donnée à l’instant t = T . Le même schéma est appliqué pour la variable
incrémentale, mais cette fois-ci avec le schéma progressif. Ainsi, nous avons :
∂δX
∂t
+ A1(δv.∇v + v.∇δv) + Ak(v.∇δv)δϕ + kA2(v.∇δv)δa = Q ∗ λ. (6.19)
Chaque équation du système (6.19) peut être discrétisée comme suit :
∂δu
∂t
+ A1 (uδux + vδuy + uxδu + uyδv) + Ak(uux + uuy)δϕ
+ kA2(uux + uuy)δa = Q1 ∗ λ1. (6.20)
L’équation (6.20) peut elle aussi être décomposée en deux étapes par séparation
d’opérateurs :
⎧⎪⎨
⎪⎩
∂δu
∂t
+ A1 (uδux + uxδu) = 0,
∂δu
∂t
+ A1 (vδuy + uyδv) + Ak(uux + uuy)δϕ + kA2(uux + uuy)δa = Q1 ∗ λ1.
En utilisant le schéma numérique d’Euler, les variables incrémentales sont mises à
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jour de la façon suivante :
δuk+1i,j = δuki,j − t A1
(
Sx
(
δu, u
)k
i,j
+ 12
(
uki+1,j − uki−1,j
)
δuki,j
)
, (6.21)
δuk+1i,j = δuki,j − t A1
(
Sy
(
δu, v
)k
i,j
+ 12
(
uki,j+1 − uki,j−1
)
δvki,j
)
− 12 t u
k
i,j
(
Akδϕ
k
i,j + kA2δaki,j
) (
uki+1,j − uki−1,j
+uki,j+1 − uki,j−1
)
+ (Q1 ∗ λ1)ki,j . (6.22)
On obtient les variables incrémentales δv, δa et δϕ de la même façon. L’implémen-
tation numérique complète est synthétisée dans l’algorithme 2.
Figure 6.5 – Champ de vitesse réel (bleu) superposé au champ estimé (rouge),
asymétrie (a) et phase de contraction (ϕ), estimés par DASS2 sur les données syn-
thétiques.
Figure 6.6 – Variations angulaires du facteur d’asymétrie (gauche) et de la phase
de contraction (droite) estimée (rouge) et réelle (bleu) entre 0 et 360°.
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6.4.3 Validation sur Données Synthétiques
Le jeu d’images synthétiques générées au chapitre 3 par un champ de vitesse
réaliste appliqué à l’image ciné IRM (Fig. 3.6, b) a été utilisé pour évaluer les
méthodes proposées. La ﬁgure 6.5 montre que le champ est parfaitement estimé par
rapport au champ théorique, mais que l’on obtient aussi une répartition spatiale très
correcte des paramètres de la contraction, à savoir la phase de contraction ϕ et du
facteur d’asymétrie a et ϕ, par rapport à celle qui avait été générée à la simulation.
La ﬁgure 6.6 conﬁrme ce résultat sous une autre forme : les variations angulaires
des paramètres sont estimées convenablement, ce qui permet d’envisager de détecter
l’asynchronisme local de la contraction.
Le mouvement a été estimé à l’aide des deux méthodes d’assimilation DASS1
et DASS2 et le terme d’observation seul (OBS). La ﬁgure 6.7 montre que l’erreur
de champ de mouvement simulé est inférieure pour DASS2 par rapport à DASS1 et
OBS, et qu’elle est proportionnelle à l’amplitude du mouvement pendant les phases
systolique et diastolique.
6.4.4 Validation sur Données Cliniques
La ﬁgure 6.11 présente les champs de déplacement calculés à partir de ciné IRM
avec la méthode DASS2 et de l’IRM de marquage tissulaire avec le logiciel inTag. La
composante radiale a été moyennée sur les six secteurs AHA du myocarde (Fig. 6.9).
Les variations sont représentées par rapport à la première image et sont sensiblement
identiques entre les deux méthodes.
La ﬁgure 6.10 conforte ce constat, cette fois-ci pour des variations entre images
successives observées pour deux patients, l’un présentant une dyskinésie du secteur 4
et l’autre une cinétique normale de tous ses secteurs. Le déphasage temporel apparaît
clairement et est conforté par les paramètres de contraction estimés conjointement
avec le champ de déplacement : a varie entre 0.6 et 0.9 et ϕ entre 0.09 et 1.0 dans
le cas dyskinétique, alors ces valeurs sont stables dans le cas normal avec a ∼ 0.9
et ϕ ∼ 1.2. La ﬁgure 6.12 compare les trois méthodes OBS, DASS1 et DASS2
à inTag. Sur cet exemple, on observe que les variations de DASS2 sont les plus
proches de celles d’inTag ; la donnée initiale observée OBS semble plus bruitée, et
elle est trop lissée par le transport continu qui moyenne la contraction positive avec
la relaxation négative conduisant à la sous-estimation globale de l’amplitude pour
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Figure 6.7 – Moyennes et écarts-types des erreurs entre les vitesses réelles et les vi-
tesses estimées pour les trois méthodes OBS (vert), DASS1 (bleu) et DASS2 (rouge)
sur les données synthétiques avec champ de vitesse réaliste.
DASS1. Le lissage temporel par morceaux DASS2 préserve donc les caractéristiques
temporelles du mouvement tout en les estimant dans le processus d’assimilation
variationnelle. Les ﬁgures 6.13 et 6.14 présentent les variations des composantes
radiales et circonférentielles du strain dans un cas où le marquage tissulaire est bien
marqué et où les valeurs s’annulent en ﬁn de cycle.
Pour la validation de nos résultats, de la même façon que pour la vélocité, nous
avons confronté d’une part le strain au Wall Motion Score (4 premiers niveaux de
score) et d’autre part la phase et l’asymétrie au cinquième score 2.4.4 qui traduit la
présence ou non de dyskinésie. Ce dernier score apparait donc comme un cas parti-
culier, car il ne correspond pas à un niveau inférieur de l’amplitude de la contraction.
Pour le premier point, nous remarquons tout d’abord que visuellement les dis-
tributions des strains radials et circonférentiels sont plus ou moins distinctes en
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Figure 6.8 – Champ de vitesse, asymétrie (a) et phase de contraction (ϕ) estimés
par DASS2 sur les données cliniques : ciné IRM (haut) et SPECT (bas).
fonction des méthodes pour les quatre scores de contractilité myocardique établis
par l’expertise médicale (Fig. 6.17 et 6.18). On observe une tendance monotone
décroissante assez nette pour l’ensemble des méthodes. On observe néanmoins que
DASS2 est la méthode qui présente visuellement la variabilité la plus faible pour la
composante radiale du strain, alors que pour la composante circonférentielle c’est
plutôt inTag. Ceci est conﬁrmé par une analyse de variance comparant les vélocités
entre les diﬀérentes modalités de WMS, complétée de procédures de comparaison
multiple à la recherche, notamment, d’une relation monotone entre les WMS d’une
part et les vélocités d’autre part. Tous les tests ont été menés en formulation bila-
térale avec une erreur de type I ﬁxée à 0,05.
Le test de Fisher permet de rejeter l’égalité (p < .0001) pour les quatre méthodes
inTag, OBS, DASS1 et DASS2 pour le strain radial, le strain circonférentiel et la
vélocité.
Les résultats obtenus pour la vélocité avec DASS2 sont identiques à ceux obtenus
pour OBS au chapitre précédent avec une diﬀérence signiﬁcative entre les scores 1,
(2,3) et 4 (Tab. 6.15). Le passage des vélocités au strain par dérivation spatiale ne
modiﬁe pas la signiﬁcativité des résultats pour OBS et DASS2, tout au moins en ce
qui concerne la composante radiale (Tab. 6.16). Les scores 2 et 3 restent diﬃciles
à distinguer et leur ordre n’est plus respecté pour DASS2 et inTag. Le calcul des
déformations permet de s’aﬀranchir du mouvement d’entrainement passif auquel
sont soumis les secteurs hypokinétiques et akinétiques, mais la variabilité intrinsèque
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Figure 6.9 – Variations temporelles de l’amplitude du champ de déplacement estimé
par le logiciel inTag sur une séquence d’IRM de marquage tissulaire et par la méthode
DASS2 sur une séquence ciné IRM. Elles sont présentées selon la sectorisation AHA
de 1 à 6 sur une coupe basale en petit axe et par rapport à la première image de la
séquence.
Figure 6.10 – Variations temporelles de l’amplitude du champ de déplacement
estimé par le logiciel inTag sur deux séquences d’IRM de marquage tissulaire et
par la méthode DASS2 sur deux séquences ciné IRM. Elles sont présentées selon la
sectorisation AHA de 1 à 6, entre images successives, pour un patient souﬀrant de
dyskinésie (à gauche) et pour un cas normal (à droite).
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Figure 6.11 – Ciné IRM et IRM de marquage tissulaire du cœur en vue petit axe
avec superposition des champs estimés par DASS2 et inTag respectivement.
liée aux patients demeure. Pour la composante circonférentielle, les résultats sont
identiques à ceux de la composante radiale pour inTag, en revanche ils sont moins
bons comme prévu pour OBS et DASS2 : l’ordre des scores est conservé, mais
leur signiﬁcativité est moins bonne (seuls les scores 1 et 4 sont signiﬁcativement
diﬀérents), du fait de la variabilité de l’estimation en fonction des images. Il est
à noter que l’ordre de grandeur du strain produit par DASS2 est conforme aux
valeurs attendues décrites dans la litérature en speckle tracking : valeurs normales
supérieures à 0, 2 en radial et de l’ordre de −0, 15 en circonférentiel. Pour DASS1,
le pouvoir discriminant est globalement moins bon, ce qui peut s’expliquer par le
modèle de lissage continu utilisé.
En ce qui concerne le diagnostic de la dyskinésie, le pouvoir discriminant de
chaque critère en fonction de a et ϕ sur les secteurs du myocarde a été évalué
en utilisant un modèle linéaire mixte généralisé. Le critère était considéré comme
variable de réponse et le diagnostic d’experts (accord entre un cardiologue et un
radiologue) comme variable explicative binaire, représentant la structure imbriquée
des secteurs du myocarde pour chaque patient.
L’aire sous la courbe ROC (AUROCC) a été estimée pour chaque critère indi-
quant la probabilité que deux secteurs du myocarde soient dans l’ordre attendu.
Tous les critères ont présenté des valeurs plus élevées dans les secteurs dyskinétiques
du myocarde (diagnostiqués par les experts) par rapport aux secteurs normaux, cette
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Figure 6.12 – Vitesses radiales estimées sur les secteurs AHA 1 à 6 pendant un
cycle cardiaque complet avec : inTag (noir) sur l’IRM de marquage tissulaire, DASS2
(rouge), DASS1 (bleu) et OBS (vert) sur le ciné IRM.
Critère Diagnostic mean±SD p-value AUROCC
a¯ Normal 0.6889 ± 0.2294 0.0365 0.695
Dyskinésie 0.8415 ± 0.1914 0.739
ϕ¯ Normal 0.6309 ± 0.4485 0.0120 0.733
Dyskinésie 1.0104 ± 0.4899
Table 6.1 – Comparaison des moyennes des paramètres a et ϕ caractéristiques de
la contraction vs. le score clinique binaire de dyskinésie myocardique.
augmentation a été signiﬁcative pour a et ϕ avec une valeur informationnelle élevée
(Tab. 6.1).
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Figure 6.13 – Strains radials estimés sur les secteurs AHA 1 à 16 pendant un cycle
cardiaque complet avec : inTag (noir) sur l’IRM de marquage tissulaire, DASS2
(rouge), DASS1 (bleu) et OBS (vert) sur le ciné IRM.
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Figure 6.14 – Strains circonférentiels estimés sur les secteurs AHA 1 à 16 pendant
un cycle cardiaque complet avec : inTag (noir) sur l’IRM de marquage tissulaire,
DASS2 (rouge), DASS1 (bleu) et OBS (vert) sur le ciné IRM.
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Figure 6.15 – Comparaisons multiples des vélocités estimées par inTag (1), OBS
(2), DASS1 (3) et par DASS2(4) vis à vis des scores WMS.
Figure 6.16 – Comparaisons multiples des strains estimés par inTag (1), OBS (2),
DASS1 (3) et par DASS2(4) vis à vis des scores WMS pour les composantes radiales
(a) et circonférentielles (b). Les moyennes groupées par la même lettre ne sont pas
signiﬁcativement diﬀérentes. 117
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Figure 6.17 – Wall Motion Score (WMS) vs. strain radial calculé par inTag, DASS2,
OBS et DASS1.
Figure 6.18 – Wall Motion Score (WMS) vs. strain circonférentiel calculé par inTag,
DASS2, OBS et DASS1.
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6.5 Conclusion
Dans ce chapitre, nous avons présenté une méthode d’estimation des paramètres
de contractilité cardiaque dans un formalisme d’assimilation de données variation-
nelle qui combine des observations de l’image et un modèle d’évolution dynamique
du cœur.
La nouveauté de ce modèle est qu’il intègre de nouveaux paramètres de modélisa-
tion du processus de contraction - relaxation myocardique. Il a été appliqué au jeu de
données synthétiques dont le champ de déplacement réel est connu et à des données
cliniques de séquences SPECT et ciné IRM de 47 patients avec des zones présentant
une atteinte de la cinétique. Les résultats ont été comparés à ceux obtenus avec le
logiciel de suivi de marquage tissulaire inTag. L’estimation automatique a aussi été
confrontée à l’expertise cardiologique et radiologique (Dr. Elisabeth Coupez et Dr.
Lucie Cassagnes) par l’intermédiaire de score semi-quantitatifs de contraction.
La méthode proposée fournit des résultats prometteurs à la fois pour l’estima-
tion du mouvement et d’indices pour le diagnostic de dyskinésie. Pour l’instant, les
composantes de vitesse et de strain radiales présentent les meilleures performance,
mais il est intéressant de noter que les composantes circonférentielles ne sont pas
nulles et qu’elles permettent de discriminer des scores de cinétique. Elles pourraient
être améliorées en incluant des contraintes directionnelles dans le modèle.
De plus, il serait nécessaire de connaitre précisément les limites des parois myo-
cardiques pour faire des mesures plus précises dans les secteurs. Il est à noter que
comme nous ne disposions pas des frontières myocardiques, les moyennes de champ
de vitesse et de strain par secteur ont été calculées en prenant les percentiles à
90% dans le secteur angulaire correspondant. Cette approximation est légitime pour
l’approche variationnelle que nous avons développée, car le terme de régularisation
annule de façon très eﬃcace les champs de déplacement à l’extérieur du myocarde
et en particulier dans la cavité.
Dans le dernier chapitre 7, nous intégrons la segmentation comme vecteur d’état
de l’assimilation variationnelle aﬁn de résoudre la segmentation et l’estimation de
mouvement comme problèmes conjoints.
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Couplage entre Mouvement et
Segmentation des Parois
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121
Chapitre 7
Sommaire
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . 122
7.2 Etat de l’Art . . . . . . . . . . . . . . . . . . . . . . . . . . 122
7.2.1 Méthodes Stochastiques . . . . . . . . . . . . . . . . . . . 123
7.2.2 Méthodes Déterministes . . . . . . . . . . . . . . . . . . . 125
7.3 Approche Proposée . . . . . . . . . . . . . . . . . . . . . . 127
7.3.1 Modèle Déformable B-spline Snake . . . . . . . . . . . . . 127
7.3.2 Formalisme Uniﬁé des Énergies . . . . . . . . . . . . . . . 128
7.3.3 Couplage Faible entre Segmentation et Mouvement . . . . 129
7.3.4 Couplage Fort par Assimilation de Données . . . . . . . . 130
7.4 Résultats et Discussion . . . . . . . . . . . . . . . . . . . . 131
7.1 Introduction
Les suivis pariétaux et régionaux du myocarde fournissent des informations com-
plémentaires utiles pour diagnostiquer les anomalies fonctionnelles du cœur. Ils
peuvent être menés conjointement par couplage entre l’estimation de mouvement
et la segmentation du myocarde dans un même processus sur les séquences d’images
cardiaques pour gagner en robustesse et en précision. Ce chapitre traite l’estimation
de mouvement et la segmentation du myocarde comme un problème couplé. Pour
ce faire, le formalisme d’assimilation de données variationnelle décrit au chapitre 6
a été utilisé.
7.2 Etat de l’Art
Le problème de couplage entre mouvement et segmentation a été traité par de
nombreux auteurs dans diﬀérentes manières. Certains ont proposé une solution dans
un cadre stochastique (Kervrann and Heitz, 1996; Chang et al., 1997; Kervrann and
Heitz, 1999; Cremers, 2003a,b,c; Cremers and Soatto, 2005; Cremers and Schnörr,
2003; Cremers and Soatto, 2003) et d’autres ont abordé le problème de façon dé-
terministe (Cohen, 1993; Amiaz and Kiryati, 2005; Brox et al., 2006; Carranza-
Herrezueloa et al., 2009).
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7.2.1 Méthodes Stochastiques
Considérons la contrainte de l’équation du ﬂot optique :
d
dt
I(x, t) = ∂I
∂x
u + ∂I
∂y
v + ∂I
∂t
= 0. (7.1)
Cette équation peut également s’écrire comme suit :
∇3ITv = 0, (7.2)
avec ∇3I =
(
∂I
∂x
, ∂I
∂y
, ∂I
∂t
)
etv = (u, v, 1). L’équation (7.2) signiﬁe que le gradient
spatiotemporel de l’image I doit être soit nul ou orthogonal au vecteur de vitesse
homogène.
L’angle α entre ces deux vecteurs peut être utilisé en tant que la mesure d’or-
thogonalité et détermine la probabilité d’appartenance d’un point x à une région R
de vitesse homogène. Cette probabilité est donnée par l’équation suivante :
P (∇3I|v) ∝ e−cos2(α) = exp
(
− (v
T∇3I)2
‖v‖2‖∇3I‖2
)
. (7.3)
Cette probabilité est maximale si les vecteurs sont orthogonaux et minimale quand
ils sont parallèles. La segmentation du plan de l’image Ω en un ensemble de régions
disjointes Ri de vitesses homogènes vi est obtenu par minimisation de la fonction-
nelle :
E({vi}, C) =
∑
i
∫
Ri
(− logP (∇3I | vi)) dx + νL(C). (7.4)
D’une part, pour un contour ﬁxe C, la minimisation de la fonctionnelle (7.4) par
rapport au vecteur vitesse vi conduit au problème de valeurs propres :
vi = argmin
v
vTMi v
vTv
oùMi =
∫
Ri
∇3I ∇3IT
‖∇3I‖2 dx. (7.5)
Pour cela, les vecteurs de vitesse homogène correspondent à la petite valeur propre
de la matrice Mi de dimensions 3 × 3. Toutes les valeurs propres sont normalisées
de telle manière que la troisième composante soit égale à 1.
D’autre part, pour un vecteur vitesse ﬁxe vi, la minimisation de la fonctionnelle
123
Chapitre 7
(7.4) conduit à l’équation d’évolution de la courbe C à l’interface entre les régions
j et k :
dC
dt
= −dE
dC
= (ej − ek).n − ν dL(C)
dC
, (7.6)
où ei = v
T
i Mivi
vTi vi
est appelé densité d’énergie et n est la normale à la frontière. Les
représentations implicites de type ligne de niveau (ou levelset en anglais) ou para-
métrique de type B-spline peuvent être mises en œuvre pour l’évolution de cette
courbe (Cremers, 2003a,b,c; Cremers and Soatto, 2005; Cremers and Schnörr, 2003;
Cremers and Soatto, 2003).
Kervrann and Heitz (1996, 1999) ont modélisé les incertitudes liées à l’hypothèse
de l’équation du ﬂot optique par des termes de bruit Gaussien nv(s) etnIt(s), de
variance σ2It et σ2v. On a obtenu l’équation suivante :
∇I(s).(v(s) + nv(s)) = −It(s) + nIt(s), (7.7)
où s est un site ou pixel du domaine Ω. Alors, la probabilité conditionnelle du site
s à l’instant t est calculée comme suit :
P (It(s) | v(s),∇I(s)) ∝ exp−(∇I(s).v(s) + It(s))
2
σ2v‖∇I(s)‖2 + σ2It
. (7.8)
L’image Ω est segmentée en deux régions distinctes délimitée par le contour défor-
mable Θ, ΓIΘ à l’intérieur et ΓOΘ à l’extérieur (le fond). En se basant sur les champs
de vitesse du ﬂot optique vIi (s) et vOi (s) et sous hypothèse d’indépendance, la pro-
babilité conditionnelle de It peut être écrite comme :
P (It | Θ,vIi ,vOi ,∇I)
∝ exp
⎛
⎜⎝− ∑
s∈ΓIΘ
(∇I(s).vIi (s) + It(s))2
σ2v‖∇I(s)‖2 + σ2It
⎞
⎟⎠ exp
⎛
⎜⎝− ∑
s∈ΓOΘ
(∇I(s).vOi (s) + It(s))2
σ2v‖∇I(s)‖2 + σ2It
⎞
⎟⎠ .
(7.9)
Pour un modèle déformable ﬁxe Θ, l’estimation de mouvement v est obtenue en
minimisant la fonctionnelle (7.9) et pour v ﬁxe, l’estimation de Θ est obtenue en
minimisant la même fonctionnelle.
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7.2.2 Méthodes Déterministes
Cette section fait un inventaire des méthodes qui combinent la contrainte de
l’équation de ﬂot optique et la segmentation par levelset, snakes ou d’autres modèles
déformables (Cohen, 1993; Brox et al., 2006; Carranza-Herrezueloa et al., 2009).
Figure 7.1 – Couplage entre segmentation et estimation de mouvement. La pre-
mière ligne montre le champ de vitesse estimé sur la séquence IRM de marquage
tissulaire et ce champ est utilisé pour construire l’énergie fonctionnelle pour la seg-
mentation du myocarde dans la séquence ciné IRM de la seconde ligne. Figure ex-
traite de Carranza-Herrezueloa et al. (2009).
En prenant le modèle proposé par Brox et al. (2006), le couplage est déﬁni
comme suit : étant donnée l’image I1(x, y, t) : Ω → R, calculer le champ de vitesse
v(x, y) = (u(x, y, t), v(x, y, t), 1)T en chaque point (x, y, t) qui déﬁnit le déplacement
du pixel de (x, y, t) en (x + u, y + v, t + 1) dans I2. Il s’agit trouver un ensemble de
fonctions levelset Φi(x, y, t) : Ω → R, i = 1, . . . , N représentant les N partitions de
125
Chapitre 7
l’image Ω en Ωi régions disjointes. On a la fonctionnelle suivante :
E(v,Φ, N) =
N∑
i=1
∫
Ω
H(Φi)
⎛
⎜⎝Ψ(‖ I(x + v) − I(x)‖2︸ ︷︷ ︸
Invariance de gris
+γ ‖∇I(x + v) − ∇I(x)‖2︸ ︷︷ ︸
Invariance de gradient
)
⎞
⎟⎠ dx
+
N∑
i=1
∫
Ω
⎛
⎜⎜⎝αΨ (‖∇3v‖2)︸ ︷︷ ︸
Lissage
+ν |∇3H(Φi)|︸ ︷︷ ︸
Contour
+λ
⎞
⎟⎟⎠ dx.
(7.10)
Les paramètres α et γ sont introduits aﬁn de pondérer les termes impliqués et la
minimisation de l’énergie (7.10) se fait en calculant l’équation d’Euler-Lagrange
associée.
Le couplage entre mouvement et segmentation peut également être résolu en
incorporant le ﬂot optique dans le modèle snake comme suit (Cohen, 1993) :
E(C) = 12
∫
Ω
u(s)
(
∂C
∂s
)2
ds + v(s)
(
∂2C
∂s2
)
+
∫
Ω
P (C)ds, (7.11)
où P = −‖∇I‖2. Ce modèle peut être décrit comme des déformations successives
de la courbe initiale sous l’action de la force P jusqu’à ce que l’énergie E soit
minimale. Ainsi, le ﬂot optique v a été ajouté à la force extérieure et la courbe se
déforme par le ﬂot optique tout en étant attirée par les points de bord. La force
extérieure F = (Fx, Fy)T agissant sur la courbe est déﬁnie comme suit :
⎧⎪⎨
⎪⎩
Fx = −∂P∂x + u,
Fy = −∂P∂y + v.
(7.12)
Il est à noter que les diﬀérents travaux décrits ci-dessus ne traitent pas l’estima-
tion de mouvement et la segmentation comme un vrai problème couplé. En eﬀet,
le mouvement et l’évolution de la courbe sont incorporés dans la même fonction-
nelle et pour l’une de deux variables ﬁxée, on minimise la fonctionnelle pour trouver
l’autre et vice-versa. Ou alors, le champ de vitesse calculé est utilisé pour construire
l’énergie fonctionnelle de segmentation. Pour aller plus loin, nous avons proposé
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de traiter l’estimation de mouvement et la segmentation dans le même formalisme
d’assimilation de données variationnelle.
7.3 Approche Proposée
L’approche proposée résulte d’un travail collaboratif avec un autre doctorant
du projet 3DSTRAIN, Kévin Bianchi. Sa thèse portait sur les modèles déformables
pour la segmentation interactive. Les modèles déformables présentés dans la suite
et le formalisme associé de gradient de forme font partie de son travail. Nous avons
réﬂéchi ensemble à la meilleure façon de les intégrer dans un processus d’assimilation
de données variationnelle. L’implémentation pratique du couplage a été conﬁée à
Christian Nguyen lors de son stage de master 2.
7.3.1 Modèle Déformable B-spline Snake
Un modèle déformable B-spline snake correspond à une courbe B-spline para-
métrée par ses points nodaux qui se déforme en minimisant une énergie dépendant
de l’image (Kass et al., 1988). Le modèle princeps du snake (Davatzikos and Prince,
1995) est implicitement régularisé par la paramétrisation B-spline (Brigger et al.,
2000; Jacob et al., 2004). L’énergie à minimiser se compose de deux termes : une
énergie interne et une énergie externe. La première aﬀecte la régularité de la courbe,
et la seconde attire le snake vers certaines caractéristiques de l’image. Un certain
nombre de termes d’énergie externes ont été proposés (Brigger and Unser, 2000).
L’équation d’une B-Spline est donnée par :
Γi(s) =
(
x(s) y(s)
)T
=
i+2∑
k=i−1
Qk(t)Bik(s), (7.13)
où Bik(s) = B(s− (k− i)) sont les M fonctions de base d’une B-spline non uniforme,
avec B la spline cubique de Irwin-Hall et s la paramétrisation de la courbe en [0, 1]
entre les deux points nodaux consécutifs i et i + 1. Dans le cas uniforme, les points
de contrôle Qk peuvent être calculés à partir des points nodaux Pk par ﬁltrage. En
eﬀet, quand t = k, la valeur donnée par le polynôme Γi(s) correspond au point Pk.
Les positions des points de contrôle Qk, ou encore des points nodaux Pk, sont
mis à jour aﬁn de minimiser une énergie qui fait converger le contour vers l’objet en
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mouvement.
7.3.2 Formalisme Uniﬁé des Énergies
Les deux termes d’énergies de type région Er et de type frontière Eb peuvent
être utilisés :
Er =
∫
Ω
g (m,Ω) dS (m) , (7.14)
Eb =
∫
Γ
f (m) ds (m) .
La minimisation des deux énergies globales Er et Eb (7.14) nécessite de calculer leurs
gradients de forme de dEr et dEb par rapport à des vitesses v dites prédéﬁnies car
elles conservent la représentation de B-spline (Debreuve et al., 2007).
Dans le cas surfacique, les gradients de forme s’écrivent comme des intégrales
curvilignes de la forme :
dE(Γ,v) =
∫
Γ
Ψ(Γ(s))n(s).v(s)ds, (7.15)
où n(s) est la normale à la courbe Γ.
Dans le cas surfacique Ψ = g, à condition que la grandeur g ne dépendent
pas de la région Ω délimitée par le contour Γ, ou dans des cas très particuliers de
dépendance, comme la variance utilisée dans le terme région de Chan et Vese (Chan
and Vese, 2001) :
Er(Γ,V) =
∫
Ω
(I(x) − μ(Ω))2 dx −
∫
Ωc
(I(x) − μ(Ωc))2 dx, (7.16)
où μ(Ω) et μ(Ωc) sont, respectivement, les moyennes intérieure et extérieure au
contour Γ. On a donc :
Ψr(Γ(s)) = (I(Γ(s)) − μ(Ω))2 + (I(Γ(s)) − μ(Ωc))2 . (7.17)
Dans le cas curviligne, la dérivée de forme est égale à :
Ψb(Γ(s)) =
∂f(Γ(s))
∂N − f(Γ(s))κ(s), (7.18)
où κ est la courbure du contour. Dans le cas du Gradient Vector Flow (GVF) Xu
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and Prince (1998), la forme exacte de Ψb est donnée par :
Ψb(Γ(s, t)) = −∂f .n(s)
∂n − κ(s)|f .n(s)| (7.19)
= − (∇f(s)n(s)) .n(s) − (∇n(s)n(s)) .f(s, t) − κ(s)|f .n(s)|,
où f est un champ calculé à partir du gradient par un processus de diﬀusion qui sera
détaillé dans la suite.
7.3.3 Couplage Faible entre Segmentation et Mouvement
Notre objectif est de construire un terme d’énergie de type frontière en tenant
compte à la fois au champ de vitesse v = (u, v)T, qui donne la direction vers la
frontière de l’objet, et le gradient de l’image aﬁn d’arrêter la propagation.
Un champ de vitesse intermédiaire est construit à partir d’un processus varia-
tionnel très similaire à celui de GVF précédent, mais c’est une combinaison entre
le gradient et la vitesse qui est diﬀusée. En outre, lorsque le mouvement n’est pas
assez important, il est remplacé par l’information de gradient seule :
v′ = (u′, v′)T =
⎧⎪⎨
⎪⎩
sgn(∇I.v)‖∇I‖ v‖v‖ , if‖v‖ > δ,
∇I otherwise,
(7.20)
où δ est le seuil de signiﬁcativité de la vitesse (généralement égal à un pixel). Le
champ de vecteur vitesse v′′ = (u′′, v′′)T minimise l’énergie fonctionnelle :
ε =
∫
Ω
μ(u′2x + u′
2
y + v′
2
x + v′
2
y) + ‖v′‖2‖v′′ − v′‖2dxdy, (7.21)
et elle est solution des équations Euler-Lagrange suivantes :
⎧⎪⎨
⎪⎩
μu′′ − (u′′ − u′)(u′2 + v′2) = 0,
μv′′ − (v′′ − v′)(u′2 + v′2) = 0.
(7.22)
Le terme d’énergie Eb est calculé comme le produit scalaire entre v′′ et la normale au
contour n. La fonction Ψ du gradient de forme (7.18) correspond au terme géodésique
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suivant :
Ψb(Γ(s, t)) = −∂v
′′.n(s)
∂n − κ(s)|v
′′.n(s)| (7.23)
= − (∇v′′(s)n(s)) .n(s) − (∇n(s)n(s)) .v′′(s, t) − κ(s)|v′′.n(s)|.
L’équation du modèle d’évolution pour chaque point nodal Pk est donnée par :
∂tPk +
∂E
∂Pk
= ∂tPk + dE
(
Γ, ∂Γ
∂Pk
)
∂Γ
∂Pk
= 0. (7.24)
7.3.4 Couplage Fort par Assimilation de Données
La combinaison du mouvement et des termes d’énergie d’image pour propager le
contour est directe en assimilation de données. En eﬀet, le mouvement est la dérivée
temporelle de la position qui peut être directement intégrée à l’opérateur d’évolution
  et les termes d’énergie de type région et frontière à l’opérateur d’observation  .
Pour rappel, l’algorithme 2 permet de minimiser la fonctionnelle spatiotemporelle
(6.2).
Les coordonnées des points nodaux Pi des modèles déformables B-spline pour les
contours endo et épicardiques deviennent les composantes du vecteur de variables
d’état :X = (P1 . . .Pi . . .PM)T. La façon la plus simple de construire l’opérateur du
modèle d’évolution est d’appliquer le mouvement directement aux points nodaux
comme suit :
(Pi) = v (Pi) . (7.25)
Cependant, comme cette approche est susceptible d’être sensible au bruit, il est
préférable de considérer l’eﬀet du mouvement sur le voisinage inﬂuencé par le point
nodal courant :
(Pi) =
∫
Γ v (Γ(s))n(s).V ids∫
Γ n(s).V ids
, (7.26)
où V i = Bii (s)N (Pi) avec N (Pi) la normale au point nodal Pi. Il s’agit ici d’ef-
fectuer une moyenne pondérée des points échantillonnés de la B-spline en fonction
de l’orientation de leur normale n par rapport à celle du point nodal N (Pi) et en
fonction de leur distance à Pi grâce à Bii utilisée comme fenêtrage.
Pour les deux expressions (7.25) et (7.26), les opérateurs tangents linéaires par
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rapport à Pi sont respectivement donnés par :
∂Pi  =
⎛
⎝ux 0
0 vy
⎞
⎠ (7.27)
et
∂Pi  =
1∫
Γ n(s).V ids
∫
Γ
⎛
⎝ux 0
0 vy
⎞
⎠ ∂Γ(s)
∂Pi
n(s).V ids. (7.28)
La normale est censée être constante au premier ordre quand les points nodaux se
déplacent.
Pour l’opérateur d’observation  lié à l’endocarde, nous considérons le cas simple
de l’énergie de type région de Chan et Vese 7.16 et une énergie GVF classique liée
au gradient de l’image pour l’épicarde.
Dans les deux cas, l’opérateur tangent linéaire de   est choisi égal à la dérivée
de forme dans la direction de la vitesse admissible, égale à la dérivée de la courbe
par rapport au point nodal Pi =
(
ai bi
)T
, on a :
∂Pi  = dE
(
Γ, ∂Γ
∂Pi
)
∂Γ
∂Pi
(7.29)
=
n∑
j=1
(
dE
(
Γ, ∂Γ
∂aj
)
∂Γ
∂aj
(Pi) + dE
(
Γ, ∂Γ
∂bj
)
∂Γ
∂bj
(Pi)
)
.
Les dérivées de la B-spline par rapport aux points nodaux sont aussi détaillées en
annexe 8.2.2.
7.4 Résultats et Discussion
Nous présentons des résultats très préliminaires et non validés quantitativement
du suivi par couplage faible et par couplage fort. Le couplage faible semble être une
alternative intéressante aux énergies classiques. En eﬀet, les variations temporelles
de niveaux de gris conduisent à une estimation de vitesse plus robuste qu’à partir des
seules variations spatiales. Elles existent même lorsque les contrastes sont faibles.
Pour le couplage fort en revanche, les paramètres de covariance ont été choisis empi-
riquement et ne sont pour l’instant pas suﬃsamment précis pour assurer une bonne
convergence sur tous les jeux de données.
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Figure 7.2 – La segmentation du myocarde par le couplage fort : courbe rouge
(endocarde segmenté), courbe vert (épicarde segmenté).
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8.1 Conclusions
Dans cette période de trois ans de thèse, nous avons mené des travaux sur les
déplacements pariétaux et les déformations myocardiques. Nous avons fait l’état de
l’art sur des approches génériques d’estimation de mouvement, puis sur des mé-
thodes appliquées sur des modalités d’imagerie en routine clinique pour quantiﬁer
des déformations du myocarde tout en prenant en compte leurs spéciﬁcités et leurs
limitations. Nous nous sommes focalisés sur des méthodes de suivi qui optimisent la
similarité entre les intensités entre images consécutives d’une séquence pour estimer
le champ de vitesse dans le domaine spatial. Elles sont fondées sur l’hypothèse d’in-
variance du niveau de gris (ou ﬂot optique) et des termes de régularisation utilisés
pour résoudre le problème d’ouverture.
Pour cela, nous avons proposé un terme régularisation bien adapté aux proprié-
tés physiologique et physique du mouvement myocardique. L’avantage de l’approche
proposée réside dans sa ﬂexibilité à estimer le champ dense de déplacement myo-
cardiques sur des séquences d’images du cycle cardiaque. En eﬀet, le champ de
mouvement en chaque pixel de la région myocardique est estimé en préservant les
discontinuités aux parois du myocarde. Cependant, le terme d’attache aux données
utilisé dans notre méthode est uniquement fondé l’intensité de l’image. Il estime
convenablement le champ de déplacement surtout en direction radiale, car le mou-
vement de torsion circonférentielle n’est pas ou peu visible sur les données de ciné
IRM en petit axe utilisées.
Pour rendre l’estimation plus robuste, nous avons proposé un modèle d’évolution
pour la contraction et relaxation cardiaque aﬁn d’introduire la contrainte temporelle
de la dynamique du cœur. Ce modèle permet d’estimer non seulement le champ
dense de déplacement myocardique, mais aussi d’autres paramètres de contracti-
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lité du myocarde (la phase de contraction et l’asymétrie systole-diastole) dans un
formalisme d’assimilation de données variationnelle.
L’estimation automatique des déformations et des contractilités myocardiques
(le strain, la phase et l’asymétrie) a été confrontée à l’expertise cardiologique et
radiologique (Dr Elisabeth Coupez et Dr Lucie Cassagnes, CHU Clermont-Ferrand)
par l’intermédiaire de scores semi-quantitatifs de contraction de type Wall Motion
Score (WMS) et Wall Thickening Index (WTI). La méthode proposée fournit des
résultats prometteurs à la fois pour l’estimation du mouvement et d’indices pour le
diagnostic et l’évaluation fonctionnelle de la dyskinésie myocardique.
En vue de gagner encore en robustesse, il est nécessaire de pouvoir eﬀectuer la
mesure du strain et des indices de contraction précisément dans le myocarde délimité
par les parois endocardique et épicardique. C’est pourquoi, nous avons mené un
travail collaboratif avec Kévin Bianchi, un autre doctorant du projet 3DStrain et
avons proposé une méthode de couplage entre la segmentation du myocarde par les
modèles déformables et l’estimation du mouvement myocardique dans un formalisme
d’assimilation de données variationnelle.
8.2 Perspectives
8.2.1 Perspectives à Court et à Moyen Termes
Comme nous l’avons évoqué dans notre introduction, cette thèse se rapporte
au projet 3DStrain ayant pour l’objectif clinique de fournir des indices cliniques
permettant de quantiﬁer les déformations du myocarde en imagerie multimodale.
Jusqu’à maintenant, nous n’avons pas traité les images échocardiographiques. Une
collaboration avec Clément Beitone, un autre doctorant du projet 3DStrain, est
envisagée pour traiter les données échographiques en se servant de termes d’attaches
appropriés à ces données. Pour cela, les signaux monogéniques seront exploités.
8.2.2 Perspectives à Long Terme
Concernant les perspectives à long terme, nous envisageons une confrontation
aux déformations myocardiques liés au mouvement de torsion circonférentielle qui
reste jusqu’à maintenant (à notre connaissance) un problème délicat à résoudre. Pour
cela, des contraintes liées aux déformations de ﬁbres myocardiques seront intégrées
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dans notre formalisme d’assimilation variationnelle. Le but ultime du projet est de
pouvoir intégrer tous les développements au sein de la même application logicielle
ce qui a été réalisé en partie dans le carde de la thèse.
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Annexe
Implémentation 3D
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
g(‖∇u‖)uηη + uξ1ξ1 + uξ2ξ2 − 2αIxIt = 2α (I2xu + IxIyv + IxIzw)
g(‖∇v‖)vηη + vξ1ξ1 + vξ2ξ2 − 2αIyIt = 2α
(
IxIyu + I2yv + IyIzw
)
g(‖∇w‖)wηη + wξ1ξ1 + wξ2ξ2 − 2αIzIt = 2α (IxIzu + IyIzv + I2zw)
(1)
En remplaçant uηη, uξ1ξ1 et uξ2ξ2 dans (1) par leurs valeurs respectives et après la
simpliﬁcation, on a :
g(‖∇u‖)u2xuxx+2uxuxyuy+2uxuxzuz+u2yuyy+2uyuyzuz+u2zuzz
u2x+u2y+u2z
+ (u
2
xuyy−2uxuxyuy+u2yuxx)(u2x+u2y+u2z)
(u2x+u2y)(u2x+u2y+u2z)
+u
4
xuzz−2u3xuxzuz+u2xuxxu2z+2u2xu2yuzz−2u2xuyuyzuz+2uxuxyuyu2z−2uxuxzu2yuz+u4yuzz−2u3yuyzuz+u2yuyyu2z
(u2x+u2y+u2z)(u2x+u2y) .
Le deuxième et le troisième termes du membre de gauche donnent :
1
(u2x+u2y+u2z)(u2x+u2y)
(
u4xuyy − 2u3xuxyuy + u2xuxxu2y + u2xu2yuyy + u2xuyyu2z
−2uxuxyu3y − 2uxuxyuyu2z + uxxu4y + uxxu2yu2z
)
+
(
u4xuzz − 2u3xuxzuz + u2xuxxu2z + 2u2xu2yuzz − 2u2xuyuyzuz
+2uxuxyuyu2z − 2uxuxzu2yuz + u4yuzz − 2u3yuyzuz + u2yuyyu2z
)
= (u
2
x+u2y)(u2xuyy+u2xuzz−2uxuxyuy−2uxuxzuz+uxxu2y+uxxu2z+u2yuzz−2uyuyzuz+uyyu2z)
(u2x+u2y+u2z)(u2x+u2y)
= (u
2
xuyy+u2xuzz−2uxuxyuy−2uxuxzuz+uxxu2y+uxxu2z+u2yuzz−2uyuyzuz+uyyu2z)
(u2x+u2y+u2z) .
Ainsi, le membre de gauche donne :
1
‖∇u‖2
(
g(‖∇u‖)
(
u2xuxx + 2uxuxyuy + 2uxuxzuz + u2yuyy + 2uyuyzuz + u2zuzz
)
+u2xuyy + u2xuzz − 2uxuxyuy − 2uxuxzuz + uxxu2y + uxxu2z + u2yuzz − 2uyuyzuz + uyyu2z
)
.
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Puis en groupant les termes contenant des dérivées de second ordre, on a :
1
‖∇u‖2
(
2g(‖∇u‖)uxuxyuy + 2g(‖∇u‖)uxuxzuz + 2g(‖∇u‖)uyuyzuz
− 2uxuxyuy − 2uxuxzuz − 2uyuyzuz + uxx
(
g(‖∇u‖)u2x + u2y + u2z
)
+ uyy
(
u2x + g(‖∇u‖)u2y + u2z
)
+ uzz
(
u2x + u2y + g(‖∇u‖)u2z
))
,
soit :
1
‖∇u‖2
(
2 (g(‖∇u‖) − 1) (uxuxyuy + uxuxzuz + uyuyzuz)
+ uxx
(
g(‖∇u‖)u2x + u2y + u2z
)
+ uyy
(
u2x + g(‖∇u‖)u2y + u2z
)
+ uzz
(
u2x + u2y + g(‖∇u‖)u2z
))
.
La première équation du système (1) donne ﬁnalement :
1
‖∇u‖2
(
2 (g(‖∇u‖) − 1) (uxuxyuy + · · · ) + · · · + uzz
(
u2x + u2y + g(‖∇u‖)u2z
))
= 2α(Ixu + Iyv + Izw − It)Ix. (2)
Le système de trois équations devient alors :
1
2α‖∇u‖2
(
2 (g(‖∇u‖) − 1) (uxuxyuy + · · · ) + · · · + uzz
(
u2x + u2y + g(‖∇u‖)u2z
))
− IxIt
= I2xu + IxIyv + IxIzw (3)
1
2α‖∇v‖2
(
2 (g(‖∇v‖) − 1) (vxvxyvy + · · · ) + · · · + vzz
(
v2x + v2y + g(‖∇v‖)v2z
))
− IyIt
= IxIyu + I2yv + IyIzw (4)
1
2α‖∇w‖2
(
2 (g(‖∇w‖) − 1) (wxwxywy + · · · ) + · · · + wzz
(
w2x + w2y + g(‖∇w‖)w2z
))
−IzIt
= IxIzu + IyIzv + I2zw (5)
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Par les diﬀérences ﬁnies, on aurait :
u → ui,j,k
uxx → ui+1,j,k − 2ui,j,k + ui−1,j,k
˜uxx → ui+1,j,k + ui−1,j,k
Ainsi avec uxx = ˜uxx − 2u, uyy = u˜yy − 2u et uzz = u˜zz − 2u, (3) devient :
1
2α‖∇u‖2
(
2 (g(‖∇u‖) − 1) (uxuxyuy + uxuxzuz + uyuyzuz) + ˜uxx
(
g(‖∇u‖)u2x + u2y + u2z
)
+ u˜yy
(
u2x + g(‖∇u‖)u2y + u2z
)
+ u˜zz
(
u2x + u2y + g(‖∇u‖)u2z
))
− IxIt
=
(
I2x +
2
2α‖∇u‖2
((
g(‖∇u‖)u2x + u2y + u2z
)
+
(
u2x + g(‖∇u‖)u2y + u2z
)
+
(
u2x + u2y + g(‖∇u‖)u2z
)))
u + IxIyv + IxIzw
On a :
1
2α‖∇u‖2
(
2 (g(‖∇u‖) − 1) (uxuxyuy + uxuxzuz + uyuyzuz) + ˜uxx
(
g(‖∇u‖)u2x + u2y + u2z
)
+ u˜yy
(
u2x + g(‖∇u‖)u2y + u2z
)
+ u˜zz
(
u2x + u2y + g(‖∇u‖)u2z
))
− IxIt
=
(
I2x +
1
α‖∇u‖2
(
g(‖∇u||)
(
u2x + u2y + u2z
)
+ 2||∇u||2
))
u + IxIyv + IxIzw
Finalement, l’expression explicite de u est donnée par :
u = 1
I2x + 1α (g(‖∇u‖) + 2)
1
2α‖∇u‖2
(
2 (g(‖∇u‖) − 1) (uxuxyuy + uxuxzuz + uyuyzuz)
+ ˜uxx
(
g(‖∇u‖)u2x + u2y + u2z
)
+ u˜yy
(
u2x + g(‖∇u‖)u2y + u2z
)
+ u˜zz
(
u2x + u2y + g(‖∇u‖)u2z
))
− IxIt − IxIyv − IxIzw, (6)
et pour conserver une certaine homogénéité avec l’expression u dans le cas 2D, on peut
écrire :
u =
α
‖∇u2‖
(
2 (g(‖∇u‖) − 1) (uxuxyuy) + ˜uxx
(
g(‖∇u‖)u2x + u2y
)
+ u˜yy
(
u2x + g(‖∇u||)u2y
))
I2x + 2α (g(‖∇u‖) + 1)
− IxIt + IxIy
I2x + 2α (g(‖∇u‖) + 1)
(7)
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Dérivées d’une B-spline par rapport à ses points
nodaux
Nous détaillons ici la manière de dériver une B-spline en fonction de ses nœuds. La
dérivée de la B-spline sur s ∈ [ul, ul+1] par rapport au nœud Pi peut être décomposée de
la manière suivante :
∂Γ(s)
∂Pi
=
mP−1∑
k=0
∂Γ(s)
∂Qk
∂Qk
∂Pi
, (8)
avec
∂Γ(s)
∂Qk
= Bnk (s) =
s − uk
uk+n − uk B
n−1
k (s) +
uk+n+1 − s
uk+n+1 − uk+1 B
n
k+1(s) (9)
et
B0k(s) =
⎧⎨
⎩1 si s ∈ [uk, uk+1],0 sinon. (10)
Pour une B-spline cubique, les points de contrôle et les points nodaux sont reliés par
le système linéaire suivant :
⎛
⎜⎜⎜⎜⎜⎝
Q0
Q1
...
Qn−1
⎞
⎟⎟⎟⎟⎟⎠ = M
⎛
⎜⎜⎜⎜⎜⎝
P0
P1
...
Pn−1
⎞
⎟⎟⎟⎟⎟⎠ , (11)
avec :
M = 16
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
4 1 0 0 . . . 0 1
1 4 1 0 . . . 0 0
0 0 . . . . . . . . . 0 0
...
...
...
...
...
...
...
0 0 . . . . . . . . . 0 0
0 0 . . . 0 1 4 1
1 0 . . . 0 0 1 4
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
−1
. (12)
Il vient ﬁnalement dans le cas cubique :
∂Γ(s)
∂Pi
=
l+2∑
k=l−1
Mi,kB
l
k(s). (13)
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Annexe
En pratique, pour un nombre de nœuds donné, l’inverse de la matrice M peut être
précalculée.
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