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Abstract
In this article, we present the theoretical basis for an approach to
Stein’s method for probability distributions on Riemannian mani-
folds. Using a semigroup representation for the solution to the Stein
equation, we use tools from stochastic calculus to estimate the deriv-
atives of the solution, yielding a bound on the Wasserstein distance.
We first assume the Bakry-Emery-Ricci tensor is bounded below by
a positive constant, after which we deal separately with the case
of uniform approximation on a compact manifold. Applications of
these results are currently under development and will appear in a
subsequent article.
Keywords: Stein’s method ; Riemannian manifold ; Ricci curvature ; Bis-
mut formula, Wasserstein distance
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1 Introduction
Stein’s method provides a way to obtain bounds on the distance between
two probability distributions with respect to a suitable metric. For a con-
verging sequence of such distributions, it furthermore provides a bound
on the rate of convergence. In this article, we develop an approach to
Stein’s method for probability distributions on Riemannian manifolds.
The history of Stein’s method begins in 1972 with the seminal work of
Charles Stein on normal approximation [13]. In this this article, we will
not provide a detailed introduction to Stein’s method, since many such
introductions already exist, and instead refer the reader to the survey [5].
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In the article [11], together with its corrections [10], Fang, Shao and Xu
presented an approach to multivariate approximation in the Wasserstein
distance, using Stein’s method and Bismut’s formula. They used Bismut’s
formula to estimate derivatives of the solution to Stein’s equation. We
take a similar approach in the general setting of a Riemannian manifold,
having to first calculate Bismut-type integration by parts formulas for the
gradient, Hessian and third derivative of the solution.
Let us first say a little more about Bismut’s formula. For a suitable func-
tion f on a complete Riemannian manifold M and a semigroup Pt gener-
ated by a diffusion operator of the form
A = 1
2
∆ + Z
for Z a smooth vector field, Bismut’s formula provides a probabilistic
formula for the derivative ∇Ptf that does not involve the derivative of
f . Bismut [3] proved it on compact manifolds using techniques from
Malliavin calculus, after which it was generalized to a full integration
by parts formula by Driver [7]. An elementary approach to derivative
formulas, based on martingales, was then developed by Elworthy and
Li [9], after which an approach based on local martingales was given by
Thalmaier [14] and Driver and Thalmaier [8]. In this article, we follow the
latter approach, calculating our derivative formulas by first identifying
appropriate local martingales. While Bismut’s formula is well-known,
formulas for the Hessian, or second derivative, of the semigroup are not
well-known. Nonetheless, various formulas for the Hessian have been
given, for example, in [1, 9, 17] and [15]. In this article we present, to
the best of the author’s knowledge for the first time, a complete set of
formulas for the first, second and third derivative of the semigroup.
It is worth noting that there is a relationship between Bismut’s formula
and Stein’s lemma. In particular, Hsu proved in [12] that just as the
relation
E[f ′(X)] = E[Xf(X)] (1)
characterizes the standard normal distribution, which roughly speaking
is the statement of Stein’s lemma, so Driver’s integration by parts for-
mula
E[DhF (X)] = E
[
F (X)
∫ 1
0
〈
h˙s +
1
2
RicU(X)shs, dWs
〉]
(2)
characterizes Brownian motion, at least on a compact manifold, among
the set of probability measures on the path space of M for which the co-
ordinate process is a semimartingale. Note that if M = R with hs = s and
F (X) = f(X1) then equation (2) becomes equation (1). So Hsu’s theorem
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is an analogue of Stein’s lemma for the infinite-dimensional path space
setting. Bismut’s formula is a special case of equation (2), namely the
one in which F is given by the composition of some f with an evaluation
at a fixed time.
Main results. Now let us discuss the main results. For a smooth func-
tion ψ on a complete Riemannian manifold M with
c :=
∫
M
eψdµ <∞,
consider the probability measure µψ on M given by
dµψ :=
1
c
eψdµ.
One example would be the case in which ψ is given by the logarithm of
the heat kernel, which would correspond to heat kernel approximation,
which on Rn would reduce to normal approximation. Another example
would be to take ψ = 0 on a compact manifold, which would correspond
to uniform approximation.
Our main result, which is Theorem 6.3, is then stated as follows: Suppose
K > 0 with
Ricψ := Ric−2 Hessψ ≥ K
where Ric denotes the Ricci curvature tensor. Suppose
‖R‖∞ <∞,
‖∇R‖∞ <∞,
‖∇Ric]ψ + d?R− 2R(∇ψ)‖∞ <∞,
‖∇(∇Ric]ψ + d?R− 2R(∇ψ))‖∞ <∞
where R denotes the full Riemann curvature tensor. Then, denoting by
W the Wasserstein distance, we will prove that there exists a positive
constant C such that if W,W ′ is any pair of identically distributed M -
valued random variables satisfying
P{(W,W ′) ∈ Cut} = 0,
where Cut denotes the cut locus of M , then
W(L(W ), µψ) ≤ C
(
1
λ
E[|δ|3(| log |δ|| ∨ 1)] + E[|R1|] + E[|R2|]
)
for all λ > 0, where |δ| = d(W,W ′) and where the remainders R1 and R2
are defined, in terms of ψ, the Riemannian metric and λ, in Section 5.
3
When M = Rn, this becomes Fang, Shao and Xu’s estimate from [11].
They showed how such a bound on the Wasserstein distance can indeed
be obtained at the price of the log |δ|. In Theorem 6.5, we state a version
of the above bound in which the log |δ| is dispensed with, but in which the
Wasserstein distance is replaced by a C2-distance.
Note that we assume various bounds on the curvature and Bakry-Emery-
Ricci tensors. These assumptions need not be so strong. For example,
the uniform boundedness assumptions could be relaxed to allow a cer-
tain amount of growth, while in many cases the positive lower bound on
Ricψ is simply not necessary. The positive lower bound will be used to
verify exponential convergence to equilibrium, but as shown for example
by Cheng, Thalmaier and Zhang in the recent article [6], weaker con-
ditions exist. In Section 7, we show how all assumptions on curvature
can be dispensed with for the case ψ = 0 with M compact, using instead
the existence of a spectral gap, yielding Theorems 7.6 and 7.6. A weak-
ening of the assumptions in the non-compact case is a topic for future
consideration, but for the time being, we will stick to the boundedness
assumptions for the sake of simplicity.
A robust formulation of Stein’s method for the manifold setting should
yield a central limit theorem for geodesic random walks and estimates on
the rates of convergence for these and other sampling algorithms. While
this article presents the theoretical basis for this work, the applications
themselves are currently under development and will be publicized later.
It is becoming increasingly important to study probability distributions
on manifolds, for a variety of reasons. For example, there is growing
interest in the stochastic analysis of manifolds among members of the
deep learning community. Over the last decade, deep learning methods
based on artificial neural networks have achieved unprecedented per-
formance on a broad range of problems arising in a variety of different
contexts, but research has mainly focused on data belonging to Euclidean
domains. Geometric deep learning seeks to extend these techniques to
geometrically structured data, extracting non-linear features, facilitating
dimensionality reduction and the use of pattern recognition or classifica-
tion algorithms. For a survey of this topic see [4].
Organization of the paper. This article is targeted primarily at those
who are more familiar with Stein’s method than with Riemannian geo-
metry. Many of the computational details involving curvature tensors
will therefore be left to later sections. Moreover we start in Section 2
with a brief review of Riemannian geometry, including the Riemannian
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distance function, volume measure and Ricci curvature. Afterwards, in
Section 3, we look at Stein’s equation and show how its solution can be
written in terms of a semigroup. In Sections 4 and 5 we show how Taylor
expansion can be used to analyse the difference between two identic-
ally distributed manifold-valued random variables. We then present the
main results in Section 6. In Section 7 we consider the special case of
a compact manifold with ψ = 0, where the assumption of positive Ricci
curvature can be dropped due to the existence of a spectral gap. In Sec-
tion 8 we provide a selection of examples of Riemannian measures which
satisfy the criterion Ricψ > K > 0. The remainder of the paper consists
of the calculations needed to obtain the derivative estimates used in the
proofs of the main theorems in Section 6. This starts in Sections 9 and 10
with the required commutation relations, which are then used to obtain
the derivative formulas in Section 11, which are finally used to derive the
necessary derivative estimates in Section 12.
2 Riemannian measure
A topological space M is called locally Euclidean if there exists a non-
negative integer n such that every point in M has a neighbourhood that
is homeomorphic to the Euclidean space Rn. The number n is referred to
as the dimension of M .
Definition 2.1. A locally Euclidean second-countable Hausdorff space is
called a topological manifold.
While topological manifolds inherit many of the local properties of Eu-
clidean space, such as local compactness and local connectedness, the
Hausdorff property is non-local and must therefore be assumed.
Definition 2.2. A topological manifold equipped with a smooth structure
is called a smooth manifold.
A smooth structure gives meaning to smooth functions, tangent spaces
and vectors fields. It allows for calculus on the manifold to be performed
unambiguously. For a smooth manifold M , second-countability and the
Hausdorff property are, according to the Whitney embedding theorem,
precisely the conditions required to ensure the existence of a smooth
map, between M and some finite-dimensional Euclidean space, under
which M is diffeomorphic to its image. Such a map is called an embed-
ding and it can be shown that the smallest Euclidean space into which
all n-dimensional smooth manifolds can be embedded is R2n.
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For each point x ∈ M , the tangent space at x, denoted TxM , is the n-
dimensional vector space consisting of the equivalence classes of velocit-
ies at x of all smooth curves passing through x, with two velocities said to
be equivalent if their curves when composed with a local homeomorph-
ism have velocities equal in Rn. The disjoint union of the tangent spaces
is called the tangent bundle and denoted TM . A smooth assignment of
tangent vectors to each tangent space is called a vector field. A smooth
assignment of cotangent vectors to each cotangent space (TxM)? is called
a differential 1-form. Given a smooth function f , the differential of f is
the unique 1-form df such that for all vector fields V and points x ∈M the
composition (df)x(V (x)) coincides with the directional derivative V (f)(x)
at x of f in the direction V .
A Riemannian metric is a smooth assignment of inner products to each
tangent space. Denoting the inner products by 〈·, ·〉, this means that if V1
and V2 are vector fields then the map x 7→ 〈V1(x), V2(x)〉x is smooth.
Definition 2.3. A smooth manifold equipped with a Riemannian metric
is called a Riemannian manifold.
By a theorem of Nash, a Riemannian manifold can always be isometric-
ally embedded into a Euclidean space but, as with the Whitney embed-
dings, there is not a canonical way of doing so. Riemannian manifolds
support a number of intrinsically defined objects, familiar from Rn, the
most important of which we will now briefly describe.
Riemannian distance. For a Riemannian manifold M , the Riemannian
distance d, with respect to which M is a metric space, is defined for
x, y ∈M by
d(x, y) := inf
γ
∫ 1
0
|γ˙(t)|γ(t)dt
where the infimum is over all piecewise smooth curves γ : [0, 1] → M
with γ(0) = x and γ(1) = y. We will assume that M equipped with this
distance is a complete metric space. If we denote by P(M) collection of
all probability measures ν on M such that∫
M
d(x, y)dν(y) < +∞
for some x ∈ M then, for two such measures ν1 and ν2, the Wasserstein
distance between ν1 and ν2 is given by
W(ν1, ν2) = sup{|ν1(h)− ν2(h)| : h ∈ Lip1(M)}
where Lip1(M) denotes the set of functions with |h(x)−h(y)| ≤ d(x, y) for
any x, y ∈M .
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Volume measure. Viewing (M,d) as a metric space, the Riemannian
volume measure µ is then the normalized n-dimensional Hausdorff meas-
ure restricted to the σ-algebra of Borel sets. It is normalized in the sense
that it agrees with the Lebesgue measure on Rn.
Laplace-Beltrami operator. Given the measure µ, we denote by ∆ the
unique second-order partial differential operator with the property that∫
M
f∆g dµ = −
∫
M
〈df, dg〉 dµ (3)
for all compactly supported smooth functions f and g, where 〈·, ·〉 denotes
the inner product induced on a cotangent space by Riesz isomorphism.
It is called the Laplace-Beltrami operator.
Brownian motion. By a diffusion we mean a continuous time Markov
process with almost surely continuous sample paths. A diffusion on M
with differential generator 1
2
∆ is called a Brownian motion. More gener-
ally, suppose Z is a smooth vector field on M and for each x ∈M suppose
X(x) is a diffusion on M starting at x ∈M with generator
A := 1
2
∆ + Z (4)
and explosion time ζ(x). The random time ζ(x), which could be infinite,
is the first time at which X(x) leaves all compact subsets of M . Note
that on an arbitrary smooth manifold, any elliptic second-order partial
differential operator with smooth coefficients and vanishing zeroth order
part induces, via its principal symbol, a Riemannian metric with respect
to which it takes precisely the form (4) for some vector field Z. We define
the associated minimal semigroup {Pt : t ≥ 0} acting on bounded meas-
urable functions f by the formula
Ptf(x) := E[1{t<ζ(x)}f(Xt(x))]
which on (0,∞)×M is smooth and satisfies the diffusion equation
(∂t −A)Ptf = 0
with initial condition P0f = f .
Ricci curvature. For a Riemannian manifold M , of dimension n, the
Ricci curvature of M , denoted Ric, is a tensor field on M which acts as a
symmetric bilinear form on each tangent space. Its precise definition is
given in Section 9. It provides a way to measure the degree to which the
Riemannian geometry of M differs from the Euclidean geometry of Rn.
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For example, in normal coordinates centred at a point p ∈M , the volume
measure µ satisfies at p the Taylor series expansion
dµ =
(
1− 1
6
Ricijx
ixj +O(|x|3)
)
dx1 · · · dxn
where Ricij denote the components, in these coordinates, of the Ricci
curvature tensor. Ricci curvature further relates to Brownian motion
via the Weitzenböck formula, which we will introduce later. For a diffu-
sion with generatorA the relevant object is the Bakry-Emery-Ricci tensor
defined by
RicZ := Ric−2∇Z.
For K ∈ R we write RicZ ≥ K if
RicZ(v, v) ≥ K|v|2
for all tangent vectors v, that is, if RicZ is bounded below by K in the
sense of bilinear forms. It is well known that if RicZ is bounded below by
a constant then Pt1 = 1, which is to say that for each x ∈ M the explo-
sion time ζ(x) is almost surely infinite. Moreover, we have the following
theorem:
Theorem 2.4. The following are equivalent:
(i) RicZ ≥ 2K;
(ii) |∇Ptf | ≤ e−KtPt|∇f | for any f ∈ C1b (M) and t ≥ 0;
(iii) W(P ∗t ν1, P ∗t ν2) ≤ e−KtW(ν1, ν2) for any probability measures ν1, ν2
and t ≥ 0.
Proof. See, for example, the proof of [16, Theorem 2.3.3].
3 Stein equation
Now suppose ψ is a smooth function on M such that
c :=
∫
M
eψdµ <∞.
For such ψ consider the probability measure µψ on M defined by
dµψ :=
1
c
eψdµ.
By (3) it follows that the measure µψ is invariant for the symmetric oper-
ator
A = 1
2
∆ +∇ψ
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which fits into the framework of the previous section by setting Z = ∇ψ.
Note here that ∇ψ denotes the gradient of ψ. Suppose also that µψ has
finite first moments. That is, suppose∫
M
d(x, y)dµψ(y) <∞
for some x ∈M and therefore, by the triangle inequality, for every x ∈M .
Then
W(δx, µψ) = sup
Lip1(M)
|h(x)− µψ(h)|
≤ sup
Lip1(M)
∫
M
|h(x)− h(y)|dµψ(y)
≤
∫
M
d(x, y)dµψ(y)
which is finite. Consequently, if we set
Ricψ := Ric−2 Hessψ
and assume Ricψ is bounded below by a positive constant then, by The-
orem 2.4, it follows that the semigroup Pt converges exponentially fast
to equilibrium with µψ the unique invariant ergodic measure. For ex-
ample, if Ric is bounded below by a positive constant then the normal-
ized Riemannian measure µ is the unique invariant probability measure
for Brownian motion. Note that in this case, according to the Bonnet-
Myers theorem, M must be compact and therefore of finite volume. More
generally, if K > 0 with
Ricψ ≥ 2K
then Theorem 2.4 implies
sup
Lip1(M)
|Pth(x)− µψ(h)| =W(P ∗t δx, µψ) ≤ e−KtW(δx, µψ)
and so we have
sup
Lip1(M)
∣∣∣∣ ∫ ∞
0
Pth(x)− µψ(h)ds
∣∣∣∣ <∞.
Consequently, if given a function h ∈ Lip1(M) we suppose f is a solution
to the Stein equation
Af = h− µψ(h) (5)
then f is given by the formula
f(x) = −
∫ ∞
0
Pth(x)− µψ(h)dt (6)
for all x ∈M .
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4 Taylor expansion
The cut locus of M , denoted Cut, is the the closure in M ×M of the set
of all pairs of points at which the squared distance function d2 fails to be
differentiable. It is a set of µ-measure zero. For pairs of points outside
the cut locus, there exists a unique length-minimizing geodesic segment
connecting the two points. If w,w′ ∈ M are points outside the cut locus
then we denote by γ := γw,w′ : [0, 1]→ M the unique minimizing geodesic
segment with γ(0) = w and γ(1) = w′. The geodesic γ has initial velocity
δ := γ˙(0) ∈ TwM
and speed |δ| = d(w,w′). For an arbitrary function f that is sufficiently
continuously differentiable, defining φ : [0, 1] → R by φ(t) := f(γ(t)) we
see, by Taylor’s theorem with the remainder in integral form, that
φ(t) =φ(0) + φ′(0)t+
∫ t
0
φ′′(s)(t− s)ds
=φ(0) + φ′(0)t+
1
2
φ′′(0)t2 +
1
2
∫ t
0
φ′′′(s)(t− s)2ds
for all t ∈ [0, 1]. We will make use of both of the above equations. Since γ
is a geodesic it follows that
φ′(s) =
d
ds
f(γ(s)) = (df)γ(s)(γ˙(s))
φ′′(s) =
d
ds
(df)γ(s)(γ˙(s)) = (∇df)γ(s)(γ˙(s), γ˙(s))
φ′′′(s) =
d
ds
(∇df)γ(s)(γ˙(s), γ˙(s)) = (∇∇df)γ(s)(γ˙(s), γ˙(s), γ˙(s))
and therefore, since δ = γ˙(0), setting t = 1 we find that if f ∈ C3(M) then
f(w′)− f(w)
= (df)w(δ) +
1
2
(∇df)w(δ, δ) + 1
2
∫ 1
0
(∇∇df)γ(s)(γ˙(s), γ˙(s), γ˙(s))(1− s)2ds.
Moreover, denoting by // the parallel transport along γ, since
(∇df)γ(s)(γ˙(s), γ˙(s)) = (∇df)γ(s)(//sδ, //sδ) = (//⊗2s )−1(∇df)γ(s)(δ, δ)
we find if f ∈ C2(M) then
f(w′)− f(w)
= (df)w(δ) +
∫ 1
0
(∇df)γ(s)(γ˙(s), γ˙(s))(1− s)ds
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= (df)w(δ) +
1
2
(∇df)w(δ, δ) +
∫ 1
0
((//⊗2s )
−1(∇df)γ(s) − (∇df)w)(δ, δ)(1− s)ds.
Recall that this length-minimizing geodesic γ = γw,w′ is uniquely determ-
ined so long as w and w′ are outside the cut locus.
5 Identical pairs
Now suppose W is an M -valued random variable. Suppose W ′ is another
M -valued random variable, defined on the same probability space, with
the same distribution as W and
P{(W,W ′) ∈ Cut} = 0. (A0)
Denote by δ the initial velocity of the unique minimizing geodesic seg-
ment connecting W and W ′, as in the previous section. Fix λ > 0 and
define the TWM -valued random variable R1 according to the relation
E[δ|W ] = λ(R1 + (∇ψ)(W )) (A1)
and define the TWM ⊗ TWM -valued random variable R2 according to the
relation
E[δ⊗2|W ] = λ
(
2R2 +
n∑
i=1
ei(W )⊗ ei(W )
)
(A2)
where {ei(W )}ni=1 denotes an orthonormal basis of the tangent space
TWM . For the case in which M = Rn the sum of these tensor products
reduces simply to the identity matrix. By (A1) and (A2) it follows that
E[(df)W (δ)] + 12E[(∇df)W (δ, δ)]
=E[(df)W (E[δ|W ])] + 12E[(∇df)W (E[δ⊗2|W ])]
=λE[(df)W (∇ψ)] + λE[(df)W (R1)] + λ2E[tr(∇df)W ] + λE[(∇df)W (R2)]
=λE[(1
2
∆ +∇ψ)f(W )] + λE[(df)W (R1)] + λE[(∇df)W (R2)]
and consequently
λE[Af(W )] =E[(df)W (δ)] + 12E[(∇df)W (δ, δ)]
− λE[(df)W (R1)]− λE[(∇df)W (R2)]. (7)
This is the formula on which our estimates will be based.
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6 Main results
In this section we present the main results. We consider the case in which
Ricψ ≥ 2K for some constant K > 0, since this allows for an application
of Theorem 2.4. For the Ricci flat case, this is to say that ψ is uniformly
logarithmically concave.
Proposition 6.1. Suppose K > 0 with Ricψ ≥ 2K and h ∈ C1b (M) and
that f is a solution to the Stein equation (5). Then ‖∇f‖∞ ≤ 1K‖∇h‖∞.
Proof. This follows from Theorem 12.1 and formula (6).
Proposition 6.2. Suppose K > 0 with Ricψ ≥ 2K and h ∈ C1b (M). Sup-
pose
‖R‖∞ <∞, ‖∇Ric]ψ + d?R− 2R(∇ψ)‖∞ <∞
and that f is a solution to the Stein equation (5). Then there exists a
positive constant c1 such that ‖∇df‖∞ ≤ c1‖∇h‖∞.
Proof. This follows from Theorem 12.2 since that theorem implies
|∇df |(x) ≤
∫ ∞
0
|∇dPth|(x)dt ≤ C1‖∇h‖∞
∫ ∞
0
1√
t ∧ 1e
−Ktdt = c1‖∇h‖∞
by formula (6), as required.
Theorem 6.3. Suppose K > 0 with Ricψ ≥ 2K. Suppose
‖R‖∞ <∞,
‖∇R‖∞ <∞,
‖∇Ric]ψ + d?R− 2R(∇ψ)‖∞ <∞,
‖∇(∇Ric]ψ + d?R− 2R(∇ψ))‖∞ <∞.
Then there exists a positive constant C such that for all λ > 0 and all
pairs W,W ′ of identically distributed random variables taking values in
M and satisfying (A0), with R1 and R2 defined by (A1) and (A2), we have
W(L(W ), µψ) ≤ C
(
1
λ
E[|δ|3(| log |δ|| ∨ 1)] + E[|R1|] + E[|R2|]
)
where |δ| = d(W,W ′).
Proof. Suppose f solves the Stein equation (5) for a function h ∈ C1b (M).
Then it follows that f is three times differentiable. We will later pass to
Lipschitz functions by approximation. For any pair of points (w,w′) 6∈ Cut
set
f1 := −
∫ |δ|2
0
Pth+ µψ(h)dt, f2 := −
∫ ∞
|δ|2
Pth+ µψ(h)dt
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with δ ∈ TwM defined as above. By formula (6) and Taylor expansion it
follows that f = f1 + f2 with
f(w′)− f(w) = (df)w(δ) + 1
2
(∇df)w(δ, δ)
+
∫ 1
0
((//⊗2s )
−1(∇df1)γ(s) − (∇df1)w)(δ, δ)(1− s)ds
+
1
2
∫ 1
0
(∇∇df2)γ(s)(γ˙(s), γ˙(s), γ˙(s))(1− s)2ds.
In particular, since W and W ′ are identically distributed we have
0 =E[(df)W (δ)] +
1
2
E[(∇df)W (δ, δ)]
+
∫ 1
0
E[((//⊗2s )−1(∇df1)γ(s) − (∇df1)W )(δ, δ)](1− s)ds
+
1
2
∫ 1
0
E[(∇∇df2)γ(s)(γ˙(s), γ˙(s), γ˙(s))](1− s)2ds.
Therefore, by (7), we have
|E[h(W )]− µψ(h)|
= |E[Af(W )]|
=E[|(df)W (R1)|] + E[|(∇df)W (R2)|] + 1λ |E[(df)W (δ)] + 12E[(∇df)W (δ, δ)]|
≤ ‖df‖∞E[|R1|] + ‖∇df‖∞E[|R2|]
+
1
λ
∫ 1
0
|E[((//⊗2s )−1(∇df1)γ(s) − (∇df1)W )(δ, δ)]|(1− s)ds
+
1
2λ
∫ 1
0
|E[(∇∇df2)γ(s)(γ˙(s), γ˙(s), γ˙(s))]|(1− s)2ds
≤‖df‖∞E[|R1|] + ‖∇df‖∞E[|R2|] + 1
λ
E[|δ|2‖∇df1‖∞] + 1
6λ
E[|δ|3‖∇∇df2‖∞]
and it suffices to bound the derivatives. By Theorems 12.2 and 12.3 with
Z = ∇ψ, together with formula (6), it follows that there exist positive
constant c2 and c3 such that
|∇df1|(x) ≤
∫ |δ|2
0
|∇dPth|(x)dt
≤C1‖∇h‖∞
∫ |δ|2
0
1√
t ∧ 1e
−Ktdt = c2‖∇h‖∞(|δ| ∧ 1)
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and similarly that
|∇∇df2|(x) ≤
∫ ∞
|δ|2
|∇∇dPth|(x)dt
≤C2‖∇h‖∞
∫ ∞
|δ|2
1
t ∧ 1e
−Ktdt = c3‖∇h‖∞(| log |δ|| ∨ 1)e−K(|δ|∨1)2 .
Consequently, by Propositions 6.1 and 6.2, we have
|E[h(W )]− µψ(h)|
≤ ‖∇h‖∞
(
1
K
E[|R1|] + c1E[|R2|]
+
c2
λ
E[|δ|2(|δ| ∧ 1)] + c3
6λ
E[|δ|3(| log |δ|| ∨ 1)e−K(|δ|∨1)2 ]
)
from which it follows that
|E[h(W )]− µψ(h)| ≤ C‖∇h‖∞(E[|R1|] + E[|R2|] + 1
λ
E[|δ|3(| log |δ|| ∨ 1)])
where |δ| = d(W,W ′). Now, by [2, Theorem 1] it follows that for every
Lipschitz function h on a Riemannian manifold M , for every , r > 0, there
exists a function h˜ ∈ C∞(M) such that |h− h˜|∞ <  with |∇h˜| ≤ Lip(h) + r.
Therefore, if h ∈ Lip1(M) then
|E[h(W )]− µψ(h)|
≤ |E[(h− h˜)(W )]|+ |E[h˜(W )]− µψ(h˜)|
+ |µψ(h˜)− µψ(h)|
≤ 2‖h− h˜‖∞ + |E[h˜(W )]− µψ(h˜)|
≤ 2+ C(1 + r)(E[|R1|] + E[|R2|] + 1
λ
E[|δ|3(| log |δ|| ∨ 1)])
for all , r > 0, from which the result follows.
Proposition 6.4. Suppose K > 0 with Ricψ ≥ 2K and h ∈ C2b (M). Sup-
pose
‖R‖∞ <∞,
‖∇R‖∞ <∞,
‖∇Ric]ψ + d?R− 2R(∇ψ)‖∞ <∞,
‖∇(∇Ric]ψ + d?R− 2R(∇ψ))‖∞ <∞
and that f a solution to the Stein equation (5). Then there exists a posit-
ive constant c4 such that ‖∇∇df‖ ≤ c4(‖∇h‖∞ + ‖Hessh‖∞).
Proof. This follows from the second part of Theorem 12.3 and formula
(6).
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Now define
H := {h ∈ C2b (M) : |∇h| ≤ 1, |Hessh| ≤ 1}
and for probability measures µ and ν, define the distance
dH(µ, ν) := sup{|µ(h)− ν(h)| : h ∈ H} (8)
whenever the right-hand side exists.
Theorem 6.5. Suppose K > 0 with Ricψ ≥ 2K. Suppose
‖R‖∞ <∞,
‖∇R‖∞ <∞,
‖∇Ric]ψ + d?R− 2R(∇ψ)‖∞ <∞,
‖∇(∇Ric]ψ + d?R− 2R(∇ψ))‖∞ <∞.
Then there exists a positive constant C such that for all λ > 0 and all
pairs W,W ′ of identically distributed random variables taking values in
M and satisfying (A0), with R1 and R2 defined by (A1) and (A2), we have
dH(L(W ), µψ) ≤ C
(
1
λ
E[d3(W,W ′)] + E[|R1|] + E[|R2|]
)
where the distance dH is defined by (8).
Proof. The proof follows similar lines to that of Theorem 6.3, except that
simply we use Proposition 6.4 to estimate the third derivative.
Note that the constants appearing in these theorems can all be made
explicit, since the estimates derived in Section 12 can be so too.
7 Uniform approximation
Now let us consider the problem of uniform approximation on a compact
manifold. In this case the curvature assumption Ric ≥ 2K > 0 can be
dispensed with, although we will, for simplicity assume ψ = 0. We will
denote by µ¯ the normalized volume measure, meaning
dµ¯ =
1
µ(M)
dµ.
All Lp-norms ‖ · ‖p will be defined with respect to the probability measure
µ¯. Note that for a smooth function f the harmonic projection Hf of f is
given by the integral
Hf := µ¯(f) =
∫
M
fdµ¯.
With this in mind we set
λ := min
{ 1
2
‖∇f‖22
‖f‖22
: f ∈ C∞(M), f 6= 0, Hf = 0
}
. (9)
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The point here is that λ > 0 since M is compact. This otherwise need
not be the case, even if M is of finite volume. The quantity λ coincides
with the first positive eigenvalue of the operator −1
2
∆. This quantity is
known as the spectral gap. For the following theorem, note that if U
is a uniformly distributed M -valued random variable with f a bounded
measurable function then
Var[f(U)] =
∫
M
f 2dµ¯−
(∫
M
fdµ¯
)2
,
where by Var[f(U)] we mean the variance of the real-valued random vari-
able f(U).
Theorem 7.1. Suppose M is a compact Riemannian manifold with U a
uniformly distributed M -valued random variable. Then
‖(Pt −H)f‖2 ≤ e−λt
√
Var[f(U)]
for all t ≥ 0 and bounded measurable f .
Proof. First note for t > 0 that Ptf is smooth with∫
M
(Pt −H)fdµ¯ = 0
and furthermore
d
dt
‖(Pt −H)f‖22 = 2
∫
M
(Pt −H)f d
dt
Ptfdµ¯
=
∫
M
(Pt −H)f∆Ptfdµ¯
= −
∫
M
|∇Ptf |2dµ¯
= −
∫
M
|∇(Pt −H)f |2dµ¯
= − ‖∇(Pt −H)f‖22.
Therefore, by the definition of λ and Gronwall’s inequality, we see that
‖(Pt −H)f‖22 ≤ e−2λt‖f −Hf‖22 = e−2λt Var[f(U)]
as required.
The Rayleigh characterization of λ, given above by (9), implies that
‖f −Hf‖22 ≤ 12λ‖∇f‖22 (10)
for any f belonging to the Sobolev space H21 (M). Inequality (10) is a
particular case of the Poincaré inequality. Together with Theorem 7.1
this immediately yields the following corollary:
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Corollary 7.2. For all f ∈ C1(M) we have
‖(Pt −H)f‖2 ≤ e−λt
√
1
2λ
‖∇f‖2
for all t ≥ 0.
Now, the integral kernel p : (0,∞) ×M ×M → R of the heat semigroup
{Pt : t ≥ 0} is called the heat kernel. It is the fundamental solution to
the heat equation and coincides with the transition densities of Brownian
motion, in the sense that if X(x) is a Brownian motion on M starting at x
with A a Borel subset of M then
P{Xt(x) ∈ A} =
∫
A
pt(x, y)dµ(y)
for each t > 0. The heat kernel is a smooth, strictly positive function,
symmetric in its space variables, which due the stochastic completeness
of compact manifolds satisfies the property∫
M
pt(x, y)dµ(y) = 1
for each t > 0 and x ∈ M . Varadhan’s asymptotic relation states for a
complete Riemannian manifold that
lim
t↓0
t log pt(x, y) = −d
2(x, y)
2
uniformly on compact subsets of M ×M . Indeed, since for small times
the mass of the heat kernel localizes, with Riemannian manifolds being
locally Euclidean, this is the sense in which the heat kernel asymptotic-
ally approximates the Euclidean kernel. For our purposes, it suffices to
note that for each m ∈ N ∪ {0} and  > 0 the compactness of M implies
sup
x∈M
‖∇mp(x, ·)‖2 <∞
where the covariant derivatives are taken in the first variable x and the
integration of the norm in the second.
Proposition 7.3. Suppose M is a compact Riemannian manifold. For
each  > 0 there exists a positive constant C0() > 0 such that
‖(Pt −H)f‖∞ ≤ C0()e−λt‖∇f‖∞
for all t >  and all f ∈ C1.
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Proof. For each x ∈M we see that
(Pt −H)f(x) = (PPt− −H)f(x)
=
∫
M
p(x, y)(Pt− −H)f(y)dµ(y)
which implies
|Pt −H|f(x) ≤ µ(M)‖p(x, ·)‖2‖(Pt− −H)f‖2
which by Corollary 7.2 yields the inequality since ‖∇f‖2 ≤ ‖∇f‖∞.
By combining Proposition 7.3 with Theorem 2.4, using the latter to cover
the case t ∈ [0, ], we deduce that if f is the solution to the Stein equation
Af = h− µ¯(h)
where h ∈ Lip1(M) then f is given by the formula
f(x) = −
∫ ∞
0
Pth(x)− µ¯(h)dt
for all x ∈M . We can similarly prove exponential decay of the supremum
norms of the derivatives of Ptf , as in the following proposition:
Proposition 7.4. Suppose M is a compact Riemannian manifold. For
each m ∈ N and  > 0 there exists a positive constant Cm() > 0 such that
‖∇mPtf‖∞ ≤ Cm()e−λt‖∇f‖∞
for all t >  and all f ∈ C1.
Proof. Firstly note that
Ptf(x) =PPt−f(x)
=
∫
M
p(x, y)Pt−f(y)dµ(y)
=
∫
M
p(x, y)(Pt− −H)f(y)dµ(y) +Hf
and therefore for each v ∈ TxM we have
(∇mPtf)x(v) =
∫
M
(∇mp(·, y))x(v)(Pt− −H)f(y)dµ(y).
Consequently
|∇mPtf |(x) ≤ µ(M)‖∇mp(x, ·)‖2‖(Pt− −H)f‖2
from which the result follows, by Corollary 7.2.
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The point here is that the derivatives of the semigroups all decay expo-
nentially fast to zero and at the same rate at which the semigroup itself
converges to equilibrium. By combining Proposition 7.4 with Theorems
12.1, 12.2 and 12.3, using those Theorems to cover the case t ∈ (0, ], we
have analogues of the derivative estimates used in the previous section:
Theorem 7.5. Suppose M is a compact Riemannian manifold with f ∈
C1(M). Then there exist positive constants C ′0, C
′
1, C
′
2 and C
′
3 such that
‖∇Ptf‖∞ ≤ C ′0e−λt‖∇f‖∞
for all t ≥ 0 with
‖∇dPtf‖∞ ≤ C
′
1e
−λt
√
1 ∧ t‖∇f‖∞
and
‖∇∇dPtf‖∞ ≤ C
′
2e
−λt
1 ∧ t ‖∇f‖∞
and
‖∇∇dPtf‖∞ ≤ C
′
3e
−λt
√
1 ∧ t(‖∇f‖∞ + ‖Hess f‖∞)
for all t > 0.
Following the arguments of the previous section, including the proofs
of Theorems 6.3 and 6.5, using now the estimates provided by Theorem
7.5, we obtain the following versions of our main results, for uniform
approximation:
Theorem 7.6. Suppose M is a compact Riemannian manifold. Then
there exists a positive constant C such that for all λ > 0 and all pairs
W,W ′ of identically distributed random variables taking values in M and
satisfying (A0), with R1 and R2 defined by (A1) and (A2), we have
W(L(W ), µ¯) ≤ C ′
(
1
λ
E[|δ|3(| log |δ|| ∨ 1)] + E[|R1|] + E[|R2|]
)
where |δ| = d(W,W ′).
Theorem 7.7. Suppose M is a compact Riemannian manifold. Then
there exists a positive constant C such that for all λ > 0 and all pairs
W,W ′ of identically distributed random variables taking values in M and
satisfying (A0), with R1 and R2 defined by (A1) and (A2), we have
dH(L(W ), µ¯) ≤ C ′
(
1
λ
E[d3(W,W ′)] + E[|R1|] + E[|R2|]
)
where the distance dH is defined by (8).
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8 Examples of Riemannian measures
Euclidean space. If M = Rn with the standard Euclidean inner product
then all curvature operators are identically zero and the assumptions of
Theorems 6.3 and 6.5 become Hessψ ≥ K > 0 with
‖∇Hessψ‖∞ <∞, ‖∇∇Hessψ‖∞ <∞.
For a symmetric positive definite matrix A and y ∈ Rn, the function
ψ(x, y) = −1
2
〈x− y, A(x− y)〉
satisfies these assumptions with the corresponding Gaussian measure
given by
dµψ =
(
det(A)
2pi
)n
2
eψ(x−y)dx.
If A = 1
t
idRn then the density on the right-hand side becomes the heat
kernel
pt(x, y) = (2pit)
−n
2 exp
(
−d
2(x, y)
2t
)
for x, y ∈ Rn and t > 0.
Hyperbolic space. Denote by H3κ the 3-dimensional hyperbolic space
with constant sectional curvatures equal to κ < 0. On this space there is
an explicit formula for the heat kernel. In particular
pt(x, y) = (2pit)
− 3
2 exp
[
−d
2(x, y)
2t
] √−κd(x, y)eκt2
sinh
(√−κd(x, y))
for x, y ∈ H3κ and t > 0. Denoting r = d(x, y) and differentiating in x we
find
∇ log pt(x, y) = − 1
2t
∇r2 +
(
1
r
−√−κ coth(√−κr)
)
∇r
so that
Hess log pt(x, y) = − 1
2t
Hess r2 −
(
1
r2
+ κ cosech2(
√
(− κ)r)
)
∇r ⊗∇r
+
(
1
r
−√−κ coth(√−κr)
)
Hess r
and therefore, for any vector field X, we see that
(Ric−2 Hess log pt(x, y))(X,X)
= 2κ|X|2 + 1
t
Hess r2(X,X) + 2
(
1
r2
+ κ cosech2(
√
(− κ)r)
)
〈∇r,X〉2
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+ 2
(
1
r
−√−κ coth(√−κr)
)
Hess r(X,X).
But it is well known that in this setting we have
Hess r2(X,X) = 2〈∇r,X〉2 + 2rH
′(r)
H(r)
(|X|2 − 〈∇r,X〉2), (11)
Hess r(X,X) =
H ′(r)
H(r)
(|X|2 − 〈∇r,X〉2) (12)
where the function H : [0,∞)→ [0,∞) is given by
H(r) =
sinh(
√−κr)√−κ
for r ≥ 0. Using equation (12) and by separately considering the cases
X ⊥ ∇r and X 6⊥ ∇r it is easy to see that
(Ric−2 Hess log pt(x, y))(X,X) ≥ 2κ|X|2 + 1
t
Hess r2(X,X)
which by (11) implies
Ric−2 Hess log pt(x, y) ≥ 2
(
κ+
1
t
)
. (13)
Note that the right-hand side of (13) is strictly positive so long as
t < −1
κ
.
Fixing such a t, by Theorem 2.4, the distribution of a diffusion with gen-
erator
1
2
∆ +∇ log pt(x, y)
will therefore converge exponentially fast in the Wasserstein distance to
the invariant probability measure
pt(x, y)dµ(x).
In this example the Hessian of the logarithm of the heat kernel balances
the negative curvature on H3κ so long as t < −1/κ and therefore heat ker-
nel approximation is possible in this setting. Note that as the curvature
κ approaches zero, the bound on t becomes t <∞ as it was on R3.
Spherical space. The uniform probability measure µ¯ on a compact man-
ifold is an example of a Riemannian measure approximations to which
are covered by Theorems 7.6 and 7.7. The sphere Snκ of dimension n with
constant sectional curvatures κ > 0, that is, with radius pi/
√
κ, is one
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such compact manifold. Note that on Snκ the Ricci curvature is given by
Ric = (n − 1)κ > 0 and therefore the uniform probability measure on Snκ
also satisfies the conditions of Theorems 6.3 and 6.5, which provide the
same estimates as Theorems 6.3 and 6.5 except with slightly different
constants. Recall that by the Bonnet-Myers theorem, if M is a Rieman-
nian manifold with Ric ≥ (n−1)κ > 0 thenM is compact and has diameter
at most pi/
√
κ.
Diffusion operators. We noted earlier that on an arbitrary smooth man-
ifold M , any smooth elliptic diffusion operator A induces a Riemannian
metric on M with respect to which it takes the form A = 1
2
∆ + Z for
some smooth vector field Z. For example, suppose σ : Rn × Rn → Rn is a
smooth map such that σ(x) : Rn → Rn is a linear bijection for each x ∈ Rn
with ψ a smooth vector field on Rn. Then, with respect to the standard
coordinates {xi}ni=1 on Rn, the infinitesimal generator of the Itô diffusion
dXt = σ(Xt)dBt +∇ψ(Xt)dt
is given by the operator
Af(x) = 1
2
n∑
i,j=1
(σ(x)σ(x)T )ij(x)
∂2
∂xi∂xj
f(x) +
n∑
i=1
(∇ψ)i(x) ∂
∂xi
f(x)
which induces a metric g on Rn with components given by
gij = ((σ(x)σ(x)
T )−1)ij.
The Christoffel symbols are given by
Γmij =
1
2
gmk
(
∂
∂xj
gki +
∂
∂xi
gkj − ∂
∂xk
gij
)
where
gmk = (σ(x)σ(x)T )mk
and the components of the Ricci curvature tensor are given by
Rij =
∂Γ`ij
∂x`
− ∂Γ
`
i`
∂xj
+ ΓmijΓ
`
`m − Γmi`Γ`jm.
The components of the Hessian of ψ are given by
(Hessψ)ij =
(
∂2ψ
∂xi∂xj
− Γkij ∂ψ
∂xk
)
so positivity of the Bakry-Emery-Ricci tensor can, in principle, be checked
by direct computation. Explicit formulas for the other curvature operat-
ors are also well known, so the other assumptions in Theorems 6.3 and
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6.5 can be checked similarly. If all necessary assumptions are verified
then the invariant probability measure would take the form
dµψ(x) =
1
c
· e
ψ(x)
| det(σ(x))| dx
for some normalizing constant c.
9 Commutation relations
Suppose M is a Riemannian manifold with ∇ the Levi-Civita connection.
In this section X, Y, V and W will denote fixed vector fields on M . The
covariant derivative of a tensor field T is denoted ∇T and we will adopt
the convention
∇XT = (∇T )(X, . . .)
so that X appears as the first entry rather than the last. The second
covariant derivative of a tensor field T is defined by
∇2X,Y T = (∇∇T )(X, Y, . . .) = ∇X∇Y T −∇∇XY T
and similarly the third covariant derivative is defined by
∇3X,Y,V T = (∇∇∇T )(X, Y, V, . . .) = ∇X∇2Y,V T −∇2∇XY,V T −∇2Y,∇XV T.
The Riemannian curvature tensor R is defined by
R(X, Y ) := ∇X∇Y −∇Y∇X −∇[X,Y ] = ∇2X,Y −∇2Y,X
where [X, Y ] denotes the Lie bracket of the vector fields X and Y , we set
R(X, Y, V,W ) := 〈R(X, Y )V,W 〉
and define the Ricci curvature tensor Ric by
Ric(X, Y ) = trR(X, ·, ·, Y ).
If f is a smooth function then the Hessian of f is the second covariant
derivative of f and is therefore given by
(Hess f)(X, Y ) := (∇df)(X, Y ) = X(Y f)− df(∇XY ).
The Hessian of f is symmetric since the Levi-Civita connection is torsion
free.
Lemma 9.1. For any vector fields X and Z we have
d(Z(f))(X) = (∇Zdf)(X) + df(∇XZ).
23
Proof. Since Hess f is symmetric it follows that
d(Z(f))(X) = ∇X(df(Z)) = (∇Xdf)(Z) + df(∇XZ) = (∇Zdf)(X) + df(∇XZ)
as required.
The second covariant derivative is not symmetric in general. In partic-
ular, if T ∈ Γ((T ?M)⊗k) and V1, V2, . . . , Vk are vector fields then the com-
mutator is given by the Ricci identity which states
(∇2X,Y T −∇2Y,XT )(V1, V2, . . . , Vk) = − T (R(X, Y )V1, V2, . . . , Vk)
− T (V1, R(X, Y )V2, . . . , Vk)
− . . .− T (V1, V2, . . . , R(X, Y )Vk).
Using the Ricci identity we can calculate commutators involving covari-
ant differentiation in the direction of the vector field Z.
Lemma 9.2. For any vector fields X, Y and Z we have
(∇X∇Zdf)(Y ) = (∇Z∇df)(X, Y ) + (df)(R(Z)(X, Y )) + (∇df)(∇XZ, Y )
where R(Z)(X, Y ) := R(Z,X)Y .
Proof. By the definition of the second covariant derivative and the Ricci
identity we see that
(∇X∇Zdf)(Y ) = (∇2X,Zdf)(Y ) + (∇∇XZdf)(Y )
= (∇2Z,Xdf)(Y )− (df)(R(X,Z)Y ) + (∇∇XZdf)(Y )
= (∇Z∇df)(X, Y ) + (df)(R(Z,X)Y ) + (∇df)(∇XZ, Y )
as required.
Lemma 9.3. For any vector fields X, Y, V and Z we have
(∇X∇Z∇df)(Y, V ) = (∇Z∇∇df)(X, Y, V ) + (∇df)(R(Z)(X, Y ), V )
+ (∇df)(Y,R(Z)(X, V )) + (∇∇df)(∇XZ, Y, V )
where R(Z) is defined as in Lemma 9.2.
Proof. As in the proof of Lemma 9.3, using the Ricci identity we see that
(∇X∇Z∇df)(Y, V ) = (∇2X,Z∇df)(Y, V ) + (∇∇XZ∇df)(Y, V )
= (∇2Z,X∇df)(Y, V )− (∇df)(R(X,Z)Y, V )
− (∇df)(Y,R(X,Z)V ) + (∇∇df)(∇XZ, Y, V )
= (∇Z∇∇df)(X, Y, V ) + (∇df)(R(Z,X)Y, V )
+ (∇df)(Y,R(Z,X)V ) + (∇∇df)(∇XZ, Y, V )
as required.
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Lemmas 9.1, 9.2 and 9.3 show how the first order part of the operator
A, namely covariant differentiation in direction Z, commutes with cov-
ariant differentiation in the direction of some other vector field. We will
also need commutation formulas for the second order part, namely the
Laplacian.
10 Weitzenböck formulas
Suppose that E → M is a vector bundle over M . Suppose E is equipped
with a covariant derivative ∇ with curvature tensor RE and set
 := tr∇2.
The divergence operator acting on RE is defined by
(∇ ·RE)X := tr(∇·RE)(·, X)
for each vector field X. In terms of this operator, the commutator of 
and ∇ is given by [8, Proposition A.10], which states that if a ∈ Γ(E) and
X is a vector field then
∇Xa = (∇a)(X)− (∇a)(Ric](X))− (∇ ·RE)Xa+ 2 trRE(X, ·)∇·a. (14)
The following lemma is called the Weitzenböck formula.
Lemma 10.1. We have
d∆f = tr∇2df − (df)(Ric]).
Proof. This follows from equation (14) by considering the case where
E = C∞(M), since in this case RE = 0 and ∇E = d.
Consider the operator d?R defined by
(d?R)(v1, v2) := − tr∇·R(·, v1)v2 (15)
which satisfies
〈d?R(v1, v2), v3〉 = 〈(∇v3Ric])(v1), v2〉 − 〈(∇v2Ric])(v3), v1〉
for all v1, v2, v3 ∈ TxM and x ∈M . In particular, this operator vanishes on
Ricci parallel manifolds. In terms of d?R, the next lemma expresses our
second Weitzenböck-type formula.
Lemma 10.2. For any vector field X we have
∇Xdf = (∇df)(X)− (∇df)(Ric](X))
− (df)((d?R)(X, ·)) + 2 tr(∇·df)(R(·, X))
where d?R is defined by (15).
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Proof. If a ∈ Γ(T ?M) with X a vector field then by equation (14) with
E = T ?M we have
∇Xa = (∇a)(X)− (∇a)(Ric](X))− (∇·RT ?M)Xa+ 2 trRT ?M(X, ·)∇·a.
Moreover if Y and V are vector fields then RT
?M satisfies
(RT
?M(X, Y )a)(V ) = −a(R(X, Y )V )
and therefore
(∇ ·RT ?M)Xa = tr(∇·RT ?M)(·, X)a = −a(tr(∇·R)(·, X))
and
trRT
?M(X, ·)∇·a = − tr(∇·a)(R(X, ·))
and therefore
∇Xa = (∇a)(X)− (∇a)(Ric](X))
+ a(tr(∇·R)(·, X))− 2 tr(∇·a)(R(X, ·)).
The result follows from this using the definition of d?R and by setting
a = df .
Continuing, we next apply equation (14) to the case E = T ?M ⊗ T ?M .
Lemma 10.3. For any vector fields X, V and W we have
(∇X∇df)(V,W )
= (∇∇df)(X, V,W )− (∇∇df)(Ric](X), V,W )
−∇df((d?R)(X, V ),W )−∇df(V, (d?R)(X,W ))
− 2 tr(∇·∇df)(R(X, ·)V,W )− 2 tr(∇·∇df)(V,R(X, ·)W )
where d?R is defined by (15).
Proof. If b ∈ Γ(T ?M ⊗ T ?M) with X, Y, V and W vector fields then
(RT
?M⊗T ?M(X, Y )b)(V,W ) = −b(R(X, Y )V,W )− b(V,R(X, Y )W )
and consequently
((∇ ·RT ?M⊗T ?M)Xb)(V,W ) = (tr(∇·RT ?M⊗T ?M)(·, X)b)(V,W )
= − tr b(∇·R(·, X)V,W )− tr b(V,∇·R(·, X)W )
and also
(trRT
?M⊗T ?M(X, ·)∇·b)(V,W ) = − tr(∇·b)(R(X, ·)V,W )
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− tr(∇·b)(V,R(X, ·)W ).
Therefore equation (14) becomes
(∇Xb)(V,W ) = (∇b)(X, V,W )− (∇b)(Ric]X, V,W )
− ((∇ ·RT ?M⊗T ?M)Xb)(V,W )
+ 2(trRT
?M⊗T ?M(X, ·)∇·b)(V,W )
= (∇b)(X, V,W )− (∇b)(Ric]X, V,W )
+ tr b(∇·R(·, X)V,W ) + tr b(V,∇·R(·, X)W )
− 2 tr(∇·b)(R(X, ·)V,W )− 2 tr(∇·b)(V,R(X, ·)W ).
The result follows from this by setting b = ∇df .
Now that we have Lemmas 9.1, 9.2, 9.3, 10.1, 10.2 and 10.3, we can
proceed in the next section to calculate formulas for the first three deriv-
atives of the semigroup generated by A.
11 Derivative formulas
For f ∈ C1b (M) and t > 0 set fs := Pt−sf for s ∈ [0, t]. For u ∈ TxM denote
by Ws(u) the solution, along the paths of X(x), to the covariant ordinary
differential equation
DWs(u) = −1
2
Ric]ZWs(u)ds (16)
with W0(u) = u.
Lemma 11.1. For u ∈ TxM set
Ns(u) := dfs(Ws(u)).
Then Ns(u) is local martingale.
Proof. Using the relations
d(Zf) = ∇Zdf + df(∇Z),
d∆f = df − df(Ric])
given by Lemmas 9.1 and 10.1, Itô’s formula implies
dNs(u) = (∇dfs)(//sdBs,Ws(u)) + dfs(DWs(u))
+
(
∂s +
1
2
+∇Z
)
(dfs)(Ws(u))ds
= (∇dfs)(//sdBs,Ws(u)).
(17)
In particular, Ns(u) is a local martingale.
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Theorem 11.2. Suppose RicZ is bounded below with f ∈ C1b (M). Then
(dPtf)(u) = E[(df)(Wt(u))]
for all u ∈ TxM , x ∈M and t ≥ 0.
Proof. Since RicZ is bounded below it follows that the local martingale
Ns(u) is bounded and therefore a martingale on [0, t]. Therefore
E[N0(u)] = E[Nt(u)]
which yields the formula by the definition of Ns(u).
Next we prove a formula for the second derivative. For each u, v ∈ TxM
define W ′s(u, v) along the paths of X(x) by
W ′s(u, v) :=Ws
∫ s
0
W−1r R(//rdBr,Wr(u))Wr(v)
− 1
2
Ws
∫ s
0
W−1r (∇Ric]Z + d?R− 2R(Z))(Wr(u),Wr(v))dr
where Ws is defined as in equation (16) with W0 = idTxM . Here d
?R is
minus the divergence of R as defined in (15). The process W ′s(u, v) is the
solution to the covariant Itô equation
DW ′s(u, v) = R(//sdBs,Ws(u))Ws(v)
− 1
2
(d?R− 2R(Z) +∇Ric]Z)(Ws(u),Ws(v))ds
− 1
2
Ric]Z(W
′
s(u, v))ds
(18)
with W ′0(u, v) = 0.
Lemma 11.3. For u, v ∈ TxM set
N ′s(u, v) := (∇dfs)(Ws(u),Ws(v)) + (dfs)(W ′s(u, v)).
Then N ′s(u, v) is local martingale.
Proof. As in the proof of Lemma 11.1 we have
∂sdfs = d(∂sfs) = −dAfs = −(12+∇Z)dfs + 12dfs(Ric]Z)
and therefore, by the relations given by Lemmas 9.2 and 10.2, we have
(∂s(∇dfs))(v1, v2)
= (∇∂sdfs)(v1, v2)
= − (1
2
∇+∇∇Z)dfs(v1, v2) + 12∇v1(dfs(Ric]Z))(v2)
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= − (1
2
∇+∇∇Z)dfs(v1, v2) + 12(∇v1dfs)(Ric]Z(v2))
+ 1
2
(dfs)((∇v1Ric]Z)(v2))
= − ((1
2
+∇Z)∇dfs)(v1, v2) + 12(∇dfs)(v1,Ric]Z(v2))
+ 1
2
(dfs)((∇v1Ric]Z)(v2)) + 12(∇dfs)(Ric](v1), v2)
+ 1
2
(dfs)((d
?R)(v1, v2))− tr(∇·dfs)(R(·, v1)v2)
− (dfs)(R(Z)(v1, v2))− (∇dfs)(∇v1Z, v2)
at each x ∈ M with v1, v2 ∈ TxM . Consequently by Itô’s formula we see
that
dN ′s(u, v)
= (∇//sdBs∇dfs)(Ws(u),Ws(v))
+ (∇dfs) (DWs(u),Ws(v)) + (∇dfs) (Ws(u), DWs(v))
+
(
∂s +
1
2
+∇Z
)
(∇dfs)(Ws(u),Ws(v))ds
+ (∇//sdBsdfs)(W ′s(u, v)) + (dfs) (DW ′s(u, v)) + [d(df), DW ′(u, v)]s
+
(
∂s +
1
2
+∇Z
)
(dfs)(W
′
s(u, v))ds
= (∇//sdBs∇dfs)(Ws(u),Ws(v)) + (∇//sdBsdfs)(W ′s(u, v))
+ (dfs)(R(//sdBs,Ws(u))Ws(v))
for which we calculated
[d(df), DW ′(u, v)]s = tr(∇·dfs)(R(·,Ws(u))Ws(v))ds.
It follows that N ′s(u, v) is, in particular, a local martingale.
Theorem 11.4. If the local martingale N ′s(u, v) is a martingale with f ∈
C2b (M) then
(∇dPtf)(u, v) = E[(∇df)(Wt(u),Wt(v)) + (df)(W ′t(u, v))]
for all u, v ∈ TxM , x ∈M and t ≥ 0.
Proof. This follows from Lemma 11.3 since if N ′s(u, v) is a martingale then
E[N ′0(u, v)] = E[N ′t(u, v)]
for all t ≥ 0.
Note that N ′s(u, v) is a martingale if, for example, M is compact since in
this case all the curvature operators and terms involving Z are necessar-
ily bounded. Our next step is to integrate by parts to reduce the number
of derivatives on the right-hand side of the formula by one. Doing so
at the level of local martingales, we can localize the contribution of all
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curvature operators other than the Bakry-Emery-Ricci tensor. In partic-
ular, suppose D is a regular domain with x ∈ D and denote by τ the first
exit time of X(x) from D. That D is a regular domain means that D is
a connected open domain with compact closure and smooth boundary.
The localization is achieved via the introduction of a bounded adapted
process k with paths in the Cameron-Martin space L1,2([0, t]; Aut(TxM))
such that ks = 0 for s ≥ τ ∧ t.
Lemma 11.5. Suppose k is bounded adapted process with paths in the
Cameron-Martin space L1,2([0, t]; Aut(TxM)). Then
(∇dfs)(Ws(ksu),Ws(v)) + (dfs)(W ′s(ksu, v))
− (dfs)(Ws(v))
∫ s
0
〈Wr(k˙ru), //rdBr〉 −
∫ s
0
(dfr)(W
′
r(k˙ru, v))dr
is a local martingale, for each u, v ∈ TxM .
Proof. Since
d(N ′s(ksu, v)) = N
′
s(k˙su, v)ds+ dN
′
s(ksu, v)
it follows, by Lemma 11.3, that
N ′s(ksu, v)−
∫ s
0
(∇dfr)(Wr(k˙ru),Wr(v))dr −
∫ s
0
(dfr)(W
′
r(k˙ru, v))dr (19)
is a local martingale. By equation (17) it follows that
dfs(Ws(v)) = df0(v) +
∫ s
0
(∇dfr)(//rdBr,Wr(v))
which, by integration by parts at the level of local martingales, implies∫ s
0
(∇dfr)(Wr(k˙ru),Wr(v))dr − dfs(Ws(v))
∫ s
0
〈Wr(k˙ru), //rdBr〉 (20)
is yet another local martingale. Since (19) and (20) are local martingales,
consequently
N ′s(ksu, v)− dfs(Ws(v))
∫ s
0
〈Wr(k˙ru), //rdBr〉 −
∫ s
0
(dfr)(W
′
r(k˙ru, v))dr
is a local martingale, from which the claim follows by the definition of
N ′s(·, v).
Theorem 11.6. Suppose RicZ is bounded below with f ∈ C1b (M). Fix
t > 0, suppose k is as in Lemma 11.5 with k0 = idTxM and ks = 0 for
s ≥ τ ∧ t and that
E
[∫ t
0
|k˙s|2ds
]
<∞.
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Then
(∇dPtf)(u, v) = − E
[
(df)(Wt(v))
∫ t
0
〈Ws(k˙su), //sdBs〉
]
− E
[
(df)(Wt
∫ t
0
W−1s W
′
s(k˙su, v)ds)
]
for all u, v ∈ TxM .
Proof. Since D is compact with k vanishing once X(x) exits D it follows
that the local martingale appearing in Lemma 11.5 is a true martingale
on [0, t] and consequently
(∇dPtf)(u, v) = − E
[
(df)(Wt(v))
∫ t
0
〈Ws(k˙su), //sdBs〉
]
− E
[∫ t
0
(dfs)(W
′
s(k˙su, v))ds
]
.
Now apply Theorem 11.2 and the Markov property to the second term on
the right-hand side.
Finally we prove a formula for the third derivative. For each u, v, w ∈ TxM
define W ′′s (u, v, w) along the paths of X(x) by
DW ′′s (u, v, w) = (∇Ws(u)R)(//sdBs,Ws(v))Ws(w)
+R(//sdBs,W
′
s(u, v))Ws(w)
+R(//sdBs,Ws(v))W
′
s(u,w)
+R(//sdBs,Ws(u))W
′
s(v, w)
− 1
2
∇Ws(u)(d?R− 2R(Z) +∇Ric]Z)(Wt(v),Wt(w))ds
− 1
2
(d?R− 2R(Z) +∇Ric]Z)(W ′s(u, v),Ws(w))ds
− 1
2
(d?R− 2R(Z) +∇Ric]Z)(Ws(v),W ′s(u,w))ds
− 1
2
(d?R− 2R(Z) +∇Ric]Z)(Ws(u),W ′s(v, w))ds
− 1
2
Ric]Z(W
′′
s (u, v, w))ds
+ trR(·,Ws(u))R(·,Ws(v))Ws(w)ds
with W ′′0 (u, v, w) = 0. Recall that the processes Ws and W
′
s are defined as
in (16) and (18).
Lemma 11.7. For u, v, w ∈ TxM set
N ′′s (u, v, w) = (∇∇dfs)(Ws(u),Ws(v),Ws(w))
+ (∇dfs)(Ws(v),W ′s(u,w))
+ (∇dfs)(W ′s(u, v),Ws(w))
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+ (∇dfs)(Ws(u),W ′s(v, w))
+ (dfs)(W
′′
s (u, v, w)).
Then N ′′s (u, v, w) is a local martingale.
Proof. As in the proof of Lemma 11.3 we have
∂sdfs = −(12+∇Z)dfs + 12dfs(Ric]Z)
and
(∂s(∇dfs))(v1, v2) = − ((12+∇Z)∇dfs)(v1, v2) + 12(∇dfs)(v1,Ric]Z(v2))
+ 1
2
(dfs)((∇v1Ric]Z)(v2)) + 12(∇dfs)(Ric]Z(v1), v2)
+ 1
2
(dfs)((d
?R− 2R(Z))(v1, v2))− tr(∇·dfs)(R(·, v1)v2)
and therefore also
(∂s(∇∇dfs))(v1, v2, v3)
= − ((1
2
∇v1+∇v1∇Z)∇dfs)(v2, v3) + 12(∇v1∇dfs)(v2,Ric]Z(v3))
+ 1
2
(∇v2dfs)((∇v1Ric]Z)(v3)) + 12(∇v1dfs)((∇v2Ric]Z)(v3))
+ 1
2
(dfs)((∇v1∇Ric]Z)(v2, v3)) + 12(∇v1∇dfs)(Ric]Z(v2), v3)
+ 1
2
(∇dfs)((∇v1Ric]Z)(v2), v3) + 12(∇v1dfs)((d?R− 2R(Z))(v2, v3))
+ 1
2
(dfs)(∇v1(d?R− 2R(Z))(v2, v3))− tr(∇·dfs)((∇v1R)(·, v2)v3)
− tr(∇v1∇·dfs)(R(·, v2)v3).
By the Ricci identity, the final term on the right-hand side satisfies
tr(∇v1∇·dfs)(R(·, v2)v3) = tr(∇·∇dfs)(v1, R(·, v2)v3)
+ tr(dfs)(R(·, v1)R(·, v2)v3).
Furthermore, by the relations given by Lemmas 9.3 and 10.3, we have
1
2
(∇v1∇dfs)(v2, v3)
= 1
2
(∇∇dfs)(v1, v2, v3)− 12(∇∇dfs)(Ric](v1), v2, v3)
− 1
2
(∇dfs)((d?R)(v1, v2), v3)− 12(∇dfs)(v2, (d?R)(v1, v3))
− tr(∇·∇dfs)(R(v1, ·)v2, v3)− tr(∇·∇dfs)(v2, R(v1, ·)v3)
and
(∇v1∇Z∇dfs)(v2, v3) = (∇Z∇∇dfs)(v1, v2, v3) + (∇dfs)(R(Z)(v1, v2), v3)
+ (∇dfs)(v2, R(Z)(v1, v3)) + (∇∇dfs)(∇v1Z, v2, v3)
so that
(∂s(∇∇dfs))(v1, v2, v3)
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= − ((1
2
+∇Z)∇∇dfs)(v1, v2, v3) + 12(∇∇dfs)(Ric]Z(v1), v2, v3)
+ 1
2
(∇∇dfs)(v1,Ric]Z(v2), v3) + 12(∇∇dfs)(v1, v2,Ric]Z(v3))
+ 1
2
(∇dfs)((d?R− 2R(Z))(v1, v2), v3)
+ 1
2
(∇dfs)(v2, (d?R− 2R(Z))(v1, v3))
+ 1
2
(∇dfs)(v1, (d?R− 2R(Z))(v2, v3))
+ tr(∇·∇dfs)(R(v1, ·)v2, v3) + tr(∇·∇dfs)(v2, R(v1, ·)v3)
− tr(∇v1∇·dfs)(R(·, v2)v3)− tr(dfs)(R(·, v1)R(·, v2)v3)
− tr(∇·dfs)(∇v1R(·, v2)v3) + 12(∇dfs)(v2, (∇v1Ric]Z)(v3))
+ 1
2
(∇dfs)(v1, (∇v2Ric]Z)(v3)) + 12(∇dfs)((∇v1Ric]Z)(v2), v3)
+ 1
2
(dfs)((∇v1∇Ric]Z)(v2, v3)) + 12(dfs)(∇v1(d?R− 2R(Z))(v2, v3))
at each x ∈M with v1, v2, v3 ∈ TxM . Now set
W 3s (u, v, w) :=Ws(u)⊗Ws(v)⊗Ws(w)
W 2s (u, v, w) :=W
′
s(u, v)⊗Ws(w) +Ws(v)⊗W ′s(u,w) +Ws(u)⊗W ′s(v, w)
W 1s (u, v, w) :=W
′′
s (u, v, w)
and suppress the variables (u, v, w) so that
N ′′s = (∇∇dfs)(W 3s ) + (∇dfs)(W 2s ) + (dfs)(W 1s ).
Then, by Itô’s formula, we find
dN ′′s = (∇//sdBs∇∇dfs)(W 3s ) + (∇∇dfs)(DW 3s )
+ (∂s +
1
2
+∇Z)(∇∇dfs)(W 3s )ds+ [d(∇∇df), DW 3]s
+ (∇//sdBs∇dfs)(W 2s ) + (∇dfs)(DW 2s )ds
+ (∂s +
1
2
+∇Z)(∇dfs)(W 2s )ds+ [d(∇df), DW 2]s
+ (∇//sdBsdfs)(W 1s ) + (dfs)(DW 1s )ds
+ (∂s +
1
2
+∇Z)(dfs)(W 1s )ds+ [d(df), DW 1]s.
Clearly
[d(∇∇df), DW 3]s = 0
while furthermore
[d(∇df), DW 2]s = [∇//dB∇df,R(//dB,W (u))W (v)⊗W (w)]s
+ [∇//dB∇df,W (v)⊗R(//dB,W (u))W (w)]s
+ [∇//dB∇df,W (u)⊗R(//dB,W (v))W (w)]s
= − tr(∇·∇dfs)(R(Ws(u), ·)Ws(v),Ws(w))ds
− tr(∇·∇dfs)(Ws(v), R(Ws(u), ·)Ws(w))ds
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+ tr(∇·∇dfs)(Ws(u), R(·,Ws(v))Ws(w))ds
and
[d(df), DW 1]s = [∇//dBdf, (∇W (u)R)(//dB,W (v))W (w)]s
+ [∇//dB∇df,R(//dB,W ′(u, v))W (w)]s
+ [∇//dB∇df,R(//dB,W (v))W ′(u,w)]s
+ [∇//dB∇df,R(//dB,W (u))W ′(v, w)]s
= tr(∇·dfs)((∇Ws(u)R)(·,Ws(v))Ws(w))ds
+ tr(∇·df)(R(·,W ′s(u, v))Ws(w))ds
+ tr(∇·df)(R(·,Ws(v))W ′s(u,w))ds
+ tr(∇·df)(R(·,Ws(u))W ′s(v, w))ds.
In calculating the second formula, we used
DW 2s (u, v, w)
=DW ′s(u, v)⊗Ws(w) +W ′s(u, v)⊗DWs(w)
+DWs(v)⊗W ′s(u,w) +Ws(v)⊗DW ′s(u,w)
+DWs(u)⊗W ′s(v, w) +Ws(u)⊗DW ′s(v, w)
=R(//sdBs,Ws(u))Ws(v)⊗Ws(w)
− 1
2
(d?R− 2R(Z) +∇Ric]Z)(Ws(u),Ws(v))⊗Ws(w)ds
− 1
2
Ric]Z(W
′
s(u, v))ds⊗Ws(w)− 12W ′s(u, v)⊗ Ric]Z(Ws(w))ds
+Ws(v)⊗R(//sdBs,Ws(u))Ws(w)
− 1
2
Ws(v)⊗ (d?R− 2R(Z) +∇Ric]Z)(Ws(u),Ws(w))ds
− 1
2
Ws(v)⊗ Ric]Z(W ′s(u,w))ds− 12Ric]Z(Ws(v))ds⊗W ′s(u,w)
+Ws(u)⊗R(//sdBs,Ws(v))Ws(w)
− 1
2
Ws(u)⊗ (d?R− 2R(Z) +∇Ric]Z)(Ws(v),Ws(w))ds
− 1
2
Ws(u)⊗ Ric]Z(W ′s(v, w))ds− 12Ric]Z(Ws(u))ds⊗W ′s(v, w)
while the analogous formulas for DW 1s and DW
3
s follow directly from the
definitions. Putting all this together we see that dN ′′s is given by an ex-
pression involving 74 terms, 64 of which cancel, leaving
dN ′′s (u, v, w) = (∇//sdBs∇∇dfs)(W 3s (u, v, w))
+ (∇//sdBs∇dfs)(W 2s (u, v, w))
+ (∇dfs)(R(//sdBs,Ws(u))Ws(v),Ws(w))
+ (∇dfs)(Ws(v), R(//sdBs,Ws(u))Ws(w))
+ (∇dfs)(Ws(u), R(//sdBs,Ws(v))Ws(w))
+ (∇//sdBsdfs)(W 1s (u, v, w))
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+ (dfs)((∇Ws(u)R)(//sdBs,Ws(v))Ws(w))
+ (dfs)(R(//sdBs,W
′
s(u, v))Ws(w))
+ (dfs)R(//sdBs,Ws(v))W
′
s(u,w))
+ (dfs)R(//sdBs,Ws(u))W
′
s(v, w))
so that N ′′s (u, v, w) is, in particular, a local martingale.
Theorem 11.8. If the local martingale N ′′s (u, v, w) is a martingale with
f ∈ C3b (M) then
(∇∇dPtf)(u, v, w) =E[(∇∇df)(Wt(u),Wt(v),Wt(w))]
+ E[(∇df)(Wt(v),W ′t(u,w))]
+ E[(∇df)(W ′t(u, v),Wt(w))]
+ E[(∇df)(Wt(u),W ′t(v, w))]
+ E[(df)(W ′′t (u, v, w))]
for all u, v ∈ TxM , x ∈M and t ≥ 0.
Proof. This follows from Lemma 11.7 since if N ′′s (u, v, w) is a martingale
then
E[N ′′0 (u, v, w)] = E[N ′′t (u, v, w)]
for all t ≥ 0.
To reduce the number of derivatives appropriately, we must now perform
integration by parts, at the level of local martingales.
Lemma 11.9. Suppose k is a bounded adapted process with paths in the
Cameron-Martin space L1,2([0, t]; Aut(TxM)). Suppose ks = 0 for s ≥ τ ∧ t.
Then
N ′′s (ksu, v, w)− (dfs)(Ws(w))
∫ s
0
〈W ′r(k˙ru, v), //rdBr〉
− (dfs)(Ws(v))
∫ s
0
〈W ′r(k˙ru,w), //rdBr〉
− ((∇dfs)(Ws(v),Ws(w)) + (dfs)(W ′s(v, w)))
∫ s
0
〈Wr(k˙ru), //rdBr〉
+
∫ s
0
(dfr)(R(Wr(k˙ru),Wr(v))Wr(w)−W ′′r (k˙ru, v, w))dr
is a local martingale, for each u, v, w ∈ TxM .
Proof. Since according to Lemma 11.7 N ′′s (u, v, w) is a local martingale,
it follows that
N ′′s (ksu, v, w)−
∫ s
0
N ′′r (k˙ru, v, w)dr
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is a local martingale. We saw in the proof of Lemma 11.3 that
dN ′s(v, w) = (∇//sdBs∇dfs)(Ws(v),Ws(w)) + (∇//sdBsdfs)(W ′s(v, w))
+ (dfs)(R(//sdBs,Ws(v))Ws(w))
and so, by integration by parts, it follows that∫ s
0
(∇∇dfr)(Wr(k˙ru),Wr(v),Wr(w))dr
− ((∇dfs)(Ws(v),Ws(w)) + (dfs)(W ′s(v, w)))
∫ s
0
〈Wr(k˙ru), //rdBs〉
+
∫ s
0
(∇dfr)(Wr(k˙su),W ′r(v, w))dr +
∫ s
0
(dfr)(R(Wr(k˙ru),Wr(v))Wr(w))dr
is a local martingale and therefore
N ′′s (ktu, v, w)−
∫ s
0
(∇dfr)(Wr(v),W ′r(k˙ru,w))ds
−
∫ s
0
(∇dfr)(W ′r(k˙ru, v),Wr(w))ds
− ((∇dfs)(Ws(v),Ws(w)) + (dfs)(W ′s(v, w)))
∫ s
0
〈Wr(k˙ru), //rdBs〉
+
∫ s
0
(dfr)(R(Wr(k˙ru),Wr(v))Wr(w))dr
−
∫ s
0
(dfr)(W
′′
r (k˙ru, v, w))dr
is a local martingale. Furthermore, by Lemma 11.1 and integration by
parts, we see that∫ s
0
(∇dfr)(∇dfr)(Wr(v),W ′r(k˙ru,w))ds− (dfs)(Ws(v))
∫ s
0
〈W ′r(k˙ru,w), //rdBr〉
and similarly∫ s
0
(∇dfr)(W ′r(k˙ru, v),Wr(w))ds− (dfs)(Ws(w))
∫ s
0
〈W ′r(k˙ru, v), //rdBr〉
are local martingales. For this we used the fact that the Hessian is sym-
metric. Putting all this together completes the proof of the lemma.
Theorem 11.10. If the local martingale appearing in Lemma 11.9 is a
martingale with f ∈ C2b (M) then
(∇∇dPtf)(u, v, w)
= − E
[
(df)(Wt(w))
∫ t
0
〈W ′s(k˙su, v), //sdBs〉
]
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− E
[
(df)(Wt(v))
∫ t
0
〈W ′s(k˙su,w), //sdBs〉
]
− E
[
((∇df)(Wt(v),Wt(w)) + (df)(W ′t(v, w)))
∫ t
0
〈Ws(k˙su), //sdBs〉
]
+ E
[
(df)(Wt
∫ t
0
W−1s (R(Ws(k˙su),Ws(v))Ws(w)−W ′′s (k˙su, v, w))ds)
]
for all u, v ∈ TxM , x ∈M and t ≥ 0.
Proof. This follows from Lemma 11.9 by taking expectations and evalu-
ating at times s = 0 and s = t.
We now perform a second integration by parts, which again we do at the
level of local martingales. For this we suppose D1 and D2 are regular
domains with x ∈ D1 and D1 compactly contained in D2. We denote by τ1
and τ2 the first exit times of X(x) from D1 and D2, respectively.
Lemma 11.11. Suppose k, l are bounded adapted processes with paths
in the Cameron-Martin space L1,2([0, t]; Aut(TxM)). Fix 0 < t1 < t. Sup-
pose ks = 0 for s ≥ τ1 ∧ t1 with ls = idTxM for 0 ≤ s ≤ τ1 ∧ t1 and ls = 0 for
s ≥ τ2 ∧ t. Then
N ′′s (ksu, v, w)− (dfs)(Ws(w))
∫ s
0
〈W ′r(k˙ru, v), //rdBr〉
− (dfs)(Ws(v))
∫ s
0
〈W ′r(k˙ru,w), //rdBr〉
− ((∇dfs)(Ws(lsv),Ws(w)) + (dfs)(W ′s(lsv, w)))
∫ s
0
〈Wr(k˙ru), //rdBs〉
+
∫ s
0
(dfr)(R(Wr(k˙ru),Wr(v))Wr(w)−W ′′r (k˙ru, v, w))dr
+ (dfs)(Ws(w))
∫ s
0
〈Wr(l˙rv), //rdBr〉
∫ s
0
〈Wr(k˙ru), //rdBr〉
+
∫ s
0
(dfr)(W
′
r(l˙rv, w))dr
∫ s
0
〈Wr(k˙ru), //rdBr〉
is a local martingale, for each u, v, w ∈ TxM .
Proof. By Lemma 11.5, it follows that
O(1)s := (∇dfs)(Ws((ls − 1)v),Ws(w)) + (dfs)(W ′s((ls − 1)v, w))
− (dfs)(Ws(w))
∫ s
0
〈Wr(l˙rv), //rdBr〉 −
∫ s
0
(dfr)(W
′
r(l˙rv, w))dr
is a local martingale and so is
O(2)s :=
∫ s
0
〈Wr(k˙ru), //rdBr〉
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and therefore so is the product O(1)s O
(2)
s since O
(1)
s = 0 on [0, τ1 ∧ t1] with
O
(2)
s constant on [τ1 ∧ t1, τ2 ∧ t]. Subtracting the local martingale O(1)s O(2)s
from the local martingale appearing in Lemma 11.9 therefore completes
the proof of the lemma.
Theorem 11.12. Suppose RicZ is bounded below with f ∈ C1b (M). Fix
t > 0, suppose k, l are as in Lemma 11.11 with
E
[∫ t
0
|k˙s|2ds
]
<∞, E
[∫ t
0
|k˙s|2ds
]
<∞.
Then
(∇∇dPtf)(u, v, w)
= − E
[
(df)(Wt(w))
∫ t
0
〈W ′s(k˙su, v), //sdBs〉
]
− E
[
(df)(Wt(v))
∫ t
0
〈W ′s(k˙su,w), //sdBs〉
]
+ E
[
(df)(Wt(w))
∫ t
0
〈Ws(l˙sv), //sdBs〉
∫ t
0
〈Ws(k˙su), //sdBs〉
]
+ E
[
(df)(Wt
∫ t
0
W−1s (R(Ws(k˙su),Ws(v))Ws(w)−W ′′s (k˙su, v, w))ds)
]
+ E
[
(df)(Wt
∫ t
0
W−1s (W
′
s(l˙sv, w))ds
∫ t
0
〈Ws(k˙su), //sdBs〉)
]
for all u, v, w ∈ TxM .
Proof. Since the domains are compact it follows that the local martingale
appearing in Lemma 11.11 a true martingale on [0, t] and consequently
(∇∇dPtf)(u, v, w)
= − E
[
(df)(Wt(w))
∫ t
0
〈W ′s(k˙su, v), //sdBs〉
]
− E
[
(df)(Wt(v))
∫ t
0
〈W ′s(k˙su,w), //sdBs〉
]
+ E
[
(dft)(Wt(w))
∫ t
0
〈Ws(l˙sv), //sdBs〉
∫ t
0
〈Ws(k˙su), //sdBs〉
]
+ E
[∫ t
0
(dfs)(R(Ws(k˙su),Ws(v))Ws(w)−W ′′s (k˙su, v, w))ds
]
+ E
[∫ t
0
(dfs)(W
′
s(l˙sv, w))ds
∫ t
0
〈Ws(k˙su), //sdBs〉
]
Now apply Theorem 11.2 and the Markov property to the final two terms
on the right-hand side.
In the next section, we will use Theorems 11.2, 11.6 and 11.12 to deduce
appropriate estimates on the derivatives of Ptf .
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12 Derivative estimates
Theorem 12.1. Suppose K ∈ R with RicZ ≥ 2K and f ∈ C1b (M). Then
‖∇Ptf‖∞ ≤ e−Kt‖∇f‖∞
for all t ≥ 0.
Proof. This estimate, contained in Theorem 2.4, follows directly from
Theorem 11.2. In particular, if RicZ ≥ 2K then Gronwall’s inequality
implies |Wt| ≤ e−Kt for all t ≥ 0.
Theorem 12.2. SupposeK ∈ Rwith RicZ ≥ 2K and f ∈ C1b (M). Suppose
‖R‖∞ <∞, ‖∇Ric]Z + d?R− 2R(Z)‖∞ <∞.
Then there exists a positive constant C1 such that
‖∇dPtf‖∞ ≤ C1e
−Kt
√
1 ∧ t ‖∇f‖∞
for all t > 0.
Proof. Take an exhaustion {Di}∞i=1 of M by regular domains. For x ∈ Di
with kis a real-valued Cameron-Martin process satisfying the conditions
of Theorem 11.6, we have
(∇dPtf)(u, v) =
− E
[
(df)(Wt(v))
∫ t
0
〈Ws(k˙isu), //sdBs〉
]
− E
[
(df)(Wt
∫ t
0
k˙is
∫ s
0
W−1r R(//rdBr,Wr(u))Wr(v)ds)
]
+
1
2
E
[
(df)(Wt
∫ t
0
k˙is
∫ s
0
W−1r (∇Ric]Z + d?R− 2R(Z))(Wr(u),Wr(v))drds)
]
.
Since we assume the curvature operators are uniformly bounded, it fol-
lows by taking limits that the above formula holds with kis replaced by ks
where
ks :=
(1 ∧ t)− s
1 ∧ t ∨ 0, k˙s =
{
−1/(1 ∧ t), 0 ≤ s < 1 ∧ t
0, s ≥ 1 ∧ t .
With this choice of ks, the desired estimate follows from the above equa-
tion by the Cauchy-Schwarz inequality and Itô isometry.
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Theorem 12.3. Suppose K ∈ R with RicZ ≥ 2K. Suppose
‖R‖∞ <∞,
‖∇R‖∞ <∞,
‖∇Ric]Z + d?R− 2R(Z)‖∞ <∞,
‖∇(∇Ric]Z + d?R− 2R(Z))‖∞ <∞.
If f ∈ C1b (M) then there exists a positive constant C2 such that
‖∇∇dPtf‖∞ ≤ C2e
−Kt
1 ∧ t ‖∇f‖∞
for all t > 0. If f ∈ C2b (M) then there exists a positive constant C3 such
that
‖∇∇dPtf‖∞ ≤ C3e
−Kt
√
1 ∧ t (‖∇f‖∞ + ‖Hess f‖∞)
for all t > 0.
Proof. With the Cameron-Martin process ks chosen as in the proof of
Theorem 12.2, these estimates follow from Theorems 11.12 and 11.10 in
a similar manner, simply by estimating each term in the formula using
the Cauchy-Schwarz inequality and Itô isometry.
The three theorems of this section provide precisely the estimates re-
quired in the proofs of the main results in Section 6.
References
[1] Marc Arnaudon, Holger Plank, and Anton Thalmaier. A Bismut type
formula for the Hessian of heat semigroups. C. R. Math. Acad. Sci.
Paris, 336(8):661–666, 2003.
[2] D. Azagra, J. Ferrera, F. López-Mesas, and Y. Rangel. Smooth ap-
proximation of Lipschitz functions on Riemannian manifolds. J.
Math. Anal. Appl., 326(2):1370–1378, 2007.
[3] Jean-Michel Bismut. Large deviations and the Malliavin calculus,
volume 45 of Progress in Mathematics. Birkhäuser Boston, Inc.,
Boston, MA, 1984.
[4] M. M. Bronstein, J. Bruna, Y. LeCun, A. Szlam, and P. Vandergheynst.
Geometric deep learning: going beyond euclidean data. IEEE Signal
Processing Magazine, 2017. arXiv:1611.08097.
[5] Sourav Chatterjee. A short survey of Stein’s method. In Proceedings
of the International Congress of Mathematicians—Seoul 2014. Vol.
IV, pages 1–24. Kyung Moon Sa, Seoul, 2014.
40
[6] Li-Juan Cheng, Anton Thalmaier, and Shao-Qin Zhang. Exponen-
tial contraction in Wasserstein distance on static and evolving man-
ifolds. arXiv:2001.06187, 2020.
[7] Bruce K. Driver. A Cameron-Martin type quasi-invariance theorem
for Brownian motion on a compact Riemannian manifold. J. Funct.
Anal., 110(2):272–376, 1992.
[8] Bruce K. Driver and Anton Thalmaier. Heat equation derivative for-
mulas for vector bundles. J. Funct. Anal., 183(1):42–108, 2001.
[9] K. David Elworthy and Xue-Mei Li. Formulae for the derivatives of
heat semigroups. J. Funct. Anal., 125(1):252–286, 1994.
[10] Xiao Fang, Qi-Man Shao, and Lihu Xu. Correction to: Multivariate
approximations in Wasserstein distance by Stein’s method and Bis-
mut’s formula. Probab. Theory Related Fields, 175(3-4):1177–1181,
2019.
[11] Xiao Fang, Qi-Man Shao, and Lihu Xu. Multivariate approximations
in Wasserstein distance by Stein’s method and Bismut’s formula.
Probab. Theory Related Fields, 174(3-4):945–979, 2019.
[12] Elton P. Hsu. Characterization of Brownian motion on manifolds
through integration by parts. In Stein’s method and applications,
volume 5 of Lect. Notes Ser. Inst. Math. Sci. Natl. Univ. Singap.,
pages 195–208. Singapore Univ. Press, Singapore, 2005.
[13] Charles Stein. A bound for the error in the normal approximation
to the distribution of a sum of dependent random variables. In Pro-
ceedings of the Sixth Berkeley Symposium on Mathematical Stat-
istics and Probability (Univ. California, Berkeley, Calif., 1970/1971),
Vol. II: Probability theory, pages 583–602, 1972.
[14] Anton Thalmaier. On the differentiation of heat semigroups and
Poisson integrals. Stochastics Stochastics Rep., 61(3-4):297–321,
1997.
[15] James Thompson. Derivatives of Feynman-Kac semigroups. J. The-
oret. Probab., 32(2):950–973, 2019.
[16] Feng-Yu Wang. Analysis for diffusion processes on Riemannian man-
ifolds. Advanced Series on Statistical Science & Applied Probability,
18. World Scientific Publishing Co. Pte. Ltd., Hackensack, NJ, 2014.
41
[17] Feng-Yu Wang. Identifying constant curvature manifolds, Einstein
manifolds, and Ricci parallel manifolds. J. Geom. Anal., 29(3):2374–
2409, 2019.
42
