Abstract. Firefly Algorithm (FA) is one of the recent swarm intelligence methods developed by Xin-She Yang in 2008 [12]. FA is a stochastic, nature-inspired, metaheuristic algorithm that can be applied for solving the hardest optimization problems. The main goal of this paper is to analyze the influence of changing some parameters of the FA when solving bound constrained optimization problems. One of the most important aspects of this algorithm is how far is the distance between the points and the way they are drawn to the optimal solution. In this work, we aim to analyze other ways of calculating the distance between the points and also other functions to compute the attractiveness of fireflies.
Introduction
The main objective of the optimization methods is to determine the maximum or the minimum of mathematical functions, called objective functions, which may be, or may not be, subject to constraints on its variables. Due to the wide variety of practical applications, optimization algorithms have been increasingly studied in the area of engineering and applied mathematics. The optimization methods can be divided into two major groups: deterministic and stochastic methods, which may use or not the derivatives of the objective and constraint functions.
The most of deterministic methods are local search methods. These methods are characterized for producing always the same set of solutions (optimal points) if the algorithm start under the same initial conditions. In turn, the stochastic methods are characterized by having one or more components of randomness, called stochastic components. This implies that for the same problem, and subject to the same initial conditions, these algorithms may not generate the same optimal solutions. There is a range of possibilities of how to form this stochastic component. For example, one way is to make a simple randomization by randomly sampling the search space or by making random walks. The majority of this type of methods is considered as metaheuristic.
Firefly Algorithm (FA) is an algorithm that belongs to the second group, that is, a stochastic and metaheuristic algorithm, and it was developed by Yang [13, 14] . It is a recent nature inspired optimization algorithm, inspired by the social behavior of fireflies, and is based on their flashing and attraction characteristics.
The firefly algorithm is one example among many, of the so called bio-inspired algorithms. Among such methods, the Genetic Algorithms [7] , the Particle Swarm Optimization [5] , the Ant Colony Optimization [3] , the Artificial Fish Swarm Algorithm [11] , are the best known algorithms that are inspired by phenomena and/or behaviors of nature and the animal world.
The first studies on bio-inspired algorithms are due to Reynolds [10] and Heppner and Grenander [8] , which are based on the behavior and movement of flocks of birds. The Ant Colony Optimization algorithm, developed by Dorigo et al. [4] , is based on the social behavior of insects and their form of communication to find the optimal path between their colony and its power supply. The Particle Swarm Optimization based on the movement of flocks of birds is due to Eberhart and Kennedy [6] .
Following the trend of the study of natural collective behavior, Yang [13] introduced a new algorithm, known as Firefly Algorithm, inspired by the collective behavior of fireflies, specifically in how they attract each other. Previous studies have demonstrated that the FA obtained good results, indicating its superiority over some bio-inspired methods [9, 12, 14] .
The paper is organized as follows. Section 2 briefly presents the key ideas of the original FA and describes the proposals to change attractiveness function in the FA. The numerical experiments are reported in Section 3 and the paper concludes in Section 4.
Firefly Algorithm for Bound Constrained Problems
In this study we are interested in solving the bound constrained global optimization problem by FA. The mathematical formulation of the optimization problem to be addressed in this paper is stated as follows:
where ( ) is a continuous nonlinear objective function, and are the lower and upper bounds of the variables. Following the firefly algorithm and the proposal changes to the attractiveness function are presented.
2.1

Original FA
The firefly algorithm is based on three main principles:
1. All fireflies are unisex, implying that all the elements of a population can attract each other. 2. The attractiveness between fireflies is proportional to their brightness. The firefly with less bright will move towards the brighter one. If no one is brighter than a particular firefly, it moves randomly. Attractiveness is proportional to the brightness which decreases with increasing distance between fireflies. 3. The brightness or light intensity of a firefly is related with the type of function to be optimized. In practice, the brightness of each firefly can be directly proportional to the value of the objective function.
This algorithm is based on two key ideas: the light intensity emitted and the degree of attractiveness that is generated between two fireflies. The light intensity of firefly , , depends on the intensity of light emitted by firefly and the distance between firefly and . In [13] , the light intensity varies with the distance monotonically and exponentially. That is where is the light absorption coefficient. In theory, [ [, but in practice can be taken as 1.
Since the attractiveness of the firefly depends on the light intensity seen by an adjacent firefly and its distance , then the attractiveness is given by:
where is the attractiveness at .
In the original method, the distance between any two fireflies e , at and , could be given by the Cartesian distance (or 2-norm):
The movement of a firefly towards another brightest firefly is given by:
where is a random parameter generated by a uniform distribution and is a parameter of scale. In this paper, the light intensity of a firefly i , is determined by its objective function value.
The pseudo code of the Firefly Algorithm for bound constrained optimization problems can be summarized as follows. 
Modified Attractiveness Approach
In this paper we want to study the effect of changing the calculation of the attractiveness function (see (2)), either by changing the way of calculating the distance between two points, either by changing its algebraic expression. Let -norm of , for be the norm defined by:
Let the infinity-norm, ‖ ‖ , be defined by:
In a first approach, a numerical experiment based on the change of the use of 2-norm, to compute the distance between two fireflies, is analyzed (see (3)). In this experiment, the 1-norm, 4-norm, 10-norm and infinity-norm are considered. The goal is to investigate these modifications in order to improve the efficiency and robustness of the FA (see (2)).
In a second approach, two new attractiveness functions, and , are considered. Thus, a new attractiveness function, , that is monotonically decreasing as (2) is proposed:
Here, for a given value of , if the distance between two fireflies is lesser or equal than d, then exponentially decreases with the distance. Whenever the distance between two fireflies is greater than d, the attractiveness takes a constant value. The motivation for this approach is due to the fact that in (2) the value of attractiveness can be considered negligible for certain values of distance.
Finally, another attractiveness function that takes into account the average rate of change of the firefly brightness is considered. This function, denoted by , is defined by:
Numerical Experiments
The FA algorithm was coded in Matlab and the computational tests were performed on a PC with a 2.53 GHz Intel(R) Core (Tm) i5 Processor M460 and 4 Gb of RAM. We used a collection of 30 benchmark bound constrained global optimization test problems of dimension 2-30, described in full detail in the Appendix B of [1] . Each problem is solved 30 times.
The population of fireflies is used and the algorithm stops when a maximum of 20000 function evaluations is reached. The parameters used are: , , and 1. In the first set of experiments, different norms in (2) are used for the calculation of the distance . In the second set of experiments, a comparison with three attractiveness functions is made. For comparison purposes, performance profiles are used. Finally, a table with the results obtained with the best strategy is presented.
To compare the results obtained by different algorithms (or solvers), we used a statistical tool called performance profiles, created by Dolan and Moré [2] . Performance profiles are depicted by a plot of a cumulative distribution ( ) representing a performance ratio for the different solvers, based on a chosen metric. Generally, performance profiles can be defined representing a statistic computed for a given quality indicator value obtained in several runs. Performance profiles provide a good visualization and easiness of making inferences about the performance of the algorithms. The concept of performance profiles requires minimization of a performance metric and can be described as follows.
Let and be the set of problems and the set of solvers in comparison, respectively. Let be the performance metric found by solver on problem after a fixed number of function evaluations. Here, a metric that measures the relative improvement of the function values, a scaled distance to the optimal function value, is defined by: (7) where denotes the known optimal function value for a problem , denotes the worst function value found among all solvers on the problem and denotes the average of the best function values found by a solver on problem , after a certain number of runs. As { } can be zero for a particular problem, the comparison used in our study is based on the performance ratios defined by:
for , and . The overall assessment of the performance of a particular solver is given by
The value of ( ) gives the probability that the solver will win over the others in comparison. Thus, to see which solver has the least value of the performance metric mostly, then ( ) should be compared for all the solvers. The higher the the better the solver is. On the other hand, for large values of , the solver robustness is measured by ( ). Figure 1 plots the performance profile for the average value of obtained best function values concerning FA with different norms in the attractiveness function (2) . From Fig. 1 we may conclude that the average best solutions found for computing attractiveness based on 1-norm, over the 30 runs, outperforms the other versions in comparison. In particular, this one gives the best average solution in about 50% of the tested problems and dominates the other four solvers for all values. Figure 2 shows the plots of the solvers in comparison that are related with the implementation of the two attractiveness functions ( (5) and (6)) and the original attractiveness function (2) . In all attractiveness functions the 1-norm is considered to compute the distance between fireflies. The attractiveness function defined by reveals as efficient as the original beta function. Their efficiency is shown in Fig. 2 at . However, for τ greater than approximately 2, the solver with as the attractiveness function wins against the others and dominates with respect to robustness. The computed solutions are of high quality and the obtained solutions obtained for the problems are very close to the known minimum, except for Perm, Powell, Power, Sphere_30, Sum_squares and Trid problems. The values of SD are in general, for all problems, reasonably small showing the consistency of this variant of FA algorithm.
Conclusions
In this paper the Firefly Algorithm, a stochastic global optimization algorithm, inspired by the social behavior of fireflies and based on their flashing and attraction, is presented for solving the bound constrained optimization problems.
In order to improve the efficiency of FA, other ways of calculating the distance between the points and other functions to compute the attractiveness of fireflies were tested and analyzed.
A set of benchmark global optimization test problems were used to show the performance of the proposed modified FAs and preliminary results revealed competitive when comparing with the original FA version.
In the future, an extension of FA algorithm, to solve constrained problems, based on penalty techniques will be addressed.
