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ACCEPTED MANUSCRIPT
A Mann–Whitney type effect measure of interaction for
factorial designs
Jan De Neve1,∗ and Olivier Thas2,3
Running head.A measure of interaction for factorial designs
Keywords. factorial designs; interaction; probability of superiority; rank test; Wilcoxon–Mann–Whitney.
Abstract. We propose a measure for interaction for factorial designs that is formulated in terms of
a probability similar to the effect size of the Mann–Whitney test. It is shown how asymptotic confidence
intervals can be obtained for the effect size and how a statistical test can be constructed. We further show how
the test is related to the test proposed by Bhapkar and Gore [Sankhya A, 36:261–272 (1974)]. The results
of a simulation study indicate that the test has good power properties and illustrate when the asymptotic
approximations are adequate. The effect size is demonstrated on an example dataset.
1 Introduction
Over the years a variety of rank tests have been proposed for testing interaction in a two-way layout. For
example, Patel and Hoel (1973) proposed a test based on the differences of two Mann–Whitney statistics,
Conover and Iman (1981) considered a rank transform approach as a tool to develop nonparametric proce-
dures, while Mansouri and Chang (1995), among others, constructed aligned rank tests. Akritas and Arnold
(1994) considered a different approach by introducing a nonparametric hypothesis of interaction for which
they constructed statistical tests. We refer to Gao and Alvo (2005) for an extensive literature overview on
this topic in a two-way layout. In this paper we propose a rank test by starting from a particular summary
measure for interaction.
More specifically, consider two factors,A andB, each with two levels, labeled 1 and 2, and letYab denote
the outcome associated with levela = 1, 2 of factor A and levelb = 1,2 of factor B. The conventional
measure of interaction is defined in terms of the mean outcome:




whereμab = E(Yab). Hereα quantifies the difference in the effect of A (where the effect is defined as the
difference between two means), between levels 1 and 2 of factorB. Equivalentlyα = (μ11−μ12)− (μ21−μ22)
expresses the difference in the effect ofB between levels 1 and 2 of factorA. Now consider the transformed
outcomes
Z := Y11− Y21 and Z
∗ := Y12− Y22.
We refer toZ as theeffect outcomeof A at B = 1, for it considers the effect ofA (now defined as a random
variable and thus not restricted to the mean) whenB is fixed at level 1 . Similarly,Z∗ denotes the effect
outcome ofA at B = 2. The distribution of the differenceZ − Z∗ now describes the effect of the interaction
on the entire outcome distribution. As an illustration, consider an experimental set-up whereA d notes the
treatment (A = 1 for the control group andA = 2 for the active treatment group) andB the gender (B = 1
for men andB = 2 for women). The treatment may affect different moments of the outcome distribution
and these effects might be different for men and women. One way of summarizing the distribution of the
differenceZ − Z∗ is by considering a measure of location. For example the mean or median. Note that for
the mean it follows E(Z − Z∗) = E(Z) − E(Z∗) = α. Hence, summarizing the distribution of the differences
by the mean results in the conventional measure of interaction (1). To emphasize thatα summarizes the
interaction in terms of the mean, we further refer toα as theinteraction average.







= N(0, 0.5) andY22
d
= N(−3, 0.5), for which the interaction average





= N(3, 1): the density of the latter is shifted 3 units to the right as compared to the density of
the former. Under this location-shift assumption,α captures all information on the difference betweenZ and
Z∗. However, if location-shift does not hold, the average does not always capture all information. The top




= N(0, 0.5), Y12
d
= N(0, 16) andY22
d
= N(−3,16).
For this setting the interaction average is stillα = −3. However, as can be seen from the bottom right panel,
the difference between the densities ofZ andZ∗ is now less pronounced as compared to the location-shift
setting: changingB does not only alter the effect of A on average, it also affects the outcome variability




however, does not take this change in variability into account.














For a continuous outcome,β simplifies to P(Z < Z∗), i.e. the probability that the effect outcome ofA at
B = 2 exceeds the effect outcome atB = 1. The general definition (2) allows for discrete outcomes as well.
Probabilities of the from (2) have a long history. In a two-sample design, it corresponds to the summary
measure associated with the Wilcoxon–Mann–Whitney (WMW) test (Wilcoxon, 1945; Mann and Whitney,
1947; Kruskal, 1952). Several authors have argued that this probability is well suited as a summary measure,
mainly because 1) it often has an informative and intuitive interpretation, 2) it provides a general measure for
the difference between two groups, and 3) it is robust. Bamber (1975) considered this quantity as a measure
of the size of the difference between two populations, while Brumback et al. (2006) discussed its meaning as
a treatment effect. For a more detailed discussion on this probability as an effect size see, for example, Laine
and Davidoff (1996); Newcombe (2006); D’Agostino et al. (2006); Senn (2006); Zhou (2008); Tian (2008);
Senn (2011); Thas et al. (2012); Kieser et al. (2013). Several names have been proposed for the probability
that one outcome exceeds another: the non-parametric treatment effect, the Mann–Whitney functional, the
individual exceedance probability, the stress-strength measure, measure of a generalized treatment effect,
the relative effect or the probabilistic index (Wilcox, 2003; Acion et al., 2006; Senn, 2006; Kieser et al.,
2013; Thas et al., 2012; Nussbaum, 2014). Note that the term ‘probabilistic index’ is not unambiguous since
it may have a different meaning in other research disciplines; in ecology, for example, it is used to denote the
water quality (Cordoba et al., 2010), while Billinton and Kuruganty (1980) use it in the context of transient
stability. Similar as in Grissom and Kim (2005) we will use the termProbability of Superiority(PS) to
denote the probability that one outcome exceeds another.
We refer toβ as defined by (2) as theinteraction probability of superiority(IPS). The major difference
with the summary measure of the WMW test is that in the current approach transformations of the outcomes
(i.e. Y11− Y21 andY12− Y22) are modeled instead of the original outcomesYab.
Under location-shift and whenα = 0, Z and Z∗ are identically distributed so thatβ = 0.5. For the




A is larger whenB = 2 as compared to whenB = 1. For the bottom right panel, when location-shift
does not hold, this probability decreases toβ = P(Z 4 Z∗) = 70%. There is still an interaction eff ct, but
it is less pronounced as compared to the left panel because of the increase in variability. Note that since
β = P(Y11− Y21 4 Y12− Y22) = P(Y11− Y12 4 Y21− Y22), β also represents the probability that the effect
outcome ofB atA = 2 is greater than atA = 1. So the interaction effect can be interpreted in both directions.
The remainder of the paper is organized as follows. In Section 2 we provide an estimator forβ and
derive its asymptotic distribution; we propose a hypothesis test and its Pitman asymptotic relative efficiency
is calculated relative to the ANOVAF-test. We further show how the test is related to the test of Bhapkar and
Gore (1974). In Section 3 several interactions tests are discussed which are used as competitors in Section 4
to compare with the new test in a simulation study. Section 5 illustrates how the summary measure and test
can be used in practice and Section 6 presents the conclusions and discussion.
2 Estimation and asymptotics
2.1 Two-by-two design














Y11i − Y21j 4 Y12k − Y22l
)
, (3)
where I(y1 4 y2) := I (y1 < y2) + 0.5I (y1 = y2), with I (∙) the indicator function. Instead of deriving the
asymptotics for̂β, we consider the asymptotics forg(β̂) whereg(∙) is a smooth link function mapping the
unit interval onto the real line, for example the logit linkg(x) = log[x/(1 − x)] or the probit linkΦ−1(x)
with Φ(∙) the standard normal distribution function. This will allow us to construct confidence intervals for
β which are guaranteed to be within the unit interval. A sketch of the proof can be found in the Appendix.




b=1 nab. As N→ ∞, assume nab/N → λab ∈ (0,1), a, b = 1, 2. Then, for a


























































































It is now straightforward to propose a Wald-type test for testingH0 : β = 0.5 as well as to construct
confidence intervals.





→ N(0, 1). (4)









g(β̂) + Φ−1(1− α/2)σ̂β̂
}]
.
2.2 General two-way layout
Consider the general two-way layout where factorA hasK ≥ 2 levels and factorB hasL ≥ 2 levels. Bhapkar
and Gore (1974) proposed a score-type test statistic under the location-shift model
Yabi = μ + δa + ζb + ηab + εabi, (5)









0. For testingH0 : ηab = 0, a = 1, . . . ,K, b = 1, . . . , L, they proposed a test statistic based on Hoeffding’s
generalizedU-statistics. In this section we show how their test can be be expressed in terms of estimators













Yabi − Ya′b j 4 Yab′k − Ya′b′l
)
,
denote the estimator of the IPS when considering levelsa anda′ of factorA and levelsb andb′ of factorB.





















with ν̂ an estimate of the nuisance parameterν =
∫
F2ε+ε′−ε′′(x)dFε(x) whereFε+ε′−ε′′ is the distribution of
ε + ε′ − ε′′ for ε, ε′, ε′′ i.i.d. Fε. They showed thatIPSBG has an asymptotic chi-squared null distribution
with (K − 1)(L − 1) degrees of freedom. Bhapkar and Gore (1974) provide a computationally intensive
estimator forν under model (5). However, Spurrier (2005) has shown thatν is bounded below by 239/840≈
0.28452 and above by (7− o2 + o/5)/24≈ 0.29125 whereo = (1−
√
2/3)/2. Hence, instead of estimating
ν, a conservative test can be obtained by replacing ˆν i (6) by its upper bound. This test will only be slightly
conservative because for most distributionsν i close to its upper bound (Hollander and Wolfe, 1999, p.
347).
For the special case whereK = L = 2, it follows thatIPSBG = (β̂ − 0.5)2/σ̂20, whereσ̂
2
0 is an estimator for
the variance of̂β under location-shift model (5). The test based onIPS (4), however, does not assume the
location-shift model and its consistent variance estimator allows the construction of a confidence interval
for β. Furthermore, the test based onIPS does not assume that the cell frequencies are proportional to row
and column marginal totals.
2.3 Asymptotic relative efficiency
The Pitman ARE of theIPSBG test versus the ANOVAF-test under location-shift and under a sequence of
local alternativesηab = κab/
√





whereσ2ε = Var(ε), τ =
∫
fε−ε′(x)2dx with fε−ε′ the density ofε − ε′; see Bhapkar and Gore (1974).




IPS-test (4) versus the ANOVAF-test. Table 1 gives these ARE’s for a variety of distributionsFε, where
τ is obtained with numerical integration andν is approximated based on 108 Monte-Carlo simulations in
R (R Core Team, 2016). For the uniform distribution, theF-test is more efficient, while for the normal
distribution the efficiency of both tests is almost equal. For all other distribution, theIPS andIPSBG-tests
are asymptotically more efficient than theF-test.
3 Other interaction tests
In this section we describe several interaction tests and briefly discuss their properties. These tests will be
used in a simulation study in Section 4. For simplicity, we restrict the discussion to a balanced two-by-two
design withn = n11 = n12 = n21 = n22 replicates.
3.1 The ANOVA F-test














2/[n(n− 1)]. Under the null hypothesisH0 : α = 0,F follows
anF-distribution with 1 and 4(n−1) degrees of freedom whenε
d
= N(0, σ2ε). When normality is not fulfilled
and if n is large enough, the null distribution ofF can be approximated by a chi-squared distribution with
1 degree of freedom. Similar as forIPS, the interpretation ofF is clear since the statistic is constructed
based on an estimator of a population parameter (hereα). However, unlikeIPS, F is sensitive to outliers.





3.2 The rank test of Patel and Hoel
Patel and Hoel (1973) proposed a difference between two PS’s as a measure of interaction. More specifically,
they defined
γ := P(Y11 4 Y21) − P(Y12 4 Y22) and γ
′ := P(Y11 4 Y12) − P(Y21 4 Y22) . (9)
Hence,γ gives the difference in effect ofA (in terms of the PS) for the two levels ofB, andγ′ the difference
in effect ofB for the levels ofA. Note that, in general,γ , γ′. To test the null hypothesis of no interaction

































Yabi 4 Ya′b′ j
)
I (Yabi 4 Ya′b′k) ,
equals a variance estimator due to Sen (1967).
Asymptotically,PH has a standard normal null distribution. For more information on this test statistic,
we refer to Patel and Hoel (1973); Marden and Muyot (1995); Wilcox (1999).
3.3 The rank transform test
Conover and Iman (1981) proposed the rank transform method to construct rank tests for a variety of designs.
In its simplest form, a test for testing interaction can be obtained by applying the ANOVA interactionF- est
on the ranks of the outcomes. LetRabi denote the rank associated withYabi where the ranking is performed
within the pooled sample. Let̄Rab denote the sample average of the ranks of groupA = a andB = b, and














k=1(Ri jk − R̄i j )
2/[n(n − 1)]. The interpretation of the test statistic, however, is not
always clear. Furthermore, the rank transform approach is not always suited for testing interaction. For
example, Brunner and Neumann (1986) and later Thompson (1991) have shown that the expected value of
the rank transform test statistic can tend to infinity with increasing sample size in the absence of interaction.
Since the introduction of the rank transform approach, the properties of the related statistics have been
studied in more detail; see, for example, Akritas (1990). Thompson (1991) has shown that for two-by-
two designs,RT asymptotically follows aχ21-distribution. However, for other two-way layouts with main
effects of both factors, this does not longer hold. Several authors have worked out the correct hypotheses
and asymptotics for the rank transform method, see for example Akritas (1990); Akritas and Arnold (1994);
Akritas et al. (1997); Brunner and Puri (2001); Fan and Zhang (2014).
3.4 The aligned rank test
Since the rank transform method may not always be suitable for testing interaction, Mansouri and Chang
(1995), among others, proposed an aligned rank test. They assume an ANOVA decomposition of the popu-
lation means
μab = μ + δa + ζb + ηab,
and estimate the parameters by means of least-squares. We denote these estimators as ˆμ, δ̂a, ζ̂b, andη̂ab.
Instead of ranking the outcomes, as in the rank transform approach, they rank the aligned outcomes:Yabi −
δ̂a − ζ̂b. Let ARabi denote the corresponding rank within the pooled sample of the aligned outcomes and
ĀRab the sample average of these ranks forA = a andB = b. Let α̂AR = (ĀR11 − ĀR21) − (ĀR12 − ĀR22).












2/[n(n − 1)]. Note that Mansouri and Chang (1995) propose
more sophisticated aligned rank tests as compared to (12). Instead of least squares, robust rank regression
estimators forδ andζ can be used; see, for example, McKean and Hettmansperger (1976). Note that, unlike




3.5 Row and column rank test
Gao and Alvo (2005) proposed a rank test which is valid under the location-shift model (5). IfRAabi denotes
the ranking ofYabi among outcomes for whichA = a andRBabi denotes the ranking ofYabi among outcomes
for which B = b, then their test statistic consists of a generalized quadratic form of a linear combination of
the rankingsRAabi andR
B
abi. We refer to Gao and Alvo (2005) for details on the construction of the test.
4 Simulation study
4.1 Estimation
To empirically evaluate the asymptotic approximations of Theorem 1, we set up a simulation study where
we simulate data according to a 22 full factorial design withn replicates, where
Y = θ1 + θ2XA + θ3XB + θ4XAXB + ε, (13)
with XA ∈ {−1, 1} andXB ∈ {−1, 1} denoting the groups, and for several distribution functionsFε: the stan-
dard normal distribution N(0, 1), thet-distribution with 3 degrees of freedomt3, the exponential distribution
with rate 1 Exp(1), and the logistic distribution Logistic(0,1). All distributions are centred to have a mean
of zero and scaled to have a variance of one. Furthermore,θ1 = θ2 = 1, θ3 = −2, and several choices ofθ4
are considered, resulting in different values ofβ in equation (2).
Table 2 gives the results based on 10000 Monte-Carlo simulations. All simulations were performed in R
(R Core Team, 2016).
The results confirm that for all choices ofn andFε, β is unbiasedly estimated. Forn = 5, σ̂2β̂ underes-
timates the true variance, but this underestimation is less pronounced whenβ tends to 0.5. The empirical
coverage is close to 95% forβ = 0.5, but anti-conservative for the other choices ofβ. As n increases the
bias ofσ̂2
β̂
decreases, particularly forβ = 0.5 for which the true coverage is close to 95% forn = 10. For
n = 20 the coverage of the 95% approaches the nominal level except forβ = 0.903 andβ = 0.884 for which






To study the empirical properties of theIPS-test (4), data are simulated for a two-by-two design according
to model (13). The following choices ofFε are considered: N(0, 4), t3, LN(0, 4.67) the centred log-normal
distribution with mean zero and variance 4.67, the normal distribution with mean 0 and variance 4 but with
the first observation in (A, B) = (1, 1) replaced by an outlier (the value 1000) which is denoted by N(0, 4) +
outlier, and a heteroscedastic mean-zero normal distribution with varianceσ2(XA,XB) = (1.5+1XA−1.3XB+
0.4XAXB)2 and denoted by N[0, σ2(XA,XB)]. Table 3 gives an overview of the values ofθT = (θ1, θ2, θ3, θ4)
and the different error distributions used in the simulation set-up.
Balanced design
Table 4 displays the empirical rejection rates at the 5% level of significance based on 1000 Monte-
Carlo simulations. We consider 7 tests: theIPS-test (4) with logit link, the ANOVAF-tests (F ); the rank
transform test (RT ); the aligned rank test (ART ); a robust version of the aligned rank test based on rank
regression (RART ) using theRfit package (Kloke and McKean, 2013); the test of Patel and Hoel (PH);
and the test of Gao and Alvo (GA) as implemented in theStatMethRank package (Li, 2015). The results
of theIPSBG-test were similar to the results of theIPS-test and are therefore not included.
Overall, the empirical type I error rate of theIPS-test is close to its nominal level for all choices of
n, error distributions and independent of the main effects. TheRT -test does not correctly control the type
I error when there are moderate to large main effects, while both theART andF-test are sensitive to the
outlier. BothART andRART -tests are anti-conservative for heteroscedastic data, but the latter is robust
against the outlier. ThePH-test is anti-conservative forn = 10 for heterescedastic data and moderate main
effects, while it is biased for allFε when there are large main eff cts. TheGA-test does not correctly control
the type I error forn = 5. Forn = 10 and in the absence of main effects, the type I error of theGA-test
is close to its nominal level, except for heteroscedastic data. For moderate main effects the test is anti-
conservative except for thet-distributed error for which it is slightly conservative and for the heteroscedastic





Overall theIPS-test has a stable power. TheRT -test has no power in the presence of large main effects.
This is not surprising since theRT -test does not test the hypothesisH0 : θ4 = 0 (Akritas, 1990). One can
show that theRT -test is equivalent to testingH0 : ϑ4 = 0 in the model
E(F(Y) | XA,XB) = ϑ1 + ϑ2XA + ϑ3XB + ϑ4XAXB,
whereF(y) denotes the weighted average of all conditional distributions P(Y ≤ y | XA,XB), see e.g. Akritas
(1990); Akritas and Arnold (1994); Brunner and Puri (2001); Shah and Madden (2004); Fan and Zhang
(2014); De Neve and Thas (2015) for more details. E(F(Y) | XA,XB) is also referred to as the relative treat-
ment effect (Brunner and Puri, 2001; Shah and Madden, 2004).
For Fε equal to the normal distribution with mean zero and variance 4 andθT = (1, 1,−2,0.7), it fol-
lows that approximatelyϑT = (0.5,0.09,−0.19, 0.06) while for θT = (1, 10,−20, 0.7) this becomesϑT =
(0.5,0.125,−0.25,0), explaining the (drastic) decrease in power as compared to some of the other tests.
This is in line with the findings of Sawilowsky (1990). Hence, interaction defined in terms of the expected
outcome is not equivalent to interaction defined in terms of relative treatment eff c s.
TheRART -test has good power properties and it outperforms theIPS-test whenFε = t3 andFε =
LN(0,4.67). TheIPS-test has a higher power than theRART -test when there is an outlier. For a normally
distributed error withn = 5 theIPS-test is slightly more powerful as compared to theRART -test, while
for n = 10 the performances are similar. As mentioned earlier, theRART -test does not correctly control
the type I error for heteroscedastic data, making comparisons of powers impossible. Forn = 10 and in the
absence of main effects, theGA-test has a similar to superior performance over theIPS-test. Forn = 10,
moderate main effects and at-distributed error, theIPS-test is superior over theGA-test, while for large
main effects and all error distributions, theGA-test has no power.
Similar conclusions hold for smaller (θ4 = 0.3) and larger interaction effects (θ4 = 1.1); see the Appendix
for more simulation results.
Unbalanced design




XA = i andXB = j, i, j ∈ {−1, 1}. For the heteroscedastic errorE = 5 in Table 3, we consider two settings:
for E = 5a the sample sizes are inversely proportional to the variances, while forE = 5b the sample sizes are
proportional to the variances. For settingE = 5a, all tests except thePH-test have an inflated type I error,
while for the settingE = 5b the type I error of theIPS-test is close to its nominal level. For a total sample
size of 20, theIPS-test has an inflated type I error in the presence of an outlier, while the for a total sample
size of 40, the type I error is closer to its nominal level. Note that theRT -test has different properties as
compared to the balanced setting. This is a consequence of the definition of the relative treatment effect siz
E(F(Y) | XA,XB) which depends on the sample sizes (Brunner and Puri, 2001).
4.2.2 Two-by-three design
To study the empirical properties of theIPSBG-test (6) for the general two-way layout, we simulate data
for a two-by-three design according to
Y = θ1 + θ2XA + θ3XB1 + θ4XB2 + θ5XAXB1 + θ6XAXB2 + ε, (14)
whereXA = 1 if A = 1 andXA = −1 if A = 2, XB1 = 1 if B = 1, XB1 = 0 if B = 2 andXB1 = −1 if
B = 3, andXB2 = 0 if B = 1, XB2 = 1 if B = 2 andXB2 = −1 if B = 3. Table 3 gives an overview
of the values ofθ and the error distributions where forE = 5 the variance is given byσ2(XA,XB) =
(1.5+XA−1.3XB1−1.3XB2+0.4XAXB1+0.4XAXB2)2. For theIPSBG-test,ν̂ in (6) is replaced by its upper
bound.
Table 6 displays the empirical rejection rates at the 5% level of significance based on 1000 Monte-Carlo
simulations. ThePH-test is not included since it is restricted to the two-by-two design. TheIPSBG-test
is slightly conservative for all settings, which is expected due to the conservative choice of ˆν in (6). The
test becomes less conservative with increasing sample size. TheR -t st has an inflated type I error in the
presence of main effects, which is in agreement with the conclusions of Thompson (1991). TheART has
an inflated type I error when an outlier is present and for heteroscedastic data. TheRART -test correctly
controls the type I error rate, except for heteroscedastic data for which the test is anti-conservative. The





Overall theIPSBG-test has a stable power. TheRART -test outperforms theIPSBG-test for all settings,
while the performance of both tests becomes more similar with increasing sample sizes, since theIPSBG-
test then becomes less conservative. TheGA-test has no power in the presence of large main effects.
5 Example
To illustrate the interaction probability of superiority as an effect size measure, we consider the cross sec-
tional part of the childhood respiratory disease study as provided by Rosner (1999). It is of interest to study
the association between smoking and the lung capacity of children. The outcome is the Forced Expiratory
Volume (FEV in litres), which is an index for the pulmonary function and we consider the Age (in years) and
the Smoking status of the child as predictors. We consider children that are 11 or 15 years old. There are 81
children of 11 years that did not smoke and 9 that smoked. At the age of 15, there are 9 non-smokers and 10
smokers. The left panel in Figure 2 gives the boxplots and stripcharts of the FEV according to age and smok-
ing status. The right panel of Figure 2 gives the effect outcome of smoking (i.e.Z = FEVNS,11 − FEVS,11
andZ∗ = FEVNS,15−FEVS,15, where S stands for smoker and NS for non-smoker) obtained by constructing
all pairwise differences in FEV of non-smoker compared to smokers and according to age. Larger effect
outcomes correspond to smaller FEV’s for the smokers. This plot suggests that at the age of 11, there are
no systematic differences between the smokers and the non-smokers in terms of the FEV. At the age of
15, however, the FEV of the non-smokers tends to exceed that of the smokers. The estimated interaction
probability of superiority P
(
FEVNS,11− FEVS,11 4 FEVNS,15− FEVS,15
)
is 74% (95% confidence interval
ranging from 50% to 89% upon using the logit link), i.e. it is more likely that the eff ct outcome of smoking
at the age of 15 is larger than at the age of 11. Since the IPS can be interpreted in both directions, it also
suggests that the age eff ct of smokers is less pronounced than the age effect of non-smokers.
The interaction average (μNS,11− μS,11)− (μNS,15− μS,15) is estimated by−0.93 (95% confidence interval
ranging from−1.65 to−0.22). From a WMW-test it further follows that̂P(FEVNS,11 4 FEVS,11) = 58%
(95% confidence interval ranging from 41% to 74%) andP̂(FEVNS,15 4 FEVS,15) = 26% (95% confidence





We have proposed a measure for interaction based on the probability of superiority. We provide an unbiased
and consistent estimator and work out the asymptotic distribution which can be used to construct confidence
intervals and a hypothesis test. The test has a superior Pitman efficiency over the ANOVAF-test for a variety
of distributions under location-shift. We further show how the test is related to the test of Bhapkar and Gore
(1974) which is valid under the location-shift model. The current paper extends their work by providing
the probability of superiority interpretation without assuming location-shift, by constructing confidence
intervals for this population parameter, and by providing a Wald-type test. Upon using simulations we
studied the small sample behavior of the estimators and tests. For a two-by-two design, the test correctly
controls the type I error, even for small samples and the test has a good and stable performance in terms of
power. For unbalanced designs, the type I error is inflated for small samples when the outcome variability
is inversely proportional to the sample size. The empirical coverage of the confidence interval is close to
its nominal level except when the probability of superiority is close the boundaries of the unit interval.
However, increasing the sample size improves the empirical coverage. For a two-by-three design the test is
slightly conservative which results in some loss of power. However, the test becomes less conservative with
increasing sample size.
In addition to the interaction probability of superiority, themagnitudeof the interaction effect, sayτ, can
be defined as the value such that P(Z 4 Z∗ + τ) = 0.5, whereτ can be estimated by a Hodges–Lehmann type
estimator ˆτ = Mediani, j,k,l{(Y11i−Y21j)−(Y12k−Y22l)}. For the childhood respiratory disease study in Section
5, for example, ˆτ = Median{(FEVNS,11 − FEVS,11) − (FEVNS,15 − FEVS,15)} = −0.93. The construction of
confidence intervals forτ and the ARE comparison over ˆα is considered as future research.
The method proposed in this article makes use of ranks computed on the pairwise differ nces of the
outcomes. This implies that the method is not invariant under monotone transformations and only applies
to metric data (since we consider differences). In this respect, it is not a genuine rank-test which is typically
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A Appendix
A.1 Sketch of the proof of Theorem 1
Let γ = g(β) andγ̂ = g(β̂). Sinceβ̂
p
→ β, it holds that
√
N(γ̂ − γ) = ġ(β)
√
N(β̂ − β) + op(1).
Upon using H́ajek projections, one can show that
√

























[1 − F4(Y22l) − β] + op(1),
whereF1 is the distribution ofY21 + Y12 − Y22, F2 of Y11 + Y22 − Y12, F3 of Y11 + Y22 − Y21 and F4 of
Y21 + Y12− Y11. Consequently, the asymptotic variance of
√














so thatσ2 = ġ(β)2σ̃2. The consistent estimator for ˜σ2 follows from noting that e.g. Var[F2(Y21)] =
Var(F2(Y21) − β) = E[(F2(Y21) − β)2] and whereF2 is replaced by the empirical distribution function and
the expectation by the sample mean. Similar for the other terms.
A.2 Additional simulation results
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Table 1: Asymptotic relative efficiency of theIPS andIPSBG-tests versus the ANOVAF-test.
Fε Uniform Normal Logistic t5 Laplace Exponential t3 Lognormal
ARE 0.91 0.99 1.07 1.18 1.24 1.59 1.67 3.81
Table 2: Empirical evaluation of the asymptotic properties of Theorem 1 for a full factorial design
with n replicates, and according to several standardized (i.e. mean-zero and variance one) distri-
bution functionsFε and several choices ofθ4 in (13). Ê(β̂) denotes the empirical mean ofβ̂ based
on 10000 Monte-Carlo simulations,̂Var(β̂) is the empirical variance,̂E(σ̂2
β̂
) is the empirical mean
of the estimated variances as given in Theorem 1, and 95% CI is the empirical coverage of a 95%
confidence interval forβ with g(∙) the logit link.
Fε θ4 β Ê(β̂) V̂ar(β̂) Ê(σ̂2β̂) 95%CI
n = 5
Normal -0.55 0.865 0.865 1.528 0.958 89.9
t3 -0.55 0.903 0.902 2.065 1.094 81.3
Exponential -0.55 0.883 0.883 2.066 1.035 81.1
Logistic -0.55 0.869 0.868 1.663 0.981 87.8
Normal 0 0.500 0.501 0.779 0.593 94.5
t3 0 0.500 0.501 0.760 0.591 94.3
Exponential 0 0.500 0.500 0.739 0.593 95.2
Logistic 0 0.500 0.500 0.744 0.591 94.7
Normal 0.3 0.274 0.274 1.009 0.702 93.5
t3 0.3 0.226 0.228 1.332 0.800 91.1
Exponential 0.3 0.241 0.242 1.335 0.792 90.8
Logistic 0.3 0.268 0.267 1.058 0.721 93.4
n = 10




t3 -0.55 0.903 0.903 1.181 0.650 88.6
Exponential -0.55 0.884 0.883 1.075 0.598 89.1
Logistic -0.55 0.869 0.869 0.672 0.482 92.7
Normal 0 0.500 0.499 0.297 0.273 95.4
t3 0 0.500 0.499 0.293 0.270 95.2
Exponential 0 0.500 0.500 0.296 0.270 95.2
Logistic 0 0.500 0.498 0.291 0.271 95.6
Normal 0.3 0.274 0.275 0.354 0.318 94.8
t3 0.3 0.227 0.226 0.479 0.373 93.6
Exponential 0.3 0.241 0.242 0.435 0.363 94.0
Logistic 0.3 0.268 0.267 0.382 0.327 94.5
n = 20
Normal -0.55 0.864 0.865 0.230 0.211 95.0
t3 -0.55 0.903 0.903 0.429 0.318 91.8
Exponential -0.55 0.884 0.884 0.366 0.288 92.6
Logistic -0.55 0.870 0.869 0.255 0.226 94.4
Normal 0 0.500 0.502 0.142 0.132 94.7
t3 0 0.500 0.500 0.135 0.130 95.0
Exponential 0 0.500 0.500 0.135 0.130 95.2
Logistic 0 0.500 0.501 0.137 0.131 95.0
Normal 0.3 0.274 0.275 0.164 0.153 95.0
t3 0.3 0.226 0.227 0.188 0.176 94.5
Exponential 0.3 0.241 0.240 0.184 0.173 95.0




Table 3: Several settings of the parameters associated with models (13) and (14).T = 1 corre-
sponds to no main effects,T = 2 to moderate main effects, andT = 3 to large main effects. Under




θT = (0,0,0, θ4) θ
T = (1,1,−2, θ4) θ
T = (1,10,−20, θ4)
two-by-three design
θT = (0,0,0,0, θ5, θ6) θ
T = (1,1,−2,−2, θ5, θ6) θ
T = (1,10,−20,−20, θ5, θ6)
E









= N(0,4) + outlier ε
d
= N[0, σ2(XA,XB)]
Table 4: Empirical type I error rates and empirical powers (%) at the 5% level of significance and
based on 1000 Monte-Carlo simulations for the two-by-two design. Table 3 gives the coding forT
andE; n denotes the number of observations in each cell.
Type I error (%) (θ4 = 0) Power (%) (θ4 = 0.7)
T E IPS F RT ART RART PH GA IPS F RT ART RART PH GA
n = 5
1 1 5.4 5.6 6.6 6.7 5.7 5.1 9.8 32.1 31.3 31.3 31.4 28.1 25.6 37.4
1 2 4.8 3.7 5.3 5.3 4.3 4.1 8.6 51.6 52.1 59.9 56.7 55.5 51.4 64.9
1 3 6.1 4.5 6.1 6.0 6.3 4.2 9.3 47.4 47.9 73.5 63.3 67.0 66.9 75.8
1 4 6.1 0.0 6.1 0.0 5.3 4.6 8.7 44.6 0.0 40.3 0.0 37.8 33.3 48.7
1 5 6.2 6.6 6.4 8.1 6.9 4.2 9.3 24.2 26.6 29.9 32.4 28.4 27.9 41.0
2 1 5.7 5.5 2.4 5.9 5.1 2.1 5.6 33.2 33.1 17.2 32.7 28.4 15.4 37.9
2 2 5.4 4.9 1.6 6.0 5.6 0.9 3.8 51.8 53.1 16.6 57.9 56.0 15.1 31.3
2 3 5.2 3.7 1.9 6.0 5.4 1.5 2.5 47.6 47.7 11.6 62.2 66.8 9.8 24.1
2 4 5.9 0.0 4.1 0.0 4.7 3.9 11.1 43.0 0.0 31.8 0.0 36.9 31.0 50.2
2 5 6.0 5.9 5.7 9.3 7.5 5.0 16.2 24.4 26.9 32.9 32.3 28.1 30.8 58.8
3 1 4.1 4.4 0.0 5.1 4.3 0.0 0.0 30.6 31.5 0.0 33.0 29.4 0.0 0.0
3 2 4.6 4.1 0.0 4.7 4.1 0.0 0.0 51.3 51.7 0.0 57.0 55.3 0.0 0.0
3 3 5.6 3.8 0.0 5.2 6.3 0.0 0.0 45.0 48.2 0.0 64.2 66.0 0.0 0.0
3 4 4.8 0.0 0.0 0.0 4.2 0.0 0.0 41.7 0.0 0.0 0.0 35.7 0.0 0.0
3 5 5.5 5.5 0.0 6.8 6.0 0.0 0.0 21.7 24.5 0.0 28.2 25.6 0.0 0.0
n = 10
1 1 5.0 4.9 5.0 4.7 4.9 4.7 6.5 56.4 57.0 55.5 55.7 56.5 51.0 58.3
1 2 4.4 3.7 4.4 4.4 4.9 3.7 5.5 82.9 77.7 92.0 90.4 91.4 88.3 91.3
1 3 3.8 3.1 4.2 3.6 4.7 2.9 5.0 76.3 64.5 95.9 93.0 95.1 94.3 96.1
1 4 5.0 0.0 5.8 0.0 5.7 4.4 6.7 68.7 0.0 64.3 0.0 65.4 58.0 67.4
1 5 5.4 6.2 5.7 9.1 9.2 4.6 8.3 45.8 48.7 55.7 55.6 53.3 55.3 61.0
2 1 5.0 5.3 2.5 5.3 5.4 2.2 5.4 55.7 56.7 42.5 55.9 56.2 40.1 58.1
2 2 5.8 5.3 1.3 5.8 6.0 1.4 6.0 81.6 77.1 45.7 88.2 89.7 50.0 65.7
2 3 5.8 4.6 2.8 6.3 7.4 2.8 5.3 77.7 66.2 34.9 92.0 94.8 35.3 54.5
2 4 4.5 0.0 3.2 0.0 5.1 3.7 8.0 64.8 0.0 51.6 0.0 61.6 50.7 66.7




3 1 5.9 5.7 0.0 5.4 5.4 0.0 0.0 57.1 57.5 0.0 57.0 57.5 0.0 0.0
3 2 4.8 4.2 0.0 4.7 5.1 0.0 0.0 81.7 77.7 0.0 88.9 89.8 0.0 0.0
3 3 4.6 4.3 0.0 4.9 5.5 0.0 0.0 76.7 65.8 0.0 92.1 95.2 0.0 0.0
3 4 4.6 0.0 0.0 0.0 4.8 0.0 0.0 67.4 0.0 0.0 0.0 64.8 0.0 0.0
3 5 5.6 6.5 0.0 9.2 8.7 0.0 0.0 43.5 47.3 0.0 55.1 52.9 0.0 0.0
Table 5: Empirical type I error rates and empirical powers (%) at the 5% level of significance and
based on 1000 Monte-Carlo simulations for the unbalanced two-by-two design. Table 3 gives the
coding forT andE where 5a denotes the setting where the sample size is inversely proportional
to the variance, while for 5b the sample size is proportional to the variance. Heren[i, j] denotes the
number of observations whenXA = i andXB = j.
Type I error (%) (θ4 = 0) Power (%) (θ4 = 0.7)
T E IPS F RT ART RART PH GA IPS F RT ART RART PH GA
n[−1,−1] = 4, n[1,−1] = 3, n[−1,1] = 7, n[1,1] = 6
1 1 6.9 4.8 4.9 4.5 5.4 4.3 9.8 35.2 30.7 28.6 30.3 30.1 24.9 8.3
1 2 6.8 5.5 5.3 5.1 5.7 3.3 8.6 53.8 50.2 60.0 56.2 56.0 47.0 6.2
1 3 6.3 3.1 5.0 5.3 5.9 3.4 9.3 49.4 44.5 67.6 58.0 57.3 55.0 7.7
1 4 8.0 0.0 5.6 0.0 6.8 4.1 8.7 43.1 0.0 37.9 0.0 38.6 31.3 8.4
1 5a 11.9 15.6 9.4 13.5 12.6 4.2 8.0 27.3 35.3 32.1 32.2 27.9 22.3 8.4
1 5b 4.4 1.7 2.8 3.1 3.6 3.8 9.5 27.9 16.5 20.7 24.1 25.2 22.2 8.4
2 1 6.6 5.6 3.0 5.4 6.1 1.4 8.4 33.3 30.2 29.7 29.5 29.6 9.4 8.2
2 2 5.9 4.1 5.5 4.7 5.0 0.4 6.8 50.0 47.3 39.3 53.3 54.5 8.6 7.7
2 3 4.9 3.8 6.0 5.8 5.5 0.4 6.2 51.7 46.1 34.7 59.3 61.6 6.3 6.2
2 4 8.5 0.0 6.9 0.0 6.3 2.3 11.9 45.0 0.0 41.3 0.0 40.9 18.4 11.5
2 5a 10.1 13.3 14.6 12.4 10.6 3.9 9.0 29.3 38.1 51.1 34.1 29.9 17.0 8.2
2 5b 4.2 1.9 1.5 3.7 4.0 2.9 5.8 27.5 15.2 10.1 23.2 24.0 23.4 4.8
3 1 6.0 4.6 0.0 4.8 4.7 0.0 0.9 31.7 27.2 0.0 27.1 27.0 0.0 1.1
3 2 5.8 4.5 0.2 5.2 5.2 0.0 0.7 53.1 47.9 0.2 53.0 52.5 0.0 1.7
3 3 6.4 4.9 0.5 6.7 6.2 0.0 1.2 45.6 41.0 0.3 55.7 57.0 0.0 1.4
3 4 8.6 0.0 100.0 0.0 5.9 0.0 4.1 48.2 0.0 100.0 0.0 42.0 0.0 2.7
3 5a 10.9 14.3 0.0 11.8 10.9 0.0 0.7 26.0 33.2 0.0 30.8 26.8 0.0 0.5
3 5b 5.4 2.0 0.0 4.3 4.8 0.0 0.4 26.0 13.8 0.0 21.6 23.4 0.0 0.4
n[−1,−1] = 8, n[1,−1] = 6, n[−1,1] = 14, n[1,1] = 12
1 1 5.5 5.0 4.7 4.6 4.9 3.3 6.5 54.9 55.1 54.3 52.8 54.1 44.7 4.0
1 2 6.3 5.2 5.4 5.9 5.8 3.6 5.5 80.6 76.3 88.7 86.1 86.8 81.6 3.5
1 3 4.3 4.0 5.2 6.1 6.4 3.3 5.0 70.2 61.9 93.8 88.2 92.0 89.6 2.7
1 4 6.3 0.0 5.4 100.0 7.1 4.7 6.7 63.2 0.0 58.3 100.0 60.2 50.0 4.9
1 5a 7.3 14.5 9.4 13.2 12.6 5.2 6.6 31.8 52.2 51.9 47.2 45.0 41.2 3.8
1 5b 5.2 1.9 2.7 4.0 4.2 2.8 7.3 54.4 37.0 46.5 49.1 49.4 46.6 6.1
2 1 6.8 5.9 4.5 6.2 6.2 2.8 0.9 53.7 53.6 55.6 52.0 52.4 22.6 0.3
2 2 4.2 4.1 9.4 3.9 4.4 0.8 0.0 76.6 73.9 74.2 84.7 86.1 26.9 0.1
2 3 4.7 4.1 11.9 5.7 5.9 0.8 0.0 69.8 62.5 60.7 89.1 91.8 13.3 0.2
2 4 5.6 0.0 7.5 100.0 6.5 1.8 0.5 66.8 0.0 69.1 100.0 61.9 35.2 0.0
2 5a 7.0 13.1 25.1 12.9 12.3 6.1 0.3 35.8 55.3 84.4 52.8 49.2 45.5 0.2
2 5b 4.7 1.1 1.7 4.2 4.3 12.6 1.2 51.4 33.1 33.4 47.5 47.6 73.7 1.7
3 1 7.4 7.2 100.0 6.5 7.0 0.0 0.0 52.8 52.8 100.0 50.5 51.2 0.0 0.0




3 3 5.6 3.7 98.1 5.4 6.0 0.0 0.0 66.9 61.9 98.8 87.9 90.8 0.0 0.0
3 4 6.5 0.0 100.0 100.0 6.8 0.0 0.0 66.3 0.0 100.0 100.0 61.1 0.0 0.0
3 5a 4.9 13.3 100.0 11.8 10.9 0.0 0.0 34.6 52.7 100.0 50.1 47.7 0.0 0.0
3 5b 5.0 1.3 100.0 4.6 4.9 0.0 0.0 50.3 32.4 100.0 46.8 46.2 0.0 0.0
Table 6: Empirical type I error rates and empirical powers (%) at the 5% level of significance and
based on 1000 Monte-Carlo simulations for the two-by-three design. Table 3 gives the coding for
T andE; n denotes the number of observations in each cell.
Type I error (%) (θ5 = θ6 = 0) Power (%) (θ5 = θ6 = 0.5)
T E IPSBG F RT ART RART GA IPSBG F RT ART RART GA
n = 5
1 1 3.1 4.6 5.3 4.3 4.7 14.0 30.8 36.9 36.0 35.7 35.2 51.1
1 2 4.2 5.4 7.2 7.1 6.7 13.5 56.3 58.5 69.0 67.9 68.3 79.3
1 3 3.2 4.5 5.4 5.5 5.5 12.8 35.9 37.1 56.4 49.2 54.1 68.9
1 4 3.5 0.0 5.1 22.1 5.2 13.6 34.6 0.0 39.7 63.1 39.5 55.1
1 5 4.3 7.8 6.0 9.3 8.6 12.2 15.2 23.3 22.0 25.8 23.4 27.2
2 1 3.4 4.9 5.9 5.1 5.5 8.8 30.4 35.0 41.7 34.7 34.5 32.8
2 2 3.4 5.4 12.5 5.5 5.3 6.4 53.9 58.3 68.1 67.4 68.7 44.2
2 3 2.9 4.9 10.6 5.7 6.0 10.5 38.5 40.1 51.3 52.1 55.0 41.9
2 4 3.0 0.0 8.1 24.5 4.9 9.0 34.9 0.0 42.7 62.9 41.2 42.5
2 5 4.1 6.8 16.6 9.8 8.0 14.8 15.0 24.8 54.9 28.0 22.9 39.4
3 1 2.9 4.5 43.3 4.6 4.4 3.3 27.0 32.3 43.3 31.8 31.7 3.3
3 2 2.1 2.8 45.1 3.8 4.2 3.5 57.9 60.0 45.2 67.6 69.4 3.5
3 3 3.9 4.2 42.9 6.3 7.1 3.7 39.7 41.2 42.9 53.4 56.1 3.7
3 4 3.7 0.0 24.2 19.5 6.1 8.6 32.2 0.0 24.2 64.8 36.6 8.6
3 5 5.1 8.3 43.1 11.0 9.8 4.4 15.7 24.5 43.4 26.6 23.3 4.4
n = 10
1 1 3.6 4.3 4.4 4.5 4.4 7.3 62.1 65.8 63.7 64.0 62.5 69.6
1 2 4.2 4.4 6.0 5.4 5.3 8.2 90.5 82.1 95.6 94.7 94.9 96.3
1 3 4.6 5.9 5.4 6.2 5.9 8.2 75.7 69.1 90.6 88.2 88.5 91.0
1 4 2.7 0.0 3.7 100.0 3.7 6.9 67.9 0.0 68.0 100.0 68.4 74.6
1 5 4.0 6.5 4.6 10.0 7.8 6.9 28.6 37.6 39.9 42.6 37.6 36.4
2 1 4.0 4.4 9.4 5.8 5.6 6.4 60.3 63.6 75.1 61.7 61.8 55.0
2 2 4.3 4.6 24.3 5.5 5.8 7.5 88.6 81.8 93.7 94.1 94.3 74.2
2 3 3.5 4.0 16.1 5.4 5.2 9.1 76.2 70.5 85.6 88.6 89.4 68.5
2 4 3.3 0.0 12.6 100.0 4.7 5.9 70.3 0.0 80.4 100.0 71.7 66.8
2 5 4.3 7.5 30.5 9.9 7.9 16.4 28.2 38.1 84.6 43.0 38.4 64.1
3 1 4.9 5.3 100.0 5.1 5.0 2.5 65.4 68.1 100.0 67.4 67.1 2.5
3 2 4.1 5.4 99.9 5.3 6.0 2.3 88.3 82.9 99.9 94.3 95.3 2.3
3 3 4.9 6.6 100.0 6.0 6.3 2.7 72.6 66.6 100.0 86.9 88.4 2.7
3 4 3.9 0.0 100.0 100.0 4.9 5.2 65.7 0.0 100.0 100.0 66.1 5.2




Table 7: Empirical powers (%) at the 5% level of significance and based on 1000 Monte-Carlo
simulations forθ4 = 0.3 andθ4 = 1.1 for the two-by-two design. Table 3 gives the coding forT
andE; n denotes the number of observations in each cell.
Power (%) (θ4 = 0.3) Power (%) (θ4 = 1.1)
T E IPS F RT ART RART PH GA IPS F RT ART RART PH GA
n = 5
1 1 9.9 9.7 9.6 9.8 9.0 8.1 13.3 59.4 60.2 59.4 60.7 56.2 51.5 66.0
1 2 14.5 12.7 17.4 16.6 14.5 13.1 22.9 78.7 81.3 90.0 87.2 86.6 84.2 86.3
1 3 18.4 14.8 30.3 21.5 24.1 23.0 37.0 67.9 74.0 89.6 86.4 86.4 86.9 78.5
1 4 15.7 0.0 14.6 0.0 13.2 10.3 19.8 74.7 0.0 71.1 0.0 67.6 62.2 76.9
1 5 9.1 10.6 10.4 14.0 11.9 8.3 16.2 50.3 56.1 61.7 63.5 56.6 58.0 71.1
2 1 10.8 10.0 4.3 11.8 9.6 3.7 12.3 64.3 62.8 45.2 63.0 58.7 40.4 66.2
2 2 15.1 13.9 3.6 16.1 15.9 2.8 8.9 79.6 83.8 51.4 88.9 89.0 52.3 72.1
2 3 17.1 13.2 2.8 19.5 21.8 2.0 6.7 66.5 72.8 52.9 86.5 87.3 50.5 69.7
2 4 16.9 0.0 12.6 0.0 13.7 11.9 23.4 72.1 0.0 58.3 0.0 67.2 58.0 77.0
2 5 10.4 11.1 15.0 13.3 11.6 12.9 32.0 51.2 54.6 54.7 59.6 54.8 51.1 77.3
3 1 10.4 10.0 0.0 10.7 8.6 0.0 0.0 65.8 65.9 0.0 64.5 60.6 0.0 0.0
3 2 14.4 11.5 0.0 15.3 13.8 0.0 0.0 77.4 81.1 0.0 88.2 87.8 0.0 0.0
3 3 17.2 13.8 0.0 20.1 23.2 0.0 0.0 66.7 73.7 0.0 85.8 87.2 0.0 0.0
3 4 14.4 0.0 0.0 0.0 11.4 0.0 0.0 74.8 0.0 0.0 0.0 67.5 0.0 0.0
3 5 8.6 8.5 0.0 11.7 10.1 0.0 0.0 46.6 51.8 0.0 57.1 50.7 0.0 0.0
n = 10
1 1 14.1 14.0 13.4 13.8 13.9 10.9 15.3 90.1 90.2 88.9 88.8 88.9 86.0 89.5
1 2 23.1 20.6 29.1 27.5 28.4 23.1 31.7 99.4 97.2 100.0 99.8 99.9 100.0 98.3
1 3 30.4 20.5 53.0 41.0 49.8 46.6 56.0 90.8 87.0 99.9 99.5 99.9 99.8 98.2
1 4 22.1 0.0 19.4 0.0 19.3 15.3 22.6 96.4 0.0 94.3 0.0 94.9 91.5 94.4
1 5 13.1 14.6 15.6 18.4 17.4 14.2 19.2 83.3 85.9 89.5 88.4 87.3 89.7 88.5
2 1 15.2 15.4 9.0 15.4 15.7 9.9 20.4 92.9 92.6 82.3 91.9 91.9 79.0 89.9
2 2 27.0 24.4 7.9 31.7 33.2 9.6 20.8 97.9 96.4 88.1 99.9 100.0 91.2 92.9
2 3 32.9 23.8 5.3 42.3 50.7 6.3 14.8 93.1 89.2 83.7 99.3 99.8 89.9 86.7
2 4 21.3 0.0 13.8 0.0 20.3 14.1 25.1 95.5 0.0 88.3 0.0 93.9 87.7 93.2
2 5 11.9 13.2 35.3 19.7 18.5 34.6 53.9 83.7 86.6 92.2 87.7 86.3 92.0 97.9
3 1 15.7 16.1 0.0 15.6 16.1 0.0 0.0 91.1 91.1 0.0 90.2 90.4 0.0 0.0
3 2 27.9 25.2 0.0 30.1 32.1 0.0 0.0 98.3 96.1 0.0 99.8 99.8 0.0 0.0
3 3 29.8 22.3 0.0 41.8 50.4 0.0 0.0 93.1 89.2 0.0 99.3 99.5 0.0 0.0
3 4 22.7 0.0 0.0 0.0 21.4 0.0 0.0 95.8 0.0 0.0 0.0 94.5 0.0 0.0




































Figure 2: Left: FEV according to smoking status of the child (NS: non-smoker and S: smoker) and
the age (11 or 15 years). Right: eff ct outcome of smoking (i.e. FEVNS− FEVS) according to age.
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