Abstract. We study subordination of free convolutions. We prove that for free random variables X, Y and a Borel function f the conditional expectation E ϕ " pz´X´f pXqY f˚pXqq´1|X ‰ , is a resolvent again. This result allows explicit calculation of the distribution of X`f pXqY f˚pXq. The main tool is a formula for conditional expectations in terms of Boolean cumulant transforms, generalizing subordination formulas for free additive and multiplicative convolutions.
Introduction
Free probability was introduced in [27] and it can be understood as a non-commutative counterpart of classical probability theory. It is non-commutative in the sense that multiplication of random variables is not necessarily commutative. The classical notion of stochastic independence is not very natural in this context, but fortunately there are other notions of independence which lead to interesting theories and applications. Among several possible notions of non-commutative independence free independence is the most prominent one, see Section 2 below. Free independence shares many properties with classical independence. In particular, the joint distribution of free random variables X and Y is uniquely determined by the individual distributions of X and Y . We can thus define additive and multiplicative convolutions of probability measures as follows: Let µ and ν be probability measures on the real line and X and Y selfadjoint free random variables with distribution µ and ν. Then the free convolution, denoted µ ' ν, is defined as the distribution of X`Y . Similarly, if we assume in addition that the supports of µ and ν are contained in the positive half-line, then one can define free multiplicative convolution of µ and ν, denoted by µ b ν as the distribution of X 1{2 Y X 1{2 . These free convolutions can be studied by methods of free harmonic analysis, that is, in terms of analytic functions well known from Nevanlinna theory. For a probability measure µ on real line one defines the so called Cauchy transform via the formula
where C`is the complex upper half-plane C`" tz P C; Impzq ą 0u. The Cauchy transform is an analytic map which takes values in C´"´C`and has nontangential limit (1.1) ?-lim zÑ8 zGpzq " 1.
By this we mean (1.2) lim |z|Ñ8 zPΓα zGpzq " 1 for any α ą 0 where by Γ α we denote the nontangential sector (1.3) Γ α " tz " x`iy | y ą 0,|x| ă αyu.
In fact this property characterizes Cauchy transforms, see [7, Proposition 5.1] . There are two approaches to compute the additive free convolution. The original method of Voiculescu uses the compositional inverse of the Cauchy transform. Consider compactly supported probability measure µ then one can define in some neighbourhood of 0 so called R-transform as R µ pzq " G´1 µ pzq´1{z, which has the remarkable property, that for compactly supported probability measures µ, ν one has R µ'ν pzq " R µ pzq`R ν pzq, holding on a common domain of the three functions. Thus the R-transform plays the role of the logarithm of the characteristic function in classical probability. The second method is more popular today and uses subordination and was discovered in [25] (and appears implicitly in [31, Proposition 4] ). Subordination asserts that there exist analytic maps ω 1 , ω 2 such that for i " 1, 2 one has ω i : C`Þ Ñ C`, Im`ω i pzq˘ě Impzq, ω i piyq{iy Ñ 0, when y Ñ`8 and G µ'ν pzq " G µ`ω1 pzq˘" G ν`ω2 pzq˘, for z P C`. (1.4) This observation was generalized in [8] to the framework of conditional expectations in von Neumann algebras (for details see Section 2 below), and asserts that for free random variables X, Y one has (1.5) E ϕ " pz´X´Y q´1|X ‰ " pω 1 pzq´Xq´1, where ω 1 is as above. After applying the trace ϕ to both sides of the above equation one immediately gets (1.4).
To tackle multiplicative convolution one defines the moment generating functions ψ µ pzq " ż tz 1´tz dµptq (1.6)
dµptq " 1`ψ µ pzq. (1.7)
They are related to the Cauchy transform via the identity
Then multiplicative convolution can be calculated using the S-transform which is defined as the solution S µ pzq of the equation
in some domain and it was proved by [29] that S µbν pzq " S µ pzqS ν pzq.
Alternatively, it was shown in [2] that the function (1.8) Σ µ pzq " η´1 µ pzq z , where (1.9) η µ pzq " ψ µ pzq 1`ψ µ pzq is the Boolean cumulant generating function, satisfies the same equation (1.10) Σ µbν pzq " Σ µ pzqΣ ν pzq.
In [8] also multiplicative subordination was considered and the result says that for positive and free X, Y there is an analytic function F : C`Þ Ñ C`, such that argpF pzqq ě argpzq and
The results from [8] were further generalized to the operator valued setting in [26] . In the present paper, following the ideas of [8] , we prove a new subordination result for random variables of the form X`f pXqY f˚pXq. The main ingredient is a formula for the conditional expectation E X`p z´X`f pXqY f˚pXqq´1˘, which can be computed in a combinatorial way very similar to the one used in [8] . This is done using the following new formula for the expectation of alternating products of free random variables in terms of Boolean cumulants β n which may be of independent interest. Lemma 1.1. Let pX 1 , . . . , X n q and pY 1 , . . . , Y n q be mutually free families in an ncps pA, ϕq, then ϕ pX 1 Y 1 . . . X n Y n q " where in the above sum for each fixed sequence 0 ă i 1 ă . . . ă i k ă n we fix i 0 " 0 and i k`1 " n.
It seems to be surprising that in the framework of free random variables, Boolean cumulants appear quite naturally. However in a forthcoming paper [15] deeper connections between freeness and Boolean cumulants are shown, in particular description of freeness in terms of Boolean cumulants and further applications are studied. We also present here an alternative proof of the above formula using results from [15] .
As a first Corollary from the lemma above we get the following expansions of free additive and multiplicative subordination functions in terms of Boolean cumulants. 
in some neighbourhood of 0.
Based on the Lemma 1.1, we are able to generalize the method of [8] and calculate the conditional expectation of the resolvent of X`f pXqY f˚pXq. It can be expressed by the following remarkably simple formula. Theorem 1.3. Let X, Y be free bounded random variables and assume that f is a bounded Borel function on the spectrum of X, then there exists a unique function δ such that for z P Cò ne has E ϕ r`z´X´f pXqY f˚pXq˘´1 |Bs "`z´X´δpzqf pXqf˚pXq˘´1 .
We will see that the subordination function δpzq appearing in the theorem above can be determined by means of free multiplicative convolutions. Consequently Theorem 1.3 gives rise to an algorithm to compute the distribution of X`f pXqY f˚pXq for any bounded Borel function. We will illustrate this with some examples in Section 5 and 6 below. Corollary 1.4. Let X, Y be free then one has
where δpzq is the unique function from Theorem 4.1.
The general problem of determining the distribution of ppX 1 , . . . , X n q for self-adjoint polynomials p and free, self-adjoint X 1 , . . . , X n was solved in [4] using the so-called linearization trick and lifting the problem to the level of matrix valued free convolutions. This method allows to obtain numerical approximation of probability density function for any self-adjoint polynomials and any distributions of X 1 , . . . , X n . In theory, tools from computational algebraic geometry allow to calculate an explicit algebraic equation for the Cauchy transform of an arbitrary polynomial ppX 1 , . . . , X n q in free random variables, provided that the individual Cauchy transforms of the latter are algebraic. Practice shows however that the complexity of the involved algebraic systems exceeds the capacities of current hardware and software and to our knowledge at the time of this writing no nontrivial example of an explicit calculation has been found.
We illustrate our result with several examples, showing that in specific cases these technical limitations can be overcome and a description of the distribution of functions of free variables by means of explicit algebraic equations for the Cauchy transforms can be obtained.
The examples include the distribution of p`pXp, where p is a projection and X is semicircular. This is no new result, since this distribution is identical to the distribution of pp1`Xqp and one can calculate it by means of free multiplicative convolution, but it is the simplest example showing how the new method works. We also determine the Cauchy transform of X`XY X where X and Y are semicircular. It turns out that the Cauchy transform of X`XY X satisfies an algebraic equation of degree 11, which is a new result. We devote section 6 to present the details of this rather tedious procedure. The method presented is fairly general in the sense that for any polynomial p and for any free random variables X, Y with algebraic Cauchy transforms one can follow the same steps to obtain an equation for the Cauchy transform of X`ppXqY p˚pXq.
Let us remark that the method presented in this paper also works in the operator valued setting, replacing the analytic functions by operator valued functions, see [6] .
The paper is organized as follows:
In Section 2 we recall some basic facts from free probability theory, we recall the notion of conditional expectation. This section contains also a review of the relation between free and Boolean cumulants.
In Section 3 we prove Lemma 1.1 about alternating products of free random variables. We also discuss expansions of free additive and multiplicative subordination functions announced in Corollary 1.2.
Section 4 contains a proof of Theorem 1.3. In Section 5 we describe how one can use Theorem 1.3 to calculate the distribution of Xf pXqY f˚pXq, which amounts to a proof of Corollary 1.4. We finish this section with some explicit examples.
In Section 6 we calculate the distribution of X`XY X for free semicircular random variables X, Y . There is no explicit formula for the Cauchy transform, indeed it is an algebraic function, satisfying an algebraic equation of order 11. This example can serve as a template for the calculation of an algebraic equation satisfied the the Cauchy transform of X`f pXqY f˚pXq, starting from a polynomial f and free random variables X and Y both having algebraic Cauchy transforms.
Acknowledgements. We are grateful to V. Vasilchuk for discussions at an early stage of this project. He contributed an independent random matrix proof [24] of the algorithm developed in section 5 below.
Preliminaries
In this section we give a brief introduction to free probability. We mention only notions and facts that are needed in the present paper. For detailed introductions we refer to [28, 21, 20] .
2.1. Free independence. We will work in the framework of finite von Neumann algebras, thus we assume that we are given a von Neumann algebra A and a faithful, normal, tracial state ϕ. We will refer to the pair pA, ϕq as a non-commutative probability space or ncps for short. Given such a pair Voiculescu defined in [27] a new notion of independence called freeness (or free independence). Definition 2.1. We say that subalgebras pA i q iPI of the ncps A are free if ϕ pa 1¨¨¨an q " 0 whenever the random variables a k , k " 1, 2, . . . , n are centered with respect to ϕ, i.e., ϕ pa k q " 0, and neighbouring random variables come from different subalgebras, that is a k P A i k for k " 1, 2, . . . , n with i j ‰ i j`1 for j " 1, 2, . . . , n´1.
The above condition allows to calculate mixed moments of free random variables in terms of marginal ones, however the resulting expressions for mixed moments are rather complicated. It is thus more convenient to work with the so-called free cumulants [21, Lecture 11], which we now discuss briefly together with some of the properties which are useful in the following. Free noncrossing interval irreducible Figure 1 . Partition diagrams cumulants are defined using the lattice of non-crossing partitions and have the advantage that freeness can be characterized by vanishing of mixed free cumulants.
Set partitions.
A partition of the set rns " t1, . . . , nu is a set π " tA 1 , . . . , A k u of disjoint nonempty subsets such that
. . , nu. The sets A 1 , . . . , A k are called the blocks of π and we write i " π j to mean that i, j P rns are in the same block of π. We equip it with a lattice structure by defining a partial order ď where we define π ď σ if for every block A P π there is a block B P σ such that A Ď B. The maximal element in this lattice is the partition consisting of only one block and it is denoted by1 n . It is customary to depict partitions as diagrams of the kind shown in Fig. 1 .
We will work with two sublattices, namely the lattices of noncrossing partitions and interval partitions.
A partition π is called noncrossing if any ordered quadruple p 1 ă q 1 ă p 2 ă q 2 cannot satisfy p 1 " π p 2 and q 1 " π q 2 unless p 1 , p 2 , q 1 , q 2 are in the same block of π.
We denote the set of all non-crossing partitions of rns by NC pnq and it can be shown that the restriction of the partial order defined above turns it into a sublattice.
An interval partition is a partition π of rns such that every block is an interval, i.e., i " π k and i ă j ă k then i, j, k are in the same block of π. The set of all interval partitions is denoted by Intpnq. Again the restriction of the partial order defined above turns it into a sublattice.
Another partial order on noncrossing partitions. The lattice of interval partitions
Intpnq is a sublattice of the lattice of noncrossing partitions NC pnq. We can thus define the interval closureπ P Intpnq of a noncrossing partition π P NC pnq as the smallest interval partition which dominates π.
A noncrossing partition π P NC pnq is called irreducible ifπ "1 n ; combinatorially this means that π is irreducible if 1 " π n. We denote the set of irreducible noncrossing partitions by NC irr pnq. Any partition can be written uniquely as a concatenation of irreducible partitions. For example, the first partition in Fig. 1 is the concatenation π " π 1 π 2 π 3 where π 1 " , π 2 " and π 3 " . Belinschi and Nica [5] defined a coarsening of the usual partial order on noncrossing partitions by defining π ! σ if and only if π ď σ and for any block B P σ there is a block C P π such that minpBq " minpCq and maxpBq " maxpCq. That is, if for every block S P σ the restrictions of π| S is irreducible. In particular a partition π is irreducible if and only if π !1 n .
Free cumulants.
Using the lattice of non-crossing partitions one can define the so called free cumulants κ n . To do so we introduce the following notation. Given a sequence of multilinear functionals a n : A n Þ Ñ C, n " 1, 2, . . . , and a partition π of rns we define the partitioned functional a π by setting
where a |B|`X1 , . . . , X n |B˘" a |B| pX i ; i P Bq . Then the free cumulants are uniquely determined by the recursive equations
More generally we then have ϕ σ pX 1¨¨¨Xn q " ÿ πPNC pnq πďσ κ π pX 1 , . . . , X n q where ϕ n pX 1 , . . . , X n q " ϕpX 1 X 2¨¨¨Xn q. It turns out that freeness can be characterized in terms of free cumulants as follows [21, Theorem 11.16]: Subalgebras A i Ď A are free if κ k pX 1 , X 2 , . . . , X n q " 0 whenever n ě 2, each X j lies in one of the subalgebras and at least two different subalgebras appear.
2.5. Boolean cumulants. Boolean cumulants are defined analogously by replacing the lattice of noncrossing partitions in (2.1) by the lattice of interval partitions:
The vanishing of Boolean cumulants characterizes another instance of non-commutative independence called Boolean independence. In the present paper we are not interested in Boolean independence and therefore skip the definition. One of our main results is that Boolean cumulants are appear naturally in calculation of conditional expectations of functions of free random variables.
2.6.
Relation between free and Boolean cumulants. It follows from the Möbius inversion formula that free and Boolean cumulants determine each other and there is an explicit formula, see [19, 5, 1] :
and more generally for π P N Cpnq
2.7. Kreweras complements. Kreweras [18] discovered an interesting antiisomorphism of the lattice NC pnq which is now called the Kreweras complementation map. For the analysis of non-crossing partitions it will be convenient to consider all three variants of the Kreweras complement as introduced in [14] . Given a noncrossing partition π of t1, 2, . . . , nu, the left Kreweras complement à Kpπq (shorthand à π) is the maximal noncrossing partition of the ordered set t1,2, . . . ,nu such that π Y à π is a noncrossing partition of the interlaced set t1, 1,2, 2, . . . ,n, nu. Similarly, the right Kreweras complement á Kpπq " á π is the maximal noncrossing partition of the ordered set t1,2, . . . ,nu such that π Y á π is a noncrossing partition of the interlaced set t1,1, 2,2, . . . , n,nu. It is then clear that
K˝á K " id and it can be shown that
Finally we define the extended Kreweras complement Ê π to be the maximal noncrossing partition of the ordered set t0,1, . . . ,nu such that π Y Ê π is a noncrossing partition of the interlaced set t0, 1,1, 2,2, . . . , n,nu. Thus Ê π can be obtained by joining0 to the last block of á π, i.e., the block containingn, or by joining n`1 to the first block of à π and the resulting partition is irreducible. Thus Ë K : NC pnq Ñ NC irr pn`1q is a bijection and and we denote its inverse by q K : NC irr pn`1q Ñ NC pnq. We exceptionally include the case n " 0 here and use the convention Ë tu " , i.e., the singleton is the extended Kreweras complement of the empty partition.
We will make use of the following observation from [14] .
Lemma 2.2. Let π P NC pnq and B " tj 1 , j 2 , . . . , j p " nu be its last block. Let π 1 , π 2 , . . . , π p be the restrictions of π to the maximal intervals of t1, 2, . . . , nuzB as shown in the following picture:
Then the left Kreweras complement of π is the concatenation of the extended Kreweras complements of the subpartitions π j :
Generating functions.
The combinatorial relations discussed above give rise to functional relations between various generating functions. In the present paper the following functions will play a role.
1. The moment generating function of a random variable X is the function
2. In the algebraic computations of Section 6 it will be more convenient to consider the augmented moment generating function
3. The Boolean cumulant generating function
β n pXqz n satisfies the relation
The shifted Boolean cumulant generating function
5. Given two random variables X and Y , the alternating Boolean cumulant generating function
will play a central role. As we shall see below (see Corollary 3.4), it is essentially the multiplicative subordination function (1.11).
2.9. Conditional expectations in von Neumann algebras. In this subsection we briefly recall the notion of conditional expectation in von Neumann algebras. For more details we refer to [23] .
Assume that pA, ϕq is a W˚-probability spaces, that is A is a finite von Neumann algebra and ϕ a faithful, normal, tracial state. Then for any von Neumann subalgebra B Ă A there exists a faithful, normal projection E B : A Ñ B, called the conditional expectation onto the subalgebra B with respect to ϕ, such that ϕ˝E B " ϕ. It is a unital B-module map, i.e., E B pY 1 XY 2 q " Y 1 E B pXqY 2 , for all X P A and Y 1 , Y 2 P B. If X P A is self-adjoint then E B pXq defines a unique self-adjoint element in B. For X P A by E X we denote conditional expectation given von Neumann subalgebra B generated by X and I A . In other words, E B pXq it the unique element Z P B such that for any Y P B one has ϕpXY q " ϕpZY q.
Boolean cumulants and subordination functions
In this section we prove a lemma which plays a crucial role in this paper. It is essentially the same as Biane's subordination result for free multiplicative convolution [8, Proposition 3.6], however we give the full proof here, using terminology which currently is standard. In addition we reveal a combinatorial interpretation of the subordination function in terms of Boolean cumulants, which was not of interest in [8] , but which provides combinatorial information about the subordination function which is essential in the sequel. For another interpretation of the subordination function as generating function of certain "taboo" probabilities in the context of random walks see [31, Proposition 4] . We also present a sketch of an alternative proof which uses recent characterization of freeness in terms of Boolean cumulants given in [15, 17] . We then use this lemma to give a precise formula for the conditional expectation of certain resolvents.
3.1. Yet another formula for expectations of free random variables. First we expand an alternating joint moment of two free families in terms of moments of the first and joint Boolean cumulants.
Lemma 3.1. Let pX 1 , . . . , X n q and pY 1 , . . . , Y n q be mutually free families in an ncps pA, ϕq, then
where in the above sum for each fixed sequence 0 ă i 1 ă . . . ă i k ă n we fix i 0 " 0 and i k`1 " n.
Proof 1 -following Biane's proof from [8] . By the definition of free cumulants we have
Since tX 1 , . . . , X n u and tY 1 , . . . , Y n u are assumed free the only partitions which contribute to the above sum are those which can be written as π " π 1 Y π 2 , where π 1 and π 2 are noncrossing partitions on the odd positions and the even positions, respectively; i.e., π 1 P NC pt1, 3, . . . , 2n1 uq and π 2 P NC pt2, 4, . . . , 2nuq. Observe that by the very definition of the right Kreweras complement, given such a partition π 1 , the partitions π 2 for which π " π 1 Y π 2 is noncrossing are exactly those partitions satisfying π 2 ď á Kpπ 1 q. This observation allows us to rewrite equation (3.2) as follows.
" ÿ
We can now rearrange this sum by applying the left Kreweras complement ρ " á Kpπ 1 q and we have
We now condition the terms of this sum according to the last block, i.e., the block containing n
Let us now fix the block B, say B " ti 1 ă i 2 ă . . . ă i k ă nu, and consider the corresponding part of the sum (3.3) separately. Any partition ρ P NC pnq such that B P ρ has the form 
Here we use the conventions that i 0 " 0, i k`1 " n and in the case where i j`1 " i j`1 (i.e., ρ j is empty) we understand that the corresponding ϕ ρ j " 1 and κ Á ρ j pX j`1 q " κ 1 pX j`1 q. Since the sum for each ρ k is independent from the remaining ρ's we get that (3.4) equals
Next we observe that each factor yields naturally a Boolean cumulant, indeed using formula (2.3) we get
To complete the proof observe that in equation (3.1) the double sum ř n k"1 ř 1ďi 1 ă...ăi k ăn corresponds to the choice of the block B containing n. The first sum ř n k"1 fixes the cardinality of the block B and the sum ř 1ďi 1 ă...ăi k ăn selects elements for this block. Sketch of a proof based on [15] . First observe that from [15, Theorem 1.2] it follows that a mixed Boolean cumulant of tX 1 , . . . , X n u and tY 1 , . . . , Y n u vanishes whenever the first variable is free from the last one. Thus in the expansion
all partitions with blocks starting from one of the X's and ending at one of the Y 's (or vice versa) do not contribute. Next we expand each block of β π pX 1 , Y 1 , . . . , X n , Y n q according to [15, Theorem 1.2] . After this expansion we reorganize the sum in the following way: we pick Y i 1 , . . . , Y i k , Y n and consider only those partitions whose outer block contains exactly these Y 's. Next we observe that each such choice corresponds to an interval partition π P Intpk`1q on Y i 1 , . . . , Y i k , Y n which fixes the outer block. The final observation is the following: using Theorem 1.2 from [15] 
On the other hand summing over all choices of interval partitions on
which completes the proof.
3.2.
where η Y X pzq is the generating function (2.6) of alternating Boolean cumulants. Proof. Let us first record the simple estimatěˇβ
Together with our assumption X Y ă 1{5 this implies that the series for η Y X pzq converges at z " 1 and moreover the estimate |η
holds. The series p1´Y Xq´1 " ř 8 n"0 pY Xq n converges absolutely and all we need to calculate are the B-valued moments E ϕ " pY Xq n Y |B ‰ . To this end we pick some element H from B and expand the moment into free cumulants ϕ`pY Xq n Y H˘" ÿ πPNC p2n`2q κ π pY, X, Y, . . . , X, Y, Hq.
Now we apply Lemma 3.1 and obtain
, and X Y ă 1{5 we have η Y X p1qX ă 1 we can sum the identity (3.7) over n ě 0 and obtain
which completes the proof of the lemma. 
Proof. The proof consists of a rearrangement of the formula in terms of the previous one:
3.3. Subordination for multiplicative and additive free convolutions. We finish this section by showing how subordination of free additive and multiplicative convolution may be deduced from Lemma 3.2. For the multiplicative convolution this is straightforward, however our approach to additive convolution (Example 5.2 below) seems to be new. In the next section we will generalize this observation and obtain a method of calculating the distribution of X`f pXqY f˚pXq, for X, Y free.
Corollary 3.4 (Subordination for multiplicative free convolution). Let T be free from B, S P B and assume that both S and T are positive. Then for small z the multiplicative subordination function from (1.11) is given by the convergent series
Consequently, the alternating Boolean cumulant generating function (2.6) is given by
Proof. Substitute X " S and Y " zT into equation (3.6) for z P CzR`. After multiplying both sides by S from the left one gets
zT S p1qSq´1. Applying ϕ to both sides of the above equation we get the following relation for the moment generating functions:
On the other hand we know from [8] that there is a unique analytic function ω on CzRs atisfying the relation ψ ST pzq " ψ S pωpzqq. The function ω is called the multiplicative subordination function and since for |z| small the series
converges, we conclude that the multiplicative subordination function ωpzq is its analytic continuation.
Corollary 3.5 (Subordination for additive free convolution). Let X and Y be free, then for large z the subordination function ω 1 pzq from (1.5) is given by the convergent series (3.14)
Proof. Observe that (3.15) pz´X´Y q´1 "`1´pz´Y q´1X˘´1 pz´Y q´1.
Thus for z large enough we can apply Lemma 3.2 and get
p1q´Xq´1. Applying ϕ to both sides of the above equation we get that
This means that the additive subordination function ω 1 is an analytic continuation of the function H defined in some neighbourhood of infinity by the convergent series
Subordination for X`f pXqY f˚pXq
In this section we show a new subordination result for free convolutions, namely an explicit formula for conditional expectation of the resolvent of X`f pXqY f˚pXq for arbitrary Borel functions f . We also present a method to determine the subordination function enabling us to calculate explicitly the distribution of X`f pXqY f˚pXq.
Theorem 4.1. Let X, Y be free, and f be a bounded Borel function on the spectrum of X, then there exists a function δ such that (i) The function δpzq is a subordination function in the sense that
(ii) The function δ : C`Þ Ñ C´is analytic and has nontangential limit
(iii) The functional equation 
5). (v)
The function δ is uniquely determined by (ii) and (iii), and by (ii) and (iv), respectively.
We split the proof of the above theorem into several propositions. First we establish (i).
Proposition 4.2. Let X, Y be free, bounded, and f be a bounded Borel function on the spectrum of X, then for |z| large enough, there exists a function δ such that
Proof. We start with a resolvent identitỳ z´X´f pXqY f˚pXq˘´1 " pz´Xq´1``z´X´f pXqY f˚pXq˘´1f pXqY f˚pXqpz´Xq´1 " pz´Xq´1`pz´Xq´1`1´f pXqY f˚pXqpz´Xq´1˘´1 f pXqY f˚pXqpz´Xq´1
where we used the identity f pXq`1´Y f˚pXqpz´Xq´1f pXq˘´1 "`1´f pXqY f˚pXqpz´Xq´1˘´1 f pXq, which is immediate to verify. Now we apply the conditional expectation and obtain
In this form Lemma 3.2 is applicable and yields
where δ is the function given by 
Lemma 4.3.
A be a finite von Neumann algebra, B Ď A a von Neumann subalgebra and E the conditional expectation. Then for any normal element X P A the spectrum of ErX|Bs is contained in the closed convex hull of the spectrum of X.
Proof. The spectrum of any operator X is contained in its numerical range W pXq " txXξ, ξy | ξ P H, ξ " 1u and for a normal element the numerical range is actually equal to the convex hull of the spectrum. Therefore it suffices to show that the numerical range of ErX|Bs is contained in the numerical range of X. Let P pzq be the spectral resolution of X, then we can write Now the map µpBq " xErP pBq|Bsξ, ξy is a probability measure (σ-additivity follows from normality of E) and the claim follows. Proposition 4.4. Given free random variables X, Y and a bounded Borel function f on the spectrum of X, the identity (4.1) holds for all z P CzR.
Proof. First observe that the function`z´X´f pXqY f˚pXq˘´1 is analytic for z P CzR and has an absolutely convergent series expansion in every point. Applying the contractive map E`¨|B˘to the series expansion decreases the norm of the operator coefficients and thus hpzq " Eˆ`z´X´f pXqY f˚pXq˘´1ˇˇB˙is an analytic function for z P CzR as well. Moreover functional calculus implies that hpzq˚" hpzq.
Next we show that hpzq " E ϕ "`z´X´f pXqY f˚pXq˘´1ˇˇB  is a normal operator for all z P CzR. This follows from the fact that the set
is open and closed. Indeed it is closed as a countable intersection of closed sets. To see that it is open, consider the expansion of h at z " z 0 . The equation above implies that the coefficients of z k and z l commute, so they commute for all z in the radius of convergence of this series. The resolvent`z´X´f pXqY f˚pXq˘´1 is a bounded normal operator, indeed its spectrum is a compact subset of the open disk with diameter p0,´i Impzq q, i.e., the disk of radius 1 2 Im z centered at´i 2 Im z . Now by Lemma 4.3 for any Z the spectrum of E ϕ rZ|Bs is contained in the convex hull of the spectrum of Z and consequently the spectrum of hpzq is bounded away from 0 and contained in the disk with diameter p0,´i Impzq q.
From the reasonings above we conclude that hpzq is invertible and the spectrum of its inverse h´1pzq is contained in the half plane above the line y " Impzq. Since for z large enough we have h´1pzq " z´X´δpzqf pXqf˚pXq if follows that Impδpzqq ă 0. Now take any vector ξ such that f˚pXqf pXqξ ‰ 0, then δpzq " zxξ, ξy´xXξ, ξy´xh´1pzqξ, ξy f˚pXqξ .
extends the function δpzq to CzR. Define ρpzq " hpzq´1`X`δpzqf pXqf˚pXq.
By Proposition 4.2 for|z| large enough we have ρpzq " δpzqI and since ρpzq depends analytically on z, it follows by analytic continuation that ρpzq is a multiple of the identity for all z P CzR. We have ρpzq " δpzqI, where δ is analytic continuation of the function appearing in Proposition 4.2 and the same argument as before shows that we have again Impδpzqq ă 0 for Impzq ą 0. Proof. Since E p¨q maps the von Neumann algebra generated by X`Y to the von Neumann algebra generated by X, there is a Feller-Markov kernel kpx, duq such that Théorème 9] . Thus the right hand side is a Cauchy transform and its nontangential limit (1.1) is
Hence the asymptotic behaviour of δpzq is described by the nontangential limit
Proposition 4.6. The function δpzq is uniquely determined by the properties (ii) and (iii) of Theorem 4.1 for |z| large enough.
Proof. From (4.4) and Corollary 3.4 it follows that in some neighbourhood of infinity δpzq satisfies the equation
By analytic continuation we conclude that this equation holds for z P CzR. We will show that for |z| large enough the above equation determines δpzq uniquely. From [16, Proposition 3.2] we infer that for any T (not necessarily self-adjoint) with expectation ϕpT q ‰ 0 the moment generating function ψ T is injective on the set
and the image contains
We will use this result for the operator T " F pz´Xq´1F˚, where here and in the following we abbreviate F " f pXq, to show that equation (4.5) uniquely determines δpzq for large z. In order to do so we shall prove that the lower bounds
hold uniformly for |z| ą 2 X p1` F 2 q. To conclude, we argue that
(1) the values ψ f pXqpz´Xq´1f˚pXqY p1q are well defined and converge to 0 as |z| goes to infinity and therefore they are contained in the ball (4.7) for large |z|. Let us first estimate the quotient |ϕpTq| T . Observe that for |z| ą X we can expand
On the other hand for |z| ą X we have
Thus for |z| ą X we can estimate
and consequently for |z| ą 2 X p1` F 2 q we have the lower bound
The first bound in (4.8) is an immediate consequence of this estimate. On the other hand, for |z| ą 2 X p1` F 2 q we can use (4.9) to estimate
and the second bound in (4.8) follows.
Proposition 4.7. The function δpzq is uniquely determined by properties (ii) and (iv) of Theorem 4.1.
Proof. We have ψ f pXqpz´Xq´1f˚pXqY p1q " ψ f pXqpz´Xq´1f˚pXq pδpzqq.
Since η U pzq " ψ U pzq{p1`ψ U pzqq we have equivalently
Thus one gets
Recall from (1.10) that for U, V free we have η 
Evaluate the integral
where δpzq is determined as it is described in Theorem 4.1.
Proof. The steps of the algorithm can be extracted directly from Theorem 4.1. The final equation follows by applying ϕ to both sides of (i).
In the remainder of this section we discuss the relation of our procedure to previously known methods of calculating free convolutions: In the case f " 1 one recovers additive convolution and for positive X and f pxq " ? x the operation which we consider is equivalent to the multiplicative free convolution of X and Y`1. We show that in the additive case the fixed point equation from Theorem 4.1 is equivalent to the fixed point equations found in [3] . We finish this section with examples of explicit calculations using our method. In the examples computed below and in Section 6 it will turn out that in practice equation (5.2) is more accessible than equation (4.3).
5.2.
Fixed point equations for additive free convolution. We return to the question of subordination for additive free convolution and show how it can be derived as a special case. In addition we show how the fixed point equation [3, Theorem 4 .1] can be derived as a consequence of the fixed point equation (4.3).
Example 5.2. Given free random variables X and Y we observed in Corollary 3.5 that
This implies that one can find the free additive convolution of X and Y , by calculating the free multiplicative convolution of Y and pz´Xq´1 for z in some neighbourhood of infinity. More precisely one can find the function η Y pz´Xq´1 p1q as a subordination function of free multiplicative convolution of Y and pz´Xq´1.
Next we will verify that the fact that δ satisfies equation (4.3) of Theorem 4.1 with f " 1. Then z´δpzq satisfies the fixed point equation of the subordination function. First we note that
On the other hand
nd hence the fixed point equation
Finally using (5.4) we get
With F U pzq "
, we get
It is straightforward fo check that with h 1 pλq " F X pλq´λ, h 2 pλq " F Y pλq´λ and ωpzq " z´δpzq the above equation is equivalent to ωpzq " z`h 2 pz`h 1 pωpzwhich is exactly the fixed point equation for subordination function of the additive free convolution found in the proof of [3, Theorem 4.1].
Remark 5.3. In a similar way the fixed point equation for the subordination function for the free multiplicative convolution can be derived.
5.3. Example: Bernoulli laws. Next we determine with our method the free convolution of the Bernoulli law 1{2 pδ´1`δ 1 q with itself.
Example 5.4. Let X, Y be free both distributed 1{2 pδ´1`δ 1 q. The relevant transforms are
From Example 5.2 it follows that
Thus in order to calculate the distribution of X`Y all we need to find is η Y pz´Xq´1 p1q. On the other hand from (3.12) we have the identity
hich is equivalent to η pz´Xq´1Y p1q " η pz´Xq´1´η 
Using (5.5) we getˆλ
From the relation G X`Y pzq " G X pz´λ z q we see that λ z ‰ z and we can divide both sides by pλ z´z q{p1`pλ z´z qzq. Solving the resulting equation we get
and we choose the branch for which λ z {z Ñ 0 as z Ñ 8, thus λ z "
. Finally after a simple calculation we get
Thus we recover the well known fact that X`Y has the arcsine distribution.
5.4.
Example: Free compression. For the next example we take free random variables P, Y where P is a projection and Y has semicircular distribution and calculate the distribution of P`P Y P . Since the distribution of P`P Y P is the same as the distribution of P p1`Y qP one can find it using S-transform, so again the result is not new.
Example 5.5. Let P be a projection such that ϕpP q " p ą 0 and assume that Y is free from P and Y has Wigner semicircle law. We will calculate the distribution of P`P Y P . From Theorem 5.1 we get that
where the function δ satisfies (5.8) r η Y`r η P pz´P q´1P pδpzqq˘" δpzq.
The Cauchy transform of the semicircle law satisfies the quadratic equation G Y pzq 2´z G Y pzq1 " 0 and a simple calculation shows that the shifted Boolean cumulant generating function satisfies the quadratic equation zr ηpzq 2´r η`z " 0 or equivalently
On the other hand r η P pz´P q´1P psq " p z´1´sp1´pq .
and together with (5.8) we get the equation
The solution is
and substituting this into (5.7) we finally get
Algebraic Cauchy transforms
In this section we study in detail an example which cannot be easily treated with previous tools from free harmonic analysis. We assign to X and Y semicircle laws and consider the simplest nontrivial function f pxq " x. This example can serve as a template for an algorithm which allows in principle to determine an explicit equation for the Cauchy transform of X`ppXqY p˚pXq for any polynomial p and for any pair of free random variables X, Y with algebraic Cauchy transforms. The algorithm consists in careful application of classical tools from algebraic geometry. We evaluate the Cauchy integrals implicitly and then eliminate auxiliary variables via resultants. In the final step the correct equation is selected using Newton polygons [9, §8.3].
6.1. Resultants and Elimination. A basic tool for analyzing algebraic equations consists in elimination, that is, computing projections of algebraic varieties to lower dimensions. There are basically two algorithmic approaches to achieve this: Gröbner bases and resultants. We stick to resultants here because they are well suited for small systems like ours and allow for manageable step-by-step computations.
The basic problem of elimination can be boiled down to an iteration of the following question: Given two polynomials f pxq and gpxq, do they have a common zero? The answer to this question can be read off a certain polynomial in the coefficients of f and g called the resultant, which can be obtained by a fraction free version of the Euclidean algorithm. There are various methods to compute the resultant:
1. It is the determinant of the Sylvester matrix
Denote by A f " Crxs{xf y the quotient ring and by
Equivalently, since the matrix M x of multiplication by x with respect to the canonical basis of A f is given by the companion matrix 
Respg, rq
When applied to multivariate polynomials, i.e., when the coefficients of the polynomials are polynomials in other variables themselves, resultants can be used to effectively eliminate variables from systems of polynomial equations. In this case we will write Respf, g, xq to emphasize which variable is to be eliminated.
Calculation of the resultant by hand is possible, but tedious, in particular when it is done iteratively then the rapid growth of the resulting expressions makes it infeasible after a few steps. Therefore these calculations are best left to a computer algebra system.
Arithmetics of algebraic numbers.
Most of the equations we will encounter have no explicit solution and we will work with implicit equations exclusively. The arithmetics are similar to those of the field of algebraic numbers and can be done implicitly. More precisely, given two algebraic numbers α and β and polynomials f and g such that f pαq " 0 and gpβq " 0, the following table provides polynomial equations for α˘β, α¨β and 1{α: α`β : Respf px´yq, gpyq, yq (6.7a) α´β : Respf px`yq, gpyq, yq (6.7b) α¨β : Respf pxyq,gpyq, yq (6.7c) α{β : Respf pxyq, gpyq, yq (6.7d) wheregpyq " gp1{yqy n is the reverse polynomial of a polynomial g of degree n. Its roots are the reciprocals of the roots of g.
6.
3. Partial fractions and Cauchy transforms. We will encounter integrals of the form ż ppxq qpxq dµpxq with rational integrands which can be evaluated in terms of the Cauchy transform G µ pzq. Indeed, using divided differences we can perform a partial fraction expansion and obtain for example (6.8)
6.4. Puiseux expansions. Resultants often yield reducible equations and in order to keep the calculations manageable it is advisable to eliminate inessential factors at every step. In the calculations below this turns out to be easy with the exception of the final equation, which has three nontrivial factors. In order to sort out the correct branch it is necessary to study the Puiseux expansions of the solutions [30, §4.3] . Let P px, yq be a bivariate polynomial over C and denote its degree y by n. Then the fundamental theorem of algebra implies that for every x where the leading coefficient does not vanish the equation P px, yq " 0 has n solutions (counting multiplicity) and if in addition at least one partial derivative of P px, yq does not vanish then we can infer from the implicit function theorem that the solutions ypxq are holomorphic and can be expanded into a convergent Taylor series. However at singular points, where either the leading coefficient or both partial derivatives vanish this is not true anymore because the field Cpxq of Taylor series is not algebraically closed. This limitation can be overcome by using fractional power series or Newton-Puiseux series (6.9) ypxq "
where n P N and k 0 P Z. The field Cpzq˚of Newton-Puiseux series is algebraically closed (see [13, Corollary 13.15] or [30, Theorem 4.3.1]) and the solutions can be found using an iterative process using Newton polygons, see [30, §4.3.2] or [9, §8.3] for an extensive discussion including Newton's original letter which describes the method still in use today. Let P px, yq " ř n k"0 p k pxq y k and denote by α k the lowest power of x appearing in the k-th coefficient p k pxq, i.e., p k pxq " x α k pa k`bk pxqq. Knowing that a solution of the form (6.9) exists we make the ansatz ypxq " x γ pη`y 1 pxqq where y 1 pxq is a series in x with positive exponents. Collecting the lowest order contribution of each term of P px, ypxqq we see that
where the powers of x appearing in P 1 px, η, y 1 pxqq are strictly larger then those in the critical polynomial
. . , nu be the smallest exponent appearing in the critical polynomial. In order for a solution to exist, the lowest order terms must cancel and therefore the power β must appear at least twice. This condition is visualized in the Newton polygon which is the convex hull of the points tpk, α k q | k " 1, 2, . . . , nu in the plane and the admissible values of γ can be read off the slopes of the lines at the lower boundary of this convex polygon.
6.5. An equation for the Cauchy transform of T " Xpz´Xq´1X. We first compute the Cauchy transform of T " Xpz´Xq´1X. To this end in the present section we denote by µ the standard semicircle law. Its Cauchy transform G µ pzq is the inverse of the Zhukovsky transform and satisfies the equation G µ pzq`1{G µ pzq " z, i.e., (6.10)
The Cauchy transform of T is the integral
which evaluates via (6.8) to
where λ 1 and λ 2 are the roots of the polynomial (6.12) λ 2`s λ´sz " 0 or equivalently,
We first compute an equation for the denominator of (6.11). In order to do this we compute the resultant of type (6.7b) of the equation 6.12 which is satisfied by both λ i and obtain
Next we compute an equation for the numerator of (6.11). From (6.10) we infer that the function r G µ pλq " λ 2 G µ pλq is algebraic and satisfies the equation
that is, it is a root of the polynomial
Taken together with (6.12) we see that r
Gpλ i q is the y-component of the solution of the algebraic system (6.13) X`XY X,δ pG X`XY X pzq, δpzq, zq " 0. To check whether it is the correct branch we substitute δ " 0 in the integral (6.22) which results in the Cauchy distribution of the semicircle law. On the other hand, substituting y " 0 in the equation yields p p1q X`XY X,δ px, 0, zq " z 2´x2´4 which is not the equation of the semicircle law. To select the correct subbranch we substitute y " 0 and obtain p p2,1q
X`XY X,δ px, 0, zq " x 2´x z`1 p p2,2q
X`XY X,δ px, 0, zq " x 2`x z`1 and since p p2,1q
X`XY X,δ px, y, zq is the only branch which makes the semicircle vanish at y " 0 we conclude that it is the correct one. For the second factor we find the solutions γ P t´2,´2{3, 2{3, 6u, namely ψpzq " z´2p1`Opzqq 1 solution (6.30a) ψpzq " z´2 For the third factor we find the solutions γ P t´2,´2{3, 2{3u, namely We conclude that the first factor (6.27a) is the correct one and the solution is (6.29c). A picture of the imaginary part of the branches of this function is shown in Fig. 3a . The density is an algebraic function and satisfies an equation obtained as follows:
1. substitute x " u`iv and z " t into equation (6.27a) 2. separate real and imaginary part 3. compute the resultant of these two polynomials with respect to u 4. this results in an equation of degree 110.
A numerical picture of this "twin peaks" density is shown in Figure 3a ; for comparison, Figure 3b shows the histogram of the spectrum of a sample of a 4000ˆ4000 random matrix of the form X`XY X where X and Y are complex standard normal Wigner matrices.
The spectral radius is a real root of the polynomial q´1 " 0. Redoing the preceding calculation with this equation instead of (6.10) and the relation 2r η ν psq 4`r η ν psq 2 " s instead of (5.9) one obtains after some elimination steps the final equation (b) Histogram of the spectrum of a 1000ˆ1000 random matrix model for X`XY X for arcsine law Figure 4 . The spectral density of X`XY X for arcsine law
