We present a multi-region coupling procedure based on the finite-volume method and apply it to two-phase hydrodynamic free surface flow problems. The method combines the features of one incompressible and one compressible two-phase flow solvers to obtain a coupled system which is generally superior to either solver alone. The coupling strategy is based on a partitioned approach in which different solvers, pre-defined in different regions of the computational domain, exchange information through interfaces, i.e. areas separating these regions. The interfaces act as boundary conditions passing the information from one region to the other mimicking the finite-volume cell-to-face interpolation procedures.
exchange information through interfaces, i.e. areas separating these regions. The interfaces act as boundary conditions passing the information from one region to the other mimicking the finite-volume cell-to-face interpolation procedures.
This results in high performance computing coupled simulations whose functionality can be further extended in order to build a generic numerical wave tank accounting for incompressible flow regions as well as compressibility and aeration effects.
We select a series of preliminary benchmarks to verify this coupling procedure which includes the simulation of a hydrodynamic dam break, the propagation and reflection of regular waves, the convection of an inviscid vortex,
Introduction
Coupled simulations, in which different numerical solvers are working together, are in growing demand and present a challenging task. In recent years, an increasing number of coupled simulations have been employed in the scientific community and industry in very different disciplines such as Fluid-Structure
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Interaction or FSI [1, 2, 3, 4] , multi-physics [5, 6] and multi-solver [7, 8, 9, 10, 11, 12, 13] problems and, in particular, incompressible-compressible coupling [14, 15] , to mention but a few. The range and complexity of problems are expanding while they vary widely in their nature, both in terms of the included physics and manner of coupling. In general terms, a coupling strategy consists 10 of integrating together individual solvers with very specific features in order to improve the accuracy, reduce computational costs and extend the functionality of the global simulation. Due to the large diversity of coupling solutions, there is no general implementation of these strategies. Moreover, with the increasing demand on High Performing Computing (HPC) and heterogeneous computing, e.g.
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GPGPU and hybrid parallel programming, some strategies remain inefficient as they cannot easily be implemented in parallel via domain decomposition methods [3, 8, 13] . In some cases, like the one presented in ref. [10] , the interface between the solvers is in charge of communicating the relevant information using the message passing interface (MPI) protocol allowing the running of coupled 20 simulations on massively parallel supercomputers.
The approach presented in this work aims to overcome these issues by introducing a procedure based on the finite-volume method. We are particularly in-terested in the coupling of pre-defined finite-volume meshes, each one containing its specific solver, within a unique global simulation by specifying an appropriate 25 set of boundary conditions at the interface connecting the meshes, also referred to as regions. For this purpose, we rely on a "partitioned approach", e.g. see refs. [8, 12] , in which each region is simulated separately and the coupling is performed at the interface. The main advantages of the partitioned approach compared to other approaches, such as the "monolithic approach" utilized in 30 ref. [13] , are its easy implementation and wide range of coupling options: the individual solvers do not need to be extensively modified allowing, for instance, coupling of finite-element and finite-volume based solvers in a relatively easy manner. For this reason, the partitioned approach has been popularly adopted in FSI simulations [3] and hybrid model coupling [9] . 35 
Our ultimate goal is to construct a Virtual Wave Structure Interaction (WSI)
Simulation Environment such as the one schematized in Fig. 1 . A Numerical Wave Tank (NWT) is used to evaluate the impact of waves on fixed or floating objects, offshore structures as well as assess the performance of wave energy converters. Traditionally, NWTs have been constructed using potential flow 40 models [16] , incompressible Navier-Stokes solvers [17, 18] or a combination of both [8, 13] for engineering design and analysis. However, in violent wave impacts and slamming events the fluid compressibility needs to be taken into account for the correct prediction of impact loadings [19] . Additionally, aeration effects may become important in hydrodynamics problems involving enclosed 45 air bubbles and air pockets trapped in water bodies [20] . Therefore, the incompressible assumption of the fluids, both air and water, in which the influence of air on waves is ignored because of its small density compared to water, must be revisited. In fact, especial attention has begun to be paid to the compressibility of the water-air mixture in recent years [21, 22, 23, 24, 25] . Furthermore, experiments of wave impacts on structures have demonstrated that during the temporal transition of a plunging wave, the air pocket trapped in the water body expands and compresses yielding a strong peak pressure and subsequent pressure oscillations above and below the ambient atmospheric pressure which can potentially damage offshore structures [20, 26, 27] . Therefore, compressibil-55 ity effects in the water-air mixture and air pockets as well as cavitation effects, i.e. change of phase, need to be handled properly. Thus, in order to represent the most accurate physics where most necessary within a NWT, specialized numerical solvers must be coupled together within the same simulation framework, e.g. using the scheme given in Fig. 1 : (i) a Fully Non-Linear Potential (FNLP) 60 solver generates and propagates accurately the waves from the wave generator source, (ii) an interface-capturing Incompressible Navier-Stokes (INS) solver is used when aeration and compressibility of the water-air mixture are negligible and (iii) a interface-capturing Compressible Navier Stokes (CNS) may be envisaged to evaluate accurately the expected violent wave loads against structures.
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Fixed structures and floating bodies may be deformable and thus a Computational Structural Dynamics (CSD) code may also be necessary for wave and structure interactions.
In this work we introduce a new coupling procedure based on the finitevolume method and concentrate our efforts on the coupling of the INS and CNS 70 solvers which we validate through a series of numerical benchmarks. Section 2 describes the incompressible and compressible solvers, the coupling procedure and the solution procedure algorithm for the coupled simulations. Results and discussions are provided in Section 3 and Section 4 is dedicated to conclusions and future work. 75 
Numerical procedures
The numerical methods used in this work rely on a cell-centered, co-located finite-volume method already implemented in the open-source CFD software OpenFOAM [28] . The reason for using this CFD library is because it is a robust and advanced tool widely employed in research and industry. Moreover, the
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advantage of being open-source allows to read, improve and modify the available code for free. Nevertheless, we stress the fact that the coupling strategy and numerical methods described below can be applied to any finite-volume solver in different engineering applications such aerodynamics, hydrodynamics, etc.
We modify two native, incompressible and compressible, two-phase pressure-85 based solvers available in OpenFOAM in order to get them working together exchanging information at their interfaces through a new set of appropriate boundary conditions. A description of the solvers, the coupling strategy as well as the solution algorithm is detailed below.
The incompressible solver "interFoam"
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The native OpenFOAM based solver "interFoam" is an incompressible twophase pressure-based solver [29] which has successfully been applied in a wide variety of naval and coastal engineering applications, see for instance [30, 31] .
It solves the three-dimensional equations for two incompressible phases, i.e. air and water, using the volume of fluid (VOF) method with especial emphasis on 95 maintaining a sharp free surface (interface-capturing solver).
The first equation to be solved is the mass balance. For an incompressible two-phase flow (∇·U = 0), only the mass balance equation for the water volume
where U is the mixture velocity vector and U c = min[U , max(U )]. The third term in eq. (1) is an artificial compression term that helps to maintain the interface sharp and bounded between zero and unity using the MULES procedure [29, 32] .
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The single momentum equation for the homogeneous mixture is given by
where ρ = αρ w + (1 − α)ρ a is the density of the mixture; note that the sum over the volume fractions of water and air is equal to unity and ρ w = 1000 kg/m 3 and ρ a = 1.1586 kg/m 3 are constant parameters. The surface tension coefficient is represented with the variable σ and the curvature of the interface is calculated as κ = ∇ · (∇α/|∇α|). Furthermore, the mixture viscosity is given by 4(αµ w +
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(1 − α)µ a )/3, p d = p − ρg · x is the piezometric pressure and g and x are the gravity and the position vectors, respectively. It can be noticed from eq. (2) that heat and mass transfer are neglected. Additionally, a pressure correction equation is derived from the momentum and continuity equations to solve for the dynamic pressure and correct the velocity adopting a segregated approach. 
The compressible solver "compressibleInterFoam"
This OpenFOAM native solver is an extension of the previous interfacecapturing solver. The water phase is treated as a compressible perfect fluid, ρ w = ρ w,0 + p/R w T with ρ w,0 = 1000 kg/m 3 and R w = 3000 J/kgK, while the air phase is a compressible perfect gas, ρ a = p/R a T with R a = 287 J/kgK. The water volume fraction transport equation presents an additional source term due to the compressibility of this phase:
which is implicitly calculated from the pressure correction equation at the previous time step. The density of the compressible mixture is evaluated according
The same single momentum equation for the homogeneous mixture (2) is solved and an additional transport equation for the temperature T is deduced from the energy equation
with k = |U | 2 /2 the specific kinetic energy and c v,a and c v,w the specific heat capacities at constant volume for the air and water phases, respectively.
Similarly to the incompressible solver, a pressure correction equation is derived from eq. (2) and the continuity equations of each phase to solve for the 115 dynamic pressure and correct the velocity and partial densities. This is carried out by the means of a segregated algorithm which accounts for the pressurevelocity-density coupling that arises from compressibilty effects [33] .
Coupling strategy
The finite-volume method is based on the integral form of the conservation equations over a cell volume V as illustrated in Fig. 2(a) . This method evaluates partial differential equations (PDEs) in the form of algebraic equations [34] .
Spatial derivative terms are converted into surface integrals over the cell surface S using Gauss's theorem
where S is the surface area vector, φ is any tensor field and the star notation ⋆ is used to represent any tensor operation. For example, applying Gauss's theorem to common fluid mechanics tensor operators such as the divergence gives
while the gradient operator becomes
and the Laplacian is
with
where the index N denotes neighbouring cell, index P denotes current cell and 120 d is the vector distance between the two cell centres, see Fig. 2 (a). Volume and surface integrals introduced in the above equations need to be linearized using appropriate discretization schemes. Additionally, values at the cell faces, φ f , must be calculated from values at the adjacent cell centres (co-located configuration), φ P and φ N , using interpolation procedures.
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We now consider that the cells N and P belong indeed to independent finitevolume domains in which different PDEs may be applied, as shown in Fig. 2 
(b).
This configuration assumes that cell faces must be conformal between the regions and placed side-by-side without overlapping. In this particular scenario, the surface f becomes an interface between the two regions, i.e. the two independent finite-volume domains, and appropriate boundary conditions must be specified at each side of this interface in order to couple the information between the regions. In particular, the values of the magnitude of φ f and its gradient ∇φ f (or S f · ∇φ f ) must be defined at the interface, as deduced from eqs. remain very similar and, therefore, it seems reasonable to mimic the procedures applied to evaluate face values from cell centre data in order to estimate values at the interface from different regions. Thus, we define the value of the magnitude of φ at the interface as
which represents a distance-weighted average between two cells
Additionally, we define the value of the gradient at the interface as
for the region containing the cell P and
for the region containing the cell N . In other words, the face values derived from eqs. (11)- (13) are used as boundary conditions in a coupled problem. For example, in the particular case in which both regions remain identical, i.e. they use the same numerical procedures and PDEs and the meshes are orthogonal, the estimation given by eqs. (11)- (13) interpolation procedure is applied, see [35] .
When the above set of boundary conditions is applied in conjunction with a partitioned approach, it results in a two-way coupling procedure in which the 140 information shared between the coupled region remains, in principle, symmetrical. Fig. 3 illustrates a schematic one-dimensional coupled simulation employing orthogonal cells and this coupling strategy. The solution at a previous time step is known in both regions and the boundary conditions (11)- (13) can be specified at each side of the interface, see eral orders of magnitude, a sub-iterative procedure, known as "tight coupling", can be applied at every time step to achieve the desired coupling between the solutions: Aitken's adaptive under-relaxation is often employed in FSI applications [36] .
Solution procedure
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In the rest of this work we shall refer to the modified version of interFoam as the "incompressible" or "I" solver whereas "compressible" or "C" will be used to refer to the modified version of compressibleInterFoam. For the coupled simulations, we will frequently use the expressions "I-I" or "I-C" to designate incompressible-incompressible or incompressible-compressible coupled simula-tions, respectively.
The governing equations in the incompressible solver (1)- (2) order of several degrees Kelvin may take place near impact zones, which will be located sufficiently far from the interface. However, a more general temperature interface boundary condition using eqs. (11)- (13) in order to take into account temperature gradients will require the addition of a novel transport equation
for the temperature in the incompressible solver. Nevertheless, the results from Finally, it is worth mentioning that the solvers, the coupling procedure and additional algorithms are gathered in a utility named by the authors "wsiFoam"
(for Virtual Wave Structure Interaction), written entirely in the C++ programming language and employing the OpenFOAM framework. 
Results and discussions
In the following we use the same finite-volume discretization schemes un- 
Water dam break
This problem has been studied extensively in the past using both laboratory [m] the original mass of water is conserved through the interface.
It is also interesting to compare the simulation times required to solve this problem using the different solvers: I, C and I-C. Table 1 shows the normalized speed up for an increasing number of computational cores. It can be readily 275 noticed that, when solving this problem with one single core, the pure compressible solver is the fastest while the pure incompressible solver is the slowest by a factor of 25%. The coupled solver speed up remains in between these values for both the sequential and parallel cases. This evidences the good potential parallel capabilities of the coupling strategy, as no significant amount of overhead 280 is added in comparison to the not coupled simulations. [m]
Figure 6: Wave propagation benchmark: free surface contour plotted at t = 85 s (I-I simulation); the vertical line at x 1 = 160 m is the interface.
Wave propagation
This benchmark has been considered in order to verify the correct propagation of waves through an interface separating two different regions. This is a very important feature required for the construction of a NWT built with sig- probe takes place at t < 20 s. Therefore, wave reflection and interaction can be expected at the interface at t 100 s. Additionally, the irregular amplitude 305 of wave crests and valleys captured by all the numerical water depth probes also confirms this reflection (see Fig. 7 ). Regarding the four different numerical solutions obtained, it can readily be seen that they all remain very close to each other. However, the compressible solutions seem to diverge slightly from the incompressible ones towards the end of the simulation time. We can confirm that 310 the interface boundary conditions implemented are capable of transmitting the information of ongoing waves between regions in both directions simultaneously: two-way coupling. Finally, Table 2 shows the speed up associated with the I, C and I-C simulations. On the one hand and contrary to the water dam break benchmark, the 315 coupled simulation (I-C) is now the slowest while the incompressible simulation (I) is the fastest; however, the overhead added in the coupled problem remains particularly small, making the simulation slower by 10% at most using one single core. On the other hand, the scalability up to 4 cores in this relatively coarse two-dimensional mesh is well maintained for the three simulations. Thus, better 320 scalability values should be expected for an increasing number of cells and in three-dimensional configurations.
Inviscid vortex
This benchmark has been extensively used in the past 
where Γ = 5 s Moreover, the discretization schemes are specifically modified in this particular benchmark to guarantee second-order accuracy of the solutions in both space 340 and time. [m]
[m] Following refs. [43, 44] we proceed to evaluate the order of accuracy of the numerical solutions. For this purpose, the numerical error is calculated using the L 2 -norm as a relevant metric
where φ can be any relevant field, N is the total number of mesh cells and the index e designates the exact solution. We assume [44] that eq. (15) can be written as E ∆x = C(∆x) q and thus the order of accuracy can be calculated the theoretical order of accuracy of the discretization schemes employed. It is also worth noting that the interface has little or no effect on the order of accuracy 360 of the solutions. On the other hand, Table 4 reports on the numerical error and the order of accuracy for the x 2 -component of the velocity. Overall, the orders of accuracy are higher in comparison with the ones given in Table 3 . It can be readily seen that the introduction of the interface does not alter significantly the order of accuracy, which remains always greater than unity for all the grids considered.
The results presented in this benchmark confirm that the interface boundary condition presented in this work is capable of propagating the inviscid vortex from one region to the other reasonably well in a coupled solver within one convective time cycle introducing less numerical errors than the intrinsic scheme 370 discretization errors thus conserving the order of accuracy of the original solutions.
Pseudocavitation
This pseudocavitation benchmark has been selected to verify the coupling between different solvers placed at strategic locations, e.g. places where the 375 describing physics may be different and several numerical methods may be envisaged, across the computational domain. In other words, we are interested to capture the phase change due to partial density variations of a compressible mixture by means of our coupling strategy which otherwise would prove to be impossible using solely an incompressible solver. We recall that the cavitation accounting for two mass balance equations, two momentum equations and two energy equations [29] . Another significant difference of this solver compared to compressibleInterFoam is that the free surface is not handled with any artifi-
[m]
[m] cial compression term, which can result in smearing of the interface even on relatively fine meshes. Fig. 11(a) shows the water volume fraction profile with the phase change taking place in a cavity around 2.5 m wide. The same profile 425 corresponding to the 2P simulation appears to exhibit a bit more smoothing and no significant differences can be observed between the C, I-C and 2P results.
While the I and I-C solutions for the pressure profiles remain almost identical, see Fig. 11 (b), differences arise when they are compared against the 2P solution. The cavity remains at a constant pressure of 1 bar for the three different ferences between the 2P solution become overall more pronounced. It can be deduced from the water volume fraction profile, Fig. 12(a) , that the 2P solver predicts the formation of a cavity around 1.25 m earlier than the other two 440 solvers. Contrarily, the pressure profiles do not seem to disagree to such an extent, especially from x 1 = −1.25 m, as shown in Fig. 12(b) . Differences in the velocity profiles reported in Fig. 12(c) density-based solver AMAZON-CW [25] . Even though the simulation showed a developing cavity encompassing the object, it stopped abruptly before reaching the steady state and, consequently, at the present time we were unable to compare the final results against those presented in Figs. 11-12.
Water column free drop in a closed tank
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This benchmark is extracted from the dedicated sessions on Sloshing at the ISOPE conferences [45, 46] and has also been considered in other numerical studies [23, 25] . It consists of a 20 × 15 m 2 closed tank which initially contains a rectangular water column with dimensions 10 × 8 m 2 surrounded by air at for the coupled simulations (see Fig. 13 ). [45, 23] and the results obtained with our in-house two-phase compressible density-based solver AMAZON-CW [25] . The fact that the present peak pres-495 sures are somewhat higher than the previous data can be attributed to the use of finer and square meshes in the present work. Apart from the differences in the peak values, overall, all the solutions predict a maximum pressure at t 0.65 s.
It is interesting to mention that the added compressibility in the air phase in the C and I-C solutions results in predictions of much higher peak pressure. In 500 Finally, Table 5 compares the simulation speed up using different solvers and numbers of cores. The 2P solver is the slowest followed by the I solver which also struggles with both the accuracy of the results and the computational times. The C solver is the fastest whereas the speed of the coupled I-C solver 510 remains in between the I and C solvers. Nevertheless, the scalability of the incompressible solver improves with an increasing number of cores reaching almost 3 (in absolute terms) when using 4 cores while it appears to stagnate at 2 in the case of compressible solvers. [m] under similar conditions [19] .
Wave impact
Finally Table 6 shows the simulation speed up. The 2P solver is again the slowest while the C solver remains the fastest. The coupled I-C solver speed up lies between the original I and C solvers speed up indicating that no noticeable overhead is added to the simulation, which renders the coupling 560 strategy suitable for HPC. In addition, for this particular problem, the C and I-C interface-capturing solvers perform much better than the 2P solver because of the relatively coarse meshes that are used.
Conclusions
We have presented a novel finite-volume coupling strategy that has been (a) OpenFOAM, but it can also be applied in a similar manner to any finite-volume solver.
Future work remains to extend the functionality of the current coupling 
