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Abstract
We prove that homogeneous symmetric polynomial inequalities of degree p ∈ {4,5} in n positive1
variables can be algorithmically tested, on a finite set depending on the given inequality (Theo-
rem 13); the test-set can be obtained by solving a finite number of equations of degree not exceeding
p − 2. Section 3 discusses the structure of the ordered vector spaces (H[n]p ,) and (H[n]p ,). In
Section 4, positivity criteria for degrees 4 and 5 are stated and proved. The main results are Theo-
rems 10–14. Part III of this work will be concerned with the construction of extremal homogeneous
symmetric polynomials (best inequalities) of degree 4 in n positive variables.
 2004 Elsevier Inc. All rights reserved.
Keywords: Homogeneous symmetric polynomial; Topological ordered vector space; Bounded extremum;
Extremal inequality
1. Introduction and notations
In this paper, which is a continuation of [6], we wish to investigate general properties of
real homogeneous symmetric polynomials in n variables (and arbitrary fixed homogeneity
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1 Which will mean  0, according to the terminology of ordered vector spaces.
0022-247X/$ – see front matter  2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2004.09.055
V. Timofte / J. Math. Anal. Appl. 304 (2005) 652–667 653degree p), related to the pointwise order relation on Rn+ and on Rn. For degrees 4 and 5 we
prove positivity criteria with finite test-sets. We also show that computer implementation
of our main criterion (Theorem 13) is possible even for symbolic polynomials of degree 4.
In our entire discussion we require that n ∈ N, n  2. Since R is an infinite field, we
can and will always identify polynomials in R[X1, . . . ,Xn] with real polynomial functions
on Rn. For every p ∈ N∗, consider the vector space H[n]p of all p-homogeneous symmetric
real polynomials (p-forms) on Rn.
For all a, b ∈ R, set a, b := Z∩ [a, b] (possibly empty!). Let a denote the integer part
of a. For every x = (x1, . . . , xn) ∈ Rn, set
supp(x) := {j ∈ 1, n | xj = 0}, v∗(x) :=
∣∣{xj | j ∈ supp(x)}∣∣,
where |A| stands for the number of elements (cardinal) of a finite set A. It is worth pointing
out that v∗ is counting the non-zero distinct components of its argument, without their
multiplicities.
For every k ∈ N∗, let us denote by Pk the kth symmetric power sum on Rn.
For all σ > 0 and f ∈H[n]p , define as in [6] the following sets:
Kσ := P−11
({σ })∩ Rn+ = {x ∈ Rn+ | P1(x) = σ},
Ksσ :=
{
x ∈ Kσ | v∗(x) s
}
(s ∈ N∗),
Mσ (f ) := minimizer(f |Kσ ) =
{
ξ ∈ Kσ | f (ξ) = min
x∈Kσ
f (x)
}
.
The simplex Kσ is a compact set, ]0,∞[ ·Kσ = Rn+ \ {0n} and the restriction f |Kσ attains
its minimum on Mσ(f ) = ∅.
For every k ∈ 1, n, write 0k := (0, . . . ,0) ∈ Rk , 1k := (1, . . . ,1) ∈ Rk and set k :=
(1k,0n−k) ∈ Rn, ¯k := k−1k . Let ej := (δij )i∈1,n ∈ Rn (j ∈ 1, n) denote the vectors of the
standard basis of Rn. If x ∈ Rn, it is convenient to write xk for its kth component, as we
already have done. Therefore, we avoid to denote vectors with symbols with lower indexes
(however, upper indexes will be allowed) and 0k,1k, ek, k, ¯k are the only exceptions to
this rule.
Definition 1. An element f ∈H[n]p is said to be:
(1) Positive (write f 
 0 or 0  f ) def⇐⇒ f  0 on Rn+.
If 0 ≡ f 
 0, write f  0 or 0 ≺ f .
(2) Extremal (write f ∈ E [n]p ) def⇐⇒ f  0 and
∀g ∈H[n]p
(
0  g  f ⇒ g ∈ [0,1]·f ).
(See also [1] for the definition of positivity and extremality in the context of positive semi-
definite forms.)
Extremal polynomials are associated to inequalities on Rn+, which cannot be strength-
ened (optimal inequalities).
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Positivity and extremality are completely characterized for p = 3 n (see Theorem 2,
Remark 3 and Theorem 4 below, as well as [2, Theorems 3.7 and 3.10, pp. 567–568] for
the original statements in the context of even symmetric sextics).
Theorem 2. For every f ∈H[n]3 , we have the equivalence
f 
 0 ⇔ f (k) 0 ∀k ∈ 1, n.
For p  4 and n  2, the previous equivalence is no longer true. Theorems 19 and 27
will point out special cases in which positivity can be tested exactly as in Theorem 2.
Remark 3. The polynomials fk ∈H[n]3 defined by
fk := k(k + 1)P3 − (2k + 1)P1P2 + P 31 ∀k ∈ 1, n− 1,
fn := −nP3 + (n+ 1)P1P2 − P 31 ,
satisfy fk  0 and fk(k) = fk(k+1) = 0 for every k ∈ 1, n (with the convention n+1 :=
1).
Theorem 4. Let n 3 and f ∈H[n]3 , with f  0. Then the following four statements are
equivalent:
(i) f ∈ E [n]3 ,
(ii) f (i) = f (j ) = 0 for some i, j ∈ 1, n, i = j ,
(iii) f (k) = f (k+1) = 0 for some k ∈ 1, n,
(iv) f ∈ ]0,∞[ · fk for some k ∈ 1, n.
It is also known that for p = 4 and for p = 5, n = 3, the set
Ωn,2 :=
{
x ∈ Rn+ | v∗(x) 2
}
is a test-set for positivity in H[n]p (see [4, Theorems 2.3, p. 211, and 3.2, p. 215] for the
original statements in the setting of even symmetric forms). Theorems 3.7 [2], 2.3 [4] and
3.2 [4] were generalized in [6], where we proved that
Ωn,p/2 :=
{
x ∈ Rn+ | v∗(x) p/2
}
is a test-set for positivity in H[n]p (p  2). The same [4] provides a complete charac-
terization of E [n]p for n = 3 and p ∈ {4,5} (see [4, Lemmas 4.3–4.7, pp. 218–220 and
Theorem 5.3, p. 234]).
For the convenience of the reader we repeat without proofs two needed results from [6]
in a particular setting, thus making our exposition self-contained.
Theorem 5. For all f ∈H[n]p (p  2) and σ > 0, we have
min f (x) = min
p/2
f (x).x∈Kσ x∈Kσ
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with v∗(ξ) > 2, we have:
(1) | supp(ξ)| 4 ⇒ a = b = 0,
(2) | supp(ξ)| = 3 ⇒ 4a + 3b = 0.
3. The topological ordered vector spaces (H[n]p ,) and (H[n]p ,)
3.1. The order relation “” on H[n]p
Fix p ∈ N∗ and consider in H[n]p the convex cone(H[n]p )+ := {f ∈H[n]p | f 
 0}.
Let us introduce on H[n]p the order relation “” defined by
f  g def⇐⇒ g − f ∈ (H[n]p )+ ⇔ g − f 
 0.
Thus, (H[n]p ,) becomes an ordered vector space and (H[n]p )+ its positive cone. As H[n]p
has finite dimension, there exists a unique Hausdorff linear topology τ on it.
Proposition 7. (H[n]p ,, τ ) has the following basic properties:
(1) H[n]p is directed upwards, that is, H[n]p = (H[n]p )+ − (H[n]p )+.
(2) The topology τ is also defined by the additive (hence monotone) norm
‖f ‖ =
∫
[0,1]n
∣∣f (x)∣∣dx ∀f ∈H[n]p . (1)
(3) The positive cone (H[n]p )+ is closed and has non-empty interior. In particular, the order
“” is Archimedean.
Proof. (1) Since for every f ∈ H[n]p , choosing γ = maxx∈K1 |f (x)|  0 gives −γPp1 
f  γPp1 , we deduce that Pp1 is an order unit (axial element) in H[n]p , and the conclusion
follows immediately.
(2) Clearly, ‖‖ is a norm and acts additively on (H[n]p )+. As H[n]p has finite dimension,
the linear topology defined by this norm is precisely τ .
(3) The positive cone is closed, since it is obviously so with respect to the point-
wise convergence topology (which coincides with τ ) on H[n]p . Therefore, the order “”
is Archimedean. We have
H[n]p =
⋃
γ∈N
(−γPp1 + (H[n]p )+).
As the positive cone is closed andH[n]p is a Banach space with respect to any norm, Baire’s
theorem shows that (H[n]p )+ has non-empty interior. 
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ϕ :H[n]p → R; ϕ(f ) > 0 ∀f  0. (2)
An example of such functional is ϕ(f ) := ∫[0,1]n f (x) dx. We associate to ϕ the projection
operator
πϕ :
(H[n]p )+ \ {0} → (H[n]p )+ \ {0}, πϕ(f ) = 1ϕ(f )f. (3)
The range of πϕ is the set Cϕ := ϕ−1({1}), which is closed, convex and(H[n]p )+ \ {0} = ]0,∞[ ·Cϕ
(that is, every element of (H[n]p )+ \ {0} is projectively represented in Cϕ). If ‖‖ is a norm
on H[n]p , then for α := min{ϕ(f ) | f 
 0, ‖f ‖ = 1}, we have
α > 0, ϕ(f ) α‖f ‖ ∀f 
 0,
and so Cϕ is also bounded. It follows that Cϕ is a convex compact set and
ext(Cϕ) = πϕ
(E [n]p ), E [n]p = ]0,∞[ · ext(Cϕ).
By Krein–Milman’s theorem for normed spaces of finite dimension (see [5, Theorem 2.1.9,
p. 43], we deduce that Cϕ = co(ext(Cϕ)), and consequently(H[n]p )+ \ {0} = ]0,∞[ · co(ext(Cϕ))= co(E [n]p ). (4)
The choice of ϕ is not essential. It is easily seen that if ϕ,ψ are such functionals, then
πψ :Cϕ → Cψ is a bijection and πψ(ext(Cϕ)) = ext(Cψ). It is to note that ext(Cϕ) contains
a unique projective representant of each extremal radius of the positive cone (H[n]p )+. As
Theorem 10 will show, ext(Cϕ) is an uncountable infinite set if p  4. Theorems 10–12 will
clarify some other aspects concerning the structure of the ordered vector space (H[n]p ,).
Remark 8. For every f ∈H[n]p , f  0, there exists g ∈ E [n]p , such that g  f (every strictly
positive element majorizes an extremal one).
Proof. As f ∈ co(E [n]p ) by (4), the conclusion is immediate. 
Remark 9. If fg ∈ E [n+m]p+q for some f ∈ (H[n]p )+, g ∈ (H[m]q )+, then f ∈ E [n]p and g ∈ E [m]q
(if a finite product of positive elements is extremal, then so is each factor of the product).
Proof. The proof is straightforward. 
Theorem 10. If p  4, then every point of Rn+ is a zero of some f ∈ E [n]p , that is,
R
n+ ⊂
⋃
f∈E [n]p
f−1
({0}), (5)and the positive cone (H[n]p )+ has an uncountable infinity of extremal radii.
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µ := P 21 (ξ)/P2(ξ) and choose, by Remark 8, g ∈ E [n]p , such that g  Fµ := Pp−41 (P 21 −
µP2)2. Thus, 0 g(ξ) Fµ(ξ) = 0, and so ξ ∈ U . Hence, Rn+ ⊂ U . To prove the last part,
consider ϕ and πϕ as in (2), (3) and set E := πϕ(E [n]p ). Since K := {x ∈ Rn+ | P2(x) = 1}
is compact, it is also a complete metric space. According to (5), we have K =⋃g∈E [K ∩
g−1({0})]. But in K , each K ∩ g−1({0}) is a rare subset, since it is closed and has empty
interior in K . By Baire’s theorem, E must be an uncountable infinite set. 
Theorem 11. If p  2 or n  p = 3, then (H[n]p ,) is a vector lattice and dim(H[n]p ) =
min(p,n).
Proof. We consider the following four cases:
Case 1. If p = 1, then H[n]1 = R · P1, and the conclusion is immediate.
Case 2. If p = 2, then2 L : (R2,) → (H[n]2 ,), L(λ) = λ1(nP2 − P 21 )+ λ2(P 21 − P2)
is an isomorphism of ordered vector spaces, as is easy to check.
Case 3. If n < p = 3, then H[n]3 = P1 ·H[n]2 yields (H[n]3 ,)  (H[n]2 ,)  (R2,).
Case 4. If n = p = 3, define L : (R3,) → (H[3]3 ,), L(λ) =
∑3
k=1 λkfk , where
(fk)k∈1,3 are the functions given by Remark 3. Obviously, L is an isomorphism of vec-
tor spaces and L(λ) 
 0 for every λ 03. Consider λ ∈ R3, such that f := L(λ) 
 0. As
fk(k) = fk(k+1) = 0 and f (k) 0 for every k ∈ 1,3, we deduce that λ 0. Hence, L
is also an isomorphism of ordered sets. 
Theorem 12. If p  4 or n > p = 3, then the ordered vector space (H[n]p ,) does not have
the interpolation property (i.p.), and hence is not a vector lattice.
Proof. For abbreviation, set X :=H[n]p , X+ := (H[n]p )+. We first show that if (X,) satis-
fies (i.p.), then it must be a vector lattice. Fix f1, f2 ∈ X. In order to prove that max(f1, f2)
exists in (X,), we can certainly assume that f1, f2 ∈ X+, since X is directed upwards,
by Proposition 7(1). Consider the set M := (f1 +X+)∩ (f2 +X+) = ∅ of all majorants of
{f1, f2} and define on X the norm ‖‖ as in (1). But q := dim(X) < ∞ and M is a closed
set, since X+ is so, by Proposition 7(3). Therefore, minh∈M ‖h‖ = ‖g‖ for some g ∈ M ,
since the set M0 := {h ∈ M | ‖h‖ ‖f1 + f2‖} = ∅ is compact in X (because it is clearly
closed and bounded). To prove that g = min(M), now fix h ∈ M . Since f1, f2  g,h, (i.p.)
shows that f1, f2  u  g,h for some u ∈ X. Hence, ‖g − u‖ = ‖g‖ − ‖u‖  0 leads
to g = u  h. Hence, there exists max(f1, f2) = min(M) = g in (X,). We conclude
that (X,) is a vector lattice. As by Proposition 7(3) X is also Archimedean, we have an
isomorphism of vector lattices (X,)  (Rq,) (see [3, p. 145]). Consider ϕ and πϕ as
in (2), (3) and set E := ext(Cϕ). Clearly, E must have q elements, since a similar construc-
tion on Rq  X for the functional P1 :Rq → R gives this result. As E is a finite set, we
have n > p = 3, by Theorem 10 and our hypothesis. It follows that q = dim(X) = 3 and,
by Theorem 4, q = n, which leads to a contradiction. We conclude that X does not satisfy2 We also use the symbol “” to denote the usual order on every Rk (k ∈ N∗).
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Hence, (X,) is not a vector lattice (see [3, Proposition 2, p. 131]). 
3.2. The order relation “” on H[n]p
For even degree p  2 we can define on H[n]p the order relation “” by
f  g def⇐⇒ g − f  0 on Rn.
The case of degree p = 2 is trivial, since it is easy to check that
L : (R2,) → (H[n]2 ,), L(λ) = λ1(nP2 − P 21 )+ λ2P 21
is an isomorphism of order vector spaces, and so (H[n]2 ,) is a vector lattice. Some of our
previous results can be adapted to the topological ordered vector space (H[n]p ,, τ ) in the
following way.
Proposition 7. Statement: the same. Proof: replace the compact K1 by K = {x ∈ Rn |
P2(x) = 1} and Pp1 by Pp/22 (p is even).
Remarks 8, 9. Statements and proofs: the same.
Theorem 10. Statement and proof: replace Rn+ by Rn.
Theorem 12. Statement: remove “or n > p = 3”. Proof: showing that E is a finite set
contradicts Theorem 10.
4. Positivity criteria
4.1. Finite test-sets for degrees 4 and 5
For every f ∈H[n]p with p ∈ {4,5}, we assume the representation
f = aP4 + bP3P1 + cP 22 + dP2P 21 + eP 41 (6)
for some a, b, c, d, e ∈ R if p = 4, and
f = aP5 + bP4P1 + cP3P2 + dP3P 21 + eP 22 P1 + αP2P 31 + βP 51 (7)
for some a, b, c, d, e,α,β ∈ R if p = 5.
Let f ∈H[n]p . For each (r, s) ∈ N∗ × N∗ with r + s  n, define
f ∂r,s :R \ {1} → R, f ∂r,s(t) =
1
t − 1
(
∂f
∂x1
− ∂f
∂xr+1
)
(t · 1r ,1s ,0n−r−s).
As f is symmetric, we can simplify the above expression by t − 1. Therefore, f ∂r,s is
the restriction of a polynomial function (for which we will use the same notation) with
deg(f ∂r,s) p − 2. We havef ∂r,s(t) = 4a(t2 + t + 1)+ 3b(t + 1)(rt + s)+ 4c(rt2 + s)+ 2d(rt + s)2 (8)
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f ∂r,s(t) = 5a(t3 + t2 + t + 1)+ 4b(t2 + t + 1)(rt + s)+ 3c(t + 1)(rt2 + s)
+ 3d(t + 1)(rt + s)2 + 2c(rt3 + s)+ 4e(rt2 + s)(rt + s)+ 2α(rt + s)3
if p = 5, as some easy computations show. Now consider the finite set
T := {k | k ∈ 1, n} ∪
⋃
(r,s)∈Nn
Tr,s ,
where
Nn :=
{
(r, s) ∈ N∗ ×N∗ | r + s  n, f ∂r,s is non-constant
}
,
Tr,s :=
{
(t ·1r ,1s ,0n−r−s) ∈ Rn | t > 1, f ∂r,s(t) = 0
} ∀(r, s) ∈ Nn.
The following theorem shows that T is a test-set for the positivity of f in the case of
degrees 4 and 5.
Theorem 13. For every f ∈H[n]p with p ∈ {4,5}, we have the equivalences:
f 
 0 ⇔ f (ξ) 0 ∀ξ ∈ T (9)
f > 0 on Rn+ ⇔ f (ξ) > 0 ∀ξ ∈ T . (10)
Proof. Let us prove (9). It suffices to show “⇐”. Fix σ > 0 and choose by Theorem 5
some ξ ∈ Kσ , such that
f (ξ) = min
x∈Kσ
f (x), v∗(ξ) p/2 = 2, ξ1  ξ2  · · · ξn.
We only need to show that f (ξ) 0. If v∗(ξ) = 1, then ξ = σ ¯k for some k ∈ 1, n, and so
f (ξ) 0. Now assume that v∗(ξ) = 2, that is,
ξ = (θ1 · 1r , θ2 · 1s ,0n−r−s) (11)
for some θ1 > θ2 > 0 and some (r, s) ∈ N∗ × N∗, with r + s  n. Define
u := (r−1 · 1r ,−s−1 · 1s ,0n−r−s) ∈ Rn, fu :R → R, fu(t) = f (ξ + tu).
As P1(u) = 0, we see at once that for every t ∈ I := [−rθ1, sθ2], we have ξ + tu ∈ Kσ ,
and consequently, fu(t)  fu(0). Therefore, f ′u(0) = 0. To shorten notation, set η1(t) :=
θ1 + tr−1, η2(t) := θ2 − ts−1 for every t ∈ I . Since
ξ + tu = η2(t)
(
η1(t)
η2(t)
· 1r ,1s ,0n−r−s
)
∀t ∈ I \ {sθ2},
by an easy computation which uses first the symmetry of f and then the (p − 1)-
homogeneity of its first order partial derivatives, it follows that
f ′u(t) =
(
∂f
∂x1
− ∂f
∂xr+1
)
(ξ + tu) = (η2(t))p−1
(
η1(t)
η2(t)
− 1
)
f ∂r,s
(
η1(t)
η2(t)
)
for every t ∈ I \ {sθ2}. We thus get f ∂r,s(θ−12 θ1) = 0. If (r, s) ∈ Nn, this leads by (11) to
θ−12 ξ ∈ Tr,s ⊂ T and f (ξ) = θp2 f (θ−12 ξ)  0. If (r, s) /∈ Nn, the polynomial fu must be
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f (σ ¯r ) 0. We conclude that f |Kσ  0, hence that f 
 0. The proof of (10) is similar. 
Theorem 13 provides an algorithm for proving real homogeneous symmetric inequali-
ties of degree p ∈ {4,5} in n positive variables. We first have to verify our inequality for
all k , k ∈ 1, n. Then, solving a finite number of equations of degree at most p − 2  3
gives all other elements of the test-set T . Theorem 14 reduces the number of tests if p = 4.
However, using (9) may be difficult for symbolic polynomials (with literal coefficients).
Therefore, we will state and prove some sufficient positivity criteria in Sections 4.3 and 4.4.
Theorem 14. Let us consider the following two conditions on f ∈H[n]4 :
(S) f (t,1s ,0n−s−1) 0 for all t  0 and s ∈ 1, n− 1.
(R) f (t · 1r ,1n−r ) 0 for all t  0 and r ∈ 1, n− 1.
We have the equivalence
f 
 0 ⇔ f satisfies (S) and (R).
If a  0 or b 0, then
f 
 0 ⇔ f satisfies (S).
The proof of the above theorem will need some technical refinements given by
Lemma 17(6) and Proposition 18.
4.2. Discriminants and computer implementation for degree 4
We next show how Theorem 13 applies to the following problem:
Problem 15. For symbolic polynomials f ∈ H[n]4 , express positivity on Rn+ in terms of
explicit discriminants, that is, by mean of finite systems of polynomial inequalities in the
coefficients of f .
By Theorem 13, this reduces to the computation, for symbolic polynomials{
F :R → R, deg(F ) 4,
g :R → R, g(t) = αt2 + βt + γ, g is non-constant,
of explicit discriminants for the following condition:
F(t) 0 for every root t > 0 of g. (12)
Indeed, for each (r, s) ∈ Nn, the trinomial f ∂r,s is non-constant by the definition of Nn,
and (see (8))
f ∂r,s(t) = αr,s t2 + βr,s t + γr,s,
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
αr,s = 4a + (3b + 4c)r + 2dr2,
βr,s = 4a + 3b(r + s)+ 4drs,
γr,s = 4a + (3b + 4c)s + 2ds2.
Analyzing the equation g(t) = 0 in both of possible cases: (i) deg(g) = 1, and (ii) deg(g)
= 2, shows that an equivalent form of (12) is{
α = 0, β = 0,
βγ  0 or β4F
(− γ
β
)
 0, or ∆ := β
2 − 4αγ < 0
or


α = 0, ∆ 0,
α(β − √∆) 0 or α4F (−β+√∆2α ) 0,
α(β + √∆) 0 or α4F (−β−√∆2α ) 0.
Since α4F(−β±
√
∆
2α ) = P ± Q
√
∆ for some polynomial expressions P,Q in the coeffi-
cients of F and g, our reasoning is completed by the following remark.
Remark 16. For all u,v,∆ ∈ R with ∆ 0, we have the equivalence
u+ v√∆ 0 ⇔ u 0, v  0 or (u− v)(u2 − v2∆) 0 uv.
Proof. The proof is immediate. 
Our problem is solved in principle. It is not our purpose to compute here the polynomial
equivalents of inequalities such as αr,s(βr,s ±
√
β2r,s − 4αr,sγr,s ) 0 and
α4r,s · f
(−βr,s ±√β2r,s − 4αr,sγr,s
2αr,s
· 1r ,1s ,0n−r−s
)
 0.
Problem 15 and a related Maple worksheet will be discussed in detail in [7].
4.3. Sufficient positivity criteria for degree 4
In this subsection, we assume that f ∈H[n]4 is represented as in (6). It is important to
note that
f (e1 − e2) = 2(a + 2c).
Fix σ > 0 and choose ξ ∈ Kσ , such that
f (ξ) = min
x∈Kσ
f (x), v∗(ξ) 4/2 = 2.
By symmetry, we can assume ξ to be as in one of the following cases:
(A) ξ = σ ¯k ∈ K1σ for some k ∈ 1, n,
(B) ξ = (θ1 · 1r , θ2 · 1s ,0n−r−s) ∈ K2σ for some r, s ∈ N∗ with r + s  n and some distinctθ1, θ2 > 0, with rθ1 + sθ2 = σ .
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our attention on minimum points ξ as in case (B). Fix such a point ξ and consider the set
of “admissible directions”
U := {u ∈ Rr+s × {0n−r−s} | u = 0n, P1(u) = 0}⊂ Rn. (13)
For every u ∈ U , define
Iu :=
{
t ∈ R | ξ + tu ∈ Rn+
}
, fu : Iu → R, fu(t) := f (ξ + tu). (14)
Clearly, Iu is a compact interval and a neighborhood of 0. As P1(u) = 0, we see at once
that for every t ∈ Iu, we have ξ + tu ∈ Kσ , and consequently, fu(t) fu(0). Therefore,
f ′u(0) = 0 f ′′u (0) ∀u ∈ U.
If f ′′u (0) = 0, then we must have f ′′′u (0) = 0  f ′′′′u (0). Since fu is a polynomial and
deg(fu) 4, Taylor’s formula gives
fu(t) =
4∑
k=0
f
(k)
u (0)
k! t
k ∀t ∈ Iu. (15)
Some easy computations lead to:
f ′u(0) =
n∑
j=1
uj
(
4aξ3j + 3bσξ2j + 4cP2(ξ)ξj + 2dσ 2ξj
)
, (16)
f ′′u (0) = 8c
(
n∑
j=1
uj ξj
)2
+
n∑
j=1
u2j δ(ξj ), (17)
f ′′′u (0) = 24c
(
n∑
j=1
u2j
)(
n∑
j=1
uj ξj
)
+ 6
n∑
j=1
u3j (4aξj + bσ), (18)
f ′′′′u (0) = 24
[
a
n∑
j=1
u4j + c
(
n∑
j=1
u2j
)2 ]
, (19)
where
δ(t) := 12at2 + 6bσ t + 4cP2(ξ)+ 2dσ 2 ∀t ∈ R. (20)
The following lemma provides inequalities involving the multiplicities r, s of the compo-
nents θ1, θ2 of ξ and the coefficients of f . The expressions δ and ∆α,β appearing in this
lemma are closely related to the differential f ′′(ξ).
Lemma 17. If ξ is as in case (B), then
(1) The components θ1, θ2 of ξ satisfy the equation f ∂r,s(θ−12 θ1) = 0, that is,( 2 2) 24a θ1 + θ1θ2 + θ2 + 3bσ(θ1 + θ2)+ 4cP2(ξ)+ 2dσ = 0. (21)
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δ(θ1) = [4a(2θ1 + θ2)+ 3bσ ](θ1 − θ2),
δ(θ2) = [4a(2θ2 + θ1)+ 3bσ ](θ2 − θ1). (22)
(3) We have{
r  2 ⇒ δ(θ1) 0,
r  3 ⇒ δ(θ1) > 0 or a = b = 0 (23)
and the implications obtained by replacing r and θ1 by s and θ2.
(4) ∆α,β := 8c(θ1 − θ2)2 + δ(θ1)α + δ(θ2)β  0 for all α ∈ 1, r and β ∈ 1, s. In particular,
a + 2c 0 and a + 2c · min(r, s) 0.
(5) If r + s < n, then 4a(ξi + ξj ) + 3bσ  0 for all 1 i < j  r + s. In particular, we
have
4a(θ1 + θ2)+ 3bσ  0, 8a + 3b(r + s) 0. (24)
(6) If r, s  2, then a = b = 0 or r + s = n, a > 0 > b.
(7) For u = e1 − er+1, we have u ∈ U and
f (ξ + tu)− f (ξ) = t2(t + θ1 − θ2)2f (e1 − e2) ∀t ∈ R. (25)
Proof. (1) We have u := e1 − er+1 ∈ U and ξ1 = θ1, ξr+1 = θ2. Thus, f ′u(0) = 0 leads
by (16) and the form of ξ to (21).
(2) Substituting 4cP2(ξ)+ 2dσ 2 from (21) into δ(θ1), δ(θ2) proves (22).
(3) If r  2, then ξ1 = ξ2 = θ1, u := e1 −e2 ∈ U , and consequently, 0 f ′′u (0) = 2δ(θ1),
by (17). Now let r  3 and assume that δ(θ1) = 0, that is, 4a(2θ1 + θ2)+3bσ = 0, by (22).
As v := 2e1 − e2 − e3 ∈ U , f ′′v (0) = 0, we must have f ′′′v (0) = 0, which leads by (18) to
4aθ1 + bσ = 0. We thus get 4a(2θ1 + θ2) = 12aθ1, which yields a = 0. It follows that
a = b = 0.
(4) Let us first observe that for all α ∈ 1, r and β ∈ 1, s, we have
uα,β := (α−1 · 1α,0r−α,−β−1 · 1β,0n−r−β) ∈ U, ∆α,β = f ′′uα,β (0) 0,
the above equality for ∆α,β being easily checked with (17). Using (22) to substitute δ(θ1)
and δ(θ2) into ∆k,k for every k ∈ 1,min(r, s) gives
0∆k,k = 4k−1(θ1 − θ2)2(a + 2kc), (26)
that is, a + 2kc 0. Hence a + 2c 0 and a + 2cmin(r, s) 0.
(5) As ξ1 = θ1, ξn = 0 and ξ ∈ Mσ(f ), we have f (ξ + t (en − e1))  f (ξ) for every
t ∈ [0, θ1], hence f ′(ξ)(en − e1) 0, which leads by (16) to
0 ∂f
∂xn
(ξ)− ∂f
∂x1
(ξ) = −θ1
(
4aθ21 + 3bσθ1 + 4cP2(ξ)+ 2dσ 2
)
.
Thus, 4aθ21 + 3bσθ1  −4cP2(ξ) − 2dσ 2 = 4a(θ21 + θ1θ2 + θ22 ) + 3bσ(θ1 + θ2) yields
4a(θ1 + θ2) + 3bσ  0. Now suppose that 4a(ξi + ξj ) + 3bσ < 0 for some 1  i < j 
r + s, and so ξi = ξj , since otherwise ξi + ξj = θ1 + θ2. Assume that ξi = ξj = θ1, and
hence r  2 (the other case is similar). But8aθ1 + 3bσ < 0 4a(θ1 + θ2)+ 3bσ (27)
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0 < δ(θ1)+ 4aθ1(θ2 − θ1) =
[
4a(θ1 + θ2)+ 3bσ
]
(θ1 − θ2),
and consequently to θ1 > θ2, by (27). As a(θ2 − θ1)  0, we must have a < 0. Using
again (27) and δ(θ1) 0, we see that
8aθ1 + 3bσ < 0 4a(2θ1 + θ2)+ 3bσ,
which forces a > 0, a contradiction. We conclude that
4a(ξi + ξj )+ 3bσ  0 ∀i, j, 1 i < j  n. (28)
It remains to prove that 8a+3b(r+s) 0. We have (r−1)(8aθ1+3bσ) 0 (and similarly
for s, θ2). Indeed, if r  2, this follows by taking i = 1 and j = 2 in (28). Hence, 0 
8a(θ1 + θ2) + 6bσ  r(8aθ1 + 3bσ) + s(8aθ2 + 3bσ) = σ [8a + 3b(r + s)] gives the
required inequality.
(6) We can certainly assume that θ1 > θ2. By (22) and (23), this leads to
4a(2θ1 + θ2)−3bσ  4a(θ1 + 2θ2),
which yields a > 0 > b or a = b = 0. Suppose that a > 0 > b, but r + s < n. By (24), we
get 4a(θ1 + θ2)−3bσ  4a(θ1 + 2θ2), contrary to a > 0. We conclude that r + s = n.
(7) By (22), δ(θ1)+ δ(θ2) = 4a(θ1 − θ2)2. This and (17)–(19) imply
f ′′u (0) = 4(a + 2c)(θ1 − θ2)2,
f ′′′u (0) = 24(a + 2c)(θ1 − θ2),
f ′′′′u (0) = 48(a + 2c).
As f ′u(0) = 0, (15) and f (e1 − e2) = 2(a + 2c) lead at once to (25). 
Proposition 18. Consider a compact metric space X and a sequence (fk)k0 of real lower
semi-continuous functions on X which is uniformly convergent, fk u→ f , f :X → R. Let
ξk ∈ X, with fk(ξk) = minx∈X fk(x) for each k ∈ N. Then for every limit point ξ of (ξk)k0,
we have f (ξ) = minx∈X f (x).
Proof. The proof is standard. 
Proof of Theorem 14. Obviously, if f 
 0, then f must satisfy both (R) and (S). Now
assume that f satisfies (S) and a = 0. If a > 0 > b, assume in addition that f satisfies (R).
Fix σ > 0 and choose ξ ∈ Mσ(f )∩K2σ . Since f satisfies (S), we have f (k) 0 for every
k ∈ 1, n, and so f (ξ) 0 if v∗(ξ) = 1. Thus, we can assume that ξ is as in case (B), that
is, ξ = (θ1 · 1r , θ2 · 1s ,0n−r−s) for some (r, s) ∈ Nn and some θ1 > θ2 > 0. If r = 1 or
s = 1, we have f (ξ) 0, since f satisfies (S). If r, s  2, Lemma 17(6) gives r + s = n,
a > 0 > b, and so f (ξ) 0, since f satisfies (R) in this case. Thus, the result is proved in
the case a = 0. If a = 0, we can apply it to fε := f + ε(P 41 − P4), which satisfies (S) for
each ε > 0. Thus, fε 
 0 for every ε > 0 forces f 
 0. 
Theorem 19. If f (e1 − e2) 0, then
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(2) f 
 0 ⇔ f (k) 0 ∀k ∈ 1, n.
Proof. It suffices to prove (1). Fix σ > 0, set fε := f − εP4 for every ε > 0 and choose
(λk)k1 ⊂ ]0,∞[, with limk→∞ λk = 0. Lemma 17(4) shows that for each k ∈ N∗, there
exists ξk ∈ Mσ(fλk ) ⊂ K1σ , because 2[(a − λk) + 2c] = fλk (e1 − e2) < 0. As K1σ is
compact, we can assume that (ξk)k1 is convergent, and so ξ := limk→∞ ξk ∈ K1σ . Propo-
sition 18 applied to the compact set Kσ now shows that ξ ∈ Mσ(f )∩K1σ = ∅. 
Remark 20. There exist polynomials g ∈ H[n]4 , with g 
 0 and g(e1 − e2) > 0. Some
examples are: nP4 − P3P1, nP4 − P 22 (n  3), n2P4 − P2P 21 , n3P4 − P 41 , nP 22 − P2P 21 ,
n2P 22 − P 41 , and many other.
Theorem 21 (Comparison criterion). Let f,g ∈H[n]4 satisfy
f (e1 − e2) > 0, g(e1 − e2) > 0, g 
 0.
Then
f (k)
f (e1 − e2) 
g(k)
g(e1 − e2) ∀k ∈ 1, n ⇒ f 
 0.
Proof. The conclusion follows immediately by applying Theorem 19(2) to the polynomial
g(e1 − e2)f − f (e1 − e2)g ∈H[n]4 . 
Taking in the above theorem g := n3P4 − P 41 yields
Corollary 22. If f ∈H[n]4 satisfies f (e1 − e2) > 0, then
f (¯k)
f (e1 − e2) 
1
2
(
1
k3
− 1
n3
)
∀k ∈ 1, n ⇒ f 
 0.
Theorem 23. Let f ∈H[n]4 satisfy f (e1 − e2) > 0 and set
τn := 3n+
√
9n2 − 4n+ 4
2
, ρn := (n− 1)τn(τn − 1)
2
4(τn + n− 1)4 .
Then
f (¯k)
f (e1 − e2)  ρn ∀k ∈ 1, n ⇒ f 
 0. (29)
Proof. Let us consider
γ := min
1kn
f (¯k) ρnf (e1 − e2), g := −f (e1 − e2)4
(
P3P1 − P 22
)+ γP 41 .
As (f − g)(e1 − e2) = 0, we have f − g 
 0, by Theorem 19(2). It suffices to show that
g 
 0. According to Theorem 13 and Lemma 17(2,3,5), we need to consider the equation
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tion shows that this last inequality is equivalent to γ  ρnf (e1 − e2), and the conclusion
follows. 
It is not very easy to deal with ρn, but replacing in (29) this number by suitable majo-
rants of it provides weaker but simpler positivity criteria. Let us observe that n = τ 2n−13τn−1 ,
and consequently ρn = ϕ(τn), where
ϕ : ]1,∞[ → R, ϕ(t) = (t − 3)(3t − 1)
3
210 · t2(t − 1)2 ,
as is easy to check. A trivial computation shows that τn < 3n and
ϕ′(t) = (3t − 1)
2(3t2 − 2t + 3)
29 · t3(t − 1)3 > 0 ∀t > 1, limt→∞ϕ(t) =
27
1024
.
It follows that ρn < ϕ(3n) < 27/1024. We thus get the following criterion.
Corollary 24. If f ∈H[n]4 satisfies f (e1 − e2) > 0, then
f (¯k)
f (e1 − e2) 
27
1024
∀k ∈ 1, n ⇒ f 
 0.
Theorem 25. If f ∈H[n]4 satisfies
min
x∈Kσ
f (x) < min
1kn
f (σ ¯k) (30)
for some σ > 0, then 4a + 3b = 0 or Mσ(f ) is a finite set, Mσ(f ) ⊂ K2σ \K1σ .
Proof. We must have Mσ(f )∩K1σ = ∅, by (30). Assume that 4a+3b = 0. By Corollary 6,
we deduce that Mσ(f ) ⊂ K2σ , and so Mσ(f ) ⊂ K2σ \ K1σ . Now suppose that Mσ(f ) is
infinite. Hence, we can find (r, s) ∈ N∗ ×N∗ with r + s  n, such that there exist infinitely
many points ξ of the form
ξ = (θ1 · 1r , θ2 · 1s ,0n−r−s) ∈ Mσ(f ), rθ1 + sθ2 = σ, θ1 > θ2 > 0. (31)
For every such point, we must have f ∂r,s(θ
−1
2 θ1) = 0, by Lemma 17(1). But for each root
t0 > 1 of f ∂r,s , there is a single ξ as in (31), with θ−12 θ1 = t0. We deduce that f ∂r,s has
infinitely many roots, and consequently, f ∂r,s ≡ 0. As in the proof of Theorem 13 we get
f (ξ) = f (σ ¯r ), which contradicts (30). 
4.4. Sufficient positivity criterion for degree 5
In this subsection, we assume that f ∈ H[n]5 is represented as in (7). Fix σ > 0 and
choose ξ ∈ Kσ , such that
f (ξ) = min
x∈Kσ
f (x), v∗(ξ) 5/2 = 2.
By symmetry, we can assume ξ to be as in one of the following cases:
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(B) ξ = (θ1 · 1r , θ2 · 1s ,0n−r−s) ∈ K2σ for some r, s ∈ N∗ with r + s  n and some distinct
θ1, θ2 > 0, with rθ1 + sθ2 = σ .
Lemma 26. If ξ is as in case (B), then:
(1) The components θ1, θ2 of ξ satisfy the equation f ∂r,s(θ−12 θ1) = 0, that is,
5a
(
θ31 + θ21 θ2 + θ1θ22 + θ32
)+ 4b(θ21 + θ1θ2 + θ22 )σ + 3c(θ1 + θ2)P2(ξ)
+3d(θ1 + θ2)σ 2 + 2cP3(ξ)+ 4eP2(ξ)σ + 2ασ 3 = 0. (32)
(2) (5a + 6c)(θ1 + θ2)+ 2(b + 2e)σ  0.
Proof. For ξ , we can define the set U of admissible directions as in (13) and the maps fu
as in (14). Since u := e1 − er+1 ∈ U , we must have:
(1) 0 = f ′u(0) = ∂f∂x1 (ξ)−
∂f
∂xr+1 (ξ), which leads to (32).
(2) 0  f ′′u (0) = ∂
2f
∂x21
(ξ) − 2 ∂2f
∂x1∂xr+1 (ξ) +
∂2f
∂x2r+1
(ξ). Substituting here cP3(ξ) +
2eP2(ξ)σ + ασ 3 from (32) into the obtained formula leads at once to the claimed in-
equality. 
Theorem 27. If 5a + 6c + 2(b + 2e) 0 and 5a + 6c + 2(n− 1)(b + 2e) 0, then:
(1) For every σ > 0, we have minx∈Kσ f (x) = min1kn f (σ ¯k).
(2) f 
 0 ⇔ f (k) 0 ∀k ∈ 1, n.
Proof. The proof is similar to that of Theorem 19, since our hypothesis forces (5a +
6c)(θ + η)+ 2(b + 2e)(rθ + sη) 0 for all θ, η > 0 and (r, s) ∈ Nn. 
The above result is a generalization of Theorem 19, since for a = c = 0 it refers to
f = gP1, with g := bP4 + dP3P1 + eP 22 + αP2P 21 + βP 41 ∈H[n]4 .
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