We investigate superdiffusion for stochastic processes generated by nonuniformly hyperbolic system models, in terms of the convergence of rescaled distributions to the normal distribution following the abnormal central limit theorem, which differs from the usual requirement that the mean square displacement grow asymptotically linearly in time. We construct a martingale approximation that follows the idea of Doob's decomposition theorem. We obtain an explicity formula for the superdiffusion constant in terms of the fine structure that originates in the phase transitions as well as the geometry of the configuration domains of the systems. Models that satisfy our main assumptions include chaotic Lorentz gas, Bunimovich stadia, billiards with cusps, and can be apply to other nonuniformly hyperbolic systems with slow correlation decay rates of order O(1/n).
Introduction and main results
is that this will lead to a more unified approach to studying the statistical properties of nonuniformly hyperbolic systems with slow decay of correlations.
One major advantage of studying martingales is that, while they are not generally independent sequences of random variables, their dependence is "weak enough" that it is possible to generalize results for the i.i.d. case to martingales with certain additional properties. Furthermore, the following result due to Doob [24] gives the study of the statistical properties of martingales even greater significance.
Doob's decomposition theorem. Let (Ω, F, P) be a probability space, {F n } n∈N a filtration of F, and {X n } n∈N an adapted stochastic process with E|X n | < ∞ for all n ∈ N. Then there exists a martingale {M n } n∈N and an integrable predictable process {A n } n∈N starting with A 1 = 0 such that X n = M n + A n for every n ∈ N. This decomposition is unique almost surely.
Note that a process {A n } n∈N is predictable if A n is F n−1 -measurable for every n ≥ 2. The above result illustrates the usefulness of studying the statistical properties of martingales. If a stochastic process is adapted to a filtration and each random variable in that process is integrable, then showing the central limit theorem for that stochastic process may reduce to proving an associated martingale central limit theorem, as long as the process {A n } n∈N is, in a sense, negligibly small.
Abnormal CLT for certain stationary Processes
Let (Ω, F, P) be a probability space, with F being a σ-algebra. Let {F n , n ≥ 0} be an increasing filtration with
We assume {X n , n ≥ 0} is a sequence of stationary random variables that is adapted to the filtration {F n , n ≥ 0}.
We first make some specific assumptions on the stochastic process {X n }.
(A1) Assume X 0 has infinite variance, and E(X 0 ) = 0. Let H(t) := Var(X 0 I |X0|<t ), we assume H(t) is a slowly varying function at infinity, i.e, for all c > 0, lim t→∞ H(ct)/H(t) = 1. Let c n ∈ (0, +∞], with lim c n → ∞, such that lim 
We define X n,k = X k · I |X k |<cn for any n ≥ 1 and k = 0, · · · , n.
(A2) There exists θ ∈ (−1, 1) such that for any n ≥ 0, k = 1, · · · , n, E(X n,k |F k−1 ) = θX n,k−1 + E n,k−1 ,
where E n,k ∈ F k−1 is a stationary process such that E(E 2 n,0 ) < ∞, E(|X n,0 E n,0 |) < ∞ and n−1 k=0 (n − k)Cov(E n,0 · E n,k ) = O(n).
Theorem 1. Let {X n , n ≥ 0} be a stationary process that satisfies assumptions (A1)-(A2). Then the following sequence converges:
(in distribution). Here, N(0, 1) is a standard normal distribution, and θ, c n are chosen according to (A1)-(A2). We define a random function such that for any t ∈ [0, 1], n ≥ 1,
and we denote W as the standard Brownian motion on D(J).
Theorem 2. Suppose that X n satisfies assumptions (A1)-(A2). Then W n (X, ·) → 1+θ 1−θ W (·) weakly on D(J) as n → ∞.
Proofs of Theorem 1 and Theorem 2 can be found in Section 2.
Abnormal CLT for Dynamical Systems
We consider a dynamical system (T, M, µ M ) and assume that the map T is hyperbolic with singularity S ⊂ M, as defined by Katok and Strelcyn [29] , and µ M is a mixing SRB measure. To investigate the statistical properties of (T, M, µ M ), we introduce an induced system (F, M ). Let D = ∪ i∈I Ω i (card I < ∞) be a finite union of some connected components of M \ S. For any x ∈ D, let R(x) = min{n ≥ 1 : T n (x) ∈ D, T m (x) / ∈ S, m = 1, . . . , n − 1} (5) be the first return time function. We denote by N 1 ⊂ D the set of points that never return to D. For each n ≥ 1, the "level" set D n = {R(x) = n} ⊂ D is open, and if D n = ∅ then T n is a diffeomorphism of D n onto T n (D n ) ⊂ D. We denote by F the first return map, i.e., 
We set
where N −1 ⊂ D denotes the set of points that never return to D under the iterations of T −1 . We assume that both S 1 and S −1 are finite or countable unions of smooth compact curves. The sets S ±1 play the role of singularities for the induced maps F ±1 . We assume that the map F restricted to any level set D n can be extended by continuity to its boundary ∂D n , but the extensions to ∂D n ∩ ∂D m for n = m need not agree.
We assume that µ M (D) > 0. By the ergodicity of µ M we have
The first return map F preserves the measure µ M conditioned on M ; we denote it by µ. We note that M R dµ = µ M (M ) −1 by the Kac theorem. The measure µ is ergodic, and we assume that it is also mixing. We assume the support of µ has a measurable foliation W u of unstable manifolds of the map F , such that for any W u ∈ W u and any x, y ∈ W u , we have
for some constant C > 0 and η ∈ (0, 1). Assume F is the Borel σ-algebra on the region M ⊂ R 2 . Let A 0 = σ(R) be the smallest σ-algebra generated by the return time function R, or equivalently, generated by a (finite or) countable partition {Ω n , n ≥ 1} of M \ S 1 . We define the σ-algebra F 0 = σ(R • F k , k ≤ 0), and let F −1 be the trivial σ-algebra. We define, for n ≥ 1
One can check that {F n , n ≥ 0} is an increasing filtration with
To get a clear picture of F 0 , note that any unstable manifold W u ∈ F 0 . Indeed F 0 is the smallest σ-algebra generated by the foliation W u , any observable that is constant on each unstable manifold must belong to F 0 . In particular, one can check that for the return time function R • F n ∈ F n , for n ≥ 0. For any observable f : M → R with finite expectation, we define E n (f ) = E(f |F n ) and its induced functioñ f : M → R such thatf (x) = f (x) + · · · + f (T n−1 x) for any x ∈ M n . For any observable function f on M, we denote by S n f and S nf the Birkhoff sums of f and the induced functionf , respectively:
n−1 , and S nf =f +f • F + · · · +f • F n−1 .
To prove the central limit theorem for the process {f • F n }, we need to introduce the class of observables that we will use to study statistical properties. For any γ ∈ (0, 1], let H γ be the set of all functions g ∈ L ∞ (M, µ M ) such that for any x, y ∈ M,
where
If g ∞ < ∞, we also define g C γ := g ∞ + g γ .
Theorem 3. Let f ∈ H γ with exponent γ ∈ (0, 1). We assume the process X n = E n (f • F n ) − E(f ) satisfies assumptions (A1)-(A2), and the process ξ n,k := (f · I |f |≤cn − E 0 (f · Then the following sequence converges in distribution as n → ∞:
Here θ, c n are chosen as in (A1)-(A2).
Next we prove the Invariance Principle and form a random function such that
where we denote W as the standard Brownian motion on D(J).
Theorem 4. Let f ∈ H γ with exponent γ ∈ (0, 1). We assume the process X n = E n (f • F n ) − E(f ) and {ξ n,k } satisfy assumptions (A1)-(A3). Then
weakly on D(J) as n → ∞.
More generally, we have the following results for the original system (M, T, µ M ). For any observable f : M → R with finite expectation, we denote the induced system by (M, F, µ) and the induced function byf : M → R.
Theorem 5. Let f be an observable on M where f ∈ H γ with exponent γ ∈ (0, 1). We assume the process X n = E n (f • F n ) − E(f ) and {ξ n,k } satisfy assumptions (A1)-(A3). Then
As a consequence of the above invariance principle, we have the following central limit theorem.
Theorem 6. For any observable f ∈ H γ with γ ∈ (0, 1), we assume assumptions (A1)-(A3). Then the following sequence converges in distribution:
The convergence in (16) means precisely that for any z ∈ R,
2 dx, as n → ∞. Since the map (T, µ M ) is mixing, the limit law (16) holds if we replace µ M with any probability measure that is absolutely continuous with respect to µ M ; see Section 4.2 in [25] . An analogue of Theorem 6 was proved for some billiard models where correlations decay as O(1/n) for the Bunimovich stadium, the Lorentz gas with infinite horizon, and billiards with cusps; see [2, 3, 36] . The main goal of this paper is to provide a new method using martingale approximation, and performing a simplified and unified study on the central limit theorem for systems with similar properties. Moreover, Theorem 6 provides the precise formula for the diffusion constants (i.e. coefficient of the term n ln n). In particular, this allows us to obtain the diffusion constant for Lorentz gas with infinite horizon, which is new to our knowledge.
Proposition 7. Theorem 5 follows from Theorem 4.
The proof of Proposition 7 can be found in Section 4. Thus, it is enough for us to prove Theorem 4 for the induced systems.
In Section 2, we prove a central limit theorem for mixing stationary processes by using martingale approximations. These are inspired by and have direct applications to the nonuniformly hyperbolic systems we subsequently study more in-depth. The processes have weak dependence and special assumptions on their conditional expectations that arise naturally in these systems. Theorem 3 and Theorem 4 are proved in Section 3. Section 5 lists some sufficient conditions for estimating diffusion coefficients that will be used in our applications. In Section 6, we study certain classes of nonuniformly hyperbolic billiards and show that we can apply the main results, especially Theorem 14 to each of these systems. Although we only concentrate on stadia, billiards with cusps, and semi-dispersing billiards, the main theorems have legitimate applications to rather general hyperbolic systems.
Throughout this paper we will use the following conventions: positive and finite global constants whose value is unimportant will be denoted by c, c 1 , c 2 , ... or C, C 1 , C 2 , ...., etc. These letters may denote different values in different equations throughout the paper. Let d( , ) be the distance function on M × M induced by the Riemannian metric in M. For any smooth curve W in M, we denote by |W | its Lebesgue length. For any measurable set A ⊂ M, we denote I A as the indicator function of the set A. Given two sequences A n and B n , we use the notation A n ≍ B n to indicate that there exists two uniform constants C 1 < C 2 such that C 1 B n < A n < C 2 B n .
2 Proof of Theorem 1 and Theorem 2
Martingale approximations
In this section, we consider the stationary process {X n } adapted to the filtration {F n }, with E(X n ) = 0. We say that a random variable X belongs to the domain of attraction of the normal distribution if there exists b n > 0 such that
in distribution as n → ∞. Note that assumption (A1) provides a sufficient condition for the stationary process {X n } to be in the domain of attraction of the normal distribution with a n = 0, so our first goal is to find b n .
We let I A denote the indicator of an event A. To overcome the difficulty of the infinite variance property, we next define a triangular array {X n,k : n ≥ 1, k = 0, . . . , n} adapted to {F n,k , n ≥ 1, k = 0, . . . , n}, such that
Clearly, for each n ≥ 0, the row of random variables {X n,k , k = 0, . . . , n} are identically distributed with
The sequence {X n,k , k = 0, . . . , n} is said to admit a co-boundary if there is a stationary sequence of martingale differences Z k and another stationary process d k for which
Here, M n is a martingale. Next, we construct a simple martingale difference approximation for the process {X n }.
Lemma 8.
There exists a strictly stationary, ergodic martingale difference process array {Z n,k , n ≥ 1, k = 1, . . . , n} with respect to the filtration {F n , n ≥ 0} such that
Proof. We define, for n ≥ 1 and k = 1, . . . , n,
Then {Y n,k , k = 1, . . . , n} is a predictable process adapted to the filtration {F k−1 , k = 1, . . . , n}. We also define a stationary sequence
In addition, we define Z 0,0 = X 0 . One can check that this process is stationary. Note that, in the probability space (Ω, P, F), {Z n,k , k = 1, . . . , n} is adapted to the filtration {F k , k ≥ 0}. Moreover, we have
Thus, {Z n,k } is a martingale difference sequence array. The ergodicity of {Z n,k } follows from that of {X n }. Moreover, we can check that for any n ∈ Z, k = 1, · · · , n, we have
By Lemma 8, {Z n,k , n ≥ 1, k = 1, . . . , n} is a strictly stationary, ergodic martingale difference array with respect to the filtration {F k , k ≥ 0}. Moreover, by the stationary property and assumption (A2), we have for any k ≥ 1 that
We define the partial sums
We then have
Our next goal is to investigate the CLT for the martingale difference {Z n,k }. The following lemma was proved by McLeish in [34] .
Lemma 9. Let {Z n,k } be a martingale difference array adapted to the filtration array {F n,k }. For n → ∞, assume there exists σ > 0 such that:
n,k → σ 2 , in probability.
In order to relax the requirement to a martingale difference sequence with infinite variance we need to prove an abnormal central limit theorem.
Proposition 10. Let {Z n,k } be a martingale difference array defined as in (18) and adapted to the filtration array {F n,k }. Then, for n → ∞ and any k = 1, . . . , n,
Proof. To apply the last lemma, we choose c n according to (1) and define an arraỹ
for n ≥ 1 amd k = 1, . . . , n. We claim that {Z n,k , n ≥ 1, k = 1, . . . , n} is a martingale difference array that satisfies the assumptions of Lemma 9. Let F n,k = F k for any n ≥ 1 and k = 1, . . . , n. Clearly,Z n,k is F n,k measurable and, for each fixed n ≥ 1, {Z n,k , k = 1, . . . , n} is a martingale difference sequence. Moreover,
By assumption, we know that E(|Z n,k | 2 ) < ∞. We claim that, for any stationary triangular array η n,k with finite mean,
To prove this claim, first choose a large N > 1. We denote
Thus, we have
Since E(η n,1 ) < ∞, and we can choose N to be arbitrarily large, the right hand side of the above equation approaches 0 as n → ∞. This completes the proof of claim (21) . Now, take η n,k = Z 2 n,k /H(c n ). Then E(η n,k ) < ∞ and
Therefore,
as n → ∞, which implies that E(max 1≤k≤nZ 2 n,k ) is uniformly bounded and verifies item 1 of Lemma 9. Note that (19) implies that, for any k ≥ 0,
where we use the fact that H(c n ) = E(X 2 n,k ) = E(X 2 n,k+1 ), and we have denoted
It follows from (A2) that C n,k is uniformly bounded. This leads to the following equality:
which implies that, as n → ∞,
in mean. Therefore, the sequence also converges in probability. This verifies item 2. of Lemma 9.
We can now apply Lemma 9 and obtain that, as n → ∞,
Proof of Theorem 1 and Theorem 2.
Let {Z n,k , n ≥ 0, k = 1, . . . , n} be the martingale difference array defined as in (18) . We denote by M n = Z n,1 + · · · + Z n,n the corresponding martingale adapted to the filtration {F n , n ≥ 1}. Now we can use Proposition 10, which implies that, as n → ∞,
According to assumptions (A1)-(A2), we know that the partial sum S n of {X n,k , k = 1, . . . , n} can be written in terms of a martingale M n and an error term:
This implies that
Therefore, as n → ∞,
in distribution.
One can easily check that
in L 1 and, thus, also in distribution. Moreover, we claim that
We use assumption (A2), which implies that
Furthermore, lim n→∞ H(c n ) = ∞ since X 0 has infinite variance. This implies that
We have shown that
in distribution. In particular, this also implies that
Note that, by (1),
as n → ∞. By the Borel-Cantelli Lemma, we have
Combining the above facts, we have show that
in distribution, as n → ∞. This completes the proof of the Theorem 1.
To prove Theorem 2, we use the following Lemma by McLeish in [34] .
Lemma 11. SupposeZ n,k is a martingale difference array satisfying
Let {Z n,k , n ≥ 0, k = 1, . . . , n} be the martingale difference array defined as in (18) . We denote by M n = Z n,1 + · · · + Z n,n the corresponding martingale adapted to the filtration {F n , n ≥ 1}.
Note that the two conditions in Lemma 11 are very similar to those of Lemma 9. Consequently, the verification of conditions (a) and (b) is almost identical to those in Lemma 9, which we will omit here. Thus, for n → ∞, we have W n (Z, t) → W (t) weakly on D(J):
Using (25) , as n → ∞ we know that
weakly on D(J) as n → ∞, where σ = 3 Proof of Theorem 3 and Theorem 4.
We consider the filtration {F n , n ≥ 0} as defined in (9) and its remark. For any observable f : M → R, we define its induced functionf : M → R, such thatf
we assume H(t) is a slowly varying function at infinity. Let c n ∈ (0, +∞], with lim c n → ∞, such that lim
convergence to zero in distribution, as n → ∞. We definef n,k = (f · I |f |<cn ) • F k for any n ≥ 1 and k = 0, · · · , n. Above analysis shows that it is enough to consider the central limit theorem for this triangle array.
We consider the stochastic process
for n ≥ 0. We first show that for any fixed n ≥ 1, {X n,k , k = 0, ·, n} is a stationary sequence.
Lemma 12. For n ≥ 1 and any random variable h ∈ L 1 (M, µ),
In particular, for any n ≥ 1, {X n,k , k = 0, · · · , n} defines a stationary process.
Proof. For n ≥ 1, any g ∈ F n , and h ∈ L 1 (M, µ), the invariance of µ and the fact that g • F −n ∈ F 0 implies that
Thus, by the definition of conditional expectation, we have shown that the expectation of h • F n with respect to F n is E(h • F |F 0 ) • F n , which verifies (28). Applying the above formula for h =f n,0 − µ(f n,0 ), we then obtain
Now we have shown that {X n,k , k = 0, · · · , n} is a sequence of identically distributed, stationary random variables. Note thatf
Note that E 0 (f n,0 ) is the conditional average off n,0 on each unstable manifold; i.e., for any W u ∈ W u , there exists x u ∈ W u such that for any x ∈ W u , E 0 (f n,0 )(x) =f n,0 (x u ). Consequently, ξ n,0 can be represented as
with x u ∈ W u (x) for any x ∈ M such that W u (x) exists. We now claim that 1
We use assumption (A3), which implies that
Thus, it follows from (29) and Theorem 1 that we have
in distribution. This completes the proof of Theorem 3.
Next we prove Theorem 4. Without loss of generality, we assume µ(f ) = 0. Let J = [0, 1]. Let D(J) be the space of right continuous real valued functions on J, endowed with the Skorohod J 1 topology. Let X n,k := E n (f ·I |f |<cn )• F k , with n ≥ 1, k = 0, · · · n. We now consider a triangular array {X n,k , n ≥ 1, k = 0, . . . , n}, defined as
Note that H(c n ) = VarX n,k . We define a random function
Observe that W n (X, ·) is a right continuous step function, a measurable element of D(J), and W n (X, 0) = 0. The object of the invariance principle is to show that W n (X, ·) converges weakly to the standard Brownian motion process W on D(J). Next, we consider the process Y n,k :=f n,0 • F k . We form a random function such that
It follows from (29) that
Combining (A3) and Theorem 2, we obtain Theorem 4, which states that
Proof of Proposition 7.
For any piecewise Hölder continuous observable f : M → R, we letf be its induced function. Assume f ∈ H γ , with γ ∈ (0, 1), and we denote
where Hf (t) := E(f 2 I |f |<t ). And
. Theorem 4 implies that W n (f , t) converges to the Brownian motion W in D(J). Taking a random time N (t), we consider whether or not the same limit holds for W N (f , t).
To prove Proposition 7, we need the following lemma from Billingsley [4] -Theorem 14.4 about random change of time. Let N be a stopping time. We define W N (f , t) by
Lemma 13. If N n is a random index with N n /n → a in probability, where a > 0 is a positive constant, then
We now prove Proposition 7. Define a measure ν on M such that dν dµ (x) = mµ M (M ) for any x ∈ M m . Clearly, (33) holds with respect to the measure ν. Given n > 1, we fix
then n ′′ is the number of returns within n iterations under T , and n ′′ is a stopping time with respect to the filtration {F n }. Thus, by Lemma 13, we have
Apply Lemma 13 to R for the stopping time n ′′ , we know that for n → ∞,
} is tight, which implies that for any ε > 0, there exists C > 0 such that
Note that for n large, n ′ > n ′′ , thus as n → ∞,
Next, we have
As a result the following process also converges to zero in probability as n → ∞:
Combining the above facts as well as Theorem 4, we have shown the convergence holds with respect to the measure ν,
as n → ∞. Next we consider the measure µ M . Since M can be built into a tower based on M with height function R, (M, ν) can be viewed as isometric to the space (M, µ M ). For any x ∈ M, let π : M → M be the projection onto the base along trajectories. For any Holder function f : M → R, if x ∈ M \ M and min{k ≥ 1 : T k x ∈ M } = i then x belongs to the i-th level of the tower. For any n > 1, t ∈ (0, 1] and x ∈ M, let n ′′ be the number of returns to the base M within [nt] iterations along the trajectory of x. Then according to (34) , the following sequence converges to zero in probability:
in D(J) as n → ∞.
Sufficient conditions for estimating diffusion coefficients
The limiting law (16) can be interpreted in physical terms as superdiffusion, and the constant factors in the denominator refer to the so-called superdiffusion constant, which plays an important role in physics. Next, we introduce a set of new conditions, under which the superdiffusion constant can be characterized more specifically. These conditions can be applied to hyperbolic attractors. Later, we apply this theorem to all dynamical systems considered in this paper.
(B1) Let f ∈ H γ with exponent γ ∈ (0, 1). Assume there exist N > 0 and a set of real numbers A f = {a 1 , · · · , a N }, and for each n ≥ 1, the level set M n is decomposed into N connected sets
Assume there exists an observable E = E(f ), such that the induced functionf satisfies:
(B3) Assume there exists θ ∈ (−1, 1) such that
and for k = 2 ln n, · · · , n,
where θ ∈ (0, 1) is a constant.
Remark: Note that (B1) and (B4) implies that
for some uniform constant C > 0, where E n,k = (E · I R<cn ) • F k , and c n = √ n ln ln n. Furthermore, (B3) and (B4) imply that
Theorem 14. Let f be a Holder continuous function on M with exponent γ ∈ (0, 1) and
converges in distribution, as n → ∞. Moreover, the CLT holds for {f • T n }:
converges in distribution, as n → ∞.
Since J f is constant on each level set of R, and R•F n ∈ F n , clearly, X n is also F n -measurable. Thus we have the following decomposition:
We use assumption (B1) and (B4), which implies that
Next it suffices to verify conditions (A1)-(A2) for the process {X n }. Note that
By L'hospital's rule and (B2), we get
We choose a positive increasing sequence {c n } such that c n = √ n ln ln n. Clearly, we have lim n→∞ c n = ∞ and the following holds: lim
It follows from the above analysis that
This relation also tells us that in order to estimate the variance of the variance J f · I |J f |<cn , it is enough to estimate the tail distribution of the random variable µ(|J f | ≥ n). We denote a M := max{a k , k = 1, · · · , N } as the largest value that I f can take. Note that for any t > 0
Combining with (47), we know that for some constant C > 0:
Claim: We claim that for any n ≥ 1,
To prove this claim, we first get the following estimation for any b ≥ 0. Note that
where we have used (47) in the last step estimation. Combining with the above facts, we have
This finishes the claim (50).
In addition, we can check that
This allows us to bypass the complication of subtracting the expectation of J t in the above limit in our estimations. Thus (B2) implies that
which verifies (A1). Since (B3) and (B4) imply (A2), we get that
converges in distribution as n → ∞ by Theorem 3.
Combining with Theorem 6, we know that the CLT holds for {f • T n }:
6 Application to nonuniformly hyperbolic systems
Introduction of nonuniformly hyperbolic billiards
Let D ⊂ R 2 be a bounded open connected domain whose boundary is a finite union of C 3 compact curves:
D is called a billiard table and Γ 1 , . . . , Γ l are its walls. To generate dynamics, we let a point-like particle move inside the billiard table with unit velocity. Upon colliding with a wall, the particle bounces instantaneously such that its angle of incidence is equal to its angle of reflection. These dynamics are referred to as the billiard flow on D. The billiard flow induces a first return map T to ∂D often referred to as the billiard map. We will be studying the discrete-time dynamics of the billiard map and its associated statistical properties.
Assume that ∂D has a counterclockwise orientation. By construction, we have
The coordinates of the billiard map are given by (r, ϕ), where r is an arc length parameter on the boundary of the billiard table and ϕ is the angle of reflection relative to the normal direction. It is known that the billiard map preserves a probability measure on the collision space
where c µ = (2 |∂D|) −1 is the normalizing constant. The dynamics of the billiard map are completely determined by the shape of the table. In rectangles and ellipses, for instance, the dynamics are completely integrable. Sinai introduced the first class of chaotic billiards in 1970 [37] . In fact he showed that if ∂D is convex inwards and has no cusps, then the system is hyperbolic, ergodic, mixing, and K-mixing. Since then, many other classes of chaotic billiards have been studied; see for example the works of Bunimovich [5, 6] , Markarian [31] , and Wojtkowski [39] . We will focus on billiards which are nonuniformly hyperbolic. Although the central limit theorem has previously been proved in some of the cases we investigate, we believe that our methods have two advantages: they can be applied to a wide variety of dynamical systems and will give us a strong understanding of the variance of the normal distribution in the central limit theorem. To achieve this, we will be utilizing the theorems developed above which rely largely on the application of the martingale central limit theorem to the problem at hand.
The billiards in this chapter are nonuniformly hyperbolic and have polynomial rates of mixing. This slow mixing rate causes the classical central limit theorem to fail. It is therefore advantageous to construct a map induced by the billiard map which enjoys an exponential decay of correlations. In certain billiards this can be accomplished by considering a subset M ⊂ M in which we ignore "nonessential collisions;" these are sets in the phase space which contribute to the nonuniformity of the hyperbolicity. The classification of these collisions depends on the billiard table we are considering, so we will leave the specifics for subsequent sections. We can define a return time function
and an induced billiard map
Note that R can be extended to M almost surely as defined in (1) . Furthermore, we define m-cells M m in M as
The induced dynamical system preserves the probability measure µ on M , where
is an infinite partition of M into disjoint sets, each with positive probability. We define F 0 = σ(R) to be the σ-algebra generated by R, and F n = σ(R • F m , −∞ < m ≤ n) to be the smallest σ-algebra generated by R • F m with m ≤ n. To determine the diffusion constantσ f specifically, the following subsections will exhibit nonclassical central limit theorems forf , associated with any Hölder continuous function f : M → R on various billiard phase spaces; i.e., we will show that
f is a constant which depends on the shape of the table being studied. The main reason that we concentrate onf is that the CLT for the process {f • T n } follows from that of {f • F n }, as indicated by Proposition 7. This is an amazing result on the tables we study for several reasons. It is possible for trajectories of the billiard to become stuck in arbitrarily long sequences of "nonessential collisions," that is, many iterations may occur in M \ M . Consequently, the return time map R is unbounded in these systems. Furthermore, m-cells in these billiards have measure µ(M m ) ≍ m −3 . This means that R has infinite variance:
Although a trajectory (under T ) may become stuck in an arbitrarily large number of nonessential collisions, the central limit theorem indicates that this is highly atypical. However, this possibility does contribute to the nonstandard scaling factor found in the theorem. We see that the extra √ ln n leads to the variance of the average being σ 2 R n −1 ln n as opposed to the classical σ 2 R n −1 . Clearly, the variance in our case converges to zero more slowly, meaning that the convergence of the time average of R to its space average is also slower.
We next review the concept of a standard pair and state a growth lemma. For an unstable curve W and a probability measure ν 0 on the Borel σ-algebra of W , we say that the pair (W, ν 0 ) is a standard pair if ν 0 is absolutely continuous with respect to the Lebesgue measure, m W , induced by the curve length, with density function
Here the γ 0 exponent is the Hölder exponent which appears in the distortion bound for the map
is the distance between x and y measured along the smooth curve W . The notion of a standard pair was studied by Chernov and Dolgopyat in [12] . In particular, they considered families of standard pairs
We call G a standard family if W is a measurable foliation of a measurable subset of M , and there exists a finite Borel measure λ G on A, which defines a measure ν on M by
for all measurable sets B ⊂ M . In the following, we denote a standard family by G = (W, ν).
Define a function Z on standard families, such that for any standard family G = (W, ν),
For any unstable curve W ∈ W, any x ∈ W , and any n ≥ 1, let W k (x) be the smooth unstable curve in F k W that contains F k x. We define r k (x) as the minimal distance between F k x and the two end points of W u (F k x)). The following Growth Lemma was proved in [20, Lemma 6] .
Lemma 15 (Growth Lemma). Let G = (W, ν) be a standard family such that Z(G) < ∞. Then for any ǫ > 0,
For γ ∈ (0, 1), let H γ be the set of bounded functions f ∈ L ∞ (M, µ) for which there exists an integer n 0 ≥ 1, such that for any connected component A ∈ σ(R • F n0 ) and any x, y ∈ A,
with
Here σ(R • F n0 ) is the σ-algebra generated by the random variable R • F n0 . For every f ∈ H γ we define
It was shown in [20, Theorem 3] that for f, g ∈ H γ , and any integer k, the correlations of f and g • F k satisfy:
where C > 0 and ϑ ∈ (0, 1) are constants. For a fixed large constant C p > 0, any standard family G with Z(G) < C p will be called a proper family. The following was proved in [20, Theorem 2] .
Lemma 16 (Equidistribution). If G = (W, ν) is a proper family, then for any g ∈ H γ , with γ ∈ (0, 1),
where C > 0 is a constant.
We note here that in the sections that follow we are presenting examples of applications that demonstrate that our main theorems hold, since in most cases the central limit theorem has been proved for the following billiards. This was done by Bálint and Gouëzel for stadia [3] , by Bálint, Chernov, and Dolgopyat in the case of dispersing billiards with cusps [2] , and by Szász and Varjú in the case of Lorentz gas with infinite horizon [36] . We believe that our method is applicable to a wide variety of systems and will be useful in determining relevant variances and diffusion coefficients in those systems; we intend to demonstrate this claim in subsequent sections.
Maps with linear spreading property
In this subsection, we consider three types of systems which generate stochastic processes with the linear spreading property as defined below.
We say that a dynamical system has the linear spreading property for the one-step transition if the following three conditions are true for large enough m, n: (L1) Assume that there exists β > 1 such that F M m only intersects those cells M n with index n ∈ B m : = [m/β + c 1 , βm + c 2 ] for some constants c 1 , c 2 > 0. We also assume that 
for any i ≥ 1, where c 0 = β − β −1 −1 is the normalizing constant and c(m, n) is uniformly bounded.
(L4) Assume for k = 1, · · · , n − 1, for x belongs to any unstable manifold W u ⊂ M n , the unstable manifolds T k W u at T k x are expanded under T by a factor 1 + λ k , with
We first prove the Hölder continuity off . We now estimate the Hölder norm off , for any f ∈ H γ .
Lemma 17. For any γ ∈ (0, 1), any f ∈ H γ , any n ≥ 1, any x, y ∈ M n , the induced functionf has Hölder norm satisfies the following condition:
keep stretching in the unstable direction and shrinking in the stable direction, as k increases, thus we can assume that x, y lie on one unstable curve W ⊂ M n . By (L4), for k = 1, · · · , n − 1, the unstable manifolds T k W at T k x are expanded under T by a factor 1 + λ k , with λ k ∼ 1/k. We know that the length of F M n is of order O(n −1 ). Using the fact that F W is stretched in F M n , thus its length satisfies
Moreover, by the distortion bound, we have for
for some constant C 1 > 0. Combining with (61) and (63), we get,
Combining the above facts, we have
This implies thatf has Hölder norm of order n 1+γ .
We then prove a lemma, which verifies (B4). Let M i,j = ∪ j m=i M m be the union of cells with indices satisfying 1 ≤ i ≤ j. Denotẽ
Proposition 18 (Exponential decay of correlations forf i,j ). Letf be an induced function on M , andf i,j is as defined above for any 1 ≤ i ≤ j < √ n ln ln n. Then for all k ≤ 2 ln n,
where θ ∈ (0, 1) is a constant. On the other hand, for k ≥ 2 ln n,
Proof. For any set M m in M i,j , we foliate it into unstable curves that stretch completely from one side to the other. Let {W β , β ∈ A, λ} be the foliation, and λ the factor measure defined on the index set A. This enables us to define a standard family, denoted as G i,j = (M i,j , µ i,j ), where µ i,j := µ| Mi,j . Our first step in proving the decay of correlations is to estimate the Z function of F k G i,j . According to assumption (L3), F M m is a strip that has length ∼ m −1 and width ∼ m −2 . Also, by construction, the density of µ i,j is of order 1 on F M m . Thus we obtain for j < ∞,
Note that for any large m ≤ l, we have
where ǫ m,l is approximately the length of the smallest cell in M m,l , which is of order m −2 . Using Lemma 16, we have that
For any fixed large k, we truncatef i,j at two extra levels, with i ≤ p < q ≤ j, which will be chosen later, i.e.
The functionf i,q =f i,p +f p,q is bounded with f i,q ∞ ≤ C f ∞ q, and Hölder norm f i,q γ ≤ C f γ q 1+γ . Thus by (57), we know that
where we used the fact that
Next we estimate
Then one can check that
Similarly, we can show that
Next, we estimate
Combining the above estimations, we have
Now we choose
where θ = ϑ 2/3 . Note that for k > 2 ln n,
In this subsection we will show that it follows from Theorem 14 that the CLT holds for certain observable f on dynamical systems with the linear spreading property.
Proposition 19. For any observable f on M, assumef ∈ H γ for some γ ∈ (0, 1). Assume (B1) holds, with J f = I f R, such that I f = 0 is a constant. Moreover we assume the induced map (F, M ) satisfies (L1)-(L4). Then the CLT holds:
converges in distribution, as n → ∞, wherẽ
In addition, we have
converges in distribution, as n → ∞, where
Remark.
(1) Note that one can extend R to the entire phase space M, by defining
which can be viewed as the first hitting time. One can check that
which implies that lim
Consequently, the supperdiffusion constant σ f defined below as (73) is closely related to the tail distribution µ M (x ∈ M : R ≥ n):
(2) Note that if f = 1 − µ(R)I M , thenf = R − µ(R), with I f = 1, so the diffusion constants for the processes {f • T n } and {f • F n } are given by:
This implies that heavier tail for R implies faster diffusion for these processes. Note that
is the number of returns to M within n iterations under T , with µ M (N n ) = nµ M (M ). Thus the CLT for f implies that for any z > 0,
as n → ∞.
(3) Note that for any x ∈ M n ,f R(x) = I f + E(x)/n, which implies that
As n → ∞, the sequence f (x), . . . , f (T n−1 x) accumulates to the set R −1 (∞) in the phase space. Thus I f can be viewed as the "average value" of f in the set R −1 (∞). Thus processes {f • T n } generated by f with more weight on R −1 (∞) will have faster diffusion. This property holds for all dynamical systems with the algebraic spreading property (L1)-(L3). Examples include Bunimovich stadia and Skewed stadia.
Next we give the proof of Proposition 19.
Proof. We define J f = I f R, with I f = 0 being a constant. Define
Next we will show that if a system has the linear spreading property, then the process {X n } satisfies (B2-B3).
We choose a positive increasing sequence {c n } such that c n = √ n ln ln n; then, lim n→∞ c n = ∞. Now (B2) follows from (L2):
Next, we verify condition (B3). Since {R • F i } is stationary, it is enough to calculate the initial one-step conditional expectations. For m large, we have
where e m = n∈Bm c(m, n)nm −2 ≤ C e . Let a = µ(R). We define X n,0 = (R − a) · I R<cn+a ) and
Note that E n,0 is uniformly bounded and σ(R)-measurable. This verifies (B3). Now the CLT follows from Theorem 14.
Next, we study two systems that have the linear spreading property. More precisely, we will verify conditions (B1), (L1)-(L4), and the fact that for any Holder observables f on M, c M,f = I f · c M for these systems.
Stadia
The stadium billiard table, introduced by Bunimovich in 1974 [5] , is comprised of two equal semicircles which are connected by two parallel lines. Let l > 0. We consider a region in the plane delimited by two semicircles of radius 1, joined by two horizontal segments of length l, tangent to the semicircles. To a point on the boundary of this set and a vector pointing inwards, we associate an image by the usual billiard reflection law. This defines the stadium billiard map T : M → M. This map admits a unique absolutely continuous invariant probability measure µ M . A point in the phase space x ∈ M is given by (r, ϕ) where r ∈ [0, 2π + 2l] is the position on the boundary, and ϕ ∈ [−π/2, π/2] is the angle with respect to the normal to this boundary at r. The invariant measure µ M is given by dµ M (r, ϕ) = cos ϕ dr dϕ 4(π + l) .
Dynamics on the stadium have been shown to be nonuniformly hyperbolic, ergodic, and mixing; for some discussion of these facts see [5, 6, 15] . Chernov and Zhang proved in [19] that correlations in stadia decay polynomially, in fact, they decay as O(1/n). As a consequence, billiards in stadia do not satisfy the classical central limit theorem.
The induced billiard map on stadia is discussed extensively in [15] . We let M ⊂ M consist only of first collisions at focusing arcs and let the induced billiard map F : M → M and return time function R : M → N be defined as previously mentioned. Note that M consists of two identical parallelograms with sides bounded by ϕ = ±π/2 and two line segment with slope dϕ/dr = −1/2. So by symmetric property, the
Note that the measure of the set M was incorrectly calculated in Formula (3) of reference [3] , with µ M (M ) = Note that the stadium billiard has 4 singular points based on the two arcs, each of which has infinite free flight in the unfolding space of the table (by removing the straight sides). This implies that {M n } has exactly 4 converging subsequences, denoted as M n = ∪ 4 k=1 M n,k . We also denote M n,5 := M n,1 for convenience of notations. For x ∈ M n , its image will hit the flat sides of the stadia n − 1 times before hitting another arc. Also note that the collision angle along the trajectory T k x, k = 1, · · · , n − 1, is invariant. By symmetric property of the table, one can check that the entire set ∪ m≥n ∪ for some uniform constant C > 0. One can check that
This verifies (L2).
It was shown in [5, 15, 18] that F x ∈ M n for any x ∈ M m , where n ∈ B m := [m/3 + c 1 , 3m + c 2 ] for some constants c 1 , c 2 > 0. Moreover, for condition (L1) we have θ := 3 ln 3 4 = 0.824 < 1.
It was shown in [8, 9] that if x ∈ M m , then F x ∈ M k for some m/3 + o(1) ≤ k ≤ 3m + o(1) and that we have the transition probability
which verifies (L3). It was proved in [15] Chapter 8, that for k = 1, · · · , n− 1, for x belongs to any unstable manifold W u ⊂ M n , the unstable manifolds T k W u at T k x are expanded under T by a factor 1 + λ k , with
This verifies (L4).
Let f be a piecewise Hölder continuous on M with Hölder exponent γ ∈ (0, 1) and we assume µ M (f ) = 0. Here we also assume f is Hölder continuous on a small neighborhood of the set {(r, 0) : r ∈ A}. Next define I f such that
Note that for any fixed k = 1, . . . , 4, any x ∈ M n,k , its forward images T i x = (r i , ϕ i ) will only hit uniformly on the flat sides, for i = 1, . . . , n − 1, with
and
Since the Riemann integral approximation of I f can be obtained by sampling f (r, ϕ 1 ) with respect to the uniform partition of each interval r ∈ [0, l] and r ∈ [l + π, π + 2l]; using the Hölder continuity of f , one can show that for n large, any
where γ ∈ (0, 1) is the Hölder exponent of f . Note that I f does not depend on k. This implies that we can define J f = I f R. Moreover, there exists a function E = E(f ), such that for any x ∈ M n ,
where E = O(R 1−γ ). We define E n,k = (E · I R<cn ) • T k , for n ≥ 1, and k = 0, . . . , n − 1. Note that
This verifies (B1). Now it follows that (13) holds with 1 + θ 1 − θ = 4 + 3 ln 3 4 − 3 ln 3 .
Therefore, the stadium satisfies conditions (L1)-(L3) and all assumptions of Proposition 19 are satisfied. Combining the above facts and Proposition 19, we have proved the following results.
Theorem 20. Let f be a piecewise Hölder observable on M with µ M (f ) = 0 andf ∈ H γ , such that f is Hölder continuous on a small neighborhood of the singular set {(r, 0) : r ∈ A}. Assume r∈A f (r, 0) dr = 0. Then the sequencef
converges in distribution, as n → ∞, with
Skewed stadia
We now turn our attention to the skewed (or drivebelt) stadia. These tables are constructed by connecting a major arc Γ 1 with central angle θ 0 ∈ (π, 3π/2) and a minor arc Γ 2 with central angle θ 1 ∈ (0, π/2) by two straight lines of length l. We assume both arcs have radius 1. These billiards were introduced by Bunimovich in [5] , where he also established their hyperbolicity and ergodicity. More recently, [19] proved that skewed stadia have polynomial decay of correlations. We will use facts from both references in our analysis. By unfolding the table, we can first consider the phase space M to be made up only of collisions with the arcs. Unlike straight stadia, using this method produces billiards with finite horizon since the lines used to connect arcs are not parallel.
The billiard map T : M → M admits a unique absolutely continuous invariant probability measure µ M . A point in the phase space x ∈ M is given by (r, ϕ) where r ∈ [0, l 0 ] is the position on the boundary, with |∂D| = θ 0 + θ 1 + 2l, and ϕ ∈ [−π/2, π/2] is the angle with respect to the normal to this boundary at r. The invariant measure µ M is given by dµ M (r, ϕ) = cos ϕ dr dϕ 2|∂D| .
We let M be the set of all first collisions with a given arc, so that M m is made up of points which collide with the same arc m times. In [17] , the induced space M and the structure of the associated m-cells described in detail. We let the induced billiard map F : M → M and return time function R : M → N be defined as previously mentioned. Note that M is the union of two parallelograms, one corresponds to the smaller arc, the other to the larger arc, we call them small and big parallelograms, respectively. The large parallelogram has sides bounded by ϕ = ±π/2 and two line segment with slope dϕ/dr = −1/2; and the small parallelogram has sides bounded by ϕ = ±π/2 and two line segment with slope dϕ/dr = −1/2. Thus the measure of M satisfies (sin θ 0 + sin θ 1 ).
We define the r-coordinate such that r = 0 at one end point of the major arc, and r = θ 0 at the other end point.
Note that there exist two symmetric families of vectors A 1 := {(r, 0) : r ∈ [0, θ 0 − π]} and A 2 := {(r, 0) : r ∈ [π, θ 0 ]}, such that T A 1 = A 2 and T A 2 = A 1 . Moreover, any x ∈ A 1 ∪ A 2 , its trajectory passes through the center of the major arc, and reflects from one-side of Γ 1 to the other side.
Note that Skewed stadia is similar to the Bunimovich Stadia, in particularly, the verification of (L3)-(L4) are the same, so we will only concentrate on (L1)-(L2).
To estimate the constant c M in (L2), we need to estimate the measure of the set (R ≥ n). Note that for x ∈ M n , its image will hit the set A 1 ∪ A 2 for n − 1 times before exiting to other part of the boundary. Also note that the collision angle along the trajectory T k x, k = 1, . . . , n − 1, is invariant. Thus the set ∪ n−1 k=1 T k M n is squeezed between by a line with equation
for some constant C > 0 and the line ϕ = 0. Thus
The skewed stadium enjoys many of the same properties as the straight stadium; for instance, the induced billiard map F has exponential decay of correlations and the measure of an m cell is µ(M m ) ≍ m −3 . However, for a point x ∈ M m we have that F x ∈ M n , where
Note that there are 4 families of subsequences in M ′ n ⊂ M n , n ≥ 1 that accumulate at the tangential vectors of the two arcs. These subsequences have smaller order of measure µ(M ′ n ) = O(n −4 ). Consequently, we will ignore these points in below estimations as one can check that they do not contribute to abnormal central limit theory.
Although points still spread linearly in m, we see that they can travel further than those in straight stadia. This wider range affects the normalizing constant present in the transition probabilities between cells, and we have
Therefore, skewed stadia are linear spreading, and we have the CLT (13) with
This verifies (L1). For skewed stadia, we define the set A 1 ∪ A 2 ⊂ {x ∈ M : R(x) = ∞} consist of the family of two-periodic points whose trajectories passing through the diameter of the major arc. In addition, we define A = {r : (r, 0) ∈ A 1 ∪ A 2 } as the range of r-coordinates of these periodic points. For any piecewise Hölder observable f on M with µ M (f ) = 0 andf ∈ H γ , such that r∈A f (r, 0) dr = 0 and f is Hölder continuous on a small neighborhood of the singular set {(r, 0) : r ∈ A}.
We define I f such that
Note that for any n large, any x ∈ M n \ M ′ n , the forward images T k x = (r k , ϕ k ) will only hit evenly on the two end sides of Γ 1 , k = 1, . . . , n − 1, accumulating to points in A 1 ∪ A 2 , as n → ∞. In particular, we have
Also note that the collisions at the curves A 1 and A 2 alternate, thus
Since the Riemann integral approximation of I is obtained by uniform partition of each interval [0, θ 0 − π] and [π, θ 0 ], by the Holder continuity of f one can show that for n large, any x ∈ M n ,
where E = O(R 1−γ ). Here we used the fact that the function f is Hölder continuous with exponent γ in the variables (r, ϕ) on a small neighborhood of A 1 ∪ A 2 . This verifies (B1). Combining the above facts and Proposition 19, we have proved the following theorem.
Theorem 21. Let f ∈ H γ with µ M (f ) = 0 and f ∈ H γ , such that f is Hölder continuous on a small neighborhood of the singular set {(r, 0) : r ∈ A}. Assume I f = 0, then the sequence
Billiards with algebraic spreading property
Let f be a Holder continuous function on M with exponent γ ∈ (0, 1). Assume (B1) and (B2) hold. More precisely, there exist N > 0 and a set of finite real numbers A f = {a 1 , · · · , a N }, and for each n ≥ 1, the level set M n is decomposed into N connected sets
We now define a function
with the property that Var( n−1 k=0 E n,k ) < Cn for some uniform constant C > 0, where E n,k = (E · I R<cn ) • F k , and c n = √ n ln ln n. Moreover, (B2) implies that there exists c M > 0 such that
In this subsection, we first list some sufficient conditions (G1)-(G2) for dynamical systems to guarantee the algebraic spreading property, which is defined for k ∈ 
Note that conditions (G1)-(G2) are simply designed for the semi-dispersing billiards as well as billiards with cusps, although we could make them more general.
We denote
. . , n, and H(c n ) = Var(X n,k ), where c n = √ n ln n. It follows from similar argument that if the induced system (F, M ) satisfies (G1)-(G2), then the process {X n } satisfies (A1)-(A2). Next we verify condition (A2).
Let us first assume (G2) holds. We have, for any k = 1, · · · , N , any m large,
where e m = O( √ m). This implies that we can take θ = 0 and E n,0 = c 2 n m=1 e m I Mm . Thus, we have
where C, C 1 > 0 are uniform constants. This verifies (A2). For any n ≥ 1, E n,0 is bounded by c 2 n and is piecewise constant on M . It follows from results in [20] that E n,0 enjoys exponential decay of correlations under the induced map F . More precisely, there exists θ 1 ∈ (0, 1) and constant C > 0 such that
This implies that there exists C 2 > 0 such that
Combining the above facts, we have proved the following lemma.
Lemma 22. For algebraic spreading processes satisfy (B1)-(B2) and (G1)-(G2), condition (B3) holds with θ = 0.
Thus, it is sufficient to verify (B1)-(B2) and (G1)-(G2) to get the CLT according to Theorem 14.
Proposition 23. For any continuous observable f on M, assumef ∈ H γ for some γ ∈ (0, 1) satisfies (B1)-(B2).
Moreover we assume the induced map (F, M ) satisfies (G1)-(G2). Then the CLT holds:
Next, we study two systems that have the property of algebraic spreading.
Dispersing billiards with cusps
Here we consider billiards with cusps, where the table is made of three curves, in which two identical curves touches tangentially at a point p that forms a cusp. The table is constructed such that the tangent line of the two symmetric boundary at p is perpendicular to the third curve. The decay rates of correlations for billiards with cusps was first studied in [16] . It is known that the billiard map on these tables is hyperbolic and ergodic; however, the hyperbolicity is nonuniform. As a result, correlations decay polynomially. In fact, it was proved in [19] that the rate of mixing is ≤ const · n −1 . Recently, it was shown by Bálint, Chernov, and Dolgopyat in [2] that a central limit theorem does hold in these systems for Hölder continuous functions; we again restrict our attention to the return time map.
On these tables the dynamics are nonuniformly hyperbolic when trajectories become trapped in a cusp for a large number of iterations. We wish to remove these collisions from our consideration, so for simplicity, we have assumed our table has only one cusp at point p with arclength parameter r = 0. We construct the subset M ⊂ M by Note that M consists collisions on the complement of Γ 1 ∪ Γ 2 .
The cell M n (where n is large) is made by trajectories that go deep into the cusp and after exactly m1 bounces off its walls exit it. We use the results and notation of [2] . Let a cusp be made by two boundary components Γ 1 , Γ 2 . Choose the coordinate system such that the equations of Γ 1 and Γ 2 are, respectively, y = g 1 (x) and y = g 2 (x), where g i are convex C 3 functions, such that g i (x) > 0 for x > 0, and g i (0) = g i (0) = 0 for i = 1, 2. The Taylor expansion for the functions g i can be represented as
where a i = f g ′ i (0) > 0 is the curvature of Γ i at the point p. We denoteā = (a 1 + a 2 )/2. Since the corner point p is the end point of both Γ 1 and Γ 2 , thus the coordinate r takes two values at the cusp p, which we denote as r ′ , r ′′ , respectively. We denote A 1 = {(r ′ , ϕ), ϕ ∈ [−π/2, π/2]} and A 2 = {(r ′′ , ϕ), ϕ ∈ [−π/2, π/2]} as the two vertical boundaries in M at the corner point p.
We let the induced billiard map F : M → M and return time function R : M → N be defined as previously mentioned. Note that M consists of all collisions on ∂D \ (Γ 1 ∪ Γ 2 ), thus the measure of M satisfies
To prove the CLT, we need to check conditions (G1)-(G2) and (B1)-(B2).
To estimate the constant c M in (B2), we need to estimate the measure of the set (R ≥ n). Note that the collision angle along the trajectory T k x, k = 1, · · · , n − 1, is invariant. Thus the set ∪ n−1 k=1 T k M n is squeezed between by a line with equation
as proved in [2] . Now we let n → ∞ to get
Let f be a piecewise Hölder observable on M with µ M (f ) = 0 andf ∈ H γ such that f is Hölder continuous on a small neighborhood of the singular set A 1 ∪ A 2 . Using [2] , we can get the estimation on the sum for x ∈ M n ,
where (r k , ϕ k ) are the standard coordinates of the reflection points, and
for some uniform constant C > 0.
We define E n,k = (E · I R<cn ) • T k , for n ≥ 1, and k = 0, · · · , n − 1. Note that
For any n ≥ 1, E n,0 is piecewise constant on M . It follows from results in [20] that E n,0 enjoys exponential decay of correlations under the induced map F . More precisely, there exists θ 1 ∈ (0, 1) and constant C > 0 such that for
This implies that there exists C 1 > 0 such that
which verifies (B3). Combining the above facts and Proposition 23, we have proved the following results.
Theorem 24. Let f ∈ H γ , with µ M (f ) = 0 and f is Hölder continuous on a small neighborhood of the singular set A 1 ∪ A 2 . We assume
√ cos ϕ dϕ = 0, then the sequence
Note that in [2] , the authors also proved the CLT for piecewise Hölder observable function f with discontinuity contained in the singular set of T ±k , for some k ≥ 1. The improvement here is that we only require that f ∈ H γ is Hölder continuous on any stable manifolds, and f is Hölder continuous on a small neighborhood of the singular set {(r, 0) : r ∈ A}. This improvement allows us to include more examples of processes {f • T n }. One such example is that we can take a union of stable manifolds W s , and a small neighborhood U of A 1 ∪ A 2 , such that f = I W s + I U . Then we still can apply the above CLT for this process {f • T n }.
Semi-dispersing billiards
Billiards in a rectangle with a finite number of obstacles removed are known as semi-dispersing billiards. We consider a rectangle R with dimensions l 1 by l 2 , and place a finite number of obstacle B = ∪ N i=1 B i in the rectangle. The table is obtained by removing these three obstacles D = R \ B.
The phase space M is made of finite number of connected components. We define the reduced phase space M as made up only of collisions with the convex obstacles. We let R : M → N be defined as the first return time function that defines the induced map. Note that M consists all collisions on ∂B. Thus the measure of M satisfies
The induced map F : M → M is then equivalent to the well-studied Lorentz gas billiard map on a torus with infinite horizon [17] , which is known to have exponential decay of correlations; see [15] . More precisely, the particle can move freely parallel to a unit lattice vector without ever colliding with a scatterer; this property is called infinite horizon. The structure of the m-cells M m = {x ∈ M : R(x) = m} is examined thoroughly in [8, 9, 15] ; we will make use of some of the facts presented in those references. It was proved by Szász and Varjú in [36] that a non-classical central limit theorem is satisfied in this billiard. It was proved in [19] that this system has a decay of correlations bounded by const · n −1 . We will consider three configurations of the semidispersing billiards. once more have that the expectation of the return time map R is finite. It is also known that for a point x ∈ M m we have F x ∈ M n , where
Moreover, for the transition probabilities between cells, we have for admissible n that
From this it is clear that semi-dispersing billiards are square spreading. Note that
We have, for any m large,
where e m = O( √ m). This implies that we can take θ = 0 and E n,0 = 
Proposition 25 (Exponential decay of correlations forf i,j ). Letf be an induced function on M , andf i,j is as defined above for any 1 ≤ i ≤ j ≤ ∞. Then for all k sufficiently large,
Proof. For any set M m in M i,j , we foliate it into unstable curves that stretch completely from one side to the other. Let {W β , β ∈ A, λ} be the foliation, and λ the factor measure defined on the index set A. This enables us to define a standard family, denoted as G i,j = (M i,j , µ i,j ), where µ i,j := µ| Mi,j . Our first step in proving the decay of correlations is to estimate the Z function of F k G i,j . For semi-dispersing billiards, F M m is a strip that has length ∼ m −1/2 and width ∼ m −2 . Also, by construction, the singular set is close to grazing collisions, so the density of µ i,j is of order ∼ m 1/2 on F M m . Thus we obtain for j ≤ ∞,
Note that for any large m < l, we have
where ǫ m,l is approximately the width of the smallest cell in M m,l , which is of order m −2 . Using Lemma 16, we have that
Combining the above facts and Proposition 23, we have proved the following result.
Case II. Semidispersing billiards with N channels of free flights
Assume the semi-dispersing table has exactly N channels of free flights in the unfolding space of the billiard table by removing all flat sides of the boundary. For simplicity, we assume the table is a square with length l.
For any i ∈ {1, . . . , N }, we consider the i-th channel in the unfolding space, which is defined as the unbounded region bounded by two parallel tangent lines l We denote A i , i = 1, . . . , N as the range of r-coordinates on the boundary of the square, such that for any point (r, ϕ i ), with r ∈ A i , its trajectory is parallel to the i-th channel. Note that |A i |/2 is the width of the corresponding channel. We now define
For any n ≥ 1, we decompose M n = ∪ N k=1 M n,k into N components, such that for any x ∈ M n,k , its trajectory is contained in the k-th channel in the unfolding space. Let
xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xxx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x x xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx xx be the collection of all collision vectors in M, whose forward trajectories experience at least n-iterations in the i-th channel.
We now define
Clearly, J f satisfies condition (B1). Moreover, similar to case I, we can get the estimation on the sum for x ∈ M n,i ,
for some uniform constant C > 0. To estimate the constant c M , we need to estimate the measure of the set U n,i . Note that for x ∈ M n,i , its image will hit the boundary set with r-coordinates in A i for n − 1 times before exiting the associated channel. Also note that the collision angle along the trajectory T k x, k = 1, · · · , n − 1, is invariant. Thus the set ∪ m≥n ∪ m−1 k=1 T k M m,i is squeezed between by two parallel lines with equations:
By the symmetric property of the billiard table, we have converges in distribution, as n → ∞, with
