









































































メッシュ（緯度差 30 秒，経度差 45 秒で，
















































SVR は，入力 xi    n ,i ＝ 1,2,…,l か






距離を表すスラック変数 ξ ，ξ ＊に応じた
ペナルティが与えられるため，ξ ，ξ ＊が
小さくなるような最適な回帰係数を算出
する。ε チューブとスラック変数 ξ ，ξ ＊
の概念を図 2 に示す。
SVR では，回帰関数 f を式（2.1）とす
る。ω は l 次元の重みベクトル，b はバイ
アス項である。
本 稿 で は，SVR の な か で も ε -SVR を
利用する。ε -SVR は，予め定めた C>0，
ε>0，スラック変数 ξ ，ξ ＊を用いて，式
（2.2）として定式化される。
ここで非線形回帰を線形回帰として扱
うために，ω t Φ（xi）を K（xi, x j）＝Φ（xi）t 
Φ（x j）と置き換え，ラグランジュ未定乗
数法を用い，α i と α i
＊をラグランジュ乗
－ 33 －




































































































は，3 次メッシュ（1 辺の長さ約 1km）の
1つのメッシュとした。3県に含まれる第
1 次地域区画（1 辺の長さ約 80km）は，図
6 で示す 5136，5137，5138，5236，5237，
5238，5239，5336，5337，5338，5339，





e-Stat から平成 22 年国勢調査（国勢
調査 - 世界測地系 1km メッシュ）につい
－ 36 －
図 6　取得した地域データセットの範囲








て，第 1 次地域区画 15 コード分を取得
し，26,419 件の地域データセットに格納
した。地域人口に関する基本的な統計量
を表 1 に示す。また，人口を 0 及び 1,000























平成 21 年度の土地利用 3 次メッシュ
データ xi と土地利用細分メッシュデータ
（1辺の長さ約100m）xii について，第1次地
域区画 15 コード分を取得した。3 次メッ
－ 37 －





























平成 23 年度の標高・傾斜度 3 次メッ
シュデータ xiii について，第 1 次地域区







シュ xiv（3 次メッシュ）について，第 1
















公共施設データ xv は平成 18 年度，避難
施設データ xvi は平成 24 年度，バス停留所


































































































































ε ＝ 0.1 により固定して行うこととした。
◦線形カーネルについて


















図 12 から C を大きくしたとき，評価指
標値がともに向上することがわかった。




ことを考慮し，C ＝ 4 を最適なパラメー





ε ＝ 0.1，C ＝ 4 とし，γ に関して値を変
化させた結果を図 13 に示す。





ε ＝ 0.1，C ＝ 4 とし，また，α ＝ 0，p ＝
3（ともにデフォルト値）として，γ に関
して値を変化させた結果を図 14 に示す。
図 14 からγ を大きくすることで評価指標
値が向上し，γ ＝ 0.10 において線形カー
ネルにおける評価指標値を上回ることが
わかった。
そこでε ＝ 0.1，C ＝ 4，γ ＝ 0.10 として，
α と p に関して値を変化させた結果を図







図 13　RBF カーネルにおけるγ の影響図 12　線形カーネルにおける C の影響
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適化に非常に時間がかかることからα ＝





ネル（ C ＝ 4，ε ＝ 0.1，γ ＝ 0.1，α ＝ 1，
p ＝ 5）とする SVR により構築した。
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