Feature selection is an important task in data mining and machine learning to reduce the dimensionality of data and improve the performance. However, feature selection is still a challenge task especially for the large-scale problems with small sample size and extremely large number of features. A variety of methods have been applied to solve the feature selection problems, in which evolutionary algorithm has recently attracted increasing attention and made great progress. In this study, a two-stage decomposition cooperating coevolution strategy for feature selection (CCFS/TD) is proposed. In the first stage, the proposed algorithm decomposes evolutionary process into k-level and evolves by cooperating coevolution for each level. Then, in the second stage, evolution process of each level is further decomposed into several independent processes. The selected subset of features are determined by the results of all independent processes through majority voting. Experiments on ten benchmark datasets are carried out to verify the effectiveness of the proposed method. The results demonstrate that the proposed CCFS/TD can obtain better classification performance with a smaller number of features in most cases in comparison to some existing methods.
I. INTRODUCTION
Feature selection (FS) plays a fundamental role in data mining and machine learning areas. However, it is difficult to determine which features are useful without prior knowledge, and thus a large number of features are needed to be taken into consideration to the dataset, where there may exist noisy and useless features. The irrelevant and redundant features are useless to classification, and may reduce the classification performance. It is due to ''the curse of dimensionality'' caused by a large number of features, which is still a major challenge in classification [1] . Feature selection (See Fig.1 ) aims to select a subset of relevant features from the whole The associate editor coordinating the review of this manuscript and approving it for publication was Mario Luca Bernardi .
features to describe the target concept. By deleting irrelevant and redundant features, FS can reduce the number of features, speed up the learning process, simplify the learned model, and improve the classification performance [2] .
Feature selection aims to maximize the classification accuracy through selecting an optimal subset of features from input data. Although FS has been studied for many decades, it is still a challenging task especially on high-dimensional data due to its large search space [2] . When the number of original features is n, the total number of possible solutions is 2 n . In other words, the search space grows exponentially with the number of features increase. Thus, the exhaustive search for the optimal feature subset of a specific dataset is almost impossible in most cases. Hence, different search strategies, such as complete search, greedy search, heuristic search, and random search are explored and applied to feature selection [2] - [6] . However, most existing feature selection methods still suffer from stagnation in local optima and high computational cost [7] , [8] . Therefore, an efficient global search technique needs to be explored to solve the feature selection problems. Recently, evolutionary algorithm (EA), such as genetic algorithms (GAs), genetic programming (GP), differential evolution (DE), particle swarm optimization (PSO), and ant colony optimization (ACO), has attracted great attention in the feature selection due to its strong global search ability [9] . GA is the first evolutionary computation technique widely applied to feature selection problems. Siedlecki and Sklansky [10] firstly proposed an individual representation of a binary string, where ''1'' represents the corresponding feature is selected and ''0'' means not selected. Hunt et al. [11] developed GP-based hyper-heuristic for wrapper feature selection. Their results showed that the proposed algorithm improved the classification performance and reduced the number of features. PSO has been applied to many problems and shown superior performance [12] . Recently, some researchers further applied PSO to feature selection [7] . Xue et al. [13] proposed new initialization mechanisms, which mimic the sequential feature selection methods. The experimental result showed that the proposed approach could achieve smaller feature subsets with better classification performance.
However, classical EAs are easy trapped in a local optimum when it is used to solve high-dimensional problems. Their performance deteriorates rapidly when the dimensionality of the search space increases. Cooperative coevolution (CC) has been proposed by Potter and De Jong [14] as a promising method to solve the high-dimensional problems in EA. It uses a divide-and-conquer approach to divide the decision variables into subcomponents of smaller sizes and then optimizes each of these subcomponents using a separate EA. The success of CC has attracted many researchers to incorporate CC into other evolutionary techniques such as GAs [15] , evolutionary programming [16] , evolutionary strategies [17] , PSO [18] , and DE [19] . Derrac et al. [15] proposed a cooperative coevolution algorithm for feature selection based on GAs. The experimental results showed that the proposed algorithm reduced the computational time. CC was firstly applied to PSO by Van den Bergh and Engelbrecht [18] . They decomposed an n-dimensional problem into ks-dimensional problems (s << n). CC was also used with DE in [20] , [21] , where the decision variables were divided into two equally sized subcomponents. Subsequently, the researchers proposed different decomposition strategies [22] , [23] . These studies show that cooperative coevolution evolutionary algorithm (CCEA) can effectively jump out of local optimum when solving high-dimensional problems. However, the number of selected features obtained by traditional CCEA is still large. In this paper, we proposed a modified cooperative coevolution algorithm with two-stage decomposition strategy (CCFS/TD) to efficiently reduce the number of selected features. Specifically, we will investigate the following research issues:
• How to design a cooperative coevolution decomposition strategy considering the interaction among features;
• Whether the designed CC decomposition strategy can improve global search for feature selection in highdimensional datasets;
• Whether the feature subsets selected by the proposed algorithm are smaller enough and can achieve similar or better classification performance compared with the original feature sets;
• Whether the proposed methods outperform the traditional and other latest FS methods. The remainder of this paper is organized as follows. Section 2 introduces the related work. Section 3 describes the proposed method. Section 4 illustrates the experimental design, and section 5 presents the experimental results and discussions. Finally, section 6 concludes this paper briefly.
II. RELATED WORKS A. FEATURE SELECTION BASED ON EVOLUTIONARY ALGORITHM
EAs have recently attracted much attention in feature selection due to their good global search ability. Several studies have investigated the effectiveness of EA-based methods in feature selection process. Oreski and Oreski [24] proposed a hybrid GA with neural-networks (HGA-NN) to evolve an optimal feature subset. In HGA-NN, an incremental stage was applied to enhance the creation of the initial population, which increased the diversity of the genetic material. Liu et al. [25] proposed a novel GA-based feature selection approach, in which the prior knowledge about financial distress prediction was used to group with similar features. A filter approach was used to rank all features in the same group and only top-rank features from each group were chosen to participate in the selection process by GAs algorithm. Although the two-step selection approach is efficient, it skips the interaction between features. In order to effectively solve these problems, Liu et al. [26] proposed a hybrid genetic algorithm with wrapper-embedded feature approach for selection approach (HGAWE), which combines genetic algorithm (global search) with embedded regularization approaches (local search) together. Recently, GAs were employed to select features in hierarchical feature spaces [27] . Two new mutation operators were proposed to deal with redundant features in a hierarchical space. The experimental results showed the GAs-based algorithm achieved better performance than two state-of-the-art hierarchical feature selection algorithms. Most GP-based feature selection algorithms perform feature selection by selecting features used in the final trees [28] , [29] . Recently, Viegas et al. [30] proposed a GP-based feature selection algorithm, in which each inner node of GP was a set operator, and each leaf node was an original feature. DE recently has been applied to solve feature selection problem and most studies focused on improving the searching mechanism and representation. Khushaba et al. [31] proposed a hybrid feature selection approach by combining DE and ACO. Experimental results showed that the proposed algorithm achieved better performance than other traditional feature selection approaches. Later, Khushaba et al. [32] proposed a new encoding scheme, each individual as a vector of floating numbers and the dimensionality was the number of features. Xue et al. [33] proposed a multi-objective DEbased feature selection approach. Their experimental results showed that the proposed approach obtained smaller feature subset and achieved better classification performance than single objective approaches. Then, Hancer et al. [34] also applied DE to achieve filter-based feature selection. The proposed algorithm combined two filter criteria (ReliefF and FisherScore) were used to the rank measure, and the normalized mutual information was used as the relevance measure. Here, the experimental results showed that DE-based algorithms evolved small feature subsets obtain better classification accuracy than that of the method using all features. The above results indicated that the traditional EA are prone to be stuck in local optimum when apply to high-dimensional problems, and CC may be a promising method for tackling those problems.
B. COOPERATIVE COEVOLUTION
Cooperative coevolution technique is a divide-and-conquer strategy for large scale optimization problems [35] . The high-dimensional problem is decomposed into several low-dimensional sub-problems which can be optimized separately. Then it obtains an overall solution combination subsolutions obtained by solving each sub-problem. However, the performance of CC may be influenced by the choice of decomposition strategy.
Potter and De Jong [14] firstly decomposed an n-D problem into n 1-D problems, which only had a maximum of 30 dimensions. Liu et al. [16] firstly tried to apply cooperative coevolution to solve large scale problems with 1000 dimensions and they showed that CC exhibits better scales when the dimensionality of the problem increases. However, the efficiency of the proposed algorithm drops when separable functions were used to solve non-separable problems in most cases. Later, Yang et al. [36] proposed the random grouping decomposition strategy, and achieved good performance on a set of benchmark functions with up to 1000 variables. These studies show that CC can effectively avoid trapping in local optima of high-dimensional problems. However, the number of remaining features is still large. Therefore, we proposed a novel two-stage decomposition method based on CC for feature selection on high-dimensional problems. In the first stage, the proposed algorithm decomposes evolutionary process into k-level and evolves by CC for each level. As the processes of evolution are connecting sequentially, the number of remaining features will decrease gradually. Then, to improve the relevance and stability of obtained features, evolution process of each level is further decomposed into several independent processes. The more detailed processes are depicted in the next section.
III. PROPOSED METHOD A. COOPERATIVE COEVOLUTION DIFFERENTIAL EVOLUTION
Cooperative coevolution differential evolution (CCDE) proposed by Shi et al. [21] adopts the cooperative coevolution architecture to improve the performance of the DE. Nicolás and Domingo [37] proposed a new constructive method base on cooperative coevolution. The method can be easily extended to almost any kind of classifier. Later, for the problem of instance selection, the literature [38] presented a cooperative evolutionary approach which divided the set of instances into several subsets of separate searches. The proposed model has the advantage over standard methods that it does not rely on any specific distance metric or classifier algorithm. Combined with previous studies, the cooperative model on feature dimension can be seen in Fig.2 . As shown in Fig.2 , This population is made up of N m independent subpopulations. The whole feature is approximately divided into N m equal parts and each part is assigned to a subpopulation. Each individual of a subpopulation is a subset of features for the corresponding subset of stratum. Every subpopulation is evolved using a standard genetic algorithm. Then, each member of the population of combinations is the combination of an individual from every subpopulation. For the feature selection problem, the new representation of CCDE technique is shown in Fig.3 .
According to Fig.3 , the crucial idea is to divide a dataset of D-dimensional into ms-dimensional sub-datasets (D = m×s) randomly. First, we disrupt the characteristics rank of dataset randomly and decompose the high dimensional dataset into m low dimensional sub-datasets. Second, we search for the best features of each sub-dataset separately by using DE method. Finally, a complete feature subset of the original dataset can be obtained by combining the chosen features of each subdataset.
B. THE FIRST STAGE OF DECOMPOSITION
The number of remained features is still large after using single CC to handle the high-dimensional feature selection problem. In this regard, we propose a new decomposing strategy, which stepwise decomposes the traditional evolutionary process for k-level. The feature selection results of each level in evolutionary process will be used for an initial feature subset of the next level evolution. As the processes of evolution are connecting sequentially, the number of remaining features will reduce gradually. In addition, the rank of features obtained in each level is disrupted randomly. The initial feature subset in the next level will be grouped by CC again, which ensures that the remaining features can be divided into different group by CC in different levels. This strategy aims to make features interact during the whole evolutionary process, which cannot be achieved in the traditional coevolution method. Fig.4 shows an example of the first stage of decomposition in a problem with 5000 features and the number of k is set to 5. The number of sub-datasets in each level is set to 5. In the first level, divide a dataset of 5000-dimensional into 5 1000-dimensional sub-datasets randomly. Then, searching the best features of each sub-dataset separately by using DE. Finally, a complete feature subset of the original dataset is obtained by combining the chosen features of each subdataset. The results of lev.1 will be used for an initial feature subset of the lev.2 evolution.
C. THE SECOND STAGE OF DECOMPOSITION CONVERGENCE
As the relativity of data set features, there may be many different feature combinations which can achieve good performance. However, traditional EAs or CC methods usually only find one optimal feature subset when solving the feature selection problems, and thus it is unstable especially for highdimensional problems. To improve the relevance and stability of obtained features, evolutionary process of each level in the first stage will be further decomposed into l independent CC processes. At the same time, the number of fitness evaluations (FEs) keeps constant. For example, the number of FEs in evolutionary process of each level is 100. The l = 10 means that the method decomposes evolutionary process of each level into 10 independent CC processes and all the number of FEs are 10. As the evolutionary processes are sequential in the first stage decomposition, it does not need a large number of FEs in each level.
Then, the results from 10 independent CC processes are used to select the final features by majority voting. The voting result is regarded as the remained features in the current level. Fig.5 illustrates the process of the second stage decomposition of differential feature subset. The 10 feature subsets are coded into binary string, where ''1'' represents that the feature is selected and ''0'' means not selected. The feature will be preserved if its votes are more than 5. Through the second stage decomposition, the retained feature by each level of evolution process is of better stability without increasing the number of FEs. 
D. FITNESS FUNCTION
Classification accuracy of the selected feature subset is used to evaluate the performance of the proposed methods. The fitness function is shown as Equation 1, which is to maximize the classification accuracy obtained by the selected features during the evolutionary training process. Equation 1 is used as the fitness function to evaluate the goodness of individual i, where the position x i represents a feature subset.
where Error Rate is determined according to Equation 2 .
where TP, TN, FP and FN stand for true positives, true negatives, false positives, and false negatives, respectively.
E. ALGORITHMIC DESCRIPTION
The flowchart of the proposed CCFS/TD method is shown in Fig.6 . The algorithm starts by generating the initial population. Then the sequential k-level evolutionary processes are operated. In the first level, the total features of dataset are used as the initial features, and selecting features will be preserved as the initial features of next level. This process repeats until the maximum number of k reaches. The evolutionary process in each level is further decomposed to l independent subprocesses according to the maximum number of FEs. All the evolutionary processes are completed by the method of DE based on CC. Detailed pseudo-code of CCFS/TD is shown in Algorithm 1.
IV. EXPERIMENT DESIGN A. DATASETS
Ten gene expression datasets with thousands of features are used to evaluate the performance of our proposed method. Table 1 summarizes the characteristics of the datasets, which are publicly available on http://www.gemssystem.org. It shows the number of features, instances, classes of each dataset. Table 1 shows that these datasets have large a number of features and a small number of instances. 
B. EXPERIMENTAL SETTING
In the experiments, for each dataset, the whole dataset is randomly divided into training (occupy 60%), testing (20%) and validation (20%) sets. The training set generates classifiers and the accuracy of test set act as fitness value. Then, the validation set is used to evaluate the final performance of the obtained feature subset. Extreme learning machine is chosen as the basic classifier due to its rapidity and global searching ability. Detailed parameter settings in the experiments are listed in Table 2 . Note that, if the number of the second stage decompositions l is 1, there is just one independent population. It means that the second stage decomposition is not executed. If the number of the second stage decompositions l is 10, the evolutionary process in each level is decomposed into 10 independent sub-processes. The number of iterations in each sub-process is 10. It means that the total number of iterations keeps constant in each level.
C. FEATURE SELECTION METHODS FOR COMPARISONS
To examine the performance of proposed feature selection algorithms, two conventional wrapper feature selection algorithms are used as baseline methods in the experiments. The two conventional methods are linear forward selection (LFS) [39] and the correlation-based FS (CFS) [40] . In addition, we also compare our methods with the recently proposed PSO-based FS method with a variable-length representation (VLPSO) [41] . Further, the traditional DE is also adopted as a comparing method. All the methods are operated on the same experimental environment.
Algorithm 1 The Pseudo Code of CCFS/TD
Input: Training set, testing set, validation set Output: The selected feature subset
Step 1: Set the number of iterations in each level as 100, and set initial number of level k = 1.
Step 2: Randomly divide dataset features into m subpopulations.
Step 3: Decompose the evolutionary process of current level into l independent sub-processes. The number of iterations in each sub-process is 100/l. Step 4: For each sub-process, adopt CCDE to get the feature subset.
Step 5: Using the obtained l themes of feature subset, generate optimal feature subset by majority voting.
Step 6: Go to next step if the maximum number of the first decomposition is reached. Otherwise, put the optimal feature subset as the initial features of the next level, and go to step 2, k = k + 1;
Step 7: Output the optimal feature subset. 
V. RESULTS AND DISCUSSIONS
In this section, we evaluate the performance of our proposed method on ten gene expression datasets. Specifically, we will investigate the effect of the first and second decomposition strategy, separately. Note that the results shown in this section are averaged over 30 runs.
A. EFFECT OF THE FIRST STAGE DECOMPOSITION
In this subsection, we investigate the effectiveness of the first decomposition strategy on the reduction of feature dimension. The maximum number of the first stage decomposition k is set as 6 level. The maximum number of the second stage decomposition l is set as 1. In other words, the evolutionary process of each level is not decomposed into several independent sub-processes. It aims to show the effect of the first stage decomposition. Other parameters set can be found in Table 2 . The size and accuracy of the obtained feature subset on four datasets are exhibited in Fig. 7 . Fig.7 shows that with the increase of the number of decomposition, the size of features can further decrease and the accuracy is gradually improved. The features obtained from each level in the first decomposition are useful. Even for the last level, although the size of remaining features is small, the accuracy is kept.
To illustrate the effect of the first stage decomposition, we compare the results (at l = 1) with the other algorithms on the aforementioned four datasets. Table 3 reports the mean accuracy of each method and the best accuracy obtained on each dataset is labeled bold.
From Table 3 , for DLBCL, the proposing method achieves 93.48% accuracy over 30 runs, which is 3% higher than DE and 5% higher than VLPSO. For Brain 1, CCFS/TD achieves significantly better performance 11% higher than VLPSO and 1.3% higher than DE. For Leuk2, CCFS/TD still improves performance 1% higher than DE and VLPSO. Only on SRBCT, CCFS/TD obtains 2.2% lower average accuracy than VLPSO. In summary, the experimental results show that the first stage decomposition is effective.
B. EFFECT OF THE SECOND STAGE DECOMPOSITION
As the above analysis, the decreasing tendency of feature numbers can persist up to a large number of divisions. Although the first stage decomposition can reduce the feature dimension significantly, the accuracy also exhibits decreasing trend at the last several levels. The results indicate that we may lose useful information while just selecting single feature subset as the optima and the single method is unstable when dealing with the high-dimensional problems. The second stage decomposition is designed to solve this problem.
The evolutionary process of each level is further decomposed into l independent sub-processes. In addition, the total number of FEs keeps constant. All the results of l sub-processes determine the final remaining features in the current level by majority vote.
We decompose the evolutionary process into 10 independent sub-processes in each level (i.e., l = 10). The process of majority vote is shown as Fig.5 . To demonstrate the stability of second stage decomposition, we further increase the number of the first decomposition k from 6 to 15, which aims to observe the subsequent trend better.
To show the effect of the second stage decomposition, we compare of feature subset size and accuracy between l = 1 and 10, as shown in Fig.8 .
Form Fig. 8 we get some interesting results. First, all the results of four datasets exhibit the similar variation trend, which indicates that the second stage decomposition strategy used in the study is effective for most of case. Secondly, the comparison between l = 1 and 10 reveals that the decomposition strategy has significant influence on the accuracy. Without the second staged decomposition (l = 1), the accuracy curve can be divided into two periods. At the first period, the accuracy increases slightly with the increase of the first decomposition k. Then, the accuracy falls sharply into the second period. When the decomposition is taken into consideration in second stage, the decreased tendency is changed. The accuracy increases at first and converges at the end of the process. The basic reason is that the second staged decomposition can reserve useful features as more as possible, which may be lost in the process without considering the second staged decomposition. The more detailed results are shown in next subsection. Table 4 shows the best and mean validation performance of original feature set (full), the compared methods and the proposed algorithm on ten datasets. The third column shows the feature subset sizes. The highest average accuracy obtained on each dataset is labeled bold. Column S displays the Wilcoxon significance test results (with a significance level of 0.05) of the corresponding method over CCFS/TD. ''+'', ''-'' means the result is significantly better or worse than the proposed method and ''='' means they are similar in the Wilcoxon tests. In other words, the more ''-'', the better the proposed methods.
C. FURTHER RESULT ANALYSIS
The ultimate target of classification is to improve accuracy. Therefore, we first examine the average accuracy of all compared algorithms. As it can be seen from Table 4 , the proposed method achieves significant better results among all other algorithms. The second target for feature selection is to remove irrelevant features to improve classification performance. According to the information in Table 4 , the proposed CCFS/TD method removes almost 95% of features in all datasets. To further verify the performance of our proposed algorithm, we adopt the maximum number of fitness evaluations as the elementary operation for computational complexity. In the proposed CCFS/TD, the number of divisions in the first stage is 15, the number of subpopulations is 20, the population size is 50, and the number of iterations of each level is 100. The parameter settings of VLPSO can be found in [41] , the population size is set as one twentieth of the total number of features, but limited to 300 (#features/20, restriction to 300). Maximum iterations are 100. The number of divisions and maximum iterations for reinitializing are 12 and 9, respectively. Through the above analysis, the number of evaluations of VLPSO is three times as much as CCFS/TD. Therefore, the proposed algorithm can achieve a satisfactory performance within less time.
VI. CONCLUSION AND FUTURE WORK
This study aims to propose a new feature selection algorithm that can efficiently select a small feature subset from a large number of features and improve the classification performance. The goal has been achieved by proposing a new two-stage decomposition based on cooperative coevolution strategy feature selection method. The proposed algorithm decomposes evolutionary process into k-level and evolved by CC for each level. It can reduce the dimension of features to a lower standard. Then, evolution process of each level is further decomposed into several independent sub-processes. It can improve the stability of retained features in each level of evolution process. The results show that the proposed CCFS/TD method achieves a much smaller feature subset with better classification performance than other FS methods.
The proposed CCFS/TD strategy exhibits superiority on high-dimensional feature selection problems, which retains the useful information. Although the accuracy is improved, the selected number of features is still relative large. Therefore, the multi-objective optimization methods will be taken into consideration in future works.
