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Stability of linear switching systems and
Markov-Bernstein inequalities for exponents∗
Vladimir Yu. Protasov and Raphae¨l M. Jungers †‡§
Abstract
We analyse the problem of stability of a continuous time linear switching system
(LSS) versus the stability of its Euler discretization. It is well-known that the existence
of a positive τ for which the corresponding discrete time system with step size τ is stable
implies the stability of LSS. Our main goal is to obtain a converse statement, that is,
to estimate the discretization step size τ > 0 up to a given accuracy ε > 0. This
leads to a method of deciding the stability of continuous time LSS with a guaranteed
accuracy. As the first step, we solve this problem for matrices with real spectrum and
conjecture that our method stays valid for the general case. Our approach is based
on Markov-Bernstein type inequalities for systems of exponents. We obtain universal
estimates for sharp constants in those inequalities.
Our work provides the first estimate of the computational cost of the stability
problem for continuous-time LSS (though restricted to the real-spectrum case).
Keywords: linear switching system, discretization step, stability, Lyapunov exponent,
joint spectral radius, Markov-Bernstein inequality, Chebyshev system, Laguerre weight
AMS 2010 subject classification: 37N35, 15A60, 34D08, 26D10, 41A50
I. Introduction
Linear switching systems (LSS) have been at the center of a great attention in the liter-
ature for the past years. In continuous time, these are systems described by the following
linear ODE: 

x˙(t) = A(t) x(t) ;
x(0) = x0 ;
A(t) ∈ A , t ≥ 0,
(1)
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where A(·) is an arbitrary Lebesgue measurable function from R+ to a given compact set
of d × d matrices A. On top of the theoretical challenges they offer, they appear in many
applications such as viral disease treatments optimization [17], multihop control networks
[31], multi-agent and consensus systems [9, 2], etc. They also provide a theoretical and
computational framework for analyzing more complex systems, like general hybrid systems,
systems with quantized signals, or event-triggered control schemes, etc. (see [24] for a general
survey).
System (1) is stable if x(t) → 0 as t → +∞, for every initial condition x0 ∈ R
d and any
measurable function A(·) : R+ → A. The problem of deciding whether a switching system
is stable has been studied in many papers (see bibliography in [24]). The stability analy-
sis amounts to compute the so-called Lyapunov exponent (also called worst-case Lyapunov
exponent) of the corresponding set of matrices:
Definition 1 The worst-case Lyapunov exponent of System 1 is defined as the infimum of
the set of values α such that for all trajectories of (1),
∃C : ‖x(t)‖ ≤ Ceαt.
Obviously, if σ < 0, then the system is stable. The converse is also true [30, 27], and so, the
stability of LSS defined by the set of matrices A is equivalent to the condition σ(A) < 0.
The stability analysis of continuous time LSS is an NP-hard problem [16], but in fact, no
method is known that approximates the Lyapunov exponent, even in exponential time, up
to a guaranteed accuracy. The methods proposed in the literature are, to the best of our
knowledge, only sufficient conditions for stability, and this is even more surprising in view of
the fact that the equivalent question for discrete-time switching systems has found a positive
answer since quite a long time (see [18, Section 2.3] for a survey on that question). It may
happen, however, that neither of those conditions are satisfied, although the system is very
stable (σ(A) << 0). The problem of approximating σ(A) with a prescribed accuracy seems
to be very hard. In this paper, we make the first step towards its solution and tackle the
special case where all the matrices from A have real spectra. In this case, we are able to
compute the step size τ such that the stability of the discretized switching system (i.e.,
defined by matrices I + τA = {I + τA : A ∈ A}) is equivalent, up to a given precision
ε > 0, to the stability of the original system (1). Thus, the algorithm reduces the stability
issue of an LSS to a discrete time LSS, for which efficient methods for deciding stability are
known. Surprisingly, the guaranteed step size τ is not too small: in decays linearly with ε
and quadratically with the dimension d. This makes our algorithm applicable in practice as
demonstrated in a numerical example in Section 6. We believe that the same result holds
for general systems as well, although our method of proof only works for matrices with real
spectra.
Our technique to analyse the discretization of LSS relies on Markov-Bernstein inequalities
for exponential polynomials. These are inequalities of the type ‖p(k)‖ ≤ C‖p‖, where p =∑d
j=1 pje
−hjt is a polynomial of exponents with given positive parameters {hi}
k
i=1. For every
d and k, we derive uniform upper bounds for the constant C, over all polynomials with
parameters hi ∈ (0, 1] (Theorem 1). Combining this with recent results of Sklyarov [36] on
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Markov-Bernstein inequalities with the Laguerre weight, we estimate that constant in terms
of the dimension d and the order of the derivative k (Theorem 2). In Sections 4 and 5 we
apply these results to obtain uniform lower bounds for the step size τ in case of matrices
with real eigenvalues. This is formulated in Theorems 3 and 4. We conjecture that the same
holds for general matrices.
2. Statement of the problem
We consider a linear switching system (LSS) of the form (1). If A(t) is a measurable
function taking values in a given compact set of d×d matrices A, then the solution of (1), a
univariate absolute continuous vector-function x(t) taking values in Rd, is called a trajectory
of the system. So, the system is stable if all its trajectories converge to zero as t → ∞.
A well-known necessary condition for stability is that each matrix A ∈ A is Hurwitz, i.e.,
all its eigenvalues have strictly negative real parts. Indeed, if it is not the case, then the
trajectory x(t) = etAx0 corresponding to the constant function A(t) ≡ A does not tend to
zero as t→∞. In the sequel we assume this condition is satisfied.
We use the following notation: Rd+ = {x ∈ R
d , x ≥ 0}, Rd++ = {x ∈ R
d , x > 0} , I is
the identity matrix, sp(A) is the spectrum of the matrix A (the set of eigenvalues counted
with multiplicities), ρ(A) is the spectral radius (the largest modulus of eigenvalues), e =
(1, . . . , 1) ∈ Rd is the vector of ones.
One method for deciding the stability of LSS elaborated in the literature is to pass to
the corresponding discrete time system with a step size τ > 0:
X(k + 1) = X(k) + τ A(k)X(k) , A(k) ∈ A , ∀k ∈ N , X(0) = X0 ∈ R
d . (2)
This system is obtained from (1) by replacing x(kτ) with X(k) and the derivative x˙(kτ)
with the divided difference X(k+1)−X(k)
τ
. The stability of the discrete system, which means
X(k) → 0 for every X0 and for every sequence of matrices A(k) ∈ A, is equivalent to the
condition ρ(I + τA) < 1, where ρ(I + τA) is the joint spectral radius of the family I + τA =
{I + τA | A ∈ A}.
Definition 2 The joint spectral radius (JSR) of a set of matrices M is
ρ(M) = lim
k→∞
max
A1,...,Ak∈M
‖A1 · · ·Ak‖
1/k, (3)
where ‖ · ‖ is an arbitrary matrix norm.
Thus, the stability problem for a discrete time LSS is reduced to the problem of computing
the corresponding joint spectral radius ρ(I + τA). Although this problem is known to be
hard [3], some efficient algorithms have been constructed in the last years for approximate
computation of JSR. See [18] for a general survey on the topic. In particular, approximation
algorithms with guaranteed accuracy are available. Moreover, a recent line of work [12, 19]
even presents algorithms that find the exact value of JSR (in the form of a root of some
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polynomial) for a vast majority of finite matrix families of dimensions up to d = 20 and
higher.
Our goal is to estimate the parameter τ to be able to infer the stability of a continuous
time system from its discretization. The following crucial fact was proved in the eighties:
Theorem A. [30, 27]. If there exists τ > 0 for which the discrete time system (2) is stable,
then it is stable for all smaller positive τ , and the continuous system (1) is stable.
It is natural that the stability of the continuous time LSS follows from the stability of
its discrete approximation, provided τ > 0 is small enough. What is more surprising is that
by Theorem A, this is true for a particular step size τ , not necessarily a small one. If there
exists τ > 0 such that ρ(I + τA) < 1, then the continuous time LSS is stable. The converse
is also true:
Theorem B. [30, 27]. If the continuous time LSS is stable, then there is τ > 0 such that
the corresponding continuous system (1) is stable, i.e., ρ(I + τA) < 1.
The practical implementation of Theorems A and B may be hard, because they do not
specify the step size τ . If we take, say, τ = 10−3 and get ρ(I + τA) > 1, then no conclusion
can be drawn on the stability of the continuous LSS. The inequality ρ(I + τA) < 1 can still
be true for some smaller τ . The problem can now be formulated as follows:
For which τ > 0 does the inequality ρ(I + τA) ≥ 1 imply that σ ≥ 0, i.e., does imply
instability ?
This problem, however, is not well-posed, because such a universal step size τ , for all
compact sets of matrices A, does not exist. Indeed, if one multiplies all matrices from A by
a large number N , then the step size is replaced by τ/N which tends to zero as N → ∞.
Hence, the family A has to be normalized. Taking as a normalization factor the largest
spectral radius of matrices from A we obtain the second version of the problem:
For which τ(r) > 0 does the following hold: if maxA∈A ρ(A) ≤ r, then the inequal-
ity ρ(I + τA) ≥ 1 implies that σ ≥ 0 ?
For this problem, there is no positive answer either. It is easy to construct families of
matrices with r = 1 and with arbitrary small step size τ . Moreover, no algorithm is known,
to the best of our knowledge, which allows to answer the question ‘ρ < 1? ’in finite time [18,
Section 4.1]. A well-posed formulation should require that the stability of the LSS is only
determined up to a prescribed accuracy ε > 0.
Problem 1. Given r > 0 and ε > 0, Find the maximal step size τ = τ(r, ε) for which the
following holds: if A is an arbitrary compact family of matrices such that maxA∈A ρ(A) ≤ r,
then the inequality ρ(I + τA) ≥ 1 implies that σ(A) ≥ −ε.
Definition 3 For given parameters r, ε > 0, the value K(r, ε) is the largest positive number
such that, for every τ < K(r, ε) and for any set of matrices A such that max {ρ(A) | A ∈
A} ≤ r, the inequality ρ(I + τA) ≥ 1 implies σ(A) ≥ −ε.
Thus, for every τ < K(r, ε) we have: if ρ(I + τA) < 1 , then σ(A) < 0 (the LSS
x˙ = Ax , A(t) ∈ A is stable); otherwise, if ρ(I + τA) ≥ 1 , then σ(A) ≥ −ε (the LSS
4
x˙ = (A+ εI)x , A(t) ∈ A is unstable)1. To solve Problem 1 one needs to find a computable
lower bound for K(r, ε). This would allow us not only to determine the stability/instability
of an LSS but to also evaluate its Lyapunov exponent σ(A) with a given precision. Indeed,
since for an arbitrary number a ∈ R, we have σ(A−aI) = σ(A)−a (see, for instance, [27]), it
follows that we can decide between two cases: σ(A) < a and σ(A) ≥ a−ε, just by computing
the joint spectral radius ρ
(
I + τ(A− aI)
)
for some τ < K(r, ε). Choosing suitable sequence
of numbers a, one can compute σ(A) by double division.
Thus, do decide the stability and to compute the Lyapunov exponent σ(A) by means of
discretization one has to know a lower bound for K(r, ε). Moreover, this quantity should not
be too small, otherwise computing ρ(I + τA) becomes hard, because all matrices are close
to the identity matrix. An obvious way to estimate K(r, ε) is by using the local Lipschitz
continuity of the joint spectral radius. However, all bounds for the local Lipschitz constant
of JSR available in the literature (see [32, 22]) grow exponentially in d and may be very large
if some matrices from A have two close eigenvectors. That is why this technique leads to
estimates for K(r, ε) that are too small and not practical.
In this paper, we suggest a different approach based on a geometrical analysis of the
Lyapunov norm of the family A. This leads to lower bounds for K(r, ε) in terms of the
sharp constants in the Markov-Bernstein inequalities for exponents. In the next section we
give a short overview on Markov-Bernstein inequalities and prove universal upper bounds
for the constant in these inequalities (Theorems 1 and 2). Next, in Section 4, we formulate
the main results of the paper – Theorems 3 and 4 that estimate the discretization step size
τ of LSS in terms of the bounds from Section 3. The proofs and further estimates are given
in Section 5, and Section 6 presents in details our algorithm and a numerical example.
3. Markov-Bernstein inequalities for exponents
Let Φ = {ϕi(·)}
n
i=0 be a collection of continuous functions on an interval I ⊂ R which
is either a segment, or half-line, or the whole real line. We denote by P = P(Φ) the linear
subspace of C(I) spanned by elements of Φ, which we refer to as the space of ‘polynomials’
of this system. For a given k ∈ N we consider the value
Ck = Ck(Φ) = max
{
‖p(k)‖I
∣∣ p ∈ P, ‖p‖I ≤ 1},
where ||f ||I , maxx∈I |f(x)|. Thus, Ck is the maximal absolute value of the kth derivative
of functions from the unit ball of P. From the compactness argument it follows that the
maximum is always attained. The corresponding inequalities are called Markov-Bernstein
inequalities for the system Φ:
∀p ∈ P,
∥∥p(k)∥∥
I
≤ Ck
∥∥p∥∥
I
. (4)
This type of inequalities and its generalizations (weighted inequalities, Kolmogorov’s type
inequalities, etc.) between functions and their derivatives, are popular topic in approxima-
tion theory, real analysis, and optimization. It has been studied in the literature in great
1Note that, as said above, the very question ρ(I + τA) < 1 cannot be solved in finite time. However, we
will show in Section 6 that an answer to a relaxed version of this question is sufficient for our purposes.
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detail (see [4, 7, 28, 25, 38] and the references therein). The best known of them are the
classical Bernstein and Markov inequalities. The Bernstein inequality states that for trigono-
metric polynomials of degree at most n (i.e., in the case ϕm(t) = e
imt, m = 0, . . . , n) we have
‖p′‖[0,2π] ≤ n ‖p‖[0,2π]. The constant n is attained for p(t) = c e
int only. The Markov inequal-
ity is for algebraic polynomials of degree at most n (the case ϕm(t) = x
m, m = 0, . . . , n).
It states that ‖p′‖[−1,1] ≤ n
2 ‖p‖[−1,1], and the constant is attained for the correspond-
ing Chebyshev polynomial of degree n. The sharp constants and extremal polynomials in
the Markov and Bernstein inequalities are known for derivatives of all orders k and their
properties are well studied. We will need such inequalities for the system of real exponents
ϕi(t) = e
−hit, hm > 0, on the half-line R+, for which less in known. We start with introducing
some notation.
In the sequel, it will be more convenient to enumerate functions from 1 to d. We consider
a vector h = (h1, . . . , hd) ∈ R
d
+ such that 0 < h1 ≤ · · · ≤ hd and the corresponding system
of exponents Φh = {e
−hit}di=1. The space of polynomials of this system on the half-line R+
will be denoted by Ph. This is a d-dimensional subspace of the space C0(R+) of functions
continuous on R+ and converging to zero as t → +∞. We allow some of the numbers hi
to coincide, in which case the corresponding exponents are multiplied by powers of t: if
hi < hi+1 = · · · = hi+m < hm+1, then the exponent hi+1 has multiplicity m and the functions
e−hi+1t, e−hi+2t . . . , e−hi+mt are replaced by e−hi+1t, te−hi+1t, . . . , tm−1e−hi+1t respectively. The
map h 7→ Φh is thus well-defined and continuous [20, 23].
It is well known that for every h the system of exponents Φh is a Chebyshev system on R+,
i.e., every nontrivial polynomial from Ph has at most d− 1 zeros (see, for instance, [23, 21,
11]). As a Chebyshev system, it has the following properties. For any set of d distinct
points ti ∈ R+ and for any set of numbers c1, . . . , cd, there is a unique polynomial p ∈ Ph
such that p(ti) = ci , i = 1, . . . , d. By Haar’s theorem [23], for every continuous function
f ∈ C(R+), there is a unique element p ∈ Ph of best approximation, for which the value
‖f − p‖R+ attains its minimum on the set Ph. By Karlin’s theorem (the “snake theorem”,
[20]), the difference f − p is either identically zero, or it possesses d points of Chebyshev
alternance, where f − p takes values equal by module with alternating signs. There exists
a unique polynomial T = Th ∈ Ph and a unique system of points 0 = ν1 < ν2 < · · · <
νd <∞ such that ‖T‖R+ = 1 and T (νk) = (−1)
k, k = 1, . . . , d. We call Th the h-Chebyshev
polynomial. This is a polynomial from Ph with the smallest deviation from zero among
all polynomials with a given leading coefficient (i.e., coefficient for tm−1e−hdt, where m is
the multiplicity of hd). This polynomial enjoys many extremal properties on the unit ball
{p ∈ Ph , ‖p‖R+ ≤ 1}. In particular, for any k ∈ N, the Chebyshev polynomial Th is a
unique (up to the sign) solution of the problem
{
max
∥∥p (k)∥∥
R+
s.t. p ∈ Ph , ‖p‖R+ ≤ 1 .
(5)
The optimal value of this optimization problem will be denoted by Mk(h). It is attained
for the Chebyshev polynomial Th at t = 0 (see [21] for the proofs). Thus, Mk(h) =
(−1)k+1T
(k)
h
(0). This value is the best possible constant in the Markov-Bernstein inequality
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for exponents: ∥∥p (k)∥∥
R+
≤ Mk(h)
∥∥p∥∥
R+
, p ∈ Ph . (6)
Apart from a few special cases (for instance, when all hi are equal, or when they constitute an
arithmetic progression), the values Mk(h) are not known. They, however, can be evaluated
numerically for each h, by an approximate computation of the corresponding Chebyshev
polynomial Th using the Remez algorithm [35, 11]. Lower and upper bounds for M1(h)
in terms of the sum
∑d
i=1 hi were obtained by Newman [29], see also [5, 6, 7] for further
generalizations.
For our applications to linear switching systems, we need a uniform estimate for the con-
stants Mk(h) over the polytope (actually, simplex) ∆d =
{
h ≥ 0
∣∣ 0 < h1 ≤ . . . ≤ hd ≤ 1}.
We omit the index d if the dimension is specified. Thus, ∆ consists of ordered positive
vectors for which hd ≤ 1. Since for any λ > 0, we have Mk(λh) = λ
kMk(h), it suffices to
estimate the constants Mk(h) for h ∈ ∆. In what follows, we assume h ∈ ∆. Recall that
e ∈ Rd is the vector of ones. The following theorem establishes a sharp upper bound for this
constant over all h ∈ ∆.
Theorem 1 The value Mk(h) attains its maximum on the set ∆ at a unique point h = e.
This theorem is analogous to comparison theorems for systems of hyperbolic sines for k =
1 [6], but the method of proof is different. We give the proof in Appendix, along with another
comparison type result, Theorem 5, which is crucial in Section 5.
Let us denote Mk(e) = Mk,d. Thus, the biggest possible constant Mk(h) corresponds to
the case when all hi are maximal. Since h1 = 1 has multiplicity d, the space Pe consists
of exponential polynomials of the form p(t) = e−tq(t), where q is an algebraic polynomial
of degree at most d − 1. The corresponding Chebyshev polynomial Te will be denoted by
Sd(t) = e
−tsd(t), where sd is an algebraic polynomial. Thus, Mk,d = (−1)
k+1S
(k)
d (0).
Corollary 1 For every k ∈ N, h ∈ ∆d and an exponential polynomial p ∈ Ph, we have∥∥p(k)∥∥
R+
≤ M k,d
∥∥p∥∥
R+
.
The equality is attained at a unique (up to normalization) polynomial p = Sd.
Asymptotically sharp upper bounds for Mk,d have been derived in the literature. It turns
out that the algebraic polynomial sd(t) is the solution of the following extremal problem:
among all algebraic polynomials q(t) of degree at most d− 1 such that ‖e−tq(t)‖R+ ≤ 1, find
the maximal value of ‖q(k)‖. It was show in [8, 26] that for all k ∈ N, a unique solution is
given by the polynomial sd. Writing Lk,d for the value of this problem, we obtain the Markov
inequality for the Laguerre weight:
∥∥ q(k) ∥∥
R+
≤ Lk,d
∥∥ e−tq(t) ∥∥
R+
, (7)
for every algebraic polynomial q of degree ≤ d − 1. In contrast to the classical Markov
inequality, the norm of the polynomial is measured with the Laguerre weight e−t. The
extremal polynomial s = sd−1 is called the Chebyshev polynomial with the Laguerre weight.
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It is characterized by existence of d points of alternance 0 = ν1 < . . . < νd such that
s(νk) = s
′(νk) = (−1)
ke νk , k = 2, . . . , d. We have Lk,d = |s
(k)
d (0)|. The first upper bound
for this quantity was obtained in 1964 by Szego¨ [37], who proved that L1,d ≤ Cd, then this
result was sharpened in [15], see also [8, 26]. Sklyarov in 2010 obtained a comprehensive
solution to this problem:
Theorem C [36]. For every k ≤ d− 1 we have
8k(d− 1) ! k !
(d− 1− k) ! (2k) !
(
1−
k
2(d− 1)
)
≤ Lk,d ≤
8k(d− 1) ! k !
(d− 1− k) ! (2k) !
. (8)
This gives an upper bound for Lk,d which is, moreover, asymptotically tight as d → ∞
and k is fixed. On the other hand, as it was noted in [26], the value Mk,d can be expressed
with the constants Lj,d, j = 1, . . . , k, as follows:
Mk,d = 1 +
k∑
j=1
(
k
j
)
Lj,d . (9)
Combining this with (8) we obtain after elementary simplifications:
Mk,d ≤
k∑
j=0
8j
(
d−1
j
) (
k
j
)
(
2j
j
) (10)
(all terms with j ≥ d are zeros;
(
n
0
)
= 1 for any n ≥ 0). We did not succeed in any further
simplification of this expression. Combining with Theorem 1, we obtain:
Theorem 2 For every k, d ∈ N we have
max
‖p‖≤1, p∈Ph, h∈∆d
∥∥ p (k) ∥∥ ≤
k∑
j=0
8j
(
d−1
j
)(
k
j
)
(
2j
j
)
(all the terms with j ≥ d are zeros). This inequality is asymptotically tight as d → ∞, the
extremal polynomials are p = Sd.
In the next sections we need this result only for k = 2, when (10) reads
M2,d ≤
16 d 2 − 24 d + 11
3
. (11)
This upper bound is sharp only asymptotically, and actual values of M2,d are smaller. They
were listed in [36] for all d = 2, . . . , 20. In table 1 we write M 2,d for d ≤ 10.
8
d M2,d
2 8.182
3 25.157
4 52.587
5 90.585
6 139.191
7 198.420
8 268.283
9 348.788
10 439.938
Table 1: The values of M2,d for d = 2, . . . , 10.
4. The main results
In the special case when all matrices from A have real eigenvalues, the results of previous
section generate lower bounds for the discretization parameter τ of LSS. We formulate here
the fundamental theorems; their proofs along with other results, are given in the next section.
The following theorem allows to pick the discretization step size τ providing an accuracy ε,
given the dimension d and the maximal spectral radius r of the matrices.
Theorem 3 If all matrices of A have real spectra, then
K(r, ε) ≥
2 ε
M 2,d r2
.
Invoking the upper bound (11) for M 2,d, we obtain
Theorem 4 If all matrices of A have real spectra, then
K(r, ε) ≥
6 ε(
16 d2 − 24d + 11
)
r2
.
Corollary 2 Suppose all matrices of A have real spectra; then if the discrete time system
with the step length
τ =
6 ε(
16 d2 − 24d + 11
)
r2
(12)
is not stable, then σ(A) ≥ −ε, i.e., the continuous time system with the set of matrices A+εI
is not stable.
We see that the lower bound K(r, ε) for the critical value of τ is linear in ε, which is
natural, and decays with the dimension as d−2, which is much better than one could expect.
Certainly, the real spectrum assumption in our results is very restrictive. That is why
we consider them as the first step towards the solution of the problem of estimating the
discretization parameter. Actually, we believe that Theorem 4 holds for general matrices.
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Conjecture 1 Theorem 4 and Corollary 2 are true for the general case, without the real
spectra assumption.
In Section 5 (Remark 3) we discuss this conjecture.
Substituting in Theorem 3 we get the lower bounds shown in table 2.
d Lower bound for K(r, ε)
2 1
4.1 r2
ε
3 1
12.6 r2
ε
4 1
26.3 r2
ε
5 1
45.3 r2
ε
6 1
69.6 r2
ε
7 1
99.3 r2
ε
8 1
134.2 r2
ε
9 1
174.4 r2
ε
10 1
220 r2
ε
Table 2: Lower bounds for K(r, ε) in Theorem 3
These bounds are better than those from Theorem 4 because they are based on the actual
values of M2,d from table 1, while Theorem 4 uses the general upper bound (11).
5. Individual estimates and proofs
In this section we prove Theorem 3 by first introducing the individual maximal step size
τ = K(A, ε) for a given family A and then obtaining the universal bound K(r, ε) merely by
taking infimum over all matrix families A with the largest spectral radius r.
Definition 4 For a given compact family of matrices A and for ε > 0 let
K(A, ε) =
{
+∞ , σ(A) ≥ −ε ,
sup
{
τ > 0 | ρ(I + τA) < 1
}
, σ(A) < −ε .
(13)
Thus, if σ(A) < −ε, then ρ(I + τA) < 1 for all τ < K(A, ε). This value has the following
meaning. If we do not know the Lyapunov exponent σ(A), but have some lower bound for
K(A, ε), then we take arbitrary τ < K(A, ε) and compute the joint spectral radius ρ(I+τA).
If it is bigger than or equal to one, then σ ≥ −ε; otherwise, as we know, σ < 0. We have
K(r, ε) = inf
{
K(A, ε)
∣∣∣ max
A∈A
ρ(A) ≤ r
}
.
Note that for some families A, the individual bounds for K(A, ε) can be much better than
those provided by Theorems 3 and 4. We are going to see this in numerical examples in Sec-
tion 6. We derive lower bounds for K(A, ε) by analysing the Lyapunov norm of the family A
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(Proposition 1 and 2), which leads to optimization problem (14) on exponential polynomi-
als. The value of this problem is estimated in terms of Markov-Bernstein inequalities for
exponents (Proposition 3). Then it remains to find the infimum of those lower bounds over
all families A, this is done in Theorem 5.
Let h = (h1, . . . , hd) be a vector such that 0 < h1 ≤ h2 ≤ · · · ≤ hd and Ph is the
corresponding space of exponential polynomials p(t) =
∑d
k=1 pke
−hkt. For a given ε > 0, we
denote by κ (h, ε) the value of the following minimization problem:


1−p(0)
p ′(0)−εp(0)
→ min,
subject to :
p ∈ Ph ,
‖p‖R+ ≤ 1 , p
′(0) > εp(0) .
(14)
The geometric meaning of this problem is clarified in Proposition 1 below. To formulate it
we need some more notation. For a given matrix B and for x ∈ Rd, we denote GB(x) =
cos {e
tBx , t ∈ [0,+∞)}, where cos(X) = co {X,−X} is the symmetrized convex hull of X.
Thus, GB(x) is the convex hull of the curve {γ(t) = e
tBx , t ∈ [0,+∞)
}
and of its reflection
through the origin. If the matrix B is Hurwitz, i.e., the real parts of all its eigenvalues are
negative, then the set GB(x) is bounded, and the curve γ connects the point x = γ(0) with
the origin 0 = γ(+∞).
Proposition 1 For every matrix B with a real negative spectrum, for every x ∈ Rd and
ε > 0, the following holds: the largest number τ such that x+ τ (B − εI) x ∈ GB(x) is equal
to κ (h, ε), where h = −sp(B).
Proof. We assume without loss of generality that B has d distinct eigenvalues (the assertion
for general matrices follows by taking the limit). By the Caratheorory theorem, a point
belongs to the convex set GB(x) if and only if this point is a convex combination of at
most d + 1 extreme points of that set. Each extreme point of the set GB(x) has the form
± e tBx , t ≥ 0. Hence, there are n ≤ d + 1 nonnegative numbers {tk}
n
k=1 and n numbers
{qk}
n
k=1 such that
x + τ (B − εI) x =
n∑
k=1
qk e
tk B x ,
n∑
k=1
|qk| = 1 . (15)
Now let us pass to the basis of eigenvectors of the matrix B. In this basis we denote
B = diag (−β1, . . . ,−βd) , βi > 0 , e
tB = diag (e−β1t, . . . , e−βdt), and x = (x1, . . . , xd). We
can assume that all coordinates of x are nonzero; the assertion for general x will again follow
by taking the limit. Writing (15) coordinatewise, we obtain
xj
(
1 − τ (βj + ε )
)
=
n∑
k=1
qk e
−tk βjxj ,
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or, eliminating xj :
1 − τ (βj + ε ) =
n∑
k=1
qk e
−tk βj .
This equality does not involve x. Thus, the largest τ such that x+ τ(B − εI)x ∈ GB(x) is
the same for all x 6= 0. Taking x = e (the vector of ones) we observe that for every δ > 0
the assertion e+ δ (B − εI) e /∈ GB(e) is equivalent to the existence of a linear functional
p = (p1, . . . , pd) ∈ R
d separating the point e + δ(B − εI) e from the set GB(e), i.e.,
(
p , e + δ (B − εI) e
)
> max
y∈GB(e)
(
p , y
)
.
This follows from the convex separation theorem. The right hand side is equal to
sup
t∈R+
∣∣ d∑
k=1
pke
−t βk
∣∣ = ‖p‖R+ ,
where p(t) =
∑d
k=1 pke
−tβj is an exponential polynomial. On the other hand,
(
p¯ , e+ δ(B − εI) e
)
=
d∑
k=1
pk + δ
d∑
k=1
pk(−βk − ε) = p(0) + δ p
′(0)− δ εp(0) .
Normalizing, we get ‖p‖R+ ≤ 1 and p(0) + δ p
′(0) − δεp(0) > 1. Since p(0) ≤ ‖p‖R+ = 1,
we conclude that p ′(0) > εp(0), and hence δ > 1−p(0)
p ′(0)−εp(0)
. Thus, the point e + δ (B − εI) e
does not belong to GB(e) if and only if δ >
1−p(0)
p ′(0)−εp(0)
, which completes the proof.
✷
Remark 1 In fact we have proved a bit more: for every τ < κ(h, ε) and x 6= 0, the point
x+ τ (B − εI) x is in the interior of GB(x).
The value K(A, ε) is estimated from below by the values of κ(h, ε) with h replaced by
the spectra of the matrices A ∈ A shifted by ε. This is done in the following proposition by
analysing the Lyapunov norm of the family A.
Proposition 2 If all matrices from A have real spectra, then
K(A, ε) ≥ min
A∈A
κ (h, ε) , (16)
where h = −sp(A) − ε e .
Proof. We need to show that if σ(A) < −ε, then ρ(I + τA) < 1, for all τ smaller than the
right-hand side of (16). It is well known [30, 27, 1] that σ(A) < −ε implies that there exists
a norm in Rd (Lyapunov norm) such that ‖x(t)‖ ≤ e−εt‖x0‖, for every trajectory x(·). In
particular, this holds for a trajectory without switching, i.e., for a constant control function.
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Thus, for every A ∈ A we have ‖e tAx0‖ < e
−εt‖x0‖, and hence ‖e
t (A+εI)x0‖ < ‖x0‖
for all t ∈ R+. Therefore, for any point y from the symmetrized convex hull of the set{
e t (A+εI)x0
∣∣ t ∈ R+ }, we have ‖y‖ ≤ ‖x0‖. Applying now Proposition 1 for the matrix B =
A + εI, and taking into account Remark 1, we see that (I + τA)x0 is an interior point of
the set GA+εI(x0), and, consequently, ‖(I + τA)x0‖ < ‖x0‖. This means that the norm of
the operator I + τA is smaller than 1, for each A ∈ A. Whence, ρ(I + τA) < 1.
✷
Remark 2 The value κ(h, ε) of problem (14) is inversely proportional to its parameters:
for every λ > 0 we have
κ
(
λh , λε
)
= λ−1 κ
(
h, ε
)
. (17)
To see this it suffices to change variable u = λt and note that pt
′(0) = λ pu
′(0). Hence, in
the problem of computing or estimating of κ(h, ε), we can always assume that h ∈ ∆, i.e.,
hd ≤ 1, otherwise, we set λ = h
−1
d and apply (17).
Our next step is to evaluate κ(h, ε), i.e., to solve problem (14). Let us recall (see Section 3)
that ν2 denotes the smallest positive point of alternance of the h-Chebyshev polynomial T =
Th. Thus, T (ν2) = 1, and T (·) is increasing and concave on the segment [0, ν2]. For an
arbitrary ε > 0 we consider the following problem:


1−T (t)
T ′(t)−εT (t)
→ min,
subject to :
t ∈ [0, ν2] , T
′(t) > εT (t) .
(18)
In contrast to problem (14), which minimizes the functional over a unit ball in a d-dimensional
space Ph, this problem is univariate and is easily solvable just by finding a unique root of
the derivative of the objective rational function 1−T (t)
T ′(t)−εT (t)
on the segment [0, ν2]. Provided,
of course, that the Chebyshev polynomial T is available.
Proposition 3 For every ε > 0 and h ∈ ∆ the value of problem (18) is equal to κ(h, ε).
Moreover,
κ(h, ε) >
2 ε
M2(h) + 2 ε2
The proof is in Appendix. Thus, the values of problems (14) and (18) coincide. This allows
us to compute κ(h, ε) just by evaluating the Chebyshev polynomial T = Th numerically and
solving the simple extremal problem (18) for it. This is done in the next section. Moreover,
κ(h, ε) can be estimated from below by merely estimating the value T ′′(0). Our uniform
lower bounds for all vectors h ∈ ∆, are based on the following Theorem 5 which is, in a
sense, analogous to Theorem 1 in Section 3. It states that the smallest value is achieved
when all hi take the biggest possible value 1, i.e., for h = e = (1, . . . , 1).
Theorem 5 For a fixed ε > 0, the smallest value of κ(h, ε) over all h ∈ ∆ is attained for
h = e, at a unique optimal polynomial p = Te = Sd.
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The proof in in Appendix. Now we are ready to prove Theorem 3.
Proof of Theorem 3. Combining Proposition 1 and 2, we conclude that K(A, ε) is
larger than or equal to the minimal value of κ(h, ε) for h = −sp(A) − εe over all A ∈ A.
Theorem 5 implies that this value is minimal when h1 = . . . = hd, in which case h =
(ρ(A)− ε) e. Changing variables t′ = (ρ(A)− ε)t and invoking Proposition 3, we see that
κ(h, ε) ≥
2 ε
(ρ(A)− ε)M2,d +
2ε2
ρ(A)−ε
.
If ρ(A) ≤ r for all A ∈ A, then we finally get
K(r, ε) ≥
2 ε
(r − ε)2M2,d + 2 ε2
Since M2,d > 2 and r ≥ ε, the denominator of this fraction is smaller than r
2M2,d, which
concludes the proof.
✷
Remark 3 In Conjecture 1 we suppose that our main results hold for general matrices,
and the real spectra assumption can be omitted. Proving this, probably, requires a different
technique. The fact is, our approach uses essentially that any finite collection of real expo-
nents constitute a Chebyshev system, which is not the case for complex exponents. Actually,
Propositions 1 and 2 are true for complex hk = αk+ iβk, in which case we consider the space
of polynomials generated by functions e−αkt sin βkt , e
−αkt cos βkt. The proofs for this case
are the same. The difficulties emerge in the solution of problem (14). In the general case we
do not know the optimal polynomial. Besides, the extremality result in Theorem 5, if true
in general (which we believe), has to be proved in a completely different way, not relying on
properties of Chebyshev systems.
6. The algorithm and numerical examples
Theorem 6 Given a set of d× d matrices with real spectra, and maximal spectral abscissa
smaller than r, Algorithm 1 returns an approximation σ∗ of σ(A) with an accuracy ǫ :
σ − ǫ ≤ σ∗ ≤ σ + ǫ.
Moreover, the algorithm terminates within
O
(
log
L
ǫ
mn
3 logm
log (1−cB2) log
12
cB2
)
,
where L = Nmax−rmax is the difference between the maximal norm and the maximal spectral
abscissa of the matrices in A, B = ǫ/(dr), and c is a constant.
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Algorithm 1: The general algorithm
Data: A set of matrices A, each with real spectrum, a desired accuracy ǫ > 0.
Result: Outputs a numerical value s such that s− ǫ ≤ σ(A) ≤ s+ ǫ.
begin
1 Set a, b lower and upper bounds on σ(A)
2 % for instance: a = a0 := maxRe(λ) : λ is an eigenvalue of some A ∈ A,
3 % b = b0 := max ||A|| : A ∈ A.
4 while b− a > 2ǫ do
5 set c := (a + b)/2
6 Take τ < min{k(A− cI, ǫ/6) : A ∈ A}
7 % For instance, using bounds from Theorem 2, or Theorem 3, or using the
more accurate Proposition 2 if the Chebyshev polynomial is available.
8 set δ := τǫ/6
9 compute an approximation ρ∗ of ρ(I + τ(A− cI − (ǫ/6)I)) with an accuracy δ
10 % i.e. ρ∗ − δ < ρ < ρ∗ (For instance using [18, Theorem 2.12])
11 if ρ∗ − δ > 1 then
12 % ρ > 1 and thus σ(A− cI) > 0
13 set a := c
else
14 % ρ < 1 + δ and thus σ(A− cI) < ǫ/3
15 set b := c + ǫ/3
16 Output (a+ b)/2
15
Proof. Correctness. The algorithm proceeds by bisection, keeping an upper and a lower
bound on σ(A). It is obvious that Nmax and rmax are valid initial values for these bounds.
Now, it remains to prove that if the property at line 10 is satisfied, then the two statements
on Lines 12 and 14 of Algorithm 1 are true.
We prove the statement in Line 12 by contraposition: If σ(A− cI) < 0, then, there exists
an invariant convex set which contains all the trajectories of the system, and by Proposition
1 the discretized system leaves the same convex set invariant. Thus,
ρ(I + τ(A− cI − (ǫ/6)I)) < 1.
Suppose now that ρ(I + τ(A − cI − (ǫ/6)I)) < 1 + δ as in Line 14. By homogeneity of
the JSR and basic arithmetic, we obtain
ρ(I +
τ
1 + δ
(A− cI − (
ǫ
6
+
δ
τ
)I)) < 1.
By Theorem A, this implies that σ(A− cI) < ǫ
6
+ δ
τ
≤ ǫ/3.
Running time.
Line 9 requires an approximation of ρ with absolute error bounded by δ = τǫ/6. Since ρ
is close to one in the worst case, (say, ρ < 2) it is sufficient to require a relative accuracy
of ǫ′ = δ/2 = τǫ/12. For any arbitrarily small ǫ′, algorithms are known, which deliver an
approximation of the joint spectral radius with relative error ǫ′ in a number of steps bounded
by O(mn
3 logm
log (1−ǫ′) log 1/ǫ′), (see [18, Theorem 2.12] and the proof of this theorem). Thus, a
single run of the subroutine computing an approximation of ρ takes
O(mn
3 logm
log (1−τǫ/12) log 12/(τǫ)). (19)
Recall from Theorem 3 that2 k(r, ǫ) ≈ ω(ǫ/(d2r2)). Finally, the bisection algorithm divides
by two the length of the interval (a, b), and adds ǫ/3 to this length in the worst case. Thus,
it is straightforward that the initial length L = b0 − a0 becomes smaller than 2ǫ within at
most O(logL/ǫ). Combining these last two inequalities with (19), one obtains the claim.
✷
Example 1 Consider the LSS with the following family A of two 3× 3 matrices:
A =



−0.0622 0.0349 −0.11820.0953 −0.0697 −0.1719
0.0787 0.0223 −0.2581

 , (20)

0.1591 0.1397 −0.09160.0338 −0.1569 −0.0707
0.7417 0.3028 −0.4421



 . (21)
2In extenso, there exists a constant C such that k(r, ǫ) > Cǫ/(d2r2).
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Figure 1: Chebyshev polynomials corresponding to the spectra of A0 and A1.
We denote these matrices A0, A1 respectively. The CQLF method gives an upper bound
σ ≤ 0.02, while the spectral abscissa of both matrices is −0.08. Thus, we have the fol-
lowing bounds for the Lyapunov exponent: −0.08 ≤ σ(A) ≤ 0.02, which still leaves both
opportunities for the system: to be stable or not. With the CQLF method, we cannot say
more.
Now we apply our algorithm for computing the Lyapunov exponent. Both matrices
happen to have real spectra, and hence we can apply our refine our analysis, thanks to the
sharper estimate of a valid discretization time. We choose the following parameters: we
will decide whether σ(A) > −0.079 with an accuracy 0.055 (this corresponds to a value of
ε = 3 · 0.055 = 0.165 in Algorithm 1). Applying the developments above, we conclude that
it is sufficient to discretize with the step equal to τ = 0.1457 (like in Line 6 of the algorithm)
and the maximal error δ for the JSR computation smaller or equal to 4.0 . . . 10−3 (Line 9).
(Figure 1 represents the Chebyshev polynomials corresponding to the spectra of A0 and A1
respectively.)
We find that the set of matrices I + τ((A− (−0.079 I))− (ε/6)I) has the joint spectral
radius smaller than 1 + 3.9 10−3. (This has been obtained on a standard desktop computer
with the JSR toolbox [39].) As a consequence, σ(A− (−0.079)) < 0.055, and thus, σ(A) <
−0.024. This implies, in particular, that the LSS is stable.
7. Conclusion
The goal of this paper was to provide a way to compute the maximal rate of growth of a
trajectory of a continuous time linear switching system, with a bound on the computation
time necessary to do it with a specified accuracy. We showed that this is possible for matrices
with real spectrum, and we leave open the question for general matrices. Our techniques have
a different flavor than the ones previously proposed in the literature, as they mainly aim at
computing a discretization step, in order to apply efficient methods for discrete time systems
(like the ones implemented in the toolbox [39]). Our method is also applicable in practice
for deciding stability of a LSS and for computing the Lyapunov exponent, as demonstrated
in Section 6. In the proofs we reveal a curious link between the problem of stability of LSS
and Markov-Bernstein inequalities for exponential polynomials. As an auxiliary result, we
derive a universal upper bound for the constants in those inequalities, which is, probably, of
some independent interest.
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8. Appendix
Proof of Proposition 3. By the compactness argument it is easily shown that prob-
lem (14) achieves its solution on some polynomial p ∈ Ph. Let us prove that p possess d− 1
points of alternance on R+: there are positive points µ2 < · · · < µd such that p(µk) = (−1)
k.
In this proof it will be more convenient to start enumeration from 2 than from 1. Take
the smallest point t2 > 0 such that p(t2) = 1 (assume it exists), then the smallest point
t3 > t2 such that p(t3) = −1, then the smallest point t4 > t3 such that p(t4) = 1, etc.
Let tm be the last point of this sequence. If p does not have the required alternance, then
m ≤ d− 2. Writing t1 = 0, take some points uk ∈ (tk−1, tk) , k ≥ 2, so that the half-intervals
[uk, tk) , k = 2, . . . , m do not contain extremal points of the polynomial p. Set u1 = 0. Since
there are in total m ≤ d − 1 points uk, it follows that there is a polynomial q ∈ Ph such
that q(uk) = 0, k = 1, . . . , m and q
′(0) > 0. For sufficiently small number r > 0 we have
‖p− rq‖R+ ≤ 1. On the other hand, (p− rq)(0) = p(0) and (p− rq)
′(0) > p ′(0). Hence the
value of problem (14) is smaller for the polynomial p+ rq, which contradicts the assumption
on p. If t2 does not exists, i.e., p(t) < 1 for all t > 0, then we can take q(t) = p(0)(1− e
−h1t)
and repeat the proof for this q. Thus, p has d − 1 point of alternance µ2 < · · · < µd. The
derivative p ′(t) vanishes at all these d − 1 points, hence it do not have other zeros on R.
Therefore, p increases monotone on the half-line [−∞, µ2]. Since |p(t)| → ∞ as t → ∞, it
follows that there is a unique point µ1 ≤ 0 such that p(µ1) = −1. Then the polynomial
p(t − µ1) has d + 1 points of alternance, and, by the uniqueness, it coincides with the h-
Chebyshev polynomial Th = T . Thus, p(·) = T (·+ µ1). Writing problem (14) for T (·+ µ1)
and denoting µ1 = t, we arrive at (18).
It now remains to show that the value of problem (18) is larger than 2ε
−T ′′(0)+2ε2
. Consider
a new function f(t) = 1− T (ν2 − t) on the segment [0, ν2] and note that f is increasing and
concave on [0, ν2], f(0) = f
′(0) = 0, ‖f ′′‖R+ ≤ M2(h). With this function, problem (18)
reads 

f(t)
f ′(t)− ε
(
1− f(t)
) → min,
subject to :
t ∈ [0, ν2] , f
′(t) > ε
(
1 − f(t)
)
.
(22)
Fix some t = a and the value f(t) = c. We maximize f ′(t), in order to minimize the
objective function in (22), by solving the following optimal control problem:


ϕ ′(t) → max
subject to
ϕ ∈ W 21 [0, a], ϕ(0) = ϕ
′(0) = 0, ϕ(a) = c,
0 ≤ ϕ′′(t) ≤ M2(h) for all t ∈ [0, a] .
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The global maximum is attained for the following piecewise-quadratic function: ϕ(t) = 0, t ∈
[0, ξ] , ϕ(t) = M2(h) t
2
2
, t ∈ [ξ, a], where ξ is some switching point. Changing variables t 7→
t−ξ, we conclude that substituting f(t) = M2(h) t
2
2
into (22) does not increase the value of the
problem. Now the problem becomes
M2(h)t
2
2
M2(h)t− ε
(
1−
M2(h)t
2
2
) → min. Writing the determinant
we see that the minimum of this function under the assumptionM2(h)t − ε
(
1−M2(h)t
2
2
)
≥ 0
is equal to 2 ε
M2(h)+2ε2
.
✷
In the proofs of Theorems 1 and 5 are realized in the same way. We use the following
fact, which is a simple consequence of the convexity of norm.
Lemma 1 If p and q are elements of a normed space, ‖p‖ = 1 and ‖p + λ0q‖ < 1 for
some positive λ0, then there is a positive constant c0 such that ‖p + λq‖ ≤ 1 − c0λ for all
λ ∈ [0, λ0].
We first give a proof of Theorem 5 and then show how to modify it to derive Theorem 1.
Proof of Theorem 5. Let n be the biggest integer such that h1 = . . . = hn. For some
small δ > 0 denote hδ =
(
h1 + δ, . . . , hn + δ, hn+1, . . . , hd
)
(δ is added to the first n equal
entries). Let us show that for all sufficiently small δ > 0, we have
κ
(
hδ, ε
)
< κ
(
h, ε
)
. (23)
Thus, if h1 < 1, then one can always slightly increase the smallest exponent h1 to re-
duce κ(h, ε). On the other hand, the set of exponential polynomials p of d terms such that
‖p‖R+ ≤ 1, and whose exponents are in the segment [h1, 1] is compact. Hence, the minimal
value of κ(h, ε) is attained when h1 = 1, i.e., at the point h = e. In this case a unique
optimal polynomial is Te = Sd.
To prove (23) we take a positive λ and consider the kth term (k ≤ n) in the polynomial
p(t). This is pkt
k−1e−h1t. A small variation λyk of the coefficient pk and a variation δλ of the
exponent h1 gives
(pk+λyk) t
k−1e− (h1+λδ) t − pk t
k−1e−h1t = λ ykt
k−1e−h1t − λ δ pkt
ke−h1t + O(λ2) , λ→ 0 .
(24)
We spot the linear part of the variation using the expansion e−λδ t = 1 − λδ t + O(λ2). Since
p(t) tends to zero as t → ∞, the last term O(λ2) in (24) is uniform over all t ∈ [0,+∞).
The crucial observation here is that the largest power of t increases by 1. Thus, a small
variation of the Chebyshev system e−h1t, te−h1t, . . . , tn−1e−h1t leads to a larger Chebyshev
system e−h1t, te−h1t, . . . , tne−h1t. Now it remains to choose coefficients {yk}
n
k=1, δ and λ so
that this variation reduce the value of κ(h, ε).
In the proof of Proposition 3 we showed that the extremal polynomial p for problem (14)
possesses d − 1 points of alternance µ2 < · · · < µd such that p(µk) = (−1)
k. Every interval
[µk, µk+1] for k = 2, . . . , d− 1 contains a unique root uk of the polynomial p. Thus, we have
d−2 roots u2, . . . , ud−1. We add the function t
ne−h1t to the system Ph and obtain a T-system
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P
h˜
of d + 1 elements. Thus, we have a (d + 1)-tuple h˜ such that h˜k = h1, k = 1, . . . , n + 1,
and h˜k = hk−1, k = n + 1, . . . , d + 1. Denote u0 = 0 and take an arbitrary u1 < µ2. Since
the system P
h˜
contains d+ 1 element, there is a unique, up to multiplication by a constant,
polynomial q ∈ P
h˜
that vanishes at the points u0, . . . , ud−1 and is positive on the interval
(u0, u1). At each point of alternance µk the values p(µk) and q(µk) have different signs.
Therefore, for all sufficiently small λ > 0, we have ‖p+λq‖R+ < 1, and hence, by Lemma 1,
‖p + λq‖R+ < 1 − c0λ. Now let us choose coefficients {yk}
n
k=1 and δ so that the linear
part of the corresponding variation of the polynomial p coincides with the polynomial q. For
k = n + 1, . . . , n, this is simple: we take yk = qk+1. For k = 1, . . . , n, we apply (24), put
formally p0 = 0 and obtain the following system of linear equations:
q1 = y1 − δ p0
· · ·
qk = yk − δ pk−1
· · ·
qn = yn − δ pn−1
qn+1 = − δ pn .
Note that pn 6= 0. Otherwise p is a linear combination of a T-system of d − 1 functions,
hence it cannot have an alternance of d − 1 points. Solving the last equation: δ = − qn+1
pn
we obtain successively yk = qk −
qn+1pk−1
pn
. For every λ > 0 we have a polynomial pλ(t) =
(pk + λyk) t
k−1e−(hk+λδ)t +
∑n
k=1(pk + λyk) e
−hkt (the exponents in the last sum may also have
multiplicities, in which case they are multiplied by the corresponding powers of t). The linear
(in λ) part of the difference pλ(t) − p(t) coincides with λ q(t). Whence, ‖pλ− (p+λq)‖R+ ≤
C λ2, and by the triangle inequality we get
‖pλ‖R+ ≤ ‖p+ λq‖R+ + C λ
2 ≤ 1− c0λ + Cλ
2 < 1
for all λ > 0 small enough. Thus, ‖pλ‖R+ < 1. Furthermore, pλ(0) = (p+λq)(0) = p(0) and,
since q ′(0) > 0, we have p
′
λ(0) = p(0) + λq(0) + O(λ
2) > p(0) for λ > 0 small enough.
Thus, pλ have the same value at zero, but a larger derivative. Therefore, for pλ the objective
function of problem (14) is smaller than for p.
It remains to show that we actually increase the exponent h1, i.e., that δ > 0. We have
δ = − qn+1
pn
. The largest term of the polynomial p, asymptotically as t→∞, is pnt
n−1e−h1t.
Hence for large t we have sign p(t) = sign pn = (−1)
d−1. The largest at +∞ term of the
polynomial q is qn+1t
ne−h1t, hence for large t we have sign q(t) = sign qn+1 = (−1)
d. Thus,
pn and qn+1 have different signs, and so, δ = −
qn+1
pn
> 0.
✷
Proof of Theorem 1 is literally the same as the proof of Theorem 5 above, replacing
the first derivative p′(0) by the kth derivative p(k)(0). In the proof of Theorem 5 we showed
that if h1 < 1, then there exists a small perturbation hδ of the vector h that reduces the
norm of p and increases the value |p′(0)|. The same perturbation actually increase |p(k)(0)|
for every k (the proof is the same). This implies that the maximal kth derivative is achieved
when h1 = 1, i.e., when h = e, which completes the proof of Theorem 1.
✷
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