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Abstract
We are interested in the estimation and prediction of a parametric model on a short dataset
upon which it is expected to overfit and perform badly. To overcome the lack of data (relatively
to the dimension of the model) we propose the construction of an informative hierarchical
Bayesian prior based upon another longer dataset which is assumed to share some similarities
with the original, short dataset. We illustrate the performance of our prior on simulated dataset
from three standard models. Then we apply the methodology to a working model for the
electricity load forecasting on real datasets, where it leads to a substantial improvement of the
quality of the predictions.
Keywords: informative prior, hierarchical prior, mcmc algorithms, short dataset, electricity
load forecasting
1 Introduction
We consider the problem of building a prior distribution when only a small number of observa-
tions is available. In this context the choice of the prior becomes crucial, having a strong effect
on the inference. However it can also be a good tool to bring information so as to improve the
estimations in complicated problems (e.g. model in high dimension with respect to the number
of observations). Using the ideas of hierarchical modelling, we propose a parametric prior
model, that requires the knowledge of another long historical sample yH upon which the model
performs equally well in both estimation and prediction. We will assume that this historical
sample shares some similarities with our short sample of interest y.
The study is motivated by the modelling and forecasting of electricity load which is a problem
well-known within both the academic and the applied statistics community (see e.g. Bunn and
Farmer, 1985). We are interested in the development of a methodology to improve the estimation
and the predictions of a parametric multi-equation model (similar to the one presented in
Bruhns et al. (2005)) over a short dataset. The limited size of the dataset coupled with the high
dimensionality of the model leads to a typical overfitting situation when using the maximum
likelihood approach: the fitted values are relatively close to the observations while the errors
in prediction are an order of magnitude larger or more (due to the very periodic nature of the
regressors involved, the model typically requires 4 or 5 years of data to provide satisfactory
predictions). This overfitting behaviour can be somewhat alleviated by the use of a Bayesian
estimation relying on an informative prior distribution, but the very fact that the data available
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is limited makes the posterior distribution all the more sensitive to the choice of that prior.
Although electricity load curves may largely differ from one population to another, they may also
share some common features. The latter case is expected to happen when the global population
studied is an aggregation of non-homogeneous subpopulations for which the estimations are
made harder due to the relative lack of data.
Different strategies can be found in the literature of hierarchical model to choose or to
estimate the parameters of the prior distribution. See Gelman et al. (2013); Gelman and Hill
(2007); Congdon (2010) for a general review on the subject of hierarchical models. These
parameters can be assumed unknown and a new level is added to the hierarchical structure.
This commonly used approach increases the dimension of the model, which is generally not
recommended when dealing with small samples.
In Gelman et al. (2013), Chapter 5, some methods using historical samples are presented
and illustrated on several examples. Typically, both samples are supposed to be coming from a
common model. Assuming that the prior belongs in a parametric family, the hyperparameters of
the prior are chosen as the estimated values on the historical sample. This strategy is not robust
to small evolutions of the parameters between the historical and the short samples, leading to a
bias in the estimation as illustrated in Section 4. Note that it is also possible to estimate the prior
on the sample itself, the approaches are often called empirical Bayesian method. This is not a full
Bayesian analysis but the approach can be viewed as an approximation to hierarchical models
(see e.g. Efron (2010) for details).
Instead of estimating the parameter from historical sample, one can define a joint model on
the samples (yH, y) where both samples come from the same parametric model but have different
parameters (denoted respectively θH and θ). The prior distribution on (θH, θ) conveys the link
and the closeness between both parameters with the help of a dependence structure. Bouveyron
and Jacques (2013) propose this method to estimate regression mixtures when the population has
changed between the training and the predictive stages. They choose a conditional distribution of
θ given θH which is centered in θH. This approach requires knowledge of the joint distribution of
samples (yH, y), which are assumed independent in Bouveyron and Jacques (2013). This leads to
a transfer learning in both directions and attributes a higher importance to the largest historical
sample.
In this paper, we assume that the long and the short datasets are somehow similar in a non-
obvious way. That the similarity between the parameters underlying the two datasets (we will
assume they are indeed coming from the model we consider) cannot be easily guessed prevents
us from trying to model the datasets simultaneously because it would require a rather precise
knowledge of the link between the two. We propose a general way of building an informative
hierarchical prior for the short dataset from the long historical one that goes as follows:
1. we first estimate the posterior distribution on the long dataset using a non-informative
prior, arguing that the design of an informative prior for this dataset is not necessary, since
the data available are enough to estimate and predict the model in this case ;
2. we extract key pieces of information from this estimation to design an informative prior
for the short dataset which takes into account the prior information that the datasets are
somehow similar, via the introduction of hyperparameters designed to model and estimate
this similarity.
The paper is organised as follows. In Section 2 we focus on the general methodology and
propose a informative Gaussian prior model. From the two first moments, we show the transfer
of information between the historical sample and the prior model. In Section 3 we illustrate
the performance of our methodology on simulated dataset from three standard models : the
auto-regression model, the polynomial regression and a Poisson model with random effects. In
Section 4, we introduce the model used for our main application of electricity load forecasting. We
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discuss the results obtained on French electricity datasets and show that our new methodology is
competitive compared to three alternative standard methods. We also study the effect of the small
dataset’s sample size upon the predictive quality of the model and show that the informative
prior provides reasonable forecasts even when the lack of data is severe. The ad hoc MCMC
algorithms we developed to approximate numerically the various estimators are push backed
into the Appendix (see Section 5) so as not to obfuscate the main point of the paper by technical
details.
2 Methodology
2.1 General principle
We denote y the short sample over which we would like to estimate a parametric model
{ fθ , θ ∈ Θ} and to predict future observations. We denote yH a historical sample coming from
the same parametric model. We assume that this is a long dataset known to share some common
features with y. Let θH and θ be the corresponding parameters. The parameter of interest is θ .
Let piH and pi be the prior distributions used to estimate θH and θ respectively. Let piH(·|yH)
and pi(·|y) be the associated posterior distributions. We will denote θ̂H and θ̂ the corresponding
Bayes estimates (i.e. the posterior means).
We propose a method to the improve parameter the estimations and model predictions for
the dataset y with the help of the dataset yH. Observe first that the choice of piH is not crucial as
long as it remains non-informative enough because, θH can be correctly estimated from the data
alone on yH. The naive pick pi = piH(·|yH) is not a viable solution as soon as the parameters of
θH and θ differ since the variance of the posterior distribution piH(·|yH) is too small: in that case
the few observations of y will not be able to make up for the difference between the posterior
mean θ̂H and the true value of the parameter θ. Assuming that the parameters θH and θ are
identical is too restrictive in practise. To allow for more flexibility we introduce hyperparameters
to account for the similarity between the datasets. We now describe the informative hierarchical
prior we designed.
Assume that the prior distribution pi is to be chosen within the parametric family
F = {piλ; λ ∈ Λ}.
Since selecting pi ∈ F is equivalent to picking λ ∈ Λ, and since we would like pi to retain some
key-features of piH(·|yH), we want to pick λ using some of the information contained inside the
posterior distribution piH(·|yH). We assume that there exists an operator T : F → Λ, such that
T[piλ] = λ,
and choose λ proportional to T[piH(·|yH)], in the sense that
λ = KT[piH(·|yH)],
where K : Λ→ Λ itself is an unknown linear operator that we assume diagonal for ease of use.
The operator K can be interpreted as a similarity operator between θH and θ, and its diagonal
components as similarity coefficients measuring how close the two datasets yH and y really are
when looked at through the model. The diagonal components of K are hyperparameters of the
prior we designed, and we give them a vague hierarchical prior distribution centred around q,
the prior on q being vague and centred around 1.
The hyperparameter q may also be regarded as a more global similarity coefficient, since
it represents the mean of all the similarity coefficients. The prior mean of q is forced to 1 to
reflect the prior knowledge that the datasets are somehow similar. The variance of the prior
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distribution of q could in theory be reduced, going from a vague prior to a more informative
structure, depending on the confidence we have over the similarity between the datasets. We
chose not to however, so as to keep the procedure we describe from requiring any delicate
subjective adjustments.
Remark 1. As we suppose that yH is a large sample, the posterior distribution piH(·|yH) can be
approximated by Gaussian distribution under suitable regularity conditions. Therefore we can replace
λ = KT[piH(·|yH)],
by
λ = KT[N (θˆMLH,n, I−1H,n)],
where θˆMLH,n is the maximum likelihood estimate and where IH,n is an estimate of the expected Fisher
Information matrix calculated on the sample yH (Ghosh et al., 2006, chap 4).
We present now two frequent situations where the above procedure can be written in a
simpler way.
Example 2 (Method of Moments). We assume that the elements of F can be identified via their m
first moments: the operator T can then be reduced to a function F of the m first moments operators, i.e.
λ = T[piλ] = F(E(θ), . . . ,E(θm)). The expression of λ then becomes
λ = KF(E(θ|yH), . . . ,E(θm|yH)).
Note that, if the prior requires the specification of at least the two first moments, even though the priors
from the upper layers of the model are vague, the correlation matrix estimated on the dataset yH remains
untouched and is directly plugged into in the informative prior if we consider centred moments for orders
greater than 1.
Example 3 (Conjugacy). We consider the case where F is the family of priors conjugated for the model.
If the prior piH belongs to F then the associated posterior distribution piH(·|yH) does too and we denote
λH(yH) the parameter that corresponds to it. The expression of λ then reduces to
λ = KλH(yH).
2.2 Gaussian strategy
Under suitable conditions of regularity (see Ghosh et al. (2006), Launay et al. (2012)), the posterior
distribution tends to look like a normal distribution asymptotically. This suggests the use of a
normal distribution as the prior distribution pi. Let us denote µ̂H and Σ̂H the posterior mean
and posterior variance of the parameter θH.
As described in the general methodology, we introduce new parameters to model the similarity
between the two datasets, (k, l) ∈ Rd ×R and (q, r) ∈ R×R∗+. The informative hierarchical
prior is of the form
θ|k, l ∼ N (Kµ̂H, l−1Σ̂H) (1)
k|q, r ∼ N (q(1, . . . , 1)′, r−1 Id) (2)
where K = diag(k). Again, the coordinates of the vector k can be interpreted as similarity
coefficients between θH and θ and the strictly positive scalar l can be seen as a way to alternatively
weaken or strengthen the covariance matrix as needed. Hyperparameters q and r are more general
indicators of how close θH and θ are, q corresponding to the mean of the coordinates of k and
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r being their inverse-variance. For a complete definition of the prior distribution, we of course
need to specify the prior on l, q, r. Based on conjugacy considerations, we use:
l ∼ G(al , bl), q ∼ N (1, σ2q ), r ∼ G(ar, br), (3)
where al , bl , ar, br and σ2q are fixed positive real numbers such that the prior distribution on l,
q and r are vague. These prior distributions are chosen because of their conjugacy properties
(that we took advantage of to design the MCMC algorithms for our applications). The vagueness
requirement that we impose on these priors is motivated by the fact that we want to keep as
general a framework as possible without having to tweak each and every prior coefficient for
different applications.
In the end, the informative prior is built as follows:
pi(θ, k, l, q, r) ∝ pi(θ|k, l)pi(k|q, r)pi(l)pi(q)pi(r) (4)
where the densities appearing on the right hand side are specified in (1), (2) and (3).
From the two first moments of the prior distribution pi, we evaluate the prior information
brought by the historical sample yH. Firstly we show that the prior distribution pi is centered on
the estimation of the parameter on yH, which should be close to θH according to the asymptotic
properties of Bayes estimates.
Property 4. The prior distribution admits a moment of order 1 equal to µ̂H.
Proof. Indeed, we have
E(θ) = E(E(θ|K, l−1)) = E(Kµ̂H)
= E(K)µ̂H = E(E(K|q, r))µ̂H = E(q)Idµ̂H
= µ̂H.
Secondly, from the correlation matrix of pi, we show that we transfer informations from the
historical sample to the dependence between the components of parameter θ
Property 5. Assume that al > 1 and ar > 1. Under suitable conditions of regularity,
• the correlation of the prior distribution is equivalent to the correlation of the posterior distribution
piH(·|yH) as NH goes to infinity.
• for a fixed NH the correlation of the prior distribution is also equivalent to the correlation of the
posterior distribution piH(·|yH) as σ2q and E(r−1) go to 0.
Proof. First notice that the condition on the coefficients al > 1 and ar > 1 ensures that the first
moment of both l−1 and r−1 are finite. This implies that the variance of the prior distribution is
finite
Recall now that if (X, Y) are two random variables in L2 we have the following equality
var(X) = var(E(X|Y)) +E(var(X|Y)).
We then get
var(θ) = var(E(θ|K, l−1)) +E(var(θ|K, l−1))
= var(Kµ̂H) +E(l−1)ΣˆH
= diag(µ̂H) var(k)diag(µ̂H) + bl
al − 1 Σˆ
H.
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Using the same equality, we can evaluate the variance of k as
var(k) = var(E(k|q, r−1)) +E(var(k|q, r−1))
= var(q
1...
1
) +E(r−1)Id
= σ2q
1 · · · 1... . . . ...
1 · · · 1
+ brar − 1 Id.
We obtain
var(θ) = diag(µ̂H)
σ2q
1 · · · 1... . . . ...
1 · · · 1
+ brar − 1 Id
diag(µ̂H) + blal − 1 ΣˆH
=
bl
al − 1 Σ̂
H + br
ar − 1diag(µ̂
H)2 + σ2q µ̂Htµ̂H.
and the element of the correlation matrix in i th row and j th column (i 6= j) is thus
bl
al−1 Σ̂
H(i, j) + σ2q µ̂H(i)µ̂H(j)(
bl
al−1 Σ̂
H(i, i) + ( brar−1 + σ
2
q )µ̂
H(i)2
)1/2 ( bl
al−1 Σ̂
H(j, j) + ( brar−1 + σ
2
q )µ̂
H(j)2
)1/2 .
Under suitable conditions of regularity, µ̂H converges to θH and 1NH Σˆ
H converges to the
Fisher information I(θH) as NH tends to infinity, which ends the proof of the first assertion. The
second assertion is trivial when you recall that E(r−1) = brar−1 .
3 Basic examples
In this Section, we describe how to apply our methodology to three different and common
examples. We first deal with both a regression model and an auto-regressive model, before
addressing a hierarchical Poisson model.
3.1 Regression model
We will consider a Gaussian regression model i.e. for each t = 1, . . . , n
yt = ft(θ) + et (5)
where e1, . . . , eN are assumed independent and identically distributed with common distribution
N (0, σ2).
We will use the notation f (θ) = ( f1(θ), . . . , fN(θ)) for short, where θ designate the parameters
of interest. With these notations, since η = (θ, σ2), the likelihood of the model considered is
L(y|η) =
(√
2piσ
)−N
exp
(
−1
2
‖y− f (θ)‖2
)
. (6)
For σ2 we use a non-informative prior (we chose pi(σ2) ∝ σ−2) because we do not want
to make any kind of assumptions about the noise around both datasets. This prior is non-
informative in the sense that it matches Jeffreys’ prior distribution on σ2 for a Gaussian linear
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regression. For the parameter θ we use the informative hierarchical prior as described in Section
2.2
On the sample yH we use the following non-informative prior
piH(ηH) = piH(θH, σ2H) ∝ σ
−2
H . (7)
This prior is non-informative in the sense that it matches Jeffreys’ prior distribution on σ2H for a
Gaussian linear regression (see Marin and Robert, 2014, on page 73). It leads to the following
posterior distribution
piH(ηH|y) ∝ L(yH|ηH)piH(ηH) (8)
∝ σ−NH−2H exp
(
−1
2
σ−2H ‖y− f (θH)‖22
)
.
We consider a polynomial regression model of order p (p ≥ 0) on the interval [−1, 1],
meaning that observations from this model can be written for each t = 1, . . . , n
yt =
p
∑
i=0
θix
p
t + en (9)
where en are i.i.d. with Gaussian distribution N (0, σ2), and where x1, . . . , xn are equally spaced
over [−1, 1].
Here again, we only show some of the results we obtained in various settings. Our goal here
is to show, for a fixed sample size, the robustness of our method to non-exact similarity between
the two datasets
First situation We simulate NH = 200 observations yH from model (9) with p = 4 and
coefficients
θH = (2,−1, 3, 1, 2)
and N = 10 observations y with coefficients
θ = ρθH,
where ρ will be chosen later, using σ2 = 1 for the variance of the noise for yH and σ2 = 4 for
y. We then estimate the coefficients θ from the small sample y available using the Gaussian
informative prior we presented above. To assess the performance of our method, we compare and
aggregate the results over 100 repetitions (sampling new observations for each repetition) with
those obtained from a non-informative vague prior and those coming from MLE estimations.
Second situation The second situation is different from the first in that θ is not proportional to
θH anymore. Here we chose
θ0 = ρθ
H
0
θ1 = ρθ
H
1
θ2 = θ
H
2
θ3 = θ
H
3
θ4 = θ
H
4
and the rest of the setup is identical.
7
Results. Figure 1 shows the errors of estimation for the four coefficients i.e. the true values
minus the estimated values (the posterior mean for Bayesian models) when ρ varies from 1 to 0.5
for both situations and Figure 2 displays the actual estimated polynomials for both situations
when ρ = 0.5.
Once again the benefits of using the informative prior over the non-informative prior stand
out. Whether the similarity between the two parameters θ and θH is based upon proportionality
or not the informative prior helps the estimation of all the coefficients in a very effective way.
As the sample size N decreases from 100 to 10, the MLE and the non-informative Bayesian
method tend to perform rather poorly whereas the use of the informative Bayesian prior clearly
benefits the estimation of the coefficients in this situation where observations yH and y come
from exactly the same model.
3.2 Auto-regressive model
We consider an AR(p) model (p > 0) with coefficients θ, and variance of noise σ2, i.e. denoting
yn its observation at time n, for each n
yn =
p
∑
i=1
θiyn−i + en (10)
where en are i.i.d. with Gaussian distribution N (0, σ2).
As in the previous example, we choose for θ the informative hierarchical prior described in
Section 2.2, and for σ2 we take the non-informative prior proportional to σ−2 . On the historical
sample yH, we again choose the non informative prior (7) (see Marin and Robert, 2014, on page
219).
We tested our method on many different such models (with varying orders, coefficients, and
variance of noise) and present below only the results obtained for an auto-regressive model of
order 4 (p = 4) and show the effect of the sample size N.
We simulate NH = 400 observations yH from model (10) with coefficients
θH = (1.7,−0.23,−0.833, 0.3528)
(the corresponding polynomial having roots −0.7, 0.7, 0.8 and 0.9), and also simulate N =
100, 30, 10 observations y from the same AR(4) model with coefficients
θ = θH,
using in each case σ2 = 1 for the variance of the noise. We then estimate the coefficients θ
from the observations y available using the Bayesian prior we presented above. To assess the
performance of our method, we compare and aggregate the results over 100 repetitions (sampling
new observations for each repetition) with those obtained from a non-informative vague prior
and those coming from MLE estimations. Figure 3 shows the errors of estimation for the four
coefficients i.e. the true values minus the estimated values (the posterior mean for Bayesian
models).
3.3 Hierarchical Poisson model
We consider y1, . . . , yN independent random variables such that for each j, yj follows a Poisson
distribution with parameter λj. We assign a Gamma distribution for the parameters λi :
yi ∼ P(λi)
λi ∼ Γ(a, b)
8
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Figure 1: Estimation errors on the four coefficients of the polynomial regression model (9), using
MLE (in green), non-informative Bayesian (NI, in blue) and informative Bayesian (I, in red)
methods, when ρ = 1 (top row), ρ = 0.5 in the first situation (middle row), ρ = 0.5 in the second
situation (bottom row)
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Figure 2: Estimated polynomials using non-informative Bayesian prior (left) and informative
Bayesian (right). The thin solid line represents the true polynomial corresponding to θH, the
dashed line the estimated polynomial on observations yH, and the thick solid line represents the
true polynomial corresponding to θ . Top row shows results for the first situation, while bottom
row shows results for the second situation.
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Figure 3: Estimation errors on the four coefficients of the auto-regressive model (10), using MLE
(in green), non-informative Bayesian (NI, in blue) and informative Bayesian (I, in red) methods,
for three different sample sizes : N = 100 (top row), N = 30 (middle row), N = 10 (bottom row)
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When a large sample is available, we can choose a non informative distribution on the
parameter θ = (a, b), for example the Jeffreys prior which is given by
piJ(a, b) =
1
b
√
a(log(Γ(a))′′ − 1
(see Yang and Berger (1998) ). When a goes to zero or to infinity,
√
a(log(Γ(a))′′ − 1 is equivalent
to 1√a (see Abramovitz and Stegun (1965) chapter 6). To simplify the computational aspects,
we consider a prior distribution which behaves as the Jeffreys prior when a tends to zero and
to infinity. We assume that a and b are independent, the marginal distributions of a and b are
Gamma distributions with parameters (1/2, e) and (e, e) respectively. The parameter e is fixed
small enough.
For this choice of prior, Figure 4 illustrates that the Bayes estimates do not perform well for
the small sample.
In the context of Section 2, there is a large sample yH sharing some similarities with the small
sample of interest y. Therefore we can construct the prior distribution on (a, b) using the sample
yH based on either of the two following strategies
1. we assign on (a, b) the hierarchical prior defined in (4) with θ = (a, b).
2. the parameter (a, b) are fixed, we take the values of the estimates calculated on the large
sample yH (See Albert (2009); Gelman et al. (2013))
Figure 4 shows the improvement brought by the informative hierarchical model upon non
informative model. On independent replications, we estimate the mean square error on the
estimation of θi
EN =
1
N
N
∑
i=1
|λi −E(λi|y)|2. (11)
The results are given in Figure 5. When the two populations have exactly the same parameters, it
is not surprising to obtain better results using fixed parameters. However the simulation shows
also that this strategy is not robust and leads to worse results than the non informative prior
when the true parameters differ. The hierarchical prior on (a, b) gives some very satisfying results
in terms of quality of the estimation and robustness to variation of the parameters between the
sample yH and y.
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Figure 4: Estimation of the hyperparameters θ = (a, b) using hierarchical informative prior
(Info.) and non informative prior as function of sample sizes N. The true gamma parameters are
(aH, bH) = (a, b) = (1, 1). The boxplot is constructed from 500 independent replications.
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Figure 5: Mean square error En defined in (11) for the three choice of prior : hierarchical
prior (Info.), fixed hyperparameter (Fixed) and non-informative prior (ni). The parameters are
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and NH = 5000. The gamma parameters of yH are θH = (aH, bH) = (1, 1). The boxplot is
constructed from 500 independent replications
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4 Electricity load forecasting
Modelling and forecasting the electricity load on a day-to-day basis has long been a key activity
for any company involved in the electricity industry. It is first and foremost needed to supply a
fixed voltage at all ends of an electricity grid: the amount of electricity produced has to match
the demand very closely at any given time and experts usually make use of short-term forecasts
(see Cottet and Smith, 2003, for example)).
Electricity load usually involves a large predictable component due to its very strong daily,
weekly and yearly periodic behaviour and the exogenous variables most commonly used to
forecast the electricity load are weather-based (see Al-Zayer and Al-Ibrahim, 1996; Taylor and
Buizza, 2003, for an example). For the French electricity load specifically, the importance of the
temperature and cloud-cover is underlined in Menage et al. (1988) and Bruhns et al. (2005). Engle
et al. (1986); Ramanathan et al. (1997) also present other weather-related models.
Some authors work with univariate time series models: Taylor (2003) builds a double seasonal
exponential smoothing for the British electricity load, and Cugliari (2011) treats the load curve as
a functional-valued autoregressive Hilbertian process to use a non-parametric approach relying
on the wavelet transform. Other authors (see Soares and Medeiros, 2008; Ramanathan et al., 1997;
Dordonnat et al., 2008, for example) choose multiple-equation models where the various hours
of the day share the same equation, while the associated parameters differ.
Bayesian methods have also been used in the past to solve electricity load forecasting problems.
Amongst them, Minka (1999) deals with Bayesian linear regression and Harrison and Stevens
(1976) focus on dynamic linear models from the Kalman filter point of view and Smith (2000)
choose a Bayesian semi-parametric regression model. To the best of our knowledge though, no
previous attempt has been made in the literature to help improve the forecasting of an intraday
electricity load model on a short dataset, based upon another dataset using a hierarchical Bayesian
model.
4.1 Regression model
In the next few paragraphs, we specify the regression model that we use to model the electricity
load.
For each of the 48 instants of the day (each instant lasts 30 minutes, starting from 00:00am),
the non-linear regression model that we consider in this paper, first described in Bruhns et al.
(2005), is made of three components and is usually formulated as follows: for t = 1, . . . , N,
yt = x
(1)
t x
(2)
t + x
(3)
t + et (12)
x(1)t =
d11
∑
j=1
[
zcosj cos
(
2jpi
365.25
t
)
+ zsinj sin
(
2jpi
365.25
t
)]
+
d12
∑
j=1
ωj1Ωj(t),
x(2)t =
d2
∑
j=1
ψj1Ψj(t),
x(3)t = g(Tt − u)1[Tt ,+∞[(u),
where yt is the load of day t and where e1, . . . , eN are assumed independent and identically
distributed with common distribution N (0, σ2).
The x(1) component is meant to account for the average seasonal behaviour of the electricity
load, with a truncated Fourier series (whose coefficients are zcosj ∈ R and zsinj ∈ R) and gaps
(parameters ωj ∈ R) which represent the average levels of electricity load over predetermined
periods given by a partition (Ωj)j∈{1,...,d12} of the calendar. This partition usually specifies
holidays, or the period of time when daylight saving time is in effect i.e. major breaks in the
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Figure 6: Left : French Electricity load from 13/06/2005 to 29/06/2005 (in grey) and from
05/12/2005 to 11/12/2005 (in black). The load is expressed in MW. Notice the daily patterns of
the electricity load are not the same during summer and winter. Right : French Electricity load at
10:00 over 5 years against temperatures. The load seems to increase linearly with the temperature
below a certain threshold.
electricity consumption behaviour. The left part of Figure 6 shows the typical behaviour of the
electricity load over two different periods of time (summer vs. winter).
The x(2) component allows for day-to-day adjustments of the seasonal behaviour x(1) through
shapes (parameters ψj) that depends on the so-called days’ types which are given by a second
partition (Ψj)j∈{1,...,d2} of the calendar. This partition usually separates weekdays from weekends,
and bank holidays. The differences between two different daytypes are visible on the left part of
Figure 6 too. For obvious identifiability reasons, the vector ψ is restricted to the positive quadrant
of the ‖ · ‖1-unit sphere in Rd2 , that we denote
Sd2+ (0, 1) =
{
ψ ∈ (R+)d2 ; ‖ψ‖1 = 1
}
.
The x(3) component represents the non-linear heating effect that links the electricity load
to the temperature (see Seber and Wild, 2003, for a general presentation of non-linear models),
with the help of 2 parameters. The heating threshold u ∈ [u, u] corresponds to the temperature
above which the heating effect is considered null and is usually estimated to be roughly around
15◦C. The heating effect is supposed to be linear for temperatures below the threshold and null
for temperatures above. Note that the threshold is sought within the range of the observed
temperatures, i.e. u ∈ [u, u] with
min
t=1,...,N
Tt < u < u < max
t=1,...,N
Tt.
The heating gradient γ ∈ R∗ where R∗ = R\{0} represents the intensity of the heating effect, i.e.
the slope (assumed to be non-zero) of the linear part that can be observed on the right part of
Figure 6.
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4.2 Priors
For the sake of both clarity and completeness, we present the full Bayesian model in use for all
our applications in the lines below. Let us denote here again η = (θ, σ2) where θ designates the
parameters of interest in the electricity load model (i.e. zj,ωj,ψj, g, and u).
We opted for the Gaussian strategy (see Section 2.2) for the regression model as was described
in Section 3.1, meaning that the non-informative prior distribution piH used with the historical
sample yH is
piH(ηH) = piH(θH, σ2H) ∝ σ
−2
H .
The informative prior pi used with the small sample y is defined hierarchically and can be
summarised as
pi(θ, σ2, k, l, q, r) ∝ pi(θ|k, l)pi(k|q, r)pi(l)pi(q)pi(r)pi(σ2)
with:
θ|k, l ∼ N (Kµ̂H, l−1Σ̂H) q ∼ N (1, σ2q )
k|q, r ∼ N (q(1, . . . , 1)′, r−1 Id) r ∼ G(ar, br)
l ∼ G(al , bl) pi(σ2) ∝ σ−2,
where K = diag(k), where µ̂H and Σ̂H are the posterior mean and posterior variance of the
parameter θH and where al , bl , ar, br and σ2q are fixed positive real numbers such that the prior
distribution on l, q and r are vague.
Remark 6. Using either the non-informative prior distribution or the informative prior distribution with
the model (12) leads to a proper posterior distribution. The proofs, as well as the MCMC algorithms we
designed to derive numerical estimators, are pushed back into the Appendix (see Section 5).
4.3 Datasets
The historical dataset yH needed for the construction of the informative prior corresponds to a
specific population in France frequently referred to as “non-metered” because their electricity
consumption is not directly observed by EDF but instead derived as the difference between
the overall electricity consumption and the consumption of the “metered” population. For this
population the data ranged from 07/01/2004 to 07/31/2010.
We illustrate the benefits of choosing our informative prior to predict electricity load on
two short datasets : the first dataset y corresponds to the “non-metered” population for ERDF,
a wholly owned subsidiary of EDF that manages the public electricity network for 95% of
continental France. This population roughly covers the same people that yH does, but not exactly.
The population behind the second dataset y′ corresponds to a subset of the population behind
yH and represents around 50% of the total load of yH.
4.4 Benchmark against standard methods
For this application, we only consider the days for which no special tariffs are enforced: the
so-called EJP (“Effacement jour de pointe“ = peak tariff days) are removed from the dataset
beforehand to ensure the signal studied is consistent throughout time. Bank holidays (including
the day before and the day after to avoid any neighbourhood contamination effects), the summer
holiday break (August) and the winter holiday break (late December) are also removed from
the dataset for this first application, so that we may benchmark our method against others on a
smooth and rather easy-going signal, and not put any one method at a disadvantage due to the
17
Estimation yH Estimation y Prediction y
Case 1 1099 125 28
Case 2 1099 144 38
Table 1: Sample size (in days) of the datasets for both experiments.
Case 1 Case 2
RMSE MAPE RMSE MAPE
informative prior (I) 770.71 3.08 2041.70 5.71
non-informative prior (NI) 24440.52 100.26 7317.56 22.03
non-parametric (NP) 1461.52 5.82 25091.68 77.41
double exp. smoothing (DES) 1800.12 7.41 22572.58 71.36
linear time series (ARIMA) 1702.39 6.89 13839.85 43.73
Table 2: Overall quality (RMSE in MW, MAPE in %) of the predictions for both experiments.
signal’s specificity. The temperature considered in the model is the average temperature over
France for the period of study, and the cooling threshold is chosen to be 16◦C throughout the 48
instants of the day.
We benchmark our Bayesian method with informative prior against four alternative methods,
comparing their predictions on dataset y in two configurations. Roughly speaking, for our first
experiment (Case 1) we estimate the model for y over the period ranging from 12/01/2009 to
06/30/2010 and predict the next 30 days (same as the application presented Section 4.5), while
for our second experiment (Case 2) we estimate the model for y over the period ranging from
01/01/10 to 07/31/10 and predict the previous 30 days. We expect Case 1 to be the easy case
and Case 2 to be the tough case, the signal being very smooth during summer and not so much
during winter. The figures shown in Table 1 summarise the exact lengths of the various datasets
for both experiments.
The four alternative methods we benchmark against our own Bayesian informative method,
rely on four different techniques: the first one is the Bayesian non-informative method that
we presented earlier in Section 2.2 (recall that it is meant to be an equivalent to the maximum
likelihood approach), the second involvedsnon-parametric estimation with kernels (see Fan and
Yao, 2005), the third is a double exponential smoothing (see Taylor, 2003) and the fourth and last
is an ARIMA model. Note that for the second experiment the data available obviously has to
be time-reversed in order to apply the last three alternatives methods, since time-dependence
plays an important role for them. The ARIMA model is automatically selected (see Hyndman
and Khandakar, 2008) as the best model with regard to the AIC criterion.
It is clear from the results exposed in Table 2 that the informative prior outperforms all the
alternative methods by a large margin in each case. The overall bad performance of the Bayesian
non-informative method is not surprising because at least 3 to 4 years of data are usually required
to avoid overfitting, for such a parametric model.
4.5 Role of the hyperparameters
For this application, the setup is the same as the one described at the start of Section 4.4. Our
aim here is to point out the role of the hyperparameters introduced within the informative prior
and show that besides providing better results than alternative methods as was demonstrated in
Section 4.4, they also provide a measure of similarity between the short datasets of interest and
the dataset used to build the prior. We estimate the model for y and y′ over the period ranging
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from 12/01/2009 to 06/30/2010 and predict the next 30 days.
Figure 7 shows the predictive quality of the model for both populations y and y′ using the
informative prior as well as the posterior densities of the similarity coefficients k j at midday
(we also checked the other 47 instants but the look of them was nearly identical to the one we
present). These densities are much more peaked and also centred closer to 1 for population y
than they are for population y′. It thus seems to indicate that dataset y is more similar to yH than
y′ is, confirming our prior knowledge that yH and y cover approximately the same population
whereas y′ represents around 50% of yH: this value of 50% is also visible on Figure 7 where we
observe two densities centred around 0.5, which correspond to the similarity coefficients between
the offsets ωj of yH and these of y′.
Figure 8 displays the boxplots for the posterior densities of q and 1/
√
r and seem to corrobo-
rate the fact that y is more similar to yH than y′ is. Recall that q and 1/
√
r respectively act as the
mean and standard deviation of the similarity coefficients k j within our informative hierarchical
prior. Indeed the estimated mean of q appears to be closer to 1 while its estimated variance is
smaller on y than y′. The estimated mean and variance of 1/
√
r are also smaller on y than y′.
The estimated values of q and r provide some information about the similarity between the
datasets considered. Notice also that the best predictive performance is obtained when the
similarity between the two datasets is strongest.
4.6 Role of the sample size
For this application, the setup is almost identical to the one described at the start of Section 4.4
but the temperature used in the model is not the average temperature over France anymore but a
transformation of it: it is smoothed using exponential smoothing, which is known to improve
the link existing between the two variables temperature and electricity load (see Bruhns et al.,
2005, for more information about this). The cooling threshold is fixed at 18◦C throughout the 48
instants of the day, and this time, the summer holiday break is not removed from the dataset (but
the winter holiday break and the bank holidays still are), so that the model could benefit from
(and be tested on) the August months in general. Note that for yH we use the same dataset as we
used for our two first applications.
We put the focus on the length of the estimation period on y while keeping the same
prediction window. We successively choose the periods ranging from 01/01/2010, 03/01/2010,
05/01/2010, 07/01/2010 to 12/31/2010, reducing the estimation period on y from 12 months to
only 6 months, removing 2 months at a time. We then predict the next 6 upcoming months i.e.
from 01/01/2011 to 06/30/2011. The diagram in Figure 9 describes the 4 scenarios considered.
The non-informative prior leads to a better fit than the informative prior as can be seen in
Table 3. It should not come as a surprise because the non-informative prior was indeed meant
to be equivalent to a maximum likelihood approach whose criterion is precisely to minimise
the RMSE. As for the quality of the predictions associated with the model for both priors,
Table 3 demonstrates that the informative prior beats the non-informative prior in each of the
four proposed configurations. The improvement appears to be minimal when 12 months are
used but as months are removed from the estimation window, the predictive quality for the
non-informative prior drops very quickly, while the predictive quality for the informative prior
remains moderate and stable.
Figure 10 shows the average error in prediction for each month. It is important to note that
the use of the non-informative prior leads to overfitting the model: the results presented in Table
3 show that as the estimation window goes smaller, the estimation error decreases while the
prediction error grows very quickly. A close inspection of the posterior densities of the different
parameters of the model reveals that the bias induced by the increasing lack of data is mainly
seasonal: this is due to the seasonality coefficients of the model being overfit. Choosing the
informative prior over the non-informative prior makes the estimation and prediction of the
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Figure 7: Quality of the predictions (MAPE in %) averaged for each instant, for populations y
and y′ (left). Posterior densities of the similarity coefficients k j for populations y and y′ at midday
(right).
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√
r (right) (mean and standard
deviation of the similarity coefficients k j) for populations y and y′, throughout the 48 instants of
the day.
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Figure 9: Ranges of the estimation (from 12 to 6 months) and prediction (6 months) time-windows
for the 4 scenarios considered.
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Estimation Prediction
RMSE MAPE RMSE MAPE
non-info. info. non-info. info. non-info. info. non-info. info.
12m. 663.02 671.95 1.86 1.87 763.23 737.83 2.01 1.94
10m. 606.04 623.23 1.78 1.82 1509.09 883.07 3.18 2.21
8m. 473.29 493.68 1.49 1.52 8891.81 1318.28 16.72 3.26
6m. 460.60 499.13 1.34 1.44 90356.82 1305.27 224.40 3.62
Table 3: Overall quality (RMSE in MW, and MAPE in %) of the estimation (left) and prediction
(right) for the non-informative (non-info.) and informative (info.) priors, depending on the
number of months used for the estimation (from 12 months to 6 months).
model more robust with regards to the lack of data.
The informative prior especially improves the quality of the predictions when the lack of data
is severe: it provides reasonable forecasts even in the worst scenario considered here, where only
6 months of estimation are used for 6 months of prediction. In this situation, estimation (from
07/01/2010 to 12/31/2010) and prediction (from 01/01/2011 to 06/30/2011) are performed
on non-overlapping areas of the calendar: the informative prior makes up for the unavailable
data and prevents the model from overfitting on the second half of the calendar while the
non-informative prior does not and consequently leads to heavily biased predictions over the
first half of the calendar.
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Figure 10: Quality of the predictions (MAPE in %) averaged for each month (all the instants of the
30 or so days within each month are used to compute these averages), with an estimation period
ranging from 12 to 6 months using the non-informative prior (left) and using the informative
prior (right). The ordinate axis is in log-scale. Each shade of grey corresponds to a different
scenario (as depicted on Figure 9).
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5 Appendix
5.1 Notations
Using the notation Mi• for the i-th row of a matrix M, the non-linear model described in (12) can
be re-written in the following condensed way, as a particular case of the regression model (5): for
t = 1, . . . , N,
yt = (At•α)(Bt•β+ Ct) + γ(Tt − u)1[Tt ,+∞[(u) + et. (13)
The matrices A of size N × dA, B of size N × dβ, C of size N × 1, and T of size N × 1 are known
exogenous variables while the parameters of the model to be estimated are
η = (θ, σ2) = (α, β,γ, u, σ2) ∈ Rdα × Bdβ+ (0, 1)×R∗ × [u, u]×R∗+,
where B
dβ
+ (0, 1) = {β ∈ (R+)dβ ; ‖β‖1 ≤ 1} is the positive quadrant of the ‖ · ‖1-unit ball of
dimension dβ.
5.2 Technical proofs
Proposition 7. For (β, u) ∈ Bdβ+ (0, 1)× [u, u] denote A∗(β, u) the matrix whose rows are
(A∗)t•(β, u) =
[
(Bt•β+ Ct)At•, (Tt − u)1[Tt ,+∞[(u)
]
, t = 1, . . . , N,
and suppose A′∗(b, u)A∗(b, u) has full rank for every (β, u) ∈ B
dβ
+ (0, 1)× [u, u]. Assume furthermore
that N > dα + 1 and that (y1, . . . , yN) are observations coming from the model (13) and the posterior
measure is then a well-defined (proper) probability distribution.
Proof. First notice that
∫
pi(η, k, l, q, r|y)dσ2 is proportional to
‖y− f (θ)‖−N2 1[0, 1](‖β‖1)1[u, u](u)pi(η|k, l)pi(k|q, r)pi(l)pi(q)pi(r),
for almost every y and that the function θ 7→ ‖y− f (θ)‖−N2 is bounded, for almost every y. The
posterior integrability is hence trivial as long as pi(η|k, l)pi(k|q, r)pi(l)pi(q)pi(r) itself is a proper
distribution which is the case here.
Proposition 8. For (β, u) ∈ Bdβ+ (0, 1)× [u, u] denote A∗(β, u) the matrix whose rows are
(A∗)t•(β, u) =
[
(Bt•β+ Ct)At•, (Tt − u)1[Tt ,+∞[(u)
]
, t = 1, . . . , N,
and suppose A′∗(b, u)A∗(b, u) has full rank for every (β, u) ∈ B
dβ
+ (0, 1)× [u, u]. Assume furthermore
that N > dα+ 1 and that (y1, . . . , yN) are observations coming from the model (13), the posterior measure
(8) is then a well-defined (proper) probability distribution.
Proof. Notice first that∫
pi(θ, σ2|y)dσ2 ∝ ‖y− f (θ)‖−N2 1[0, 1](‖b‖1)1[u, u](u) for almost every y,
and observe then that
‖y− f (θ)‖22 =
N
∑
t=1
[
yt − (Bt•β+ Ct)At•α− (Tt − u)1[Tt ,+∞[(u)γ
]2
.
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Let (β0, u0) ∈ Bdβ+ (0, 1)× [u, u] and denote α∗ = (α,γ). We write
‖y− f ((α, β0,γ, u0))‖22 =
N
∑
t=1
[
yt − (Bt•β0 + Ct)At•α− (Tt − u0)1[Tt ,+∞[(u0)γ
]2
= ‖y− A∗(β0, u0)α∗‖22,
and thus obtain the following equivalence, as (β, u)→ (β0, u0) and ‖α∗‖2 → +∞
‖y− f (θ)‖−N2 ∼ ‖y− A∗(β0, u0)α∗‖−N2 . (14)
The triangular inequality applied to the right hand side of (14) gives
‖y− A∗(β0, u0)α∗‖−N2 ≤
∣∣‖y‖2 − ‖A∗(β0, u0)α∗‖2∣∣−N . (15)
Since A′∗(β0, u0)A∗(β0, u0) has full rank, by straightforward algebra we get
λ‖α∗‖22 ≤ ‖A∗(β0, u0)α∗‖22,
where λ is the smallest eigenvalue (A∗(β0, u0))′A∗(β0, u0) and is strictly positive. We can hence
find an equivalent of the right hand side of (15) as ‖α∗‖2 → +∞, which is∣∣‖y‖2 − ‖A∗(β0, u0)α∗‖2∣∣−N ∼ λ−N/2‖α∗‖−N2 . (16)
Combining (14), (15) and (16) together, we see that the integrability of the left hand side of (14) as
(β, u)→ (β0, u0) and ‖α∗‖2 → +∞ is directly implied by that of ‖α∗‖−N2 . The latter is immediate
for N > dα + 1, as can be seen via a Cartesian to hyperspherical re-parametrisation.
The previous paragraph thus ensures the integrability of ‖y− f (θ)‖−N2 over sets of the form
{(β, u) ∈ V((β0, u0)), ‖α∗‖2 ∈]M(β0, u0), +∞[}, ∀(β0, u0) ∈ Bdβ+ (0, 1)× [u, u]
where the subset V((b0, u0)) is an open neighbourhood of (β0, u0) and M(β0, u0) is a real
number depending on (β0, u0). By compacity of B
dβ
+ (0, 1)× [u, u] there exists a finite union of
such V((βi, ui)) that covers B
dβ
+ (0, 1)× [u, u]. Denoting M the maximum of M(βi, ui) over the
corresponding finite subset of (βi, ui), we finally obtain the integrability of ‖y− f (θ)‖−N2 over
{(β, u) ∈ Bdβ+ (0, 1), ‖α∗‖ ∈]M, +∞[}.
The integrability of ‖y− f (θ)‖−N2 over {(β, u) ∈ B
dβ
+ (0, 1), ‖α∗‖ ∈ [0, M]} is trivial, recalling
that θ 7→ ‖y− f (θ)‖2 is continuous and does not vanish over this compact for almost every y,
meaning its inverse shares these same properties.
Remark 9. The condition “A′∗A∗ has full rank” mentioned above is typically verified in our applications
for the regressors used in our model. To see this, call “vector of heating degrees” the vector whose
coordinates are (Tt − u)1[Tt ,+∞[(u), then not verifying the aforementioned condition is equivalent to
saying that there exists an index i and a threshold u such that the family of vectors formed by the regressors
A and the vector of heating degrees is linearly dependent over the subset Ψi of the calendar”.
5.3 MCMC algorithms for the estimation of the posterior density
The two MCMC algorithms presented below were developed because direct simulations from
the posterior distribution were not possible. The justifications are given after the algorithms
themselves. Notice that the full conditional distributions of all the parameters but the threshold u
appear to be common distributions in both cases, due to the presence of multiple semi-conjugacy
situations. We used a Metropolis-within-Gibbs algorithm (see Robert and Casella, 2009, page 230,
for a description) based on Gibbs sampling steps for every parameter but u for which we used a
Metropolis-Hasting step based on a Gaussian random walk proposal.
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5.3.1 MCMC algorithm for the estimation of the posterior distribution, using the informa-
tive prior
In the lines below we give the different steps of the MCMC algorithm we used to (approximately)
simulate (η1, . . . , ηM) according to the posterior distribution pi(η|y) corresponding to the infor-
mative prior we presented earlier. Denoting N (µ,Σ, S) the S-truncated Gaussian distribution
with mean µ and covariance Σ, the algorithm goes as follow:
Step 1. Initialise η1 such that pi(η1|y) 6= 0
Step 2. For t = 1, . . . , M− 1, repeat
(i). Simulate σ2t+1 cond. to (αt, βt,γt, ut, kt, lt, qt, rt, y)
σ2t+1 ∼ IG
(
N
2
,
1
2
‖y− f (θ)‖22
)
(ii). Simulate rt+1 cond. to (αt, βt,γt, ut, σ2t+1, kt, lt, qt, y)
rt+1 ∼ G
(
ar +
d
2
, br +
1
2
d
∑
i=1
(ki − q)2
)
(iii). Simulate qt+1 cond. to (αt, βt,γt, ut, σ2t+1, kt, lt, rt+1, y)
qt+1 ∼ N
(
[σ−2q + rd]−1(σ−2q + r
d
∑
i=1
ki), [σ−2q + rd]−1
)
(iv). Simulate lt+1 cond. to (αt, βt,γt, ut, σ2t+1, kt, qt+1, rt+1, y)
lt+1 ∼ G
(
al +
d
2
, bl +
1
2
(ηt − KµHt )′(ΣH)−1(ηt − KµHt )
)
(v). Simulate kt+1 cond. to (αt, βt,γt, ut, σ2t+1, lt+1, qt+1, rt+1, y)
kt+1 ∼ N
(
µkt+1,Σ
k
t+1
)
(vi). Simulate γt+1 cond. to (αt, βt, ut, σ2t+1, kt+1, lt+1, qt+1, rt+1, y)
γt+1 ∼ N
(
µ
g
t+1,Σ
g
t+1
)
(vii). Simulate βt+1 cond. to (αt,γt+1, ut, σ2t+1, kt+1, lt+1, qt+1, rt+1, y)
βt+1 ∼ N
(
µbt+1,Σ
b
t+1, B
dβ
+ (0, 1)
)
(viii). Simulate αt+1 cond. to (βt+1,γt+1, ut, σ2t+1, kt+1, lt+1, qt+1, rt+1, y)
αt+1 ∼ N
(
µat+1,Σ
a
t+1
)
(ix). Simulate δt ∼ N (0,ΣMH), υt ∼ U [0, 1] and define u˜t = ut + δt
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• define ut+1 = u˜t if
υt <
pi(u˜t|αt+1, βt+1,γt+1, σ2t+1, kt+1, lt+1, qt+1, rt+1, y)
pi(ut|αt+1, βt+1,γt+1, σ2t+1, kt+1, lt+1, qt+1, rt+1, y)
• or ut+1 = ut otherwise
where the covariance matrix ΣMH used in this last Metropolis-Hastings step is first estimated
over a burn-in phase (the iterations coming from this phase are discarded), and then fixed to
its estimated value “asymptotically optimally rescaled” for the final run by a factor
( 2.38
d
)2
(as
recommended for Gaussian proposals in Section 2 of Roberts and Rosenthal, 2001).
The justifications for each full conditional distribution used in the Gibbs sampling steps,
including the explicit expressions of µαt+1,Σ
α
t+1, µ
β
t+1,Σ
β
t+1, µ
γ
t+1,Σ
γ
t+1, µ
k
t+1 and Σ
k
t+1, are to be
found in Launay (2012).
5.3.2 MCMC algorithm for the estimation of the posterior distribution, using the non-
informative prior
In the lines below, we give the different steps of the MCMC algorithm we used to (approximately)
simulate (η1, . . . , ηM) according to the posterior distribution pi(η|y) corresponding to the non-
informative prior we presented earlier. DenotingN (µ,Σ, S) the S-truncated Gaussian distribution
with mean µ and covariance Σ, the algorithm goes as follows:
Step 1. Initialise η1 such that pi(η1|y) 6= 0
Step 2. For t = 1, . . . , M− 1, repeat
(i). Simulate σ2t+1 cond. to (αt, βt,γt, ut, y) i.e.
σ2t+1 ∼ IG
(
N
2
,
1
2
‖y− f (η)‖22
)
(ii). Simulate γt+1 cond. to (αt, βt, ut, σ2t+1, y) i.e.
γt+1 ∼ N
(
µ
γ
t+1,Σ
γ
t+1
)
(iii). Simulate bt+1 cond. to (αt,γt+1, ut, σ2t+1, y) i.e.
βt+1 ∼ N
(
µ
β
t+1,Σ
β
t+1, B
dβ
+ (0, 1)
)
(iv). Simulate at+1 cond. to (βt+1,γt+1, ut, σ2t+1, y) i.e.
αt+1 ∼ N
(
µαt+1,Σ
α
t+1
)
(v). Simulate δt ∼ N (0,ΣMH), simulate υt ∼ U [0, 1] and define u˜t = ut + δt
• define ut+1 = u˜t if
υt <
pi(u˜t|αt+1, βt+1,γt+1, σ2t+1, y)
pi(ut|αt+1, βt+1,γt+1, σ2t+1, y)
• or ut+1 = ut otherwise
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where the covariance matrix ΣMH used in this last Metropolis-Hastings step is first estimated
over a burn-in phase (the iterations coming from this phase are discarded), and then fixed to
its estimated value “asymptotically optimally rescaled” for the final run by a factor
( 2.38
d
)2
(as
recommended for Gaussian proposals in Section 2 of Roberts and Rosenthal, 2001).
The justifications for each full conditional distribution used in the Gibbs sampling steps,
including the explicit expressions of µαt+1,Σ
α
t+1, µ
β
t+1,Σ
β
t+1, µ
γ
t+1, and Σ
γ
t+1, are to be found in
Launay (2012).
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