We present an estimate approach to compute the viscoplastic behavior of a polymer matrix composite under different thermomechanical environments. This investigation incorporates computational neural network as the tool for determining the creep behavior of the composite. We propose a new second-order learning algorithm for training the multilayer networks. Training in the neural network is generally specified as the minimization of an appropriate error function with respect to parameters of the network (weights and learning rates) corresponding to excitory and inhibitory connections. We propose here a technique for error minimization based on the use of the truncated Newton (TN) large-scale unconstrained minimization technique with quadratic convergence rate. This technique offers a more sophisticated use of the gradient information compared to simple steepest descent or conjugate gradient methods. In this work we briefly specify the necessary details for implementing the TN method for training the neural networks that predicts the viscoplastic behavior of the polymeric composite. We provide comparative experimental results and explicit model results to verify the effectiveness of the neural networks-based model. These results verify the superiority of the present approach compared to the explicit modeling scheme. Moreover, the present study demonstrates for the first time the feasibility of introducing the TN method, with quadratic convergence rate, to the field of neural networks.
Introduction
Structural polymer matrix composites (PMCs) possessing superior strength-to-weight and modulus-toweight ratios are being considered as alternative materials for structural applications [10] . As PMCs continue to find applications in critical structural components, accurate constitutive modeling becomes increasingly important. Constitutive modeling of polymeric composite materials presents a difficult and distinct challenge.
While significant progress has been made in constructing models applicable for small strain and limited strain-rate and temperature regimes, much less progress has been made for more general conditions. Polymers behave very differently depending on the loading conditions to which they are subjected, from brittle to viscoelastic, to viscous (fluid-like). Another impediment to modeling polymeric behavior is that the mechanisms of deformation in polymers are distinct from those in metals, for which extensive modeling work has been done. Consequently, well-established constitutive models and concepts for metals are not directly transferable to modeling polymeric composites.
Polymeric materials behavior has been repeatedly demonstrated to be very temperature and rate dependent [46] . The creep response of carbon fiber-PMC, compounds the inherent time-dependent behavior of the polymeric phase and the temporal behavior of carbon fibers due to fiber-matrix debonding, interlayer delamination and microcracking. Since all the later damage mechanisms are also time-dependent and occur co jointly with polymeric creep, it is extremely difficult to separate out the individual contributions of the composite constituents.
The creep response of polymers within the linear range of behavior was modeled with a high degree of success by linear viscoelasticity theory [5, 43] . In spite of steady but slow progress over the last 30 years, the understanding and modeling of nonlinear behavior of polymers is still the subject of ongoing research [39, 44] . Beyond the linear range of behavior, progress in the understanding and modeling of creep in polymeric composites seems to be hindered as much by the absence of a comprehensive database as by inadequacies and controversies in the mathematical and basic mechanics formulation.
While there is a vast literature related to the modeling of the creep behavior of polymers, there are few reviews on the modeling of creep in polymeric composites.
Among the earlier investigations are the articles by Haplin [19] , Schapery [45] , and Dillard [7] . Most of this literature utilizes linear viscoelastic models to describe the creep behavior of the composite.
Another approach to the modeling of creep derives form plasticity theory, which was applied initially to metal matrix composites [20, 27] . For uniaxially reinforced polymeric composites, Sun [49, 50] developed a simplified single parameter plasticity model for creep in unidirectionally rein-forced composites. Another unidirectional model was proposed by Robertson [41] . These models were subsequently extended to laminated plates and thermal effects by Gates [13, 14] . Rate dependence was included by means of viscoplastic model by Gates and Sun [15, 16] .
Viscoplastic constitutive equations presented earlier by the authors [1, 3] , were written explicitly and they involve many parameters, which significantly influence the behavior of the constitutive equations. Appropriate parameters must be determined accordingly, such that the accurate behaviors of the material can be expressed.
Some of the problems involved with the explicit constitutive models, from our earlier investigation [3] , include:
(1) The models are simply based on the phenomenological investigation of material properties while a real behavior of material is very complex. Therefore, inevitably the model contains errors. (2) All the models are limited in their mathematical capabilities when they are tackled as parameter identification problem, since they are written explicitly. (3) Compared to metals, composite materials encounter extra parameters like fiber orientation, volume fraction, fiber-matrix interface . . . etc. These parameters will raise the degree of complexity of the earlier constitutive models. 
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tional mechanics, which is quantitatively reliable by itself, has widened its feasibility to practical engineering problems by merging the artificial neural network's (ANN) flexibility. Neural networks architecture is a promising implicit modeling scheme aiming to replace the traditional explicit constitutive equations used to describe the material behavior. The rest of this investigation is dedicated to the design of implicit creep model by means of ANN to predict the creep behavior of the PMCs under different thermomechanical environments.
At this point we emphasize that the approach we followed, does not produce an ''explicit formula'' supplying the creep properties for each viscoplastic--temperature--stress-strain law, but to the construction of an appropriate neural network, which, at a given time period ''produces'' a set of data corresponding to different viscoplastic states. This neural network ''learns'', and if applied to another set of experimental data, may fulfill its task more accurately in shorter time. The present method may replace to some extent the experiments after a period of ''learning''. Moreover, the method developed here may replace the classical explicit constitutive models for viscoplastic behavior, since it takes better into account experimental data and automatically improves itself through learning.
The proposed neural-creep model strongly contradicts the reference to neural network as a ''black box model'', as referred to in the majority of the neural networks-based materials models. The concept of black box arises in several investigations that use a ''crude'' training algorithm such as steepest descent where the learning rate is determined by a random walk approach. The current study eliminates this randomness by implementing recent but well-established numerical optimization techniques such as the conjugate gradient (CG) and the truncated Newton (TN) methods.
While these methods have been employed through several applications in numerical optimization (system theory, control systems, economy, meteorology, and many more) surprisingly, not many applications in material science have adopted these powerful techniques. One explanation of the lack of interest is that these techniques CG and TN, are basically unconstrained optimization techniques that are usually used to find an optimal solution for large-scale multidimensional problems, while, most of the neural networks-based materials models fall within the small-scale one-dimensional spectrum [11, 18, 26, 28, 55, 56] .
Therefore, for the first time in the neural networks-based material constitutive models, a powerful unconstrained multidimensional optimization algorithm i.e., TN method was introduced as training algorithm for neural networks. This novel application of the TN was not cited before in the literature to the best of our knowledge.
Neural networks
Neural networks consist of layered-processing elements (PEs) and weighted connections. Each layer in a neural network consists of a collection of PEs; neurons, each PE in a neural network collects the values from all of its input connections, performs a predefined mathematical operation, and produces a single output value. The main advantage of neural networks is the fact they are able to use some Ôa prioriÕ unknown information hidden in data (but they are not able to extract it). The process of capturing the unknown information is called learning or training of neural networks. A training cycle consists of the following steps: An input vector is presented at the inputs together with a set of desired responses, one for each node, at the output layer. A forward pass is carried out and the errors between the desired and actual response for each node in the output layer, are found. These are then used to determine weight changes in the net according to the prevailing learning rule. The best-known learning algorithm is the backpropagation algorithm [38, 53, 54] .
A popular measure of the error E for a single pattern, is the sum of the square differences 
ARTICLE IN PRESS
where t i is the desired or target response on the ith unit and y i is that actually produced on the same unit.
Neurocomputing and optimization
It is not our goal to discuss the formulation of different optimization techniques to be used in the training of neural networks. In the following, we just introduce briefly the outlines of three optimization techniques that will be used for building the neural networks-based viscoplastic model. Detailed discussion about these methods can be found in [9, 17, 21, 37, 40, 42, 48] .
The steepest descent with momentum algorithm
The standard backpropagation implements the steepest descent method (also called the gradient descent method). At each step of the steepest descent method the weights are adjusted in the direction in which the error function decrease most rapidly. This direction is determined by the gradient of the error surface at the current point in the weight space.
Having the gradient of the error (also referred to as error sensitivity), then the weight adjustments for the connections are updated in a negative direction to the gradient with a certain rate, as given by
where a is a positive-valued constants that regulate the amount of adjustments made with each gradient move, they are called learning rates. The learning rates determine what amount of the calculated error sensitivity to weight change will be used for the weight correction. The momentum was introduced to prompt learning while minimizing unstable behavior. Here, the error function is modified so that a portion of the previous weight is fed through to the current weight. Hence, the weight is updated according to
where k, is the momentum factor (k 2 h0; 1i).
The conjugate gradient algorithm
Since learning in realistic neural networks application often involves adjustment of several hundred weights, only optimization methods applicable to large-scale problems are relevant as alternative learning algorithms. The general opinion in the numerical analysis community is that CG methods are well suited to handle large-scale problems in an effective way [8, 9] . Several CG algorithms have recently been introduced as learning tools in neural networks. Some earlier applications of CG as training algorithm were carried out by Battiti [4] and Johansson [24] . The CG algorithm combines the advantages of simplicity of the steepest descent method and better convergence without the evaluation, inversion, and storage of the Hessian matrix H. Among unconstrained optimization methods, it is widely acknowledged that the CG method is perhaps the easiest method applicable to large-scale problems [8] . The algorithm provides a tool to update the learning rate to minimize the mean square error; hence, the learning rate is updated at each epoch. The Polak-Ribiere version of the CG algorithm will be used in the current investigation. This algorithm is explained meticulously in [37] . 
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The truncated Newton algorithm
In this method, a search direction is computed by finding an approximate solution to the Newton equations,
where p k is a descent direction and H k is the Hessian of the cost function Eðw k Þ. The use of an approximate search direction is justified by the fact that an exact solution of the Newton equation at a point far from the minimum is computationally wasteful in the framework of a basic descent method. Thus, for each outer iteration (Eq. (4)), there is an inner iteration loop applying the CG method that computes this approximate direction, p k , and attempts to satisfy a termination test of the form:
where residual
and the sequence fg k g satisfies 0 < g k < 1 for all k.
The CG inner algorithm is pre-conditioned by a scaled two-step limited memory BFGS method in Nash TN method with PowellÕs restarting strategy used to reset the pre-conditioner periodically. A detailed description of the pre-conditioner may be found in NashÕs work [30] .
In TN method the Hessian vector product H k v for a given v required by the inner CG algorithm is obtained by a finite difference approximation,
A major issue is how to adequately choose h; in this work we use
where e is the machine precision. The inner algorithm is terminated using a quadratic truncation test, which monitors a sufficient decrease of the quadratic model
where i is the counter for the inner iteration and c q is a tolerance, satisfying 0 < c q < 1:0:
TN methods can be extended to more general problems, which are not convex in much the same way as NewtonÕs method [35, 36, 51, 52, 56] . If
then the TN method will converge quadratically, see [6,33,(34, p. 393) ]. This fact explains the faster rate of convergence and the better quality of results obtained with the TN method. Similar conclusions and more detailed discussion of the TN method can be found at [25, [29] [30] [31] [32] 47] . 
Analytical model description
For the purpose of comparison, the outline of an explicit viscoplastic model is presented here. A detailed investigation about this model can be found in earlier investigation by Gates and Sun [15, 16] and recently in the work of Al-Haik et al. [1] [2] [3] 12] . The model describes the rate-dependant stress/strain behavior in graphite reinforced polymeric composite.
The model treats the composite as a homogeneous orthotropic material, and it was constructed to approximately predict the observable phenomena (creep, relaxation, and quasi-static tensile) over a range of pertinent operating conditions (temperature, load level, and loading case, i.e., tension/compression). The viscoplastic creep strain is divided into two components according to
the first component of the viscoplastic term is given as
where A and n are materials parameters. The second part of the viscoplastic term is described as
where H is the overstress, h i are McCauley brackets, and K and m are material constants found from experimental data. The overstress, H ¼ r À r Ã is considered as a scalar quantity that relates the quasi-static stress r Ã to the dynamic or instantaneous stress r at the same strain level.
Therefore,
The quasi-static stress, r Ã is found by solving the quasi-static stress-strain relationship,
while the dynamic stress is the stress resulting from the time-dependent material behavior. The material parameters K, m, A, and n are temperature dependent and are found from experimental data (tensile and load relaxation tests at different temperatures). All these parameters were obtained from load relaxation and tensile data at in previous published investigations [1] [2] [3] 12] and they are presented in Table 1 .
During creep, the stress is constant and the stress rate is zero; therefore the total strain rate may be written in the form
This relationship is a first-order nonlinear differential equation and is coupled to a nonlinear expression of quasi-static stress through Eq. (15) . Combined methods of numerical analysis for solving nonlinear equations (Newton method) and differential equations (Runge-Kutta) were implemented to solve this 
Neurocomputational creep model
Loading a specimen using a Universal Testing Machine to a specific load usually performs the creep test and the load is then maintained at a constant value and the strain is recorded. During creep experiment the load P remains constant
since the total strain can be decomposed into elastic and inelastic components;
e ¼ e e þ e i ð18Þ the strain rate e : is found by differentiating Eq. (18) and noting that e e is a constant _ e e ¼ _ e e i : ð19Þ Fig. 1 depicts the behavior of the creep strain at different stress levels, where r 0 , r 1 and r 2 are normalized stress levels at which the creep testes were performed. The normalization of the stress level was done with respect to the strength at the working temperature T 0 . Hence, the input to the neural network was an array of 3 Â 1 cells where the elements of each cell represents the [temperature; stress; time] respectively. The targets were chosen to be the corresponding values of the creep strain for each input cell.
The data sets were produced from a combination of eight temperatures (25, 35, 45, 50, 55, 60, 65 , and 75°C that were selected according to the measured glass transition temperature of the polymer (T g ¼ 86°C), six normalized stress levels (30%, 40%, 50%, 60%, 70%, and 80%), and 36 time steps with 100 s increment, i.e. 100; 200; . . . ; 3600 s. The total number of data points produced was calculated as: 8ðT 0 Þ Â 6ðrÞ Â 36ðtÞ ¼ 1728½T 0 ; r; t input-target cells. The neural networks computations do not favor the ''raw'' data to be used for training; hence, the input data [T 0 ; r; t] and the targets [e] were normalized to values ranging between )1 and 1 using the following formula
where x n is the normalized value of the vector x ¼ ½T 0 ; r; t; e, x min and x max are the minimum and maximum values in the database for the vector x. After scaling the 1728 cells of inputs-targets, the scaled results will be 
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split into three subsets; one set will be used for training, another set for validation, and the last set for testing the network performance. The training and validation sets consist of 1200 (roughly 2 ¼ 3 of the entire data sets) pairs of scaled data that covers the temperature ranges of 25, 45, 55, 60, and 75°C: These 1200 data points will be split into 800 pairs for training and 400 pairs for validation. The remaining 528 cells left that cover the creep tests at temperatures: 35, 50, and 65°C will be kept aside to test the neural network creep model after the network has been trained and validated. The scaled data sets should be randomized so that the training process of the network does not consist of a table look up problem, and to eliminate any bias that might exist in the training data set. Based on the Universal Approximation Theorem, Hornik [23] proposed that: ''A two hidden layer network is capable of approximating any useful function''. Also, Hornik stated that the mapping power of feed forward neural network (FF NN), is not inherent in the choice of a specific activation function, rather ''it is the multilayer feed forward structure that leads to the general function approximation capability''.
Following the universal approximation theorem and the reasoning provided by Hornik [22] , the current investigation adopts a two-hidden layer neural network structure. The number of neurons at each hidden layer was obtained through training the network using a standard backpropagation algorithm with two design parameters: learning rate and momentum. The performance of several structures of neural networks is shown in Fig. 2 . From this simulation it is obvious that, the [6-20-1] structure (six neurons at the first hidden layer, twenty neurons at the second hidden layer and a single neuron at the output layer) achieved an optimal number of neurons. This optimal structure produced MSE ¼ 0:12105, which still higher than the pre-assigned error goal i.e. MSE goal ¼ 1 Â 10 À5 . The results of this crude network were used to monitor the performance index; i.e. the mean square error. The structure of this optimal-size network is shown in Fig. 3 .
Both hidden layers have tansigmoidal activation functions u 1 , and u 2 respectively, while the activation function of the output layer is a linear function u 3 . Thus, the objective function built through the proposed neural networks structure can be written in a compact notation as: and the corresponding objective function to be minimized is then given as the mean square error between the approximation function f and the actual target t for each training pair k ¼ 1; 2; . . . ; 798
This function should be minimized with respect to the weight values w jk , w lm , and w pi that can be stacked into one vector w consisting of: 3 Â 6 values, at first hidden layer, 6 Â 20 values at second hidden layer, and finally 20 Â 1 values at the output layer, hence w is a vector of 158 variables. Training the neural network consists of finding the optimal values of w that minimize the error function EðwÞ using the optimization techniques described earlier.
Results and discussion
Using the steepest descent algorithm with momentum, the network performance can be improved by finding optimal values for learning rate (a) and the momentum coefficient (k). First the number of iterations (epochs) was extended to 1000 and the learning rates were set to different values (0.05, 0.1, 0.3, 0.5, and 0.8), similarly the momentum values varied from 0.05 to 0.8. The corresponding MSE surface can be visualized as shown in Fig. 4 . The visualized MSE surface is highly nonsmooth. However, the values of the learning rate of a ¼ 0:10 and momentum k ¼ 0:3 generated the least MSE ¼ 0:119678, that is much higher than the pre-assigned MSE goal of 1 Â 10 À5 . Bearing in mind the problem associated with choosing an optimal combination of the training parameters, the implementation of the standard backpropagation algorithm to minimize the MSE is not the perfect learning algorithm for the implicit creep model. Validating a model in ANN requires using some data points which were not utilized in the training phase, while these data points still fall in the range of the training set. The validation phase makes use of the 400 data points that were left out of the 1200 data points initially generated. These validation data have to be preprocessed in the same scaling and randomizing fashion of the training data. 
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For testing the network we introduce a completely new data set that does not belong to the training and validation data. For example, one can test the network at T ¼ 35°C with stress levels 30%, 50%, and 80% respectively, over one hour simulation time span. The performances for training, validation, and test sets are simulated as shown in Fig. 5 . The network was trained for 1000 epoch to check if the performance (MSE) for either validating or testing sets might diverge, which did not occur as shown in Fig. 5 .
The results of MSE appear reasonable in terms of generalizing the ANN for new test sets, but in order to confirm these results we need to compare the actual values for creep strain with those produced by the ANN. After scaling back the ANN results for creep strain, they were plotted together with the experimental values as shown in Fig. 6 . Fig. 6 shows clearly that the standard backpropagation algorithm failed to capture the creep behavior at 35°C. Similar unsuccessful results were reported for the ANN creep model at T ¼ 50°C and T ¼ 65°C, see [2] . 
By applying it to the implicit creep model, the CG algorithm will be used to determine the weights updates. The [6-20-1] structure with tansigmoidal activation functions in a batch mode will be used; the gradient of the error function is computed after the entire training has been presented to the entire network.
Similarly, the training with the CG algorithm, validation, and testing sets as in the standard backpropagation were used. Compared to the steepest descent backpropagation, the CG minimization algorithm produced a smaller MSE for all the three phases of training, validation, and testing. Fig. 7 shows that, the resulting MSE error for the CG training algorithm is 50% less than that for the standard backpropagation. Another, important conclusion that can be drawn from Fig. 7 is that, the CG with line search backpropagation is an order of magnitude faster than the steepest descent backpropagation. The CG with line search required exactly 113 epochs for the MSE (for the training set) to drop to a value of 0.06997, compared to 1000 epochs required to reach a value of 0.12707 MSE for the standard backpropagation method.
We tested the backpropagation with CG training algorithm for the implicit creep model at T ¼ 35°C for levels of stress of: 30%, 50%, and 80% respectively. The CG-based simulation produced far more acceptable results than those obtained via standard method, as shown in Fig. 8 . While the simulations for the cases of 30% and 50% stress levels look satisfactory, the ANN model results have a considerable error for the case of 80% stress level.
We conclude that the standard CG algorithm was by far more superior to the standard backpropagation in both reducing the mean squared error in less number of epochs, and in better generalization for the network for the test data set. However, these attractive results were achieved at the expense of additional computational effort, namely the line search technique in order to achieve the optimal learning rate that will be modified at each successive step to reach the goal of minimizing the mean square error function.
While also converging linearly, the CG method has better convergence rate in particular when the condition of H is large (see [34, pp. 344, 388] ).
Implementing the same architecture of the implicit creep model network; [6-20-1] , and using now the TN minimization as the training algorithm, the error function as a stopping criteria, the algorithm converged to a satisfactory error of 0.01323 after 160 epochs as shown in Fig. 9 .
The results of the simulation of the TN minimization algorithm were very close to the actual experimental results as shown in Fig. 10 . 
The performance of the TN algorithm was compared to that of both the steepest descent and the nonlinear CG as shown in Figs. 11 and 12 . The TN algorithm attained the lowest MSE requiring only a relatively moderate number of epochs. This is to be expected in view of the quadratic convergence rate of the TN.
Considering the mean square error function described in Eq. (22), we compared the performance of the steepest descent, TN, and the nonlinear CG minimization method based on Polak-Ribiere formula (CG-PR), all methods being allowed up to 350 iterations (the outer loop for the case of TN). The results show that TN algorithm converges by one order of magnitude faster than both steepest descent and CG-PR, and it attained a lower gradient norm as shown in Fig. 11 . Also, the TN algorithm significantly outperforms both the steepest descent and the CG-PR methods on two counts; the final accuracy achieved and the total number of function and gradient evaluations required to achieve a prescribed accuracy. The comparison is shown in Figs. 11 and 12 . The performance of the three algorithms carried out in the current investigation is summarized in Table 2 . 
The numerical results reported here highlight the fact that the TN algorithm using, in its inner-loop iteration, a CG-based pre-conditioner significantly outperforms the standard nonlinear CG in solving largescale unconstrained minimization problems associated with neural networks models.
The neural networks-based creep model is more cost efficient compared to the explicit viscoplastic model [3] ; only one type of data is required, i.e., creep data at different thermomechanical histories, while the explicit viscoplastic model required both tensile tests data along with load relaxation data, and of course creep data is still required to verify the performance of the model. While the duration of tensile and load relaxation tests are short compared to the creep tests, the outcome of using tensile load relaxation-based viscoplastic model produced considerable errors when predicting the creep strain [2, 3] . On the other hand, the results of the neural model, justifies the cost of the longer duration creep tests.
The experimental creep behavior of the composite together with viscoplastic model simulation and the neural network simulation are presented in Figs. 13 Simulating the creep behavior of the composite at temperatures (65°C) closer to the glass transition temperature of the composite (86°C), revealed the discrepancy of the explicit viscoplastic model to capture the actual behavior of the composite in the vicinity of the glass transition region. Moreover, in building the neural network creep model, only one type of data is required, that is creep data at different thermomechanical histories, while empirical viscoplastic model requires both tensile tests data together with load relaxation data, and of course creep data still required to verify the performance of the model.
Concluding remarks
In this study, the viscoplastic behavior of a carbon-fiber/thixotropic-epoxy matrix composite was investigated. The creep behavior of the composite was captured by a neural network formulation. The neural network model was built directly from the experimental results obtained via creep tests performed at various stress-temperature conditions. The optimal structure of the neural network was achieved through the universal approximation theory and the dimensionality of the creep problem; (stress, temperature, and time). The neural network model was trained to predict the creep strain based on the stress-temperaturetime values. The performance of the neural model is represented by the mean squared error between the neural network prediction and the experimental creep strain results. To minimize this error, several optimization techniques were examined. The minimization of the error when carried out by the TN method outperforms both the steepest descent and CG methods in terms of convergence rate and accuracy.
Using neural network with TN training algorithm, the prediction of the creep strain was very satisfactory compared to the experimental results. 
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TN method is proven efficient for solving a large-scale optimization problem. It achieved a desired quadratic convergence rate while limiting the waste of oversolving the model at points far from the solution, where the steepest descent method usually fails. The TN method was easily customized to fit the neurocomputational creep model, eliminating the randomness encountered for choosing an optimal learning rate and momentum for the steepest descent method. Simulating the behavior of the composite at temperatures closer to the glass transition temperature of the composite revealed the discrepancy of the explicit viscoplastic model to capture the actual creep behavior of the composite. The TN-neural network model has succeeded in effectively capturing the creep evolution of the composite at any state belonging to the 3-dimensional space of stress-temperature-time.
The work presented here establishes a foundation of a new application of neural networks combined with advanced optimization algorithms to materials science, from which a great deal of additional development and improvements can be pursued.
