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概要 
	 現在，立体表示技術の主流として，2 眼式が存在する．2 眼式とは，VR（Virtual Reality）
や Google Cardborad のように表示デバイスを工夫することで左右の目にそれぞれ異なる映
像を認識させ，立体に見せる手法である．Google Cardboard を用いた例では，Google スト
リートビュー上に 360 度のパノラマ写真が掲載されており，家にいながらにして，知らない
街中を歩いている気分を味わえることができる．エンターテインメントの分野以外でも活用
されており，SUUMO が提供しているスーモスコープは，自分が見たい不動産の内見を家に
いながらできる．また，医療分野で手術シミュレーションが活用されている．しかし，この 2
眼式にはいくつかの問題が存在し，特に利用しているユーザーの心身へ影響を与える問題が
存在する．２眼式で再生されるコンンテンツは，一見すると立体に見えるが，奥行き情報が
含まれていないため，目のピント調節に矛盾が強いられる．そのため，長時間観察している
と目が疲れる問題がある．また，若年のユーザーが長時間観察すると斜視を引き起こすなど，
視覚機能に悪影響を及ぼす可能性が指摘されている．このように，ユーザーへの影響は正確
に分かっておらず，現在も研究されている．また，他の問題として，コンテンツを表示する
ために特別な装置を用いて開発されることが多く，装置自体が複雑であるという問題もある．
今後，立体表示技術が広まり活用の要望が高まる上でこれらの問題は解決すべき課題として，
認識されている． 
	 本研究ではまず，これらの課題を解決する立体映像表示装置の開発を行った．また，自然
な奥行きを表現するために DFD（Depth-Fused 3D）錯視現象を用いた．DFD 錯視現象は，
奥行き方向前後に 2 枚の画像を配置し，輝度を変化させることで奥行きを表現することが
できる．今までの表示装置の課題を解決するために表示装置の小型化と簡易に装置を開発で
きることを目指して，携帯端末の表示ディスプレイを用いた．開発した装置で DFD 用画像を
再生し，複数の観察者に主観評価を行なってもらい，奥行き知覚に対して良好な結果を得る
ことができた． 
	 また，今後，DFD 用画像の撮影と再生をそれぞれ別の場所で行った場合にやりとりされる
再生コンテンツの著作権を守るために，開発した装置上で再生される画像の転送に光暗号化
技術を用いる検討を行なった．光暗号化は高速処理が可能で大きな鍵空間を持つ特徴がある．
しかし，画像を暗号化するためにランダム位相が必要になり，復号画像にスペックルノイズ
が発生してしまう．これを低減するためにランダム位相フリー法を用いる手法を提案し，再
生シミュレーションを行い，スペックルノイズを低減した復号画像を得ることができた．  
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Abstract 
Compact stereoscopic image reproduction system using mobile phone and 
optical encryption 
Takuho Sanpei 
Currently，as a mainstream of stereoscopic display technology，there are two-view 
based-stereoscopic display. The two-view stereoscopic display such as VR (Virtual 
Reality) and “Google Cardborad” is a technique of presenting different images for left 
and right eyes to observe 3D images. In an example using “Google Cardboard”，a 
panoramic photograph with 360 degrees are  posted on Google Street View, and we can 
taste the feeling of walking in an unknown city without staying there. It can be also 
utilized other than the field of entertainment，and the “SUUMO-SCOPE” offered by 
SUUMO is able to do the look of real rental apartments when staying at home. In 
addition，the two-view stereoscopic display is utilized in surgical simulation and various 
fields. However，there are some problems in this system. In particular, there are 
problems that affect the mind and body of users. Contents reproduced in a binocular 
style seems to be three-dimensional at first sight，but since depth information is not 
included，inconsistency is forced to adjust the eye's focus. Therefore，there is a problem 
that the eyes become tired when observing the contents for a long time. In addition，it is 
pointed out that possibly adversely affecting visual functions，such as young users 
observing for long periods of time，causing oblique viewing. In this way，the influence on 
the user is not accurately known and is still being studied. Another problem is that it is 
often developed using a special device to display contents，and there is a problem that 
the device itself is complicated. In the future，as stereoscopic display technology spreads 
and demands for utilization increase，these problems will be recognized as a problem to 
be solved. 
In this research，we first developed a stereoscopic image display device that 
solves these problems. Moreover，DFD (Depth-Fused 3D) illusion phenomenon was used 
to express natural depth. The DFD illusion phenomenon which is two images are 
arranged in front and behind in the depth direction and the depth can be expressed by 
changing the luminance. In order to solve the problem of the display device so far，I 
aimed to make the display device compact and easy to develop the device，and the 
display of a mobile device was used. By displaying the image for DFD on the developed 
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device，I asked multiple observers subjective evaluation，and we were able to obtain 
good results for depth perception. 
Further，in order to protect the copyright of the reproduced contents to be 
exchanged when shooting and reproduction of images for DFD are performed in 
different places from now on, I examined the use of optical encryption technology to 
transfer the images reproduced on the developed device. Optical encryption is 
characterized by high speed processing and large key space. However，in order to 
encrypt the image，a random phase is required，and speckle noise is generated in the 
decoded image. In order to reduce this，I proposed a method using a random phase-free 
method，and a reproduced simulation was performed to obtain a decoded image with 
reduced speckle noise. 
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第1章	 序論 
1.1 研究背景と目的 
	 近年，携帯端末の個人保有率は全体で 56.8%，20 代に限ってみると 94.2%と非常に高く
なっている[1]．この携帯端末を利用して，ユーザーに立体映像を見せる Google Cardborad[2]
のような簡易的な VR（Virtual Reality）システムが開発されている．VR で利用されて
いる表示デバイスの例を図 1.1 に示す． 
 
図 1.1 VR 表示デバイスの仕組み 
 
ユーザーはヘッドマウンド型のデバイスを装着し，レンズを通して右目には右目用の映
像，左目には左目用の映像が投影される．一般的にこの手法が用いられていることが多く，
映像の視差によって立体映像を表現している．しかし，これは長時間観察していると目が
疲れるという問題や，若年のユーザーが長時間利用すると視覚機能に悪影響を及ぼす可能
性があるという問題が存在している．これは，人間が風景や映像を立体的に感じる要因に
理由がある．人間は，視差と目の焦点距離を用いて物体を立体的に捉えていると言われて
いる．しかし，VR で表現される立体映像は，視差のみを利用しており，奥行き情報が含ま
れていない．そのために，普段目で見ている風景とは異なり，強制的に目のピント調節を
強いられることにより，脳の認識とズレが生じ，目が疲れ，VR 酔いが起こってしまうと言
われている．また，ユーザーの心身への影響以外にも装置上でコンテンツを表示するために
特別な装置を用いて開発されることが多く，装置自体が複雑であるという問題も存在する． 
	 近年，NTT サイバースペース研究所が，DFD（Depth-Fused 3D）錯視現象という立体視
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に関する開発を行った[3]．これは，奥行き方向前後に 2 枚の画像を配置し，輝度を変化させ
ることで奥行きを表現することができる現象である．図 1.2 に DFD 錯視現象の原理を示す．
この現象を利用することでユーザーに自然な立体視の体験を提供することができる．しか
し，DFD 錯視現象を研究しているほとんどが，パソコンのディスプレイのような大きな画
面を用いて表示装置を開発している[4]． 
 
 
図 1.2 DFD 錯視現象の原理 
 
	 本研究ではまず，自然な奥行きを表現するために DFD 錯視現象を用いた立体映像表示装置
の開発を行った．また，今までの表示装置の課題を解決するために表示装置の小型化と簡易
に装置を開発できることを目指して，携帯端末の表示ディスプレイを用いて開発を行った．
このようにして，開発した装置に DFD 用画像を表示し，複数の観察者に主観評価を行なって
もらい，奥行き知覚に対して良好な結果を得ることができた． 
	 また，今後，DFD 用画像の撮影と再生を別々の場所で行う場合に，撮影した DFD 用画像
を再生装置に送信する必要がある．このようにやりとりされる再生コンテンツの著作権を守
るために，開発した装置上で再生される画像の転送に光暗号化技術[5,6]の二重ランダム位相暗
号化[7]を用いる検討を行なった．光暗号化は高速処理が可能で大きな鍵空間を持つ特徴があ
る．しかし，画像を暗号化するためにランダム位相が必要になり，復号画像にスペックルノ
 3 
イズが発生してしまう．これを低減するためにランダム位相フリー法[8]を用いる手法を提案
し，再生シミュレーションを行い，スペックルノイズを低減した復号画像を得ることができ
た． 
1.2 論文の構成 
	 本論文は，以下のように構成する．第 1 章では，研究背景と目的を述べた．第 2 章では，
一般的な立体表示方式の原理について述べ，第 3 章では，DFD 錯視現象を用いた小型立体
表示装置の開発について述べる．第 4 章では，ホログラフィの原理と計算機合成ホログラ
ムについて述べる．第 5 章では，光暗号化技術である二重ランダム位相暗号化を用いた場
合に生じるノイズ除去のアルゴリズムについて述べ，最後に第 6 章で本研究をまとめる． 
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第2章	 一般的な立体像表示方式 
	 本章では，人間がどのように立体的な映像を知覚しているかを説明する[9]．また，一般的
に広く用いられている立体像表示方式の原理[10]について説明する． 
 
2.1 立体視の仕組み 
	 風景や物が立体的に見える要因として，生理的要因と心理的要因の 2 つが存在する． 
 
2.1.1 生理的要因  
1. 両眼視差による奥行き知覚 
	 物体を見る時に，左右の眼で異なった像が認識される．このズレのことを両眼視差とい
う．左右 2 つの像が脳内で処理されて，奥行きをもった 1 つの像として認識される．図 2.1
に両眼視差による奥行き知覚の原理を示す． 
 
 
図 2.1 両眼視差による奥行き知覚 
 
2. 輻輳角による奥行き知覚 
	 物体を見る時に，網膜に映る像が中央になるように眼球が目頭の方に寄る．このような
動きを輻輳(ふくそう)と呼ぶ．また，左右の視線が作る角度のことを輻輳角と呼ぶ．見る物
体が遠くに存在するほど輻輳角は小さくなり，逆に近くの物体を見ると大きくなる．輻輳
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角が変化することにより，その動きを脳が知覚し，奥行きを知覚していると言われている．
図 2.2 に輻輳角による奥行き知覚の原理を示す． 
 
 
図 2.2 輻輳角による奥行き知覚 
 
3. 眼球の焦点調整による奥行き知覚 
	 物体を見る時に，眼球の水晶体の厚みを変化させることで焦点を合わせている．見る物
体が遠くに存在する時は，水晶体は薄く，近くの物体を見る時は厚くなる．水晶体の厚み
の調節量が変化することにより，それを脳が知覚し，奥行きを知覚していると言われてい
る．図 2.3 に眼球の焦点調整による奥行き知覚の原理を示す． 
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図 2.3 眼球の焦点調整による奥行き知覚 
 
4. 運動視差による奥行き知覚 
	 左右どちらかの一方の眼で物体を見る時に，視線か物体を移動させることで，網膜に映
る像が変化する．この変化を運動視差と呼び，ここから奥行きを知覚していると言われて
いる．図 2.4 に運動視差による奥行き知覚の原理を示す． 
 
 
図 2.4 運動視差による奥行き知覚 
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2.1.2 心理的要因  
	 2 次元の画像を見ていても，記憶や今までの経験によって，3 次元的に知覚することがで
きる．このような立体知覚は心理的要因に分類される．ここでいくつかの心理的要因を紹
介する． 
 
1. 物体の大小 
図 2.5 で示すように大きな物体は近くに感じ，小さな物体は遠くに感じる． 
 
 
図 2.5 物体の大小による遠近感 
 
2. 物体の上下 
下にある物体は近くに感じ，上にある物体は遠くに感じる． 
 
3. 物体の重なり 
図 2.6 で示すように物体を重ねた場合に，物体の一部分が隠されたものが遠くに，それ
を隠している物体が近くに感じる． 
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図 2.6 物体の上下による遠近感 
4. 物体の粗密さ 
物体が密集しているほど遠くに感じる． 
 
5. 陰影 
光は通常，上方向からくるという経験から，影の位置で遠近を感じる．図 2.7 に示すよ
うに左側は凸状，右側は凹状に見える 
 
 
図 2.7 陰影による見え方の違い 
 
2.2 従来の立体表示技術 
	 ここでは，2 眼式の立体表示技術を中心に，従来手法[9]について述べる．2 眼式は左右の
目に映像を分離するために，補助装置としてメガネが要求されるものと，メガネ無しの 2
種類に大別される． 
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2.2.1 2 眼式表示方式  
	 左右の眼それぞれに異なる画像を見せることで，立体に知覚させるための技術を 2 眼式
表示方式と呼ぶ． 
 
1. アナグリフ方式 
	 図 2.8 にアナグリフ方式の原理を示す．赤と青を用いて左右の眼に映すための両眼視差の
ある 2 つの映像を作成する．この映像を赤と青のカラーフィルタが付いたメガネを用いて
観察することにより，立体的な映像を知覚することができる．この方式の問題点は，知覚
する映像をフルカラーで表現できないことと，眼の疲労がたまりやすいなどが挙げられる．  
 
図 2.8 アナグリフ方式 
 
2. 偏光メガネ方式 
	 図 2.9 に偏光メガネ方式の原理を示す．プロジェクターを 2 台使い，直交した 2 枚の偏
光フィルタを通して投影し，偏光フィルタの付いたメガネを用いて観察することにより，
左右の眼に両眼視差のある映像を映すことで立体的な映像を知覚することができる．この
方式の問題点は，偏光フィルタを通すため映像が暗くなることと眼の疲労がたまりやすい
こと，また，3D 映画などでは 2 台のプロジェクターが必要なことなどが挙げられる．  
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図 2.9 偏光メガネ方式 
 
3. 時分割立体方式 
	 図 2.10 に時分割立体方式の原理を示す．左右の眼それぞれに映すための映像を作成する．
シャッターが取り付けられたメガネを用いて観察する時に，シャッターが交互に動き，右
目用の画像が表示されている時は左目のシャッターが閉じ，左目用の画像が表示されてい
る時は右目のシャッターが閉じる．これによって，両眼視差のある映像になり，立体的な
映像を知覚することができる．この手法の問題点は，装置が複雑なため高額になってしま
うことが挙げられる．  
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図 2.10 時分割立体方式 
 
4. 視差バリア方式 
	 図 2.11 に視差バリア方式の原理を示す．左右の眼に視差を生じさせるためのバリアを遮
蔽物として設置することで，立体的な映像を知覚することができる．これは今までの方式
のようなメガネをかける必要がなく，裸眼で見ることができる．この方式の問題点として，
映像が暗くなることと観測位置が限られるということが挙げられる．  
 
 
図 2.11 視差バリア方式 
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5. レンチキュラーレンズ方式 
	 図 2.12 にレンチキュラーレンズ方式の原理を示す．かまぼこ状のレンズを並べ，視差バ
リア方式と同様に左右の眼に視差を生じさせることで立体的な映像を知覚することができ
る．現在，3D ディスプレイで広く利用されている方式である．この方式の問題点として，
観測位置が限定されることが挙げられる．  
 
 
図 2.12 レンチキュラーレンズ方式 
 
2.2.2 各手法の利点と欠点  
	 本章で紹介した 2 眼式の各手法について表 2.1 にまとめる．表 2.1 からわかるように， 
いずれの方式も利点はあるが，両眼視差のみを利用して奥行きを表現しているため，ピン
ト調節を強要される．そのため，目の疲労が伴うという大きな欠点がある．裸眼にて眼の
疲労を伴わない自然な立体像を表現できる方式があればこの欠点を解決することができる．
DFD 錯視現象とは，これらの欠点を克服した方式で，ユーザーに自然な立体像を提供する
ことができる方式であり，疲労感は 2D の映像や画像を見るのと同等であることが確認され
ている[11-13].この方式を利用した立体表示装置について第 3 章で詳しく紹介する． 
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表 2.1 各手法の利点欠点 
手法 利点/欠点 
アナグリフ方式 [利点] 
	 メガネが必要だが安価である 
[欠点] 
	 両眼視差のみを利用している 
	 映像をフルカラーで表現できない 
	 眼の疲労が溜まりやすい 
偏光メガネ方式 [利点] 
	 メガネが必要だが安価である 
[欠点] 
	 両眼視差のみを利用している 
	 映像が暗くなる 
	 眼の疲労が溜まりやすい 
	 複数のプロジェクターが必要なことがある 
時分割立体方式 [利点] 
	 映像の解像度を落とさず3D表示が可能で
ある 
[欠点] 
	 両眼視差のみを利用している 
	 装置が複雑で高価である 
視差バリア方式 [利点] 
	 メガネが不要である 
[欠点] 
	 両眼視差のみを利用している 
	 映像が暗くなる 
	 観測位置が限られる 
レンチキュラーレンズ方式 [利点] 
	 メガネが不要である 
[欠点] 
	 両眼視差のみを利用している 
	 観測位置が限定される 
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第3章	 DFD 錯視現象を用いた小型立
体表示装置の開発 
	 本研究にて用いる手法の DFD(Depth-Fused 3D)錯視現象[3]について紹介する． 
図 3.1 に示すように奥行き方向前後に 2 枚の画像を配置し，輝度を変化させることで奥行き
を表現することができる現象である．観測者は，前後画像の像を重ねるように観察するこ
とで，裸眼のまま立体像を認識することができる．DFD 錯視現象において，前面画像の輝
度を高くし，後面画像の輝度を低くすることで，観察者は手前に再生像を認識することが
できる．逆に前面画像の輝度を低く，後面画像の輝度を高くすることで，奥側に再生像が
認識される．このように輝度を変化させることで観測者に任意の奥行きで再生像を認識さ
せることができる現象である． 
 
 
図 3.1 DFD 錯視現象の原理 
3.1 DFD 錯視と携帯端末を用いた立体画像表示装置  
	 従来のハーフミラーを用いた立体表示装置は，PC ディスプレイを用いたものなど再生光
学系が大型になることが多い[4]．また，ハーフミラーを用いない装置も存在するが，専用端
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末やハードウェアを開発し，利用している[4]．本研究では，小型で構築が簡易な装置の開発
を目指した．図 3.2 に本研究で開発を行う装置の概念図を示す．前面画像と後面画像を重ね
るためにハーフミラーとミラーを用い，前後画像を映すためのディスプレイとして 1 台の
携帯端末を用いる．本来，DFD 錯視を用いた表示装置上で 3D 画像を表示するためには，
透明なディスプレイが必要であるが，ハーフミラーとミラーを用いることによって同等の
機能を実現した． 
 
 
図 3.2 装置の概念図 
 
	 まず，携帯端末のディスプレイに前後画像を 1 枚の画像として表示する．図 3.3 に携帯端
末に表示する前後画像を示す．画像の上半分が後面画像，下半分が前面画像である．後面
画像がミラーに反射し，ハーフミラーに映された前面画像と重なることで DFD 錯視を利用
した立体像を表示することができる．  
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図 3.3 前後画像 
	 次に実際に開発した立体画像表示装置を図 3.4 に示す．この装置では，縦 14cm，横 7.5cm
の携帯端末をディスプレイとして利用している．また，ハーフミラーとミラーの間隔は 5cm
である． 
 
 
図 3.4 立体画像表示装置 
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3.2 奥行き表現の評価  
	 今回開発した立体画像表示装置の評価方法として，実際に装置上で再生を行い，その再
生像を観測者に見てもらい，奥行きを感じるかどうかのアンケートを実施した．観測者は，
20 代から 40 代の目に異常がなく，視力に問題のない 13 名にアンケートの協力をいただい
た．実際に再生した画像を図 3.5 に示す． 
 
図 3.5 奥行き評価用画像（上:前面 下:後面） 
 
	 検証画像は，A~D で，それぞれの四角形の輝度が，A が前面 100%，後面 25%，B が前
面 75%，後面 50%，C が前面 75％，後面 50%，D が前面 25％，後面 100%で設定してあ
る．理論的には，A から D の順番で手前から奥に認識されるはずである．検証画像を表示
装置上で再生させた画像を図 3.6 に示す．表示装置と観測者の距離は約 100cm で，再生を
行った前後画像の距離は 5cm，四角形それぞれの大きさは，縦横共に 1.4cm である．観測
者には，A から D の画像に対して，手前に見えるものから順番に 1 から 4 の番号で答えて
もらった． 
 
 
図 3.6 DFD 錯視画像 
 
	 アンケート結果を表 3.1 に示す．A が 1 番手前に見えたと回答した割合が 92.4％，B が 2
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番目に手前に見えたと回答した割合が 92.4%，C が 3 番目に手前に見えた割合が 84.7%，D
が一番奥に見えた割合が 84.7%であった．A と B，C と D の奥行き順番を逆に回答する観
測者もいたが，このアンケート結果から輝度を変化させることにより，意図した順番で画
像の奥行きを表現できることが確認できた． 
 
 
表 3.1 アンケート結果(%) 
前後知覚 A B C D 
1番 92.4 7.6 0 0 
2番 7.6 92.4 0 0 
3番 0 0 84.7 15.3 
4番 0 0 15.3 84.7 
 
3.3 デプスマップを用いた DFD 錯視映像の自動生成  
	 これまでは手動で作成した画像の輝度を手動で変化させ再生させていた．ここからはカ
メラで撮影した画像から装置上で再生させることを行う．カメラで撮影した画像を再生さ
せるには，撮影した画像から DFD 用画像を作成する必要がある．そのために，奥行き情報
を表現したデプスマップを利用する．本研究では，デプスマップ付きの画像を撮影するこ
とができる Google カメラを用いた．Google カメラ[14]とは，Google が開発した Android
用カメラアプリで，このカメラを用いることでレンズぼかし画像を撮影することができる．
レンズぼかし画像には，デプスマップ情報が含まれているため，この情報を用いて再生用
の DFD 用画像を作成することが可能である． 
 
3.3.1 DFD 用画像の自動生成  
	 DFD 用画像を自動生成するための手順を示す．まず，Google カメラを用いてレンズぼか
し画像の撮影を行う．実際に撮影した画像を図 3.7 に示す．中央の茶色の小銭入れにピント
が合っていて，それ以外の背景やサイコロなどの物体は，ぼけて映っていることがわかる． 
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図 3.7 Google カメラで撮影したレンズぼかし画像 
 
	 次に，撮影したレンズぼかし画像からデプスマップ画像を取得するために，depthy[15]と
いうオープンソースソフトウェアを用いる．depthy は，github[16]上に MIT ライセンスで
公開されているオープンソースソフトウェアであり，Google カメラで撮影したレンズぼか
し画像からデプスマップ画像と原画像を取り出す API（Application Programming 
Interface）が準備されており，それを利用することで簡易に取得することができる．レン
ズぼかし画像から取り出した RGB 画像とデプスマップ画像を図 3.8 と図 3.9 にそれぞれ示
す． 
 
 
図 3.8 RGB 画像 
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図 3.9	 デプスマップ画像 
 
RGB 画像を見ると，背景のぼかしがなくなっていることがわかる．また，デプスマップ画
像から，暗い部分が手前に位置し，明るい部分が奥に位置していることがわかる．これら
を用いて，装置上で再生させるために必要な DFD 用画像の作成を行う． 
 
3.3.2 デプスマップの評価  
	 ここで作成されたデプスマップの評価を行う.評価方法として Kinect[17]のデプスカメラ
で撮影されたデプスマップと Google カメラと depthy を用いて生成したデプスマップの比
較を行った．Kinect で撮影した RGB 画像とデプスマップ画像を図 3.10 に示す．Kinect の
特性上，取得することができるデプスマップ画像のサイズの最大が 512px×424px と RGB
画像と比べて小さくなる．また，デプスマップの撮影に用いた Kinect のバージョンは，
Kinect for Windows v2 である． 
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図 3.10	 RGB 画像とデプスマップ画像 
 
このデプスマップ画像から評価のために用いる部分の抽出と比較のために輝度値の正規化
を行う．図 3.11 に抽出と正規化を行ったデプスマップ画像を示す． 
 
図 3.11	 抽出と正規化を行ったデプスマップ画像（Kinect） 
 
同様に Google カメラと depthy を用いて取得した RGB 画像と抽出を行ったデプスマップ
画像を図 3.12 に示す． 
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図 3.12	  RGB 画像と抽出を行ったデプスマップ画像 
 
次に，図 3.11 と図 3.12 の抽出を行ったデプスマップ画像の比較を行う．比較方法として，
各デプスマップ画像から撮影された物体の距離を算出することを行った．一番手前の物体
を基準とした場合のそれぞれの位置関係を図 3.13 に示す．物体の距離は，平面の距離を表
している． 
 
図 3.13	 物体の位置関係 
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各デプスマップ画像から図 3.13 に示されている赤点の輝度の取得を行う．取得した輝度を
表 3.1 に示す．また，表 3.2 に距離と輝度差を表す． 
 
表 3.1	 各デプスマップから取得した輝度 
取得位置 輝度値 
（Kinect） 
輝度値 
（Google カメラ+depthy） 
手前（財布） 154 161 
中央（小物） 200 199 
奥（眼鏡） 219 214 
 
表 3.2	 距離と輝度差 
基準 距離 輝度差 
（Kinect） 
輝度差 
（Google カメラ+depthy） 
手前〜中央 25cm 46 38 
中央〜奥 15cm 19 15 
 
手前〜中央を基準にして算出すると，Kinect の輝度差 1 は，距離 0.543cm を表している．
また，Google カメラと depthy の輝度差 1 は，距離 0.657cm を表している. 中央〜奥を基
準にして算出すると，Kinect は，0.789cm を表し，Google カメラと depthy は，1cm を表
している．これらを表 3.3 に示す． 
 
表 3.3 輝度差 1 が表す距離の幅 
Kinect Google カメラ+depthy 
0.543cm〜0.789cm 0.657cm〜1cm 
 
理論的には，距離の幅は生じないが，撮影条件や機器の性能，また検証方法によって，幅
が生じている可能性がある．今回は，デプスマップの評価を目的としているため，Kinect
から取得したデプスマップと Google カメラと depthy から取得したデプスマップを元に算
出した距離に大きな乖離がなければ，Google カメラと depthy から取得したデプスマップ
を利用しても問題ないと判断することができる．表 3.3 の数値を元に算出したそれぞれの距
離の結果を表 3.4 に示す. 
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表 3.4 輝度差から算出した距離 
 距離 Kinect Google カメラ+depthy 
手前〜中央 25cm 24.978cm~36.294cm 24.966〜38cm 
中央〜奥 15cm 10.317cm~14.991cm 9.855〜15cm 
 
表 3.4 からわかる通り，算出した距離に大きな乖離が見られないため，Goolge カメラと
depthy を用いて取得したデプスマップを利用しても問題ないと判断した. 
 
3.3.3 輝度レンジメッシュとガンマメッシュの作成  
	 ここから DFD 用画像の作成に戻る．まず，取り出したデプスマップ画像から輝度レンジ
メッシュの作成を行う．輝度レンジメッシュとは，画素毎の輝度を 20 段階で分類したメッ
シュデータである．デプスマップ画像から画素毎に輝度を取得し，一番高い輝度Ymax と一
番低い輝度Yminを求める．次に，再生像の奥行きを 20 段階で表現するために輝度レンジの
作成を行う．輝度レンジYrを求める計算方法を式(3.1)に示す． 
 𝑌! = 𝑌!"# − 𝑌!"# /20 (3.1) 
この輝度レンジYrを元にYr1からYr20までのリストを作成する．その後，各画素の輝度値
を先ほど作成したリストのどこに当てはまるかを探し，その結果を輝度レンジメッシュと
して作成する．作成される輝度レンジメッシュのイメージを図 3.10 に示す．輝度レンジが
１に近いほど奥側に位置し，20 に近いほど手前に位置する． 
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図 3.10 前面画像の輝度レンジメッシュ 
 
	 次に作成した輝度レンジメッシュを元に画素毎に，どの程度ガンマ補正を行うかを記録
するガンマメッシュを作成する．DFD 錯視現象は，輝度の明暗で奥行を表現する手法であ
り，ガンマ補正により画素の輝度を調整することで，意図した奥行きを表現することがで
きる．ガンマ補正値が高いほど画像が明るくなり，低いほど暗くなる．そのため，前面画
像は，手前に表示したい部分を明るく，後面画像は，手前に表示したい部分を暗くする処
理を施す．前面画像と後面画像のガンマ値は最大 2.0，最小 0.2 で設定した．ガンマメッシ
ュを式(3.2)と式(3.3)で表す． 
 𝛾𝑓! = 0.22.0 − 2.0×(1.0/𝑛)2.0  𝑛 = 11 < 𝑛 < 20𝑛 = 20  (3.2) 
 𝛾𝑏! = 2.02.0×(1.0/𝑛)0.2  𝑛 = 11 < 𝑛 < 20𝑛 = 20  (3.3) 𝛾𝑓!は，前面画像，𝛾𝑏!は，後面画像の輝度レンジ毎のガンマ補正値を表し，n は，輝度レン
ジが 20 段階のため 1 から 20 までを表す．また，𝛾𝑓!と𝛾𝑏!の最大値を 2.0，最小値を 0.2 に
設定した．ガンマ値が高いほど画像が明るくなり，低いほど暗くなる．そのため，前面画
像は，手前に表示したい部分を明るく，後面画像は，手前に表示したい部分を暗くする処
理を施す．作成される前面画像のガンマメッシュのイメージを図 3.11 に示す．後面画像に
関しても同様のガンマメッシュが作成される． 
 
 
1 1 
2 
3 
2 
4 
2 2 
20 
19 
19 
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図 3.11 前面画像のガンマメッシュ 
 
次にそれぞれのガンマメッシュを元に画素の輝度を変化させるために，式(3.4)と式(3.5)を
用いて前面画像と後面画像の階調毎の変化後の輝度𝐿𝑓!と𝐿𝑏!を計算する． 
 𝐿𝑓! = 255× 𝑡255 !!"! (3.4) 
 𝐿𝑏! = 255× 𝑡255 !!"! (3.5) 
ここで，t は階調を表し，256 階調のため 1 から 255 まで変化する． 
 
3.3.4 前後画像の作成  
	 輝度レンジメッシュを元に RGB 画像を 20 分割し，式(3.4)と式(3.5)で求めた輝度𝐿𝑓!と𝐿𝑏!
をそれぞれ前面，後面の RGB 画像に適用することで輝度を変化させた前後画像の作成を行
う．図 3.12 に輝度レンジメッシュに基づいて奥行方向に 20 分割した前面画像と図 3.13 に
20 分割した後面画像を示す． 
 
0.2 0.2 
0.4 
0.6 
0.4 
0.8 
0.4 0.4 
2.0 
1.9 
2.0 
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図 3.12 20 分割した前面画像 
 
 
図 3.13 20 分割した後面画像 
 
それぞれ左上の 1 番の画像が一番手前に表示される画像で，20 番の画像が一番奥に表示さ
れる画像である．最後にこれらの画像を合成する．作成した前後画像を図 3.14 と図 3.15
に示す． 
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図 3.14 前面画像 
 
 
図 3.15 後面画像 
 
前面画像において，手前に表現される画像は明るく，奥側に表現される画像は暗くなって
いることがわかる．また，後面画像は，逆に手前が暗く，奥が明るくなっていることがわ
かる．最後に DFD 用画像の作成手順を以下にまとめる． 
 
1. Google カメラを用いてレンズぼかし画像を作成する 
2. depthy を用いて原画像とデプスマップ画像に分解する 
3. デプスマップ画像から輝度レンジメッシュを作成する 
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4. デプスマップ画像からガンマメッシュを作成する 
5. 輝度レンジメッシュを元に画像を分割する 
6. 分割した画像に対してガンマメッシュを元にガンマ補正を行う 
7. 分割した画像を合成する 
 
この手順を前面画像用と後面画像用にそれぞれ実行することで DFD 用画像が作成され
る． 
 
3.3.5 自動生成画像の奥行き評価  
	 自動生成した DFD 用画像の評価のために，先ほど協力いただいた観測者 13 名に奥行き
を感じるかどうかの質問を行った．装置から観測者までの距離は約 100cm，前後画像の距
離は 5cm，画像の大きさは縦 3.5cm，横 6.2cm である．また，撮影した画像の奥行き範囲
は 100cm である．再生を行った画像を図 3.16 に示す． 
 
 
図 3.16 再生像 
 
	 結果としては，13 名すべての観測者から奥行きを感じるという回答を得ることができた．
ただし，前後画像の輝度差が少ない画像の中央部分に関しては，像がなかなか重ならず見
にくいという指摘があった．これは，輝度の差が少ないために画像を重ねた際に，前後画
像ともはっきり見えてしまい，目の焦点が合わないことが原因だと推測される． 
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3.3.6 まとめ  
	 DFD 錯視現象と携帯端末を用いた小型立体表示装置の開発及び，DFD 用画像の自動生成
システムの開発を行った．従来の立体表示手法と異なり，自然な奥行きを表現しているの
で眼の疲労を伴わず，また，開発した装置上で複数人の観測者から奥行き知覚に関する評
価を行ってもらい，奥行きを表現ができているというアンケート結果を得ることができた．
開発した装置は，PC ディスプレイを利用した大型のものではなく，携帯端末と厚紙で構成
されているため，装置の設計図をインターネットで配布し，ユーザー自身が印刷し構築す
ることで，Google Cardborad のように誰でも簡単に DFD 装置を作成することができると
いう利点がある． 
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第4章	 ホログラフィ 
本研究では,光による画像の暗号化について検討を行った．光暗号化された画像の記録に
はホログラフィの技術を使う．光暗号化について述べる前に，ホログラフィの概略につい
て述べる． 
 
4.1 ホログラフィの記録  
	 ホログラフィとは，光の干渉と回折を利用して物体の情報を記録，再生する技術である[18]．
ホログラフィによって記録した干渉縞をホログラムと呼び，光の振幅と位相の両方が記録
されているため，記録された立体像と同じものを再生することができる．ホログラムの記
録方法を図 4.1 に示す． 
 
 
図 4.1 ホログラムの記録方法 
 
	 レーザーなどのコヒーレントな光をビームスプリッタにより 2 つに分け，一方の光をミ
ラーで反射し，対物レンズで広げ物体に照射する．照射された光は，物体の各点から反射
し，あらゆる方向に広がり記録材料に到達する．これを物体光と呼ぶ．もう一方の光もミ
ラーによって方向を変えて，対物レンズで広げ記録材料に照射する．これを参照光と呼ぶ．
このように 2 つの光を干渉させることで生じる干渉縞を記録材料に記録する．この記録材
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料をホログラムと呼ぶ． 
	 物体光 L0と参照光 LRをそれぞれ式(4.1)と式(4.2)で表す． 
 𝐿! 𝑥, 𝑦 = 𝐴! 𝑥, 𝑦 exp 𝑖𝜑! 𝑥, 𝑦  (4.1) 
 𝐿! 𝑥, 𝑦 = 𝐴! 𝑥, 𝑦 exp 𝑖𝜑! 𝑥, 𝑦  (4.2) 
Aは振幅，ϕは光の位相を表している． 
物体光と参照光がホログラム面で干渉するとき，光の複素振幅Uを式(4.3)で表すことがで
きる． 
 
𝑈 𝑥，𝑦 = 𝐿! 𝑥，𝑦 + 𝐿! 𝑥，𝑦 ! 
= 𝐿! 𝑥, 𝑦 ! + 𝐿! 𝑥, 𝑦 ! + 𝐿! 𝑥, 𝑦 𝐿!∗ 𝑥, 𝑦 + 𝐿!∗ 𝑥, 𝑦 𝐿! 𝑥, 𝑦  
= 𝐴!! 𝑥, 𝑦 + 𝐴!! 𝑥, 𝑦 + 2𝐴! 𝑥, 𝑦 𝐴! 𝑥, 𝑦 cos 𝜑! 𝑥, 𝑦 − 𝜑! 𝑥, 𝑦  
(4.3) 
式(4.3)の第 1 項と第 2 項は，それぞれ物体光と参照光の強度を表し，第３項は𝐿!と𝐿!の位
相差で変化する量で干渉縞を表す． 
	 これを写真乾板のような光の強度分布を透過率分布として記録できる材料に記録すると，
透過率分布T は， 
 𝑇 = 𝑇! + 𝑡!𝑈 𝑥, 𝑦  (4.4) 
と式(4.4)で表すことができる．T0， t1は，使用する記録材料や記録方法によって決まる定
数である． 
4.2 ホログラフィの再生  
	 次に作成したホログラムの再生方法を図 4.2 に示す． 
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図 4.2 ホログラムの再生方法 
 
	 ホログラムの再生には，ホログラムに参照光と同様の光を照射することで像を再生する
ことができる．この光のことを再生照明光という．ホログラムは，干渉縞を記録した，一
種の回折格子であり，光を当てればそのまま直進する光や別の方向に回折して進む光が生
じる．この回折光は再生光と呼ばれ，ホログラムに記録した物体光と同じ形をしている．
ここでホログラムの再生式を示す． 
	 干渉縞が記録されたホログラムを参照光で照射したときの光の複素振幅 L は式(4.5)で表
すことができる． 
 
𝐿 = 𝐿!𝑇 
= 𝐿𝑅 𝑇𝑂 + 𝑡1𝑈 𝑥,𝑦  
= 𝑇! + 𝑡! 𝐿! ! + 𝐿! ! 𝐿! + 𝑡!𝐿! 𝐿! ! + 𝑡!𝐿!∗ 𝐿!!  
= 𝐿!′ + 𝐿!′ + 𝐿!′ 
(4.5) 
ここで，LR' はホログラムを直進して透過する直接光，LD' は物体光 LO に比例する再生光，𝐿!′は物体光の複素共役 LO* に比例する共役光を表す． 
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4.3 計算機合成ホログラフィ  
	 計算機合成ホログラム(Computer-Generated Hologram: CGH)とは，光の反射や回折，
干渉などの物理現象を計算機上のシミュレーションを用いてホログラムを生成する技術の
総称である．光学系を用いたホログラフィと異なり，任意の 3 次元像を用いることができ
る．また，物理的に存在しない波面や，発生しにくい波面でも，計算機上で合成すること
ができる．CGH の基本原理を図 4.3 に示す． 
 
 
図 4.3 CGH の基本原理 
 
計算機上に物体点データと参照光，物体光を定義し，計算することでホログラムが作成さ
れる．ここで，物体点データが 1 点とした場合の CGH の仕組みを説明する． 
 
図 4.4 ホログラムと物体点の配置 
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図 4.4 のように 256×256画素のホログラム面上に 1 点の物体点データを記録する． 
光の強度 I x j, yj( )は，式(4.6)で表すことができる．  
 𝐼 𝑥!，𝑦! = cos 𝑘𝑅!!!!!   
 𝑘 = 2𝜋633×10!! (4.6) 
 𝑅! = 𝑥 − 𝑥! ! + 𝑦 − 𝑦! ! + 𝑧!  
ここで， N は物体点数で𝑗には 1 が入る．また，k は波数，Rj は物体点からホログラム面
までの距離を表している．このようにして計算機上で計算されたホログラムを図 4.5 に示す． 
 
 
図 4.5 物体点数 1 のホログラム 
 
作成されたホログラムを光学系によって再生することで再生像を得ることができる． 
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第5章	 光暗号化技術 
	 近年，様々データがインターネット上でやりとりされるようになり，情報漏洩対策とし
て暗号化技術の必要性が高まっている．ここでは，一般的に用いられている暗号化技術[4,5]
と二重ランダム位相暗号化方式[6]という光暗号化技術について紹介する．二重ランダム位相
暗号化方式で問題になる復号画像の画質劣化を，本研究ではランダム位相フリー法[8]を使う
ことで改善を行った． 
 
5.1.1 DES 
	 DES(Data Encryption Standard)とは，1977 年に米連邦情報処理標準として採用され米
政府など世界中の政府で利用されている共通鍵暗号方式で使用されるアルゴリズムである
[19]．共通鍵暗号方式は，その名の通り暗号化と復号化に共通の鍵を用いる手法である．そ
のため，送信者と受信者のみで鍵が共有されていることが特徴である．この方式を用いて
平文を送付する手順を以下に示す． 
 
1. 送信者は，共通鍵を用いて平文を暗号化し，暗号化した平文と共通鍵を受信者へ送る． 
2. 受信者は，受け取った共通鍵を用いて，暗号化された平文を復号する． 
 
受信者への鍵の送付が安全に行われれば，共通鍵が漏洩することもないため，安全性が担
保される．DES は，暗号化する平文を 64bit のブロックに分けて，それを 2 つに分ける．
そのようにして分けた 32bit 毎のグループを L と R とする．その後，片方のグループを加
工し，入れ替えることで 1 回目の処理が完了する．この処理を 16 回繰り返して暗号化を行
なっている．このような処理方式は，ファイステル構造と呼ばれている．この DES は，1994
年に松井充によって解読された[20,21]． 
 
5.1.2 RSA 
	 RSA（R.L.Rivest，A.Shamir，L.Adleman）とは，1977 年にロナルド・リベスト，ア
ディ・シャミア，レオナルド・エーデルマンのよって考案された公開鍵暗号方式で使用さ
れる代表的なアルゴリズムである[19]．3 名の発明者の頭文字をとって RSA と命名された．
公開鍵暗号方式は，暗号化のための公開鍵と復号化の秘密鍵のペアを用いる方式である．
暗号化のために必要な鍵と復号化のために必要な鍵が別々になっていることが特徴である．
この方式を用いて平文を送付する手順を以下に示す． 
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1. 送信者は，受信者が公開している公開鍵を入手し，平文の暗号化を行う 
2. 暗号化された平文を受信者が持っている秘密鍵を用いて復号化を行う 
 
受信者の公開鍵で暗号化した平文は，受信者の秘密鍵でないと復号化できないため，第三
者が暗号化された平文と公開鍵を入手しても，復号することができず，情報の漏洩を防ぐ
ことができる．RSA は，2 つの大きな素数を掛け合わせた数とその数を何乗するかを公開
鍵として使用する．この公開鍵を使用して，暗号化した平文を受け取った後に，秘密鍵を
用いて復号する．公開鍵を公開している受信者は，2 つの素数が，他人に漏らさないことが
条件となる．また，この手法は，2 つの素数を漏らさない限り解かれることがないわけでは
なく，解くまでに膨大な時間がかかるということを安全性の担保にしている．  
 
5.1.3 ホログラムを用いた光暗号化技術  
	 先ほど述べたホログラムをセキュリティ分野で活用することが行われている．IC カード
や紙幣に印刷されているホログラムは，カラーコピーや安易に偽造されることを防いでい
る．このようなホログラムを用いた光暗号は，光が持つ様々な特性(振幅，位相，偏光，波
長)を用いて暗号化することが可能である．これによって，暗号化の鍵が大きくなるため，
暗号化された情報が悪意のある第三者に傍受された場合も，復号される可能性が低い． 
	 本研究で開発を行った立体画像再生装置上で再生コンテンツの著作権を守ることを想定
し，再生画像の転送に二重ランダム位相暗号化という光暗号化技術を用いる検討を行った． 
 
5.1.4 二重ランダム位相暗号化  
	 光を用いた画像の二重ランダム位相暗号化(Double Random Phase Encoding: DRPE)[7]
について説明する．ここで二重ランダム位相暗号化に用いる光学系を図 5.2 に示す．この手
法は，2 つのランダムな位相マスクを用いて 2 次元画像の暗号化と復号化を行う手法である．
暗号化を行う 2 次元画像を f x, y( )とし，暗号化した画像の複素振幅画像をC x, y( )とする．
また，1 枚目のランダム位相マスクをm1 x, y( )，フーリエ面に置かれた 2 つ目のランダム位
相マスクをm2 µ,ν( )とする．  
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図 5.2 二重ランダム位相暗号化に用いる光学系 
 
まず，2 次元画像 f x, y( )に対して，1 枚目のランダム位相マスクm1 x, y( )を掛け合わせ
ることで得られる複素振幅画像 fm x, y( )を式(5.1)に示す． 
 𝑓! 𝑥, 𝑦 = 𝑓 𝑥, 𝑦 exp 𝑖𝑚! 𝑥, 𝑦  (5.1) 
	 次に fm x, y( )がレンズ L1 によってフーリエ変換された Fm x, y( )と 2 枚目の鍵になるフ
ーリエ面に置かれたランダム位相マスクm2 µ,ν( )を掛け合わせ，レンズ L2 を通して逆フー
リエ変換した暗号化画像 e x, y( )を式(5.2)に示す． 
 
𝑒 𝑥, 𝑦 = 𝐹!! 𝐹! 𝜇, 𝜈 exp 𝑖𝑚! 𝜇, 𝜈  
= 𝑓! 𝑥, 𝑦 ⨂𝐹!! exp 𝑖𝑚! 𝜇, 𝜈  
= 𝑓 𝑥, 𝑦 exp 𝑖𝑚! 𝑥, 𝑦 ⨂𝐹!! exp 𝑖𝑚! 𝜇, 𝜈  
(5.2) 
ここで， x, y( )は 2 次元画像及び暗号化画像の座標， µ,ν( )はフーリエ面の座標を表す．ま
た，⊗は畳み込み演算，F−1 •[ ]は逆フーリエ変換を表す．m1 x, y( )とm2 µ,ν( )は 0 から 2π
までの範囲で互いに独立したランダムな値をとる． 
	 次に復号化について説明する．図 5.3 に復号化に用いる光学系を示す． 
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図 5.3 復号化に用いる光学系 
 
暗号化された e x, y( )をレンズ L3 によってフーリエ変換し，復号鍵となるランダム位相マ
スクm'2 µ,ν( )を掛け合わせる．そして，レンズ L4 よって逆フーリエ変換されることによっ
て，復号画像 d x, y( )を式(5.3)で求めることができる． 
 𝑑 𝑥, 𝑦 = 𝑒 𝑥, 𝑦 ⨂𝐹!! exp 𝑖𝑚!′ 𝜇，𝜈  (5.3) 
式(5.3)より復号画像𝑑 𝑥, 𝑦 は，暗号画像𝑒 𝑥, 𝑦 と復号鍵のランダム位相マスク𝑚!′ 𝜇，𝜈 の
逆フーリエ変換との畳み込みで求めることができる． 
ここで，復号鍵のランダム位相マスクm'2 µ,ν( )は，暗号用のランダム位相マスクm2 µ,ν( )が
複素共役の時に式(5.4)で表される． 
 𝑑 𝑥, 𝑦 = 𝑓 𝑥, 𝑦 exp 𝑖𝑚! 𝑥, 𝑦  (5.4) 
逆に複素共役でない場合には，フーリエ面での位相が残るため，白色雑音化されたままの
画像になってしまう．暗号時に用いたランダム位相マスクm1 x, y( )は，暗号化する 2 次元
画像が正の実数である場合には，復号化に用いる必要はない．  
 
5.1.5 ランダム位相法  
	 第 3 章で開発を行った小型立体表示装置上で再生を行うような大きなサイズの画像を，
光暗号化を用いて送信するには，画像のすべての情報を暗号化画像に記録させる必要があ
る．そのためには，ランダム位相法を用いて 2 次元画像に物体光を広く拡散させる必要が
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ある．図 5.4 にランダム位相法を用いて大きな画像を送信するための光学系を示す． 
 
 
図 5.4 ランダム位相法を用いて大きな画像を暗号化するための光学系 
 
ここで元画像にランダム位相を用いた場合と用いなかった場合の再生シミュレーションに
よる復号画像をそれぞれ図 5.5 と図 5.6 に示す．レーザー光の波長は 532nm，1 つ目のラ
ンダム位相マスク m1 x, y( ) までの距離は 1.5m，入力画像と暗号化画像のサイズ
N ×N = 2048×2048ピクセル，入力画像のピクセルピッチは pi = 20µm，ランダム位相マ
スクm1 x, y( )とm2 µ,ν( )，暗号化画像のピクセルピッチは po = 4µmである． 
 
図 5.5 ランダム位相法を用いなかった復号画像 
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図 5.6 ランダム位相法を用いた復号画像 
 
ランダム位相法を用いた図 5.6 をみてみると，復号画像に細かい粒状のノイズが現れている
ことがわかる．これはスペックルノイズと呼ばれる．スペックルノイズが発生する理由と
しては，画像入力面におけるレーザー光の干渉が考えられるが，今回用いたランダム位相
が主な原因として考えられる．ランダム位相を用いないとスペックルノイズを低減するこ
とができるが，図 5.5 のように入力画像の一部しか復号することができないという問題が発
生する．ここでランダム位相を用いることが入力画像にどのように影響しているかを図 5.7
で示す． 
 
図 5.7 ランダム位相を用いた場合の影響（左:ランダム位相なし 右:ランダム位相あり） 
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ランダム位相がない場合，画像からの物体光があまり拡散しないため，入力画像の情報が
すべてランダム位相マスクまで到達していない．ランダム位相を用いることで，ランダム
位相が物体光を広げるための拡散板の役割を果たし，ランダム位相マスクに画像の情報を
集めることができる． 
 
5.1.6 ランダム位相フリー法  
	 ランダム位相フリー法[8]とは，仮想収束光を用いて画像の光波を最初のランダム位相マス
クに集める手法である．仮想収束光には画像を経由して収束する光の位相パターンを用い
る．図 5.8 に入力画像とランダム位相マスク，仮想収束光の位置関係を示す． 
 
図 5.8 入力画像，ランダム位相マスク，仮想収束光の関係（ランダム位相フリー法） 
 
ここで， Si × Si  Si = N × pi( )は入力画像のサイズ， So × So  So = N × p0( )はランダム位相
マスクのサイズである．また，𝑧!はランダム位相マスクから仮想収束光の焦点までの距離，𝑧!は入力画像とランダム位相マスクまでの距離を表す．このとき仮想収束光の位相パターン
w xi, yi( )は式(5.5)で， 
 𝑤 𝑥! , 𝑦! = exp −𝑖𝜋 𝑥!! + 𝑦!! /𝜆𝑓!  (5.5) 
と表すことができる． fiは仮想収束光の焦点距離であり式(5.6)で表される．また， と
の関係は式(5.7)で表される． 
 𝑓! = 𝑧! + 𝑧! (5.6) 
fi z1
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 𝑓!: 𝑧! = 𝑆!: 𝑆! (5.7) 
	 入力画像 o xi, yi( )に仮想収束光の位相パターンw xi, yi( )を掛けることにより入力画像上
の複素振幅 ui xi, yi( )を求める． 
 𝑢! 𝑥! , 𝑦! = 𝑜 𝑥! , 𝑦! 𝑤 𝑥! , 𝑦!  (5.8) 
伝搬距離 z2 での回折計算をPropz2 とすると，最初のランダム位相マスクでの複素振幅は式
(5.9) と表すことができる． 
 𝑢! 𝑥! , 𝑦! = 𝑃𝑟𝑜𝑝!! 𝑢! 𝑥! , 𝑦! 𝑤 𝑥! , 𝑦!  (5.9) 
	 これを入力画像として再生シミュレーション上で二重ランダム位相暗号を行った暗号画
像を図 5.9 に示す．本手法は二重ランダム位相暗号化法に，ランダム位相フリー法を組み合
わせたものであるが，他の光暗号化法，例えば仮想光学系[22-24]を使用した暗号化法にも適
用可能である．また，図 5.8 を見てわかるように，入力画像とランダム位相マスクのサイズ
が異なる．この回折計算には，サンプリングレートを変化させることで異なるサイズの平
面間の光の伝搬を計算するスケーリング回折を暗号化と復号化に利用することができる．
その回折計算として，シフテッドフレネル回折[25]のエイリアシング問題を改善した手法で
ある ARSS(Aliasing-Reduced with Scaled and Shifted)フレネル回折[26]を用いた． 
 
 
図 5.9 ランダム位相フリー法を用いた暗号画像 
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図 5.10 ランダム位相フリー法を用いた復号画像 
 
図 5.10 の復号画像をみてわかる通り，ランダム位相法を用いた時に発生していたスペック
ルノイズがなくなっていることがわかる． 
 
5.1.7 ランダム位相フリー法の評価  
	 図 5.6 と図 5.10 の再生シミュレーション結果を PSNR (Peak Signal-to-Noise Ratio)[27]
と呼ばれる画質評価指標を用いて評価した結果を表 5.1 に示す．図 5.6 及び図 5.10 のサイ
ズはそれぞれ 41mm×41mm で，暗号化画像は 8.2mm×8.2mm である． 
 
表 5.1 復号化画像の PSNR による評価 
採用手法 PSNRs 
ランダム位相法(図 5.6) 9.1 [dB] 
ランダム位相フリー法(図 5.10) 29 [dB] 
 
このようにランダム位相フリー法を用いたほうが PSNR の値が高いことがわかる． 
	 また，別の再生シミュレーションを行いこの手法の評価を行った．入力画像に QR(Quick 
Response)コードを含んだ画像を準備し，暗号化と復号化を行った．入力画像を図 5.11 に
示す． 
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図 5.11 QR コードを含んだ入力画像 
 
この画像には，情報のコンテナとして 4 つの QR コードを含ませ，この QR コードを読み
取ることができるかどうかもチェックした．画像の四方に設置されている QR コードの
URL(Uniform Resource Locator)を表 5.2 に示す． 
 
表 5.2 QR コード別の URL 一覧 
設置位置 URL 
左上 http://brains.chiba-u.jp/shimo/ 
右上 http://www.opticsinfobase.org/ 
左下 http://www.sciencemag.org/ 
右下 http://www.nature.com/nphoton/index.html/ 
 
ランダム位相法を用いて復号画像とランダム位相フリー法を用いた復号画像をそれぞれ図
5.12 と図 5.13 に示す． 
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図 5.12 ランダム位相法を用いた復号画像 
 
 
図 5.13 ランダム位相フリー法を用いた復号画像 
 
図 5.12 の復号画像上の QR コードは，筆者が所持している携帯端末の QR コードリーダ
ーで読み込むことができなかった．しかし，図 5.13 の QR コードは同一の QR コードリー
ダーで読み込むことができた．これはスペックルノイズが少ないためである． 
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	 次に同じ画像を用いてそれぞれの手法で生成した暗号画像の 1/4 が欠損した状態で復号
することができるかの実験を行った．欠損した暗号画像を図 5.14 に示す． 
 
 
図 5.14 欠損した暗号画像 
 
ランダム位相法を用いて復号画像とランダム位相フリー法を用いた復号画像をそれぞれ図
5.15 と図 5.16 に示す． 
 
図 5.15 ランダム位相法を用いた復号画像 
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図 5.16 ランダム位相フリー法を用いた復号画像 
 
先ほどと同様の方法で QR コードの読み込みができるかを行った．図 5.15 の QR コードは
読み込むことができず，図 5.16 の QR コードは読み込むことができた．また，PSNR で評
価を行った結果を表 5.3 に示す． 
 
表 5.3 欠損した暗号化画像からの復号化画像の PSNR による評価 
採用手法 PSNR 
ランダム位相法(図 5.15) 8.3 [dB] 
ランダム位相フリー法(図 5.16) 16[dB] 
 
ランダム位相フリー法を用いた復号化画像の方が PSNR の値が高いことがわかる．今回
の検証で仮に暗号化された画像の一部が欠損した場合でも問題なく復号ができるというこ
ともわかった． 
 
 
 
 
  
 49 
第6章	 おわりに 
	 本研究では，まず，DFD 錯視現象を用いた小型立体表示装置の開発を行った．その装置
上で DFD 用画像の再生を行い，複数人の観測者に対して奥行き知覚に関する主観評価のア
ンケートを実施し，良好な結果を得ることができた．また，画像のデプスマップを用いた
DFD 用画像の自動生成の仕組みを開発した．この自動生成した DFD 用画像を装置上で再
生し，同じように奥行き知覚に関するアンケートを行い，こちらも良好な結果を得ること
ができた． 
	 また，今後，DFD 用画像の撮影と再生を異なる場所で行う際にやり取りされる再生コン
テツの著作権を守るために，光暗号化技術を用いる検討を行った．二重ランダム位相暗号
化で大きな画像を暗号化した際に発生する復号画像のスペックルノイズを低減するため，
ランダム位相フリー法を用いた．再生シミュレーションの結果，スペックルノイズを低減
した復号画像を得ることができた．また，ランダム位相フリー法を用いることで暗号化画
像の一部分が欠落しても問題なく復号できることを確認した． 
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