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Abstract
We deal with the problem of reconstructing material coefficients from the far-fields they
generate. By embedding small (single) inclusions to these media, located at points z in the
support of these materials, and measuring the far-fields generated by these deformations
we can extract the values of the total field (or the energies) generated by these media at
the points z. The second step is to extract the values of the material coefficients from
these internal values of the total field. The main difficulty in using internal fields is the
treatment of their possible zeros.
In this work, we propose to deform the medium using multiple (precisely double) and
close inclusions instead of only single ones. By doing so, we derive from the asymptotic
expansions of the far-fields the internal values of the Green function, in addition to the
internal values of the total fields. This is possible because of the deformation of the
medium with multiple inclusions which generates scattered fields due to the multiple
scattering between these inclusions. Then, the values of the index of refraction can be
extracted from the singularities of the Green function. Hence, we overcome the difficulties
arising from the zeros of the internal fields.
We test these arguments for the acoustic scattering by a refractive index in presence
of inclusions modeled by the impedance type small obstacles.
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1 Introduction and statement of the results
1.1 Motivation of the problem
Let n be a bounded and measurable function in R3 such that the support of (n−1) is a bounded
domain Ω. We are concerned with the acoustic scattering problem
(∆ + κ2n2(x))V t = 0 in R3, (1.1)
where V t := V s+V i and V i is an incident field satisfying (∆ +κ2)V i = 0 in R3. For simplicity,
we take incident plane waves V i(x, θ) := eiκx·θ where θ ∈ S2 and S2 is the unit sphere. The
scattered field V s satisfies the Sommerfeld radiation condition:
∂V s
∂|x| − iκV
s = o
(
1
|x|
)
, |x| → ∞. (1.2)
The scattering problem (1.1-1.2) is well posed, see [15]. Applying Green’s formula to V s,
we can show that the scattered field V s(x, θ) has the following asymptotic expansion:
V s(x, θ) =
eiκ|x|
4pi|x|V
∞(xˆ, θ) +O(|x|−2), |x| → ∞, (1.3)
where the function V ∞(xˆ, θ) for (xˆ, θ) ∈ S2 × S2 is the corresponding far-field pattern.
Our interest in this work is related to the classical inverse scattering problem which consists
of reconstructing n(x), x ∈ Ω, from the far-field data V ∞(xˆ, θ) for some (xˆ, θ) ∈ S2 × S2. This
type of problem is well studied and there are several algorithms to solve it in the case when
xˆ and θ are taken in the whole S2, see [26, 27, 28]. It is also known that this problem is very
unstable. Precisely, the modulus of continuity is in general of logarithmic type, see [29].
Recently, based on a new type of experiments, a different approach was proposed, see for
instance [5, 6] and the references therein. It is divided into two steps. In the first one, we
deform the acoustic medium by small inclusions located in the region containing the support of
(n− 1), and measure the far-fields generated by these deformations. From these far-fields, we
can extract the total fields due to the medium n in the interior of the support of (n−1). In the
second step, we reconstruct n(x) from these interior values of the total fields. Recently, there was
an increase of interest in reconstructing media from internal measurements. This is also related
to the hybrid methods introduced in the medical imaging community, see [4, 9, 8, 17, 18, 21]
for different setups and models. In contrast to the instability of the classical inverse scattering
problem, the reconstruction from internal measurements is stable, see [3, 7, 19, 30]. However,
the disadvantage with internal fields, i.e. internal values of the total fields, is the existence of
their zeros which need to be properly dealt with to stabilize any algorithm. To overcome this
short coming, one can think of using measurements related to multiple frequencies κ1, κ2, etc.,
see [2].
Our objective in this paper is to propose an alternative to overcome the last disadvantage.
For this, we propose to deform the medium using multiple (precisely double) and close inclusions
instead of just single inclusions. Then, measuring the generated far-fields by these multiple
inclusions, we can extract, not only the internal total fields, but also the internal values of
the Green’s function related to the non deformed medium n. This is possible because by
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deforming the medium with multiple and close inclusions we generate scattered fields due to
the multiple scattering between these inclusions. Precisely, the far-fields we measure encode at
least the second order term in the Foldy-Lax approximation and not only the first order (or the
Born approximation) as it is done when deforming with single or multiple but well separated
inclusions. Finally, we extract the values n(x), x in Ω, from the singularities of this Green’s
function. Hence, we avoid the problems coming from the zeros of the internal total fields.
The accuracy of the reconstruction is related to the minimum distance d between the pairs
of inclusions, in addition to the radius of the perturbations a. In practice, the perturbations are
created using focusing waves, see [4, 17, 21] for instance, hence we are limited by the resolution
of the used waves (acoustic waves for instance). In other words, the small perturbations cannot
be very close. In our analysis, the ratio a
d
is of the form a1−t, with a parameter t ∈ [0, 1], and
it can be chosen small by taking t near 0. This allows to have the minimum distance between
the inclusions quite large compared to their sizes. Since the accuracy of the reconstruction,
see Theorem 1.2, is of the order at, with t in [0, t∗] with some t∗ < 1, then one should find a
reasonable balance between the limited resolution of the focusing waves, to be used to perturb
the medium, and the desired accuracy of the reconstruction. More details related to this issue
are provided in Remark 1.3.
We complete this section by describing the kind of deformations and the corresponding
far-field measurements we use and then we state the derived formulas to extract the values of
the index of refraction n. In Section 2, we justify these formulas with the emphasize on the
explicit dependence of the error terms on the parameters modeling the small perturbations (i.e.
the maximum radii, the minimum distance between them and the scaled surface impedances).
In Section 3, we discuss the stability issue by providing the corresponding formulas when the
measured data are contaminated with additive noises and when the small perturbations are
shifted from their exact locations (as moving from step 2 to step 3 in collecting the data, see
Section 1.3). We provide the regimes under which the derived formulas are still valid.
1.2 Deformation by multiple inclusions
We give the details of this approach by using inclusions of the form of obstacles of impedance
type. Let B be the ball with the center at the origin and radius 1. We set Dm := aB + zm
to be the small bodies characterized by the parameter a > 0 and the locations zm ∈ R3,
m = 1, . . . ,M . We denote by U s the acoustic field scattered by the M small bodies Dm ⊂ R3,
due to the incident field U i (mainly the plane incident waves U i(x, θ) := V i(x, θ) := eikx·θ
with the incident direction θ ∈ S2, where S2 being the unit sphere), with impedance boundary
conditions. Hence the total field U t := U i + U s satisfies the following exterior impedance
problem for the acoustic waves
(∆ + κ2n2(x))U t = 0 in R3\
(
M∪
m=1
D¯m
)
, (1.4)
∂U t
∂νm
+ λmU
t
∣∣∣∣
∂Dm
= 0, 1 ≤ m ≤M, (1.5)
∂U s
∂|x| − iκU
s = o
(
1
|x|
)
, |x| → ∞. (1.6)
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The scattering problem (1.4)-(1.6) is well posed, see [16, 15], and we can also allow =λm to be
negative, see [12].
Definition 1.1. We define
1. d := min
m 6=j
1≤m,j≤M
dmj, where dmj := dist(Dm, Dj).
2. κmax as the upper bound of the used wave numbers, i.e. κ ∈ [0, κmax].
The distribution of the scatterers is modeled as follows:
3. the number M := M(a) := O(a−s) ≤Mmaxa−s with a given positive constant Mmax.
4. the minimum distance d := d(a) ≈ at, i.e. dminat ≤ d(a) ≤ dmaxat, with given positive
constants dmin and dmax.
5. the surface impedance λm := λm,0a
−β, where λm,0 6= 0 and might be a complex number.
Here the real numbers s, t and β are assumed to be non negative. We call Mmax, dmin, dmax
and κmax the set of the a priori bounds. In ([12], Corollary 1.3), we have shown that there
exist positive constants a0, λ−, λ+ 1 depending only on the set of the a priori bounds and on
nmax := ‖n‖L∞(Ω) such that if
a ≤ a0, |λm,0| ≤ λ+, |<(λm,0)| ≥ λ−, β ≤ 1, s ≤ 2− β, s
3
≤ t, (1.7)
then the far-field pattern U∞(xˆ, θ) has the following asymptotic expansion
U∞(xˆ, θ) = V ∞(xˆ, θ) +
M∑
m=1
V t(zm,−xˆ)Qm +O (M C a) , (1.8)
uniformly in xˆ and θ in S2. Here C := maxmCm. The constant appearing in the estimate O(.)
depends only on the set of the a priori bounds, λ−, λ+ and on nmax. The coefficients Qm,
m = 1, ...,M, are the solutions of the following linear algebraic system
Qm +
M∑
j=1
j 6=m
CmG(zm, zj)Qj = −CmV t(zm, θ), (1.9)
for m = 1, ...,M, where
Cm :=
λm|∂Dm|
−1 + λmIm (1.10)
and G(·, ·) is the Green function corresponding to the scattering problem (1.1-1.2).
1In the case where s < 2− β, we need no a priori conditions on λ−, λ+.
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The quantity Im :=
∫
∂Dm
1
4pi|sm−t|dsm, t ∈ ∂Dm, is a constant if Dm is a ball and this constant
is equal to the radius of Dm, i.e. Im = a. The algebraic system (1.9) is invertible under the
condition:
s ≤ 2− β. (1.11)
We use surface impedance functions of the form λm = λ0,ma
−β, i.e. with λ0,m 6= 1 in the
case β = 1, so that the constants
Cm =
4pi a2−β λ0,m
−1 + λ0,ma1−β (1.12)
are well defined. In the subsequent sections, we choose β = 1 and λ0,m := 1 − ah, h ≥ 0. In
this case
Cm = −4pia1−h(1− ah). (1.13)
Hence (1.8) becomes
U∞(xˆ, θ) = V ∞(xˆ, θ) +
M∑
m=1
V t(zm,−xˆ)Qm +O
(
a2−s−h
)
, (1.14)
uniformly in xˆ and θ in S2.
1.3 The extraction formulas
We proceed in three steps in collecting the measured data:
1. First step. We measure the far-fields before making any deformation. In this case the
collected data are V ∞(−θi, θj), i, j = 1, ..., N0 ≥ 2.
2. Second step. We deform the medium by a isolated inclusion zlm, and then measure the
corresponding data U∞(−θi, θj) :=U∞(zlm;−θi, θj), for the directions θj, j = 1, ..., N0 ≥ 2,
keeping in mind that we redo the experiment by moving the inclusion centered at zlm for
m = 1, 2, ...,M and l = 1, 2, see Fig 1.
3. Third step. We deform the medium using two inclusions close to each other i.e. the two
points z1m and z
2
m in Ω, are such that |z2m − z1m| ∼ at, as a→ 0, with t > 0, see Fig 2. In
this case, the collected data are W∞(−θi, θj) :=W∞(zlm;−θi, θj), i, j = 1, ..., N0 ≥ 2. As
in step 2, we create one couple of two close inclusions at once. Then, we move the couple
of inclusions, for m = 1, ...,M , inside Ω.
The reconstruction formulas of the index of refraction from the described measured data
are summarized in the following theorem.
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Figure 1: The figure describes the experiments in step 2. We create only one inclusion and
measure the corresponding far-fields. Then, we move the inclusion inside Ω.
Figure 2: The figure describes the experiments in step 3. We create double inclusions distributed
close to each other and we measure the corresponding far-fields. Then, we move the two
inclusions inside Ω.
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Theorem 1.2. Assume n to be a measurable and bounded function in R3 such that the support
of (n − 1) is a bounded domain Ω. Let the non negative parameters β, h and t describing the
set of the small inclusions, embedded in Ω, be such that
β = 1, 0 < h and h+ 2t < 1. (1.15)
Let m = 1, 2, ...,M be fixed. We have the following formulas:
1. The vector of total fields (V t(zlm, θj))
N0
j=1 (or −(V t(zlm, θj))N0j=1) can be recovered from
U∞(zlm, −θi, θj)− V ∞(−θi, θj) as follows:
C−1m,l
[
U∞(zlm,−θi, θj)− V ∞(−θi, θj)
]
= −V t(zlm, θi)V t(zlm, θj) +O(a), (1.16)
for i, j = 1, 2, ..., N0; l = 1, 2.
2 As the two points z1m and z
2
m are close then the sign
before the vectors above is the same for l = 1 and l = 2.
2. Knowing the vectors of total fields (V t(zlm, θj))
N0
j=1, for l = 1, 2, (or −(V t(zlm, θj))N0j=1, for
l = 1, 2) the values of the Green function G(z1m, z
2
m) can be recovered as follows. We have
G(z1m, z
2
m) := (G˜)1,2 , (1.17)
where the matrix G˜ is computable as
(VV>)−1C−2V [W∞ −V∞]V>(VV>)−1+C−1 = G˜+ O (a1−h−2t + ah) (1.18)
with the matrix V constructed from (1.16) via (V)l,j := V
t(zlm, θj), l = 1, 2 and j =
1, 2, ..., N0 and C := diag{Cm,l}. 3 The matrices W∞ and V∞ are defined as (W∞)i,j :=
W∞(zlm;−θi, θj) and (V∞)i,j := V ∞(−θi, θj), for i, j = 1, ..., N0.
3. If, in addition, n is of class Cα, α ∈ (0, 1], then4 from the values of the Green function
G(z1m, z
2
m), we reconstruct the values of the index of refraction n(z
l
m) as follows:
n(zlm) =
[
4pi
iκ
G(z2m, z
1
m)−
1
iκ|z2m − z1m|
]
+O(at), t > 0. (1.19)
Remark 1.3. We make the following observations:
1. We observe that due to the error O(at), for m = 1, .2, ...,M , we do not distinguish between
n(z1m) and n(z
2
m) since |z1m−z2m| ∼ at, as a→ 0 and hence |n(z1m)−n(z2m)| = O(at) (in the
best case α = 1). Hence these formulas provide the values of n(zm), for m = 1, .2, ...,M ,
where zm := z
l
m for either l = 1 or l = 2.
2We recall that Cm,l = −4pia1−h(1− ah), see (1.13).
3 The matrix diag{Cm,l} is diagonal and the diagonal values are defined by the vector {Cm,1, Cm,2}. Since
Cm,l = −4pia1−h(1−ah) as the shapes of the inclusions are the same, i.e. balls of radius a, we have diag{Cm,l} =
−4pia1−h(1− ah)I2 where I2 is the identity matrix in R2.
4We can also take α = 0, i.e. n is only continuous, and obtain (1.19) with an appropriate change in the error
term.
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2. From the formulas (1.16), (1.18) and (1.19), we see that the error in reconstructing n
is of the order amin{t,h,1−h−2t} and hence we need h > 0 and 0 < t < 1−h
2
. The ratio
between the radius a and the minimum distance d ≈ at is of the order a
d
≈ a1−t << 1 as
a << 1. This rate becomes significantly smaller when t approaches 0. This means that the
small perturbations do not need to be very close to each other to apply the reconstruction
formulas in Theorem 1.2. This makes sense and can be useful in practice since, due to
the resolution limit, it is delicate to use focusing waves to create close small deformations.
The price to pay is that we will have less accuracy in the reconstruction, see the formula
(1.19) for instance. Hence, one needs to find a compromise between the desired accuracy
of the reconstruction and the permissible closeness of the small perturbations created by
focusing waves. For instance taking t = h = 1
4
, the error in the reconstruction is of the
order a
1
4 and the ratio a
d
is of the order a
3
4 , as a << 1 .
3. The importance of the parameter t, describing the closeness of the small inclusions, ap-
pears in the last step (i.e. the point 3. in Theorem 1.2) to compute the values of n using
the singularity analysis of G. Indeed, in (1.18), we can even take t = 0 with h ∈ (0, 1).
If we need to choose t very small (for practical or experimental reasons), then we can
also use other methods to compute n(x) from G(x, z). For instance, from the Lippmann-
Schwinger equation G(x, z) = Φ(x, z) + κ2
∫
Ω
(n2 − 1)(t)G(t, z)Φ(t, x)dt, x, z ∈ Ω, we can
compute (n2 − 1)(x)G(x, z) by inverting an integral equation of the first kind having as a
kernel Φ(x, z). Knowing G(x, z) and (n2 − 1)(x)G(x, z) for a sample of points x, z ∈ Ω,
we can reconstruct n from the formula (n2 − 1)(x) = (n2−1)(x)G(x,z)
G(x,z)
. The denominator
G(·, z) is not vanishing if we choose appropriately different values of the source points z
in Ω.
4. In this work, we use localized perturbations modeled by small inclusions with impedance
boundary conditions. However, the natural localized perturbations should occur on the
coefficients of the model [5], i.e. the index of refraction n in our model. In this respect,
using surface impedance type inclusions might be more attractive in the academic level
than in practice unless we accept and use the following argument. In case where there is
a large contrast between the medium and the background, and according to the Leontovich
approximation, the contrast can be replaced by the surface impedance boundary condition.
This means that we should use localized perturbations creating quite high contrasts.
2 Proof of Theorem 1.2
2.1 Step 1: Use of single inclusion to extract the field
±(V t(z1m, θj), V t(z2m, θj)), z1m, z2m ∈ Ω
We create one single inclusion located at a selected point zlm in Ω. This means that we take M =
1 in the asymptotic expansion (1.8), i.e. U∞(zlm, xˆ, θ) − V ∞(xˆ, θ) = V t(zlm,−xˆ)Q + O
(
a2−h
)
and Q = −Cm,lV t(zlm, θ). Hence
U∞(zlm;−θi, θj)− V ∞(−θi, θj) = −Cm,lV t(zlm, θi)V t(zlm, θj) + O
(
a2−h
)
. (2.1)
Using the backscattered data U∞(zlm,−θj, θj) and V ∞(−θj, θj), and since Cm,l := −4pia1−h(1−
8
ah) is known, from (2.1) we derive the formula
C−1m,l
[
U∞(zlm;−θj, θj)− V ∞(−θj, θj)
]
= −(V t(zlm, θj))2 + O (a) . (2.2)
Hence we can construct either V t(zlm, θj) or −V t(zlm, θj) since the complex argument will be
computed to an additive kpi period. From (2.1), we see that we can compute V t(zlm, θi), i 6= j,
with same additive period. Then, we can construct either the vector (V t(zlm, θj))
N0
j=1 or the
vector −(V t(zlm, θj))N0j=1.
Let us now show why if z1m is close to z
2
m, then this sign should be the same for l = 1 and
l = 2.
We know that the total fields V t(·, θj), j := 1, ..., N, are solutions to the Lippmann-Schwinger
equations V t(x, θj) + κ
2
∫
Ω
(n2(z) − 1)Φ(x, z)V (z, θj)dz = ui(x, θj), x ∈ R3. Based on this
equation and following the arguments in Lemma 2.2 of [1], we show that V (x, θ) is in W 1,∞(Ω)
with the bound
‖V t(·, θ)‖W 1,∞(Ω) ≤ C‖ui(·, θ)‖H2(Ω˜) (2.3)
where C depends only on the upper bound of n and Ω˜, here Ω ⊂⊂ Ω˜. As θ varies in S2, the
constant ‖ui(·, θ)‖H2(Ω˜) is uniformly bounded. We set C˜ := C supθ∈S2 ‖ui(·, θ)‖H2(Ω˜). Hence we
deduce that
|V t(z1m, θ)− V t(z2m, θ)| ≤ C˜ |z1m − z2m|. (2.4)
Hence if the points z1m and z
2
m are chosen such that |z1m − z2m| is small enough, then V t(z1m, θ)
and V t(z2m, θ) will have the same sign
5.
2.2 Step 2: Use of multiple inclusions to extract the Green’s func-
tion G(z1m, z
2
m), z
1
m, z
2
m ∈ Ω
In this case, we create two inclusions located close to each other, i.e. the two points z1m and
z2m, m = 1, ...,M , in Ω, are such that |z2m − z1m| ∼ at, as a→ 0, with t > 0. Let m be fixed.
From the asymptotic expansion (1.8), we have
W∞(zlm; xˆ, θ)− V ∞(xˆ, θ) =
2∑
l=1
V t(zlm,−xˆ)Qlm +O (MCa) , (2.5)
where
Qlm +
2∑
l′=1
l′ 6=l
Cm,lG(z
l
m, z
l′
m)Ql
′
m = −Cm,lV t(zlm, θ). (2.6)
Hence, we rewrite (2.5) as
W∞(xˆ, θ)− V ∞(xˆ, θ) = V>(−xˆ)B−1V(θ) + O (MCa) , (2.7)
5For m := 1, 2, ...,M and l := 1, 2 fixed, the value V t(zlm, θj) can vanish for some j but according to Lemma
2.1 it cannot be true for ever j := 1, ..., N0 where N0 is large.
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where we use the vector V(θ) := [V t(z1m, θ), V
t(z2m, θ)]
>
and the 2× 2 matrix B whose compo-
nents are Bl,l′ := −G(zlm, zl′m) for l 6= l′ and Bl,l := −C−1m,l for l = 1, 2.
We use a number N of directions of incidences (and hence of propagation directions) larger
than the number of sampling points z1m, z
2
m, i.e. 2 directions, where we want to evaluate the
index of refraction. With this number at hand, the matrix
V := [V(θ1),V(θ2), ...,V(θN)] (2.8)
has a full rank and hence VV> is invertible. Precisely, we have the following lemma.
Lemma 2.1. There exists N0 ∈ N such that if the number N of incident directions θj, j =
1, ..., N is larger than N0, i.e. N ≥ N0, then the vectors Vtn(θj) := [V t(z1m, θj), V t(z2m, θj]>,
j = 1, ..., N are linearly independent.
Proof. We observe, by the mixed reciprocity relations, that V t(zlm, θj) = G
∞(−θj, zlm), where
G∞(−θj, zlm) is the far-field in the direction −θj of the point source G(x, zlm) supported at the
source point zlm. We recall that the point source G(x, z
l
m) is the Green function of the model
(1.1). With this relation at hand, the proof of the lemma follows the same arguments in [20]
where it is done for the vectors (e−iκθj ·z
l
m)2l=1 and j = 1, ..., N , with N large enough. We omit
the details. Observe that V t(zlm, θj) = e
iκθj ·zlm if the index of refraction n is equal to unity in
R3.
Remark 2.2. In practice, one may take N = N0 = 2. This can be easily justified for the case
when the contrast of the index of refraction, (n−1), is small. To see it we set, keeping the same
notation as above, V := [V(θ1),V(θ2)] where V(θj) := [V
t(z1m, θ), V
t(z2m, θj)]
>
, j = 1, 2. Corre-
spondingly, we set V1(θj) :=
[
eiκz
1
m·θj , eiκz
2
m·θj
]>
, j = 1, 2 and V1 := [V1(θ1),V1(θ2))]. A simple
computation shows that the determinant of V1 is e
iκ(θ1+θ2)·z1m [eiκ(z
2
m−z1m)·θ2 − eiκ(z2m−z1m)·θ2 ] 6= 0
if θ1 6= θ2. Now, we observe, by the Lippmann-Schwinger equation for instance, that
V = V1 + O(|n − 1|). Hence if the contrast n − 1 is small enough then the determinant
of V is not vanishing.
Hence, by measuring the data W∞ and V∞ using the formulas
(W∞)i,j := (W∞(zlm;−θi, θj)), i, j = 1, ..., N0 (2.9)
and
(V∞)i,j := (V ∞(−θi, θj)), i, j = 1, ..., N0, (2.10)
we obtain the formula
W∞ −V∞ = V>B−1V +O (a2−h) . (2.11)
Observe that B−1 = −
(
I + CG˜
)−1
C where C := diag (Cm,l) and
(
G˜
)
l,l
:= 0, l = 1, 2 and(
G˜
)
l,l′
:= G(zlm, z
l′
m), l 6= l′. Hence we can write
B−1 = −C + CG˜C +O(max
l
{Cm,l}‖CGκ‖22) (2.12)
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where ‖‖2 is the l2-norm for matrices.
We recall that we have chosen the points z1m and z
2
m, in Ω, such that |z2m − z1m| ∼ at with
t ∈ (0, 1), as a→ 0. With such a choice, we see that
B−1 = −C + CG˜C +O (a3−3h−2t) (2.13)
as O(maxl{Cm,l}‖CG˜‖22) = O(a3−3h−2t).
Finally, from the matrix B we derive the values of the Green function at the sample points
zlm, l = 1, 2, in Ω:
G(z1m, z
2
m). (2.14)
Indeed, combining (2.11) and (2.13), we deduce that
W∞ −V∞ = −V>CV + V>CG˜CV + O (a3−3h−2t + a2−h) (2.15)
where V>CV ∼ a1−h and V>CG˜CV ∼ a2−2h−t. Remember that from step. 1, we compute
±V (i.e. we do know the correct sign), but as in (2.15) we multiply the two sides by V and
V>, then the missed sign of V is irrelevant.
The approximation (2.15) will make sense, i.e. the error term is dominated by −V>CV +
V>CG˜CV, if 3− 3h− 2t > 2− 2h− t and 2− h > 2− 2h− t, i.e. 0 < t+ h < 1. In addition,
V>CG˜CV = O(V>CV) if 2− 2h− t ≥ 1− h, i.e. t+ h ≤ 1. Hence the approximation (2.15)
makes sense if 0 < t+ h < 1. This last condition is satisfied since we assumed that 0 < h and
h+ 2t < 1.
From Step 1, we showed already how to extract the matrices ±V, hence we can compute
W∞ −V∞ −V>CV . Since the matrix C is diagonal, with non zero entries, and the matrix
VV> is invertible, as V is full rank matrix, then we can recover the matrix G˜ as
C−1(VV>)−1V [W∞ −V∞] V>(VV>)−1C−1 + C−1 = G˜ + O(a2h−2) O (a3−3h−2t + a2−h)
(2.16)
or
C−1(VV>)−1V [W∞ −V∞] V>(VV>)−1C−1 + C−1 = G˜ + O (a1−h−2t + ah) . (2.17)
We see that ah = o(G˜) if h > −t,i.e. t + h > 0 and a1−h−2t = o(G˜) if 1 − h − 2t > −t, i.e.
t+ h < 1. Hence (2.17) makes sense if 0 < t+ h < 1. As mentioned above, this last condition
is satisfied since we assumed that 0 < h and h+ 2t < 1.
Finally, we set
G(z1m, z
2
m) := (G˜)1,2, (2.18)
as the reconstructed values of the Green function G at the sampling points (z1m, z
2
m), m =
1, 2, ...,M .
2.3 Step 3: Extraction of the index of refraction from the Green
function
We start with the following lemma
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Lemma 2.3. We have the asymptotic expansion:
G(x, zj) =
eiκn(zj)|x−zj |
4pi|x− zj| +O(|x− zj|), as |x− zj| → 0. (2.19)
Proof. We know that (∆ + κ2n2(x))G = −δ, in R3 and Φj(x, z) := e
iκn(zj)|x−z|
4pi|x−z| satisfies (∆ +
κ2n2(zj))Φ = −δ, in R3, where both G and Φj satisfy the Sommerfeld radiation condition.
Then Hj(x, z) := (G− Φj)(x, z) satisfies the same radiation condition and
(∆ + κ2n2(zj))Hj = κ
2(n2(zj)− n2(x))G, in R3. (2.20)
Multiplying both sides of (2.20) by Φj and integrating over a bounded and smooth domain B
we obtain:
Hj(x, z) = −κ2
∫
B
(n2(zj)− n2(t))Φj(t, x)G(t, z)dt (2.21)
−
∫
∂B
Hj(t, z)∂ν(t)Φj(t, x)ds(t) +
∫
∂B
∂ν(t)Hj(t, z)Φj(t, x)ds(t),
and then
∇xHj(x, zj) = −κ2
∫
B
(n2(zj)− n2(t))Φj(t, x)∇xG(t, zj)dt (2.22)
−
∫
∂B
Hj(t, zj)∇x∂ν(t)Φj(t, x)ds(t) +
∫
∂B
∂ν(t)Hj(t, zj)∇xΦj(t, x)ds(t).
Here, we choose B such that Ω ⊂⊂ B. Since (n2(zj)−n2(t))∇G(t, zj) = O(|t− zj|−2+α), t ∈ B,
as the singularity of ∇xG(t,−zj) is of the order |t−zj|−2, and n2(zj)−n2(t) = O(|t−zj|α), since
n is of class Cα, we deduce that
∫
B
(n2(zj)− n2(t))Φj(t, x)∇xG(t, zj)dt = O(
∫
B
|t− zj|−2+α|t−
x|−1dt) = O(1), x ∈ B since α > 0, see ([31], Lemma 4.1), for instance, for the such integrals
o f of singular functions. The two last integrals appearing in (2.22) are of the order O(1) for
x ∈ Ω ⊂⊂ B.
Now, let Bzj ,r be the ball of center zj and radius r, r << 1. We use (2.21) applied to Bzj ,r
instead of B:
Hj(x, z) = −κ2
∫
Bzj ,r
(n2(zj)− n2(t))Φj(t, x)G(t, z)dt (2.23)
−
∫
∂Bzj ,r
Hj(t, z)∂ν(t)Φj(t, x)ds(t) +
∫
∂Bzj ,r
∂ν(t)Hj(t, z)Φj(t, x)ds(t)
for x ∈ Bzj ,r. We see that∫
Bzj ,r
(n2(zj)− n2(t))Φ(t, x)G(t, zj)dt = O
(∫
Bzj ,r
|t− zj|−1+α|t− x|−1ds(t)
)
, for x ∈ Bzj ,r
which we can rewrite as∫
Bzj ,r
(n2(zj)− n2(t))Φ(t, x)G(t, zj)dt = O
(
(
∫
Bzj ,r
|t− zj|−2+2αds(t)) 12 (
∫
Bx,2r
|t− x|−2ds(t)) 12
)
,
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for x ∈ Bzj ,r. Hence∫
Bzj ,r
(n2(zj)− n2(t))Φ(t, x)G(t, zj)dt = O(r1+α) , for x ∈ Bzj ,r.
Since ∇Hj(t, zj) is bounded for t ∈ Ω, then∫
∂Bzj ,r
∂ν(t)Hj(t, zj)Φj(t, x)ds(t) = O
(∫
∂Bzj ,r
|Φj(x, t)|ds(t)
)
= O(r)
for x ∈ Ω. Hence, we can write (2.23) as
Hj(x, zj) +
∫
∂Bzj ,r
Hj(t, zj)∂ν(t)Φj(t, x)ds(t) = O(r), for x ∈ Bzj ,r. (2.24)
Taking the trace in (2.24) to ∂Bzj ,r and using the trace of the double layer potential∫
∂Bzj ,r
Hj(t, zj)∂ν(t)Φj(t, x)ds(t) = Kr(Hj(·, zj))(x) − 12Hj(x, zj), x ∈ ∂Bzj ,r, where Kr de-
notes the double layer operator, we derive the equation(
1
2
+Kr
)
(Hj(·, zj)) = O(r), for x ∈ ∂Bzj ,r. (2.25)
Then
‖Hj(·, zj)‖L2(∂Bzj ,r) = O
(
r ‖(1
2
+Kr)
−1‖L(L2(∂Bzj ,r), L2(∂Bzj ,r))
)
.
We have the following estimate from [13]:
‖(1
2
+Kr)
−1)‖L(L2(∂Bzj ,r), L2(∂Bzj ,r)) ≤ ‖(
1
2
+K1)
−1)‖L(L2(∂B), L2(∂B))
where B := BO,1. Hence
‖Hj(·, zj)‖L2(∂Bzj ,r) = O(r). (2.26)
Going back to (2.24), we estimate
|Hj(x, zj)| ≤
∫
∂Bzj ,r
|Hj(t, zj)||∂ν(t)Φj(x, t)|ds(t) +O(r)
and then
|Hj(x, zj)| ≤ ‖Hj(·, zj)‖L2(∂Bzj ,r)|‖∂ν(t)Φj(·, t)‖L2(∂Bzj ,r) +O(r).
From (2.26) and the fact that ‖∂ν(t)Φj(·, t)‖L2(∂Bzj ,r) = O(
∫
∂B(zj ,r)
|t − zj|−2dt) 12 = O(1), we
derive the estimate
Hj(x, zj) = O(r)
for x ∈ Bzj ,r and in particular for x such that |x − zj| = r. Hence, from the definition of
Hj(x, j), we deduce that
G(x, zj) =
eiκn(zj)|x−zj |
4pi|x− zj| +O(|x− zj|), as |x− zj| → 0.
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From (2.19), we deduce that,
G(x, zm) =
1
4pi|x− zm| + i κ n(zm) +O(|x− zm|), as |x− zm| → 0 (2.27)
and then
n(zm) = lim
x→zm
[
1
iκ
G(x, zm)− 1
iκ 4pi|x− zm|
]
. (2.28)
The formula (2.28) can be used for x := z2m and zm := z
1
m, where z
1
m and z
2
m, m = 1, 2, ...,M
are the sampling points added to the small inclusions,
n(zm) =
[
1
iκ
G(z2m, z
1
m)−
1
iκ 4pi|z2m − z1m|
]
+O(at), t > 0. (2.29)
3 The stability issue
The object of this section is to analyze how the formulas are accurate when the measured far-
fields are contaminated with noise and when the locations of the small perturbations zlm,m :=
1, ...,M and l = 1, 2, are slightly shifted when passing from step 2 to step 3 in collecting the
measured far-fields. Precisely, we will derive the regimes on the amplitude of the noise and the
length of the shifts under which our formulas are still applicable.
We recall the main formulas (2.17), (2.18) and (2.29);
C−1(VV>)−1V [W∞ −V∞] V>(VV>)−1C−1 + C−1 = G˜ + O (a1−h−2t + ah) . (3.1)
G(z1m, z
2
m) := (G˜)1,2, (3.2)
and
n(zm) =
[
1
iκ
G(z2m, z
1
m)−
1
iκ 4pi|z2m − z1m|
]
+O(at), t > 0. (3.3)
Combining them, we obtain:
iκ n(zm) =
[
C−1(VV>)−1V [W∞ −V∞] V>(VV>)−1C−1 + C−1]
1,2
− 1
4pi|z2m − z1m|
(3.4)
+O
(
a1−h−2t + ah
)
+O
(
at
)
.
We recall also that V = [V(θ1),V(θ2), · · · ,V(θN)] where V(θ) := [V t(z1m, θ), V t(z2m, θ)]>
and V t(zlm, θj) can be computed, see (2.1) and (2.2), as
C−1m,l
[
U∞(zlm;−θi, θj)− V ∞(−θi, θj)
]
= −V t(zlm, θi)V t(zlm, θj) + O (a) . (3.5)
We base our remaining analysis on the two formulas (3.4) and (3.5).
We set z˜lm to be the possibly shifted positions of the small perturbations while moving from
the second step to third step of collecting the far-fields, see Section 1.3. We set also
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η := max
m:=1,2,...,M ; l:=1,2
|z˜lm − zlm|
and
d˜ := min
m6=m′ (or) l 6=l′
m,m′=1,...,M ; l,l′=1,2
d(D˜lm, D˜
l′
m′) ≈ at˜
where D˜lm’s are the ball of center z˜
l
m’s and radius a respectively. Let now δv, δu and δw be
the additive noises corresponding to V ∞, U∞ and W∞ respectively. The actual measured data
is V ∞δ , U
∞
δ and W
∞
δ,n satisfying respectively
|V ∞δ (−θi, θj)− V ∞(−θi, θj)| ≤ δv, |U∞δ (zlm;−θi, θj)− U∞(zlm,−θi, θj)| ≤ δu
and
|W∞δ (z˜lm;−θi, θj)−W∞(z˜lm;−θi, θj)| ≤ δw (3.6)
uniformly in terms of θi, θj ∈ S2, i, j = 1, ..., N0. Observe that since
C−1m,l
[
U∞(zlm;−θi, θj)− V ∞(−θi, θj)
]
= −V t(zlm, θi)V t(zlm, θj) + O (a) then
C−1m,l
[
U∞δ (z
l
m,−θj, θj)− V ∞δ,n(−θj, θj)
]
= −V t(zlm, θi)V t(zlm, θj) + O (a) + C−1m,l(δu + δv). (3.7)
We set V˜ = [V˜(θ1), V˜(θ2), · · · , V˜(θN)] where V˜(θ) := [V t(z˜1m, θ), V t(z˜2m, θ)]>. Remember
now that in the second step, the data are collected at the shifted points z˜lm,m = 1, 2, ...,M and
l = 1, 2. Hence instead of (3.4), we have
iκn(z˜m) =
[
C−1(V˜V˜
>
)−1V˜
[
W˜∞ −V∞
]
V˜
>
(V˜V˜
>
)−1C−1 + C−1
]
1,2
− 1
4pi|z˜2m − z˜1m|
(3.8)
+O
(
a1−h−2t˜ + ah
)
+O
(
at˜
)
where we set W˜∞ to be the matrix defined as (W˜∞)i,j := W∞(z˜lm;−θi, θj) and correspondingly
we set the matrix W˜∞δ defined as (W˜
∞
δ )i,j := W
∞
δ (z˜
l
m;−θi, θj) . Here t˜ satisfies the conditions
0 < h, 0 < t˜, h+ 2t˜ < 1. (3.9)
From this formula, we get the corresponding one with noisy data W∞δ and V
∞
δ
iκ n(z˜m) =
[
C−1(V˜V˜
>
)−1V˜
[
W˜∞δ −V∞δ
]
V˜
>
(V˜V˜
>
)−1C−1 + C−1
]
1,2
− 1
4pi|z˜2m − z˜1m|
(3.10)
+(δw + δv)|C−1(V˜V˜>)−1V˜||V˜(V˜V˜>)−1C−1|+ O
(
a1−h−2t˜ + ah
)
+O
(
at˜
)
.
Now, we need to replace the values of V˜ by the values of V, more precisely the computed
values of V from step 1 with noisy data. Let us set Vδ the computed one from step 1. We
deduce then from (2.4) and (3.7) that
|Vδ − V˜| = O(a+ ah−1(δu + δv) + η). (3.11)
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With this estimate at hand, the final formula is:
iκ n(z˜m) =
[
C−1(VδV>δ )
−1Vδ
[
W˜∞δ −V∞δ
]
V>δ (VδV
>
δ )
−1C−1 + C−1
]
1,2
− 1
4pi|z˜2m − z˜1m|
(3.12)
+O(a2h−2)O(a+ ah−1(δu + δv) + η)|W˜∞δ −V∞δ |+ (δw + δv)|C−1(V˜V˜
>
)−1V˜||V˜(V˜V˜>)−1C−1|
+O
(
a1−h−2t˜ + ah
)
+O
(
at˜
)
.
As |W˜∞δ −V∞δ | ≤ |W˜∞−V∞|+ δv + δw and from (2.15), applied to the points z˜lm’s instead of
the points zlm’s, we have |W˜∞ −V∞| = O(a1−h), then
|W∞δ −V∞δ | = O(a1−h) + δw + δv. (3.13)
What is left is the estimate of the term |C−1(V˜V˜>)−1V˜| (respectively |V˜(V˜V˜>)−1C−1| ) or
the term |(V˜V˜>)−1V˜| (respectively |V˜(V˜V˜>)−1| ) since the matrix C = −4pia1−h(1 − ah)I2.
Arguing as in Lemma 2.1, the matrix V˜V˜
>
is invertible. However, what we need here is its lower
bound. Wet set lv its lower bound. Then |C−1(V˜V˜>)−1V˜| = O(ah−1)l−1v = |V˜(V˜V˜
>
)−1C−1|.
With these estimates, the error term in (3.12) becomes
O(a2h−2)O(a+ah−1(δu+δv)+η)(O(a1−h)+δw+δv)+(δw+δv)O(a2h−2)l−2v + O
(
a1−h−2t˜ + ah
)
+O
(
at˜
)
or
O(ah)+O(a2h−2)(δu+δv)+O(a3h−2)(δw+δv)+O(a3h−3)(δu+δv)(δw+δv)+O(ah−1)η+O(a2h−2)η(δw+δv)
(δw + δv)O(a
2h−2)l−2v +O
(
a1−h−2t˜
)
+O
(
at˜
)
.
If we reasonably assume that we have uniform noise for our different measurements, i.e.
δu = O(δ),δv = O(δ) and δw = O(δ), then this reduces to
O(ah) + δO(a2h−2)l−2v +O(a
3h−3)δ2 +O(ah−1)η +O(a2h−2)ηδ +O
(
a1−h−2t˜
)
+O
(
at˜
)
.
We summarize these findings in the following theorem
Theorem 3.1. Assume n to be a measurable and bounded function in R3 such that the support
of (n − 1) is a bounded domain Ω. Let the non negative parameters β, h and t describing the
set of the small inclusions, embedded in Ω, be such that
β = 1, 0 < h and h+ 2t < 1. (3.14)
We assume that the measured far-fields are contaminated with an additive noise of amplitude
δ, i.e. the actual measured data is V ∞δ , U
∞
δ and W
∞
δ,n satisfying respectively
|V ∞δ (−θi, θj)− V ∞(−θi, θj)| ≤ δ, |U∞δ (zlm;−θi, θj)− U∞(zlm,−θi, θj)| ≤ δ
and
|W∞δ (z˜lm;−θi, θj)−W∞(z˜lm;−θi, θj)| ≤ δ (3.15)
uniformly in terms of θi, θj ∈ S2, i, j = 1, ..., N0.
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1. Let m = 1, 2, ...,M be fixed. The vectors ±(V t(z1m, θj), V t(z2m, θj)) satisfy the formulas
C−1m,l
[
U∞δ (z
l
m,−θi, θj)− V ∞δ,n(−θi, θj)
]
= −V t(zlm, θi)V t(zlm, θj) + O (a) +O(ah−1)δ. (3.16)
2. Let ±Vδ be the constructed fields from step 1. We set η to be the maximum shift of the
centers of the perturbations from step 1 to step 2, that we denote by z˜lm,m = 1, ...,M and
l = 1, 2. Let also the minimum distance between these shifted perturbations, i.e. d˜, be
of the order at˜, t˜ > 0. Using the noisy data W˜∞δ and V
∞
δ , we have the reconstruction
formulas, l = 1, 2,
iκn(z˜lm) =
[
C−1(VδV>δ )
−1Vδ
[
W˜∞δ −V∞δ
]
V>δ (VδV
>
δ )
−1C−1 +C−1
]
1,2
− 1
4pi|z˜2m − z˜1m|
(3.17)
+O(ah) + δO(a2h−2)l−2v +O(a
3h−3)δ2 +O(ah−1)η +O(a2h−2)ηδ +O
(
a1−h−2t˜
)
+O
(
at˜
)
.
The formula (3.17) will make sense if the error term is of the order o(1) as a→ 0. It is clear
that the noise level should decrease in terms of a. We set δ = O(aq1) and η = O(aq2), then this
error has the form
O(ah) +O(aq1+2h−2)l−2v +O(a
3h−3+2q1) +O(ah−1+q2) +O(a2h−2+q1+q2) +O(a1−h−2t˜) +O
(
at˜
)
.
(3.18)
Hence the reconstruction formulas apply if we have the following relations:
0 < h < 1, 0 < t˜ <
1− h
2
, q1 > 2− 2h, q2 > 1− h (3.19)
even if the constant l−1v might be quite large. The formulas (3.16), to compute the total fields,
apply if
0 < h < 1, q1 > 1− h. (3.20)
We observe that the conditions on the noise level to reconstruct the index of refraction (i.e. using
both single and multiple perturbations) are more restrictive than those needed to construct only
the total fields (i.e. using only single perturbations as it is suggested in the previous literature),
which is natural of course.
4 Conclusion and comments
We have shown that by deforming a medium with multiple and close inclusions, we can extract
the internal values of the coefficients modeling the medium from the far-field data. We have
tested this idea for the acoustic medium modeled by an index of refraction where the small
inclusions are impedance type small scatterers.
1. Let us consider the more general model ∇ · c2∇+ κ2n2, where c is the velocity which we
assume to be smooth and eventually different from a constant and the small perturbation
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are also of impedance type 6. In this case, arguing as in [12], we can derive the same
asymptotic expansion as in (1.8)-(1.9)-(1.10). Hence proceeding as in the three steps we
described above, we obtain:
C−1(VV>)−1V [W∞ −V∞] V>(VV>)−1C−1 + C−1 = G˜ + O (a1−h−2t + ah) (4.1)
and instead of (2.19), we obtain
G(x, zm) =
[
eiκ
n(zm
c(zm)
)|x−zm|
4pic2(zm)|x− zm|
]
+O(ln(|x− zm|)), as |x− zm| → 0. (4.2)
From (4.2), we derive
G(x, zm) =
[
1
4pic2(zm)|x− zm|
]
+O(ln(|x− zm|)), as |x− zm| → 0. (4.3)
Combining (4.3) and (4.1), with x = z1m and zm := z
2
m, we derive the formula
c−2(zm) = 4pi|z1m − z2m|
[
C−1(VV>)−1V [W∞ −V∞] V>(VV>)−1C−1 + C−1]
1,2
(4.4)
+O(at ln a) +O(a1−h−2t + ah)
for i = 1, ...,M , recalling that |z1m − z2m| = at, for m = 1, ...,M .
We see that we can derive a direct formula linking the measured data W∞ and V∞ to
the value of the velocity c on sampling points zm,m = 1, 2, ...,M in Ω. The corresponding
formulas using the noisy data can also be derived.
2. The more realistic model would be ∇ · c2∇ + κ2n2 where the small perturbations occur
in the coefficients c and n and not as small impenetrable obstacles as we dealt with in
the present paper. One needs first to derive the corresponding asymptotic expansion
taking into account the parameters modeling these small inclusions and then use them
to design a reconstruction method to extract c or/and n from similar measured data as
we did in the present work. In the model we dealt with in this paper, we have chosen
the perturbations to be spherical and the surface impedances to be of the form λm :=
(1− ah)a−1. With this choice, the error in the approximation (1.14) allows us to recover
the fields created at the second order scattering (and not only the Born approximation).
This is the key point in order to reconstruct the index of refraction n using multiple
perturbations. To extend this argument to the case when the small perturbations occur
on the coefficients c and n, one needs to derive the Foldy-Lax approximation for such a
model allowing to recover fields created at least at the second order (and, again, not only
the Born approximation). This issue is related to the full justification of the Foldy-Lax
approximation (i.e. at higher orders). The justification of the accuracy and the optimal
error estimate in the approximation of the scattered field by the Foldy-Lax field is in its
6As already mentioned in the point 4 of Remark 1.3, this is possible only if the localized perturbations create
high contrasts so that, by the Leontovich approximation, we replace the contrast by impedance type boundary
conditions.
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generality a largely open issue but there is an increase of interest to understand it, see
for instance [10, 11, 13, 14, 22, 23, 24].
Finally, we do believe that this approach can be applied to other multiwave imaging
modalities as well.
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