An analogue of the classical Mecke formula for Poisson point processes is proved for the class of space-time STIT tessellation processes. From this key identity the Markov property of a class of associated random processes is derived. This in turn is used to determine the distribution of the number of internal vertices of the typical maximal tessellation segment.
Introduction
The last decades in stochastic geometry have seen a growing interest in models that deal with random geometric objects evolving in time. As examples we mention random sequential packings [28, 33] , spatial birth and growth models like the Johnson-Mehl growth process [1, 28] , the construction of polygonal Markov random fields [30, 31, 32] , falling/dead leaf models [2, 3, 5] , on-line geometric random graphs such as the on-line nearest neighbour graph [27, 43] or the geometric preferential attachment graph [7, 8, 9] . A particularly attractive class of models studied in stochastic geometry is that of random tessellations. Also within this class, space-time models have found considerable interest. In the present paper we investigate the class of STIT tessellations, which arise as outcomes of a process of consecutive cell divisions. They have been invented in [25] and since their introduction they have stimulated lots of research, cf. [4, 11, 13, 14, 15, 16, 20, 23, 26, 34, 35, 36, 37, 38, 40, 41] .
The STIT tessellation process itself is a Markov process on the space of tessellations. However, there are several interesting situations in which the problem arises whether or not some classes of associated processes also possess the Markov property. For example, we look at the random process induced by the functional of total surface area within in a bounded window. It becomes clear that this process does not inherit the Markov property from the STIT tessellation process, because this functional does not contain enough information about the tessellation. For this reason, it is an interesting task and one of the main purposes of this paper to extract a class of processes that do inherit the Markov property. Such a Markov property will turn out to be a crucial device in further applications. In the present paper we will deal with the distribution of the number of internal vertices of a typical (and possibly weighted) maximal segment of a STIT tessellation. In particular, we will derive the exact distribution of this random variable and study its moment properties.
One of the crucial steps on our way is to prove a Mecke-type formula for STIT tessellations. Such an identity is well known for Poisson point processes Γ. It says that the expectation of random variables of the form x∈Γ f (x, Γ) can be expressed as an expectation of the integral with respect to the intensity measure of Γ of the function f (x, Γ + δ x ), where the unit-mass Dirac measure δ x concentrated at x has been added to Γ, see Chapter 4 in [12] and also (4) below. Our key technical result, Theorem 3.1, provides a formula for STIT tessellations that is similar in its structure to Mecke's equation for Poisson point processes.
The present paper is structured as follows. In Section 2 we set up the notation, formally introduce STIT tessellation processes by their Markovian description and collect those properties that are needed. The new results are presented in Section 3. In particular, we present there our Mecke-type formula, the Markov properties described above as well as an application to maximal segments. The final Section 4 contains all the proofs. They are technically quite involved and they crucially depend on the 'direct' global construction of STIT tessellations. For this reason, we have also included a formal description of this construction together with its key properties. Our proofs contain a lot of formalism and intricate calculations. But such a tedious work for STIT tessellations is like that one for other models: To get deeper results and strict proofs, a high degree of formalisation is necessary. This can also be seen, for example, in [17, 21, 22] for Voronoi tessellations.
Preliminaries

Notation
Let R d be the Euclidean space of dimension d ∈ {1, 2, . . .}. A polytope p ⊂ R d is the convex hull of a finite point set (containing at least two elements) and the dimension of p is defined as the dimension of its affine hull. The set of all polytopes of dimension k is denoted by P k . Moreover, we shall write P 0 k for the set of all k-dimensional polytopes with their circumcenter at the origin. The spaces P k and P 0 k are supplied with the Borel σ-fields B(P k ) and B(P 0 k ) induced by the Hausdorff-distance, respectively. In our context it is convenient to speak of the elements of P d as cells and to denote them by the letter z (for the German word 'Zelle'). The interior and the boundary of a set B ⊂ R d are denoted by • B and ∂B, respectively. Moreover, we write #( · ) for the cardinality of the argument set and 1{. . .} for an indicator function, which takes the value 1 if the condition in brackets is satisfied and 0 otherwise.
The Lebesgue measure on R d is denoted by ℓ d . Moreover, for d = 1, we write ℓ + and ℓ − for the Lebesgue measure on the positive and the negative real half-axis (0, ∞) 2 and (−∞, 0), respectively. To simplify the notation in integrals, we write ds instead of ℓ + (ds). If E is a topological space, we denote by B(E) the Borel σ-field on E. If X is a random element taking values in the measurable space [E, B(E)] we shall write P X for its distribution, that is, the image of the probability measure of some underlying probability space under X. By X D = Y we shall indicate that the E-valued random elements X and Y have the same distribution, that is P X = P Y .
The hyperplane measure Λ
Let H denote the space of all hyperplanes in R d and H 0 be the subset of hyperplanes containing the origin. Both spaces are supplied with the usual topology of closed convergence (also called Fell topology, see [10, Chapter A.2] , [12, Chapter A.3] or [29] ) and thus they carry Borel σ-fields B(H 0 ) and B(H), respectively.
For h ∈ H we shall write h 0 ∈ H 0 for the parallel linear subspace and h ⊥ 0 for the one-dimensional subspace orthogonal to it. The two closed half-spaces generated by a hyperplane h ∈ H \ H 0 are denoted by h + and h − , respectively, where we use the convention that h − is the half-space that contains the origin. For a Borel set B ⊂ R d we define
[B] := {h ∈ H : h ∩ B = ∅} .
This implies [B] ∈ B(H) and that
Let Q be a probability measure on H 0 and ℓ h ⊥ 0 the Lebesgue measure on the subspace h ⊥ 0 . The translation invariant measure Λ is defined by the relation
for all non-negative measurable functions g : H → R. Throughout this paper we will assume that Λ is such that there is no line in R d with the property that all the hyperplanes in the support of Λ are parallel to it. This ensures that, with probability one, all cells of the STIT tessellations considered below are bounded.
Because Λ([q]) ∈ (0, ∞) for all polytopes q ∈ P k with k ∈ {1, . . . , d}, we can define the probability measure Λ q on [H, B(H)] by
Tessellations
By definition, a tessellation y of R d is a countable subset of P d satisfying the following three properties:
A 'local' tessellation y of a polytope W ∈ P d is a finite collection of polytopes contained in W that have disjoint interiors and cover W . The set of tessellations of R d is denoted by T and we write T W for the set of tessellations of a polytope W ∈ P d . A natural way a local tessellation arises is via restriction to W of a global tessellation. Formally, if y ∈ T and W ∈ P d , we define such a restriction by y ∧ W := {z ∩ W : z ∈ y, dim(z ∩ W ) = d} ∈ T W , where dim(z ∩ W ) denotes the dimension of the polytope z ∩ W .
Next, we supply T and T W with suitable σ-fields. For this, we recall that the vague topology on T is the topology on T induced by functions of the form
where g : P d → R is any non-negative measurable and bounded function that has compact support, see [10, Theorem A2.3] . Now, we let B(T ) be the Borel σ-field generated by the vague topology on T . For W ∈ P d and T W let B(T W ) be defined analogously. One can check that the restriction map y → y ∧ W then becomes measurable.
The local STIT tessellation process and maximal polytopes
The random STIT tessellation process is denoted by Y and its state at time t by Y t . Informally, the dynamics of the continuous time random local STIT tessellation process To describe the construction formally, let W ∈ P d be a polytope and Λ be a hyperplane measure defined in (1) . For a tessellation y ∈ T W , a cell z ∈ y and a hyperplane h ∈ [
In other words, ⊘ z,h (y) is the tessellation that arises from y by splitting the cell z by means of the hyperplane h. The splitting operation is measurable and extends to global tessellations y ∈ T as well. By the local STIT tessellation process (Y t ∧ W ) t≥0 in W driven by the hyperplane measure Λ we understand the continuous time pure jump Markov process on T W with initial tessellation Y 0 ∧ W = W and generator
for all non-negative measurable g : T W → R. We will use the notation Y = (Y t ) t>0 for the random STIT tessellation process, Y t for its state at time t > 0. Respective realizations are denoted by y and y t . The distribution of (Y t ) t>0 is written P Y , and correspondingly the distributions of the other random objects. Furthermore, for a tessellation y t denote ∂y t = z∈yt ∂z.
As described above, any extant cell z in a STIT tessellation has a random lifetime, and at the end of its lifetime, at time s say, it is divided by a hyperplane h. Then we call (p, s) ∈ P d−1 × (0, ∞) with p = z ∩ h a maximal (d − 1)-polytope, marked with its birth time s.
We emphasize that after its birth, a maximal (d − 1)-polytope can be intersected by other maximal (d − 1)-polytopes and thus be subdivided further, independently in both of the half-spaces generated by h, i.e., in the two cells adjacent to the maximal polytope. But regardless of such events, it will be referred to as a birth time marked maximal polytope, at all times after its birth.
For any t > 0 we denote by M t = M t (Y t ) = (p,s)∈M,s<t δ (p,s) the point process of all birth time marked maximal (d − 1)-polytopes of the global STIT tessellation Y t . Thus M t is a point process on the product space P d−1 × (0, ∞), i.e., it is a random variable with values in N (P d−1 × (0, ∞)), the set of locally finite counting measures on
we denote the random point process of birth time marked maximal (d − 1)-polytopes pertaining to the STIT process Y = (Y t ) t>0 . Also M is a point process on the state space
We emphasize that, given a realization m of a birth time marked maximal polytope process, one can uniquely reconstruct the trajectory y(m) = (y(m t )) t>0 of a STIT tessellation process that has m as the realization of the pertaining maximal (d − 1)-polytope process.
5
Results
A Mecke-type formula for STIT tessellations
For a realization m of the birth time marked process M of maximal (d − 1)-polytopes we use the notation m (+t) := {(p, s + t) : (p, s) ∈ m}, to express a time shift by t of all the birth times. Furthermore, for (p, s) ∈ m we denote by z(p, s) ∈ y(m) the uniquely determined cell in the trajectory y(m) that is divided at time s by the maximal polytope p. Finally, for a cell z ∈ P d denote by
the restriction of m to z.
We are now prepared to present the first main result of this paper, that may be regarded as a Mecke-type formula for STIT tessellations as discussed in some detail after its statement. We postpone the proof to Section 4 below. 
for all non-negative measurable functions g :
Theorem 3.1 shares some similarities with the Mecke formula for Poisson point processes. To re-phrase the latter, let Γ be a Poisson point process with σ-finite intensity measure µ and distribution P Γ on a measurable space [E,
for all non-negative measurable functions g : E × N (E) → R, see Chapter 4 in [12] . Obviously, M is not a Poisson point process, but formally, the left-hand side of (3) has the same structure as the left-hand side of the Mecke formula for Poisson point processes. Moreover, on the right-hand side of (3) we see that an additional hyperplane h is introduced at time s (applying the intensity measure Λ z (dh) Λ([z]) ds), which is similar to the right-hand side of the Mecke formula. The main differences are that in (3) for each cell z ∈ y s a hyperplane is added and moreover, after the division of a cell z by a hyperplane h, realizations (denoted m (1) and m (2) ) of independent copies of M are needed to continue the process in time.
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It is also interesting to compare our Theorem 3.1 with Theorem 3.1 in [6] , where the class of so-called branching random tessellation has been investigated. These tessellation processes constitute a far reaching generalization of the concept of STIT tessellation processes and allow, in particular, for the interaction of cells during the random cell division process as well as for marks (colours) attached to the cells that are also allowed to influence the cell splitting mechanism. Specialized to our context, this result says that for any fixed t > 0,
stands for the class of all measurable mappings from (0, s] to T which contain the realisations of a STIT tessellation process on the time interval (0, s]. We notice that relation (5) is confined to a finite time horizon for technical reasons. Another significant difference is that in (5) the functions g are allowed to depend on the evolution that took place in the past of a given time s only (this is reflected by the appearance of (y r ) r≤s ). In contrast, the function g in Theorem 3.1 above can depend on a potentially infinite time horizon, including the evolution after the birth of a particular maximal polytope. On the other hand, relation (5) allows for functions that do not only depend on the tessellation within the cell in which a maximal polytope is born, but also on its surrounding (and the colors attached to the cells within this surrounding).
Application to maximal polytopes
We consider the k-dimensional faces of maximal (d − 1)-polytopes, and we refer to them as maximal k-polytopes, k = 0, ..., d − 2. They appear as the intersection of a sequence of d − k maximal polytopes of dimension d − 1. It is important to note that for dimensions d ≥ 3 not all intersections of d−k maximal polytopes (even if the intersection has dimension k) are faces of maximal polytopes. To see this, consider e.g. three maximal (d − 1)-polytopes p 1 , p 2 , p 3 such that p 1 ∩ p 2 ∩ p 3 = ∅, and p 2 , p 3 are located in different half-spaces generated by the hyperplane containing p 1 . In view of this, the polytopes which generate a maximal k-polytope have to fulfill additional conditions, which will be formalized in the proof of Proposition 3.2.
For a realization m of the point process M and for
denote a tuple of maximal polytopes together with their birth times. We denote such a tuple by (p,
of the STIT tessellation process, marked with its birth time tuple s. Accordingly, we
In the following proposition we consider, for a fixed time parameter t > 0 and a fixed dimension k ≤ d − 1, the set of all birth time marked maximal k-polytopes (p, s) and the trace of the STIT tessellation on them, that is, the intersection
of p with the other maximal (d − 1)-polytopes of m t . Note that m t ⊓ p describes the tessellation structure induced by m t in the (relative) interior of the maximal k-polytope p.
Proposition 3.2. For t > 0 all non-negative measurable functions g :
. . .
If the function g in the previous lemma depends on the birth time marked maximal k-polytope only, then the restriction to a fixed time t > 0 can be omitted, and the result can be modified as follows.
Corollary 3.3. For all non-negative measurable functions
g : P k × (0, ∞) d−k → R, (p,s,k)∈m d−k g (p, s) P M (dm) = 2 d−k−1 . . . z∈ys d−k g(z ∩ h, s) 1 z ∩ h = ∅ Λ ⊗(d−k) (dh)P Ys d−k (dy s d−k ) ·1{0 < s 1 < . . . < s d−k } ds 1 . . . ds d−k .
Densities and distributions of typical polytopes
For a fixed k ∈ {0, . . . , d − 1} and a fixed time t > 0, let us consider the marked point process Φ t of circumcenters of maximal k-polytopes of the STIT tessellation Y t , which we mark with the maximal (d − 1)-polytopes and their birth times and with the 'internal structure' of the maximal k-polytopes induced by M t .
For a polytope q denote by c(q) its circumcenter and define the mapping
By P Φt we denote the image measure of P Mt under this mapping. Next, we define
, and V j is the jth intrinsic volume, j ∈ {0, . . . , k}. In particular, ̺
k,t is the intensity of the point process of circumcenters of maximal k-polytopes and in general, ̺ (j) k,t is the mean cumulative (or total) V j th intrinsic volume of all maximal k-polytopes per unit volume.
Campbell's theorem [12, Proposition 2.7] implies that the probability measure P Φt can be disintegrated, that is, there exists a probability measure Q (P,β,τ ),t such that the Palm formula
holds for all non-negative measurable functions g :
A random k-dimensional polytope of P k (endowed with the tuple of its birth times and the internal structure on it) with distribution Q (P,β,τ ),t is called a typical maximal
In what follows, we also consider typical weighted maximal k-polytopes of Y t , with the intrinsic volumes V j , 0 ≤ j ≤ k, as weights. Their distribution Q (j) (P,β,τ ),t is defined by the weighted Palm formula
where Q P,t is the marginal distribution of Q (P,β,τ ),t for P. Note that Q (0) (P,β,τ ),t = Q (P,β,τ ),t . Since P Φt is the image measure of P Mt , the right hand side of (9) can be transformed accordingly. Namely,
→ R non-negative and measurable, and t > 0, it holds
Combining (7) and (8) immediately leads to the identity
Moreover, using the scaling property (17) of STIT tessellations and the homogeneity of the intrinsic volumes, one easily checks that for t > 0, k ∈ {0, . . . , d − 1} and j ∈ {0, . . . , k}, ̺
It will be useful to have a more concise representation for ̺ (j)
k,1 , which in view of (12) is no restriction of generality.
Markov properties of typical maximal polytopes and their birth time distributions
We are now going to apply Proposition 3.2 to prove the Markov properties for the joint birth time distribution of the typical maximal k-polytope. We start by determining the marginal distribution Q (j) β,t , that is, the birth time distribution of the typical V jweighted maximal k-polytope of Y t . Our next proposition largely extends and unifies earlier results for the special case k = d − 1 and j = 0 in [37] and d = 3, k = 1 and j ∈ {0, 1} in [42] . 
with respect to the Lebesgue measure on R d−k .
After this preparation, the following results can be shown by direct computations. 
with respect to the Lebesgue measure on R.
with respect to the Lebesgue measure on R d−k−1 . In particular, this conditional distribution does not depend on j, and it is the uniform distribution on the
Furthermore, the marginal distribution Q (P,β d−k ),t as well as the conditional distribution Q P,t|β d−k =s d−k can be calculated.
. . , k}, g : P k × (0, t) → R be non-negative and measurable and t > 0. Then,
In particular, for almost all
for all non-negative and measurableg : P k → R.
An application of the result obtained so far yields the following conditional independence property, which can also be interpreted as a Markov property for STIT tessellation processes. To formulate it, let Q 
which is equivalent to the conditional independence of the typical V j -weighted maximal k-polytope P and (β 1 , . . . , β d−k−1 ), given the last birth time
The number of internal vertices on maximal segments
Now we turn to an application of the results, considering the maximal segments, i.e., the maximal 1-polytopes of the STIT tessellation Y t with a driving measure Λ as in (1) . These segments may have internal vertices (that is, vertices that are located in the relative interior of a segment), which arise already at the time of birth of the segment (when d ≥ 3) and thereafter subject to further subdivision of adjacent cells. In the planar case, a maximal segment is always born without internal vertices. The following theorem provides the distribution of the number of internal points of the typical and the typical length weighted maximal segment, respectively. Formally, for t > 0, j = 0, 1 and n = 0, 1, 2, . . . we define for the typical V j -weighted maximal 1-polytope with distribution Q (j) (P,β,τ ),t
where the variable T stands for the 'internal structure' as defined in (6) .
For all n ∈ {0, 1, 2, . . .} the probabilities p 1,0 (n) and p 1,1 (n), respectively, are given by
Theorem 3.9 implies in particular that the probabilities p 1,0 (n) and p 1,1 (n) are independent of the driving measure Λ. Moreover, the substitution u i := ts i , i ∈ {1, . . . , d− 1} shows that these probabilities are also independent of the time parameter t. This is consistent with the scaling property (17) of a STIT tessellation, because the number of internal vertices on a maximal 1-polytope does not change when the tessellation is rescaled. Theorem 3.9 can also be used to compute the moments of the respective distributions. The following identities are readily checked by using Theorem 3.9. 
Note that EN In the planar case d = 2, as mentioned above, the probabilities p 1,0 (n) are known from [20, 39] , whereas for d = 3 the formula for p 1,0 (n) has been established in [42] by different methods. Our approach in the present paper is more general and allows to deduce the corresponding formula also for the length-weighted maximal segment as well as to deal with arbitrary space dimensions. As a concrete example, take d = 3 and consider the length-weighted typical maximal segment. Here, we have The mean number of internal vertices is 7 in this case. The values p 1,1 (n) may be determined from the formula in Theorem 3.9 by straightforward integration.
Proofs
Essential ingredients
Iteration of tessellations. The acronym STIT stands for the stability of distribution under the operation of iteration (or nesting) of tessellations. In order to define this operation formally, let y = {z i : i ∈ N} be a tessellation of R d and y = (y (i) ) i∈N be a sequence of tessellations. Then the tessellation y ⊞ y, referred to as the iteration of y and y, is specified by
Thus, for each i ∈ N we restrict the tessellation y (i) to the cell z i ∈ y. This yields a local tessellation of z i and the union of all these local tessellations clearly forms a tessellation of R d . We notice that ⊞ defines a measurable operation from T × T N to T . Now let Y = (Y t ) t>0 be a STIT tessellation process driven by some hyperplane measure Λ as in (1), and let Y = (Y (i) ) i∈N be a sequence of i.i.d. copies of Y . For fixed
cf. [25, Lemma 2] . This implies in particular that Y 2t
where multiplication of a tessellation y ∈ T with a factor 2 stands for the transformation 2y = {2z : z ∈ y} and 2z = {2x : x ∈ z}.
STIT scaling. The dilation tY t of Y t by factor t has the same distribution as Y 1 , the STIT tessellation with time parameter 1, that is,
see Lemma 5 in [25] .
STIT intersections. The intersection of the STIT tessellation Y (t) with a line L = span u, where u ∈ S 
A global construction
The main technical device in the proof of Theorem 3.1 is a global construction developed in [18, 19, 20] for the STIT tessellation process with driving measure Λ. Here we summarize the essential ingredients that are needed for our later purposes.
We start with a Poisson point process Π on the measurable space [H × (0, ∞), B(H × (0, ∞))] with the intensity measure Λ ⊗ ℓ + . Now, we define the random process (Π t ) t>0 of marked Poisson hyperplane processes, putting
For (h, s) ∈ Π we interpret s as the birth time of the hyperplane h and write β(h) = s. Our assumption on the measure Λ ensures that for all t > 0, the Poisson hyperplane process Π t = {h ∈ H : (h, s) ∈Π t } a.s. (almost surely) induces a tessellation of R d . We denote this Poisson hyperplane tessellation by X t , and by X = (X t ) t>0 the corresponding random process. For any t > 0 there is an a.s. uniquely determined random cell Z 0 t of the Poisson hyperplane tessellation X t that contains the origin. The random process on P d of these zero cells is denoted by (Z 0 t ) t>0 . Clearly, this process is a pure jump process. Let (η k ) k∈Z be the sequence of its jump times with the convention that η 1 < 1 ≤ η 2 . In [18, Lemma 4.1] it was shown that
At each jump time η k a cellẐ k is chopped off from the current zero cell. The basic idea is to start immediately within each of these new cellsẐ k a local STIT tessellation process as described in Section 2.4 (with the window W replaced byẐ k ). This can formally be described as follows. Let Σ * be a Poisson point process on the measurable space
with intensity measure ℓ d × ℓ − × P Π , where P Π is the distribution of the process Π defined above. Further, define Σ := Σ * + δ (0,0,Π) , where we suppose that the point processes Σ * and Π are independent. We interpret the points of Σ as a collection of random points in R d that are marked with priorities in (−∞, 0) and a birth time marked hyperplane process from N (H × (0, ∞)), the space of locally finite counting measures on H × (0, ∞).
14 The points from R d × (−∞, 0] are designed to select a hyperplane process which is then used for the division of an extant cell. Namely, given a cell z ∈ P d we choose the point (X(z), R(z), Ψ(z)) ∈ Σ such that X(z) ∈ z and R(z) = max{r ∈ (−∞, 0] : (x, r, ψ) ∈ Σ, x ∈ z}.
In other words, X(z) is the a.s. uniquely determined point in z with the highest priority. Note that after the first division of z this point remains a.s. the same for one of the two daughter cells, while for the other daughter cell a new point is selected. It is clear that if z is the zero cell we always have that (X(z), R(z), Ψ(z)) = (0, 0, Π). Now, if a cell z is born at time β(z) by division of its mother cell or by separating from the current zero cell, and if (X(z), R(z), Ψ(z)) is chosen as described, then the marked hyperplane (h, s) ∈ Ψ(z) is used to divide z further if and only if h ∈ [z] and
This further division then leads to the birth time marked maximal (d − 1)-polytope (z ∩ h, s), i.e. β(z ∩ h) = s, and the two new daughter cells have the birth time s as well.
The construction we have described defines a random process on the space T of tessellations. In fact, it has been shown in [18, 19, 20] that, restricted to a polytope W , this process coincides with the local STIT tessellation process in W driven by the hyperplane measure Λ. As explained in Section 2.5, the distribution of this process must then coincide with that one of the global STIT tessellation process Y = (Y t ) t>0 defined by means of consistency and the Kolmogorov extension theorem. The construction here is an explicit global construction based on the Poisson point process Σ, and it is the key device in the proof of Theorem 3.1.
Proof of Theorem 3.1
We are now going to give a proof of Theorem 3.1, which makes use of the global construction outlined in the previous section. We use the same notation as there. Moreover, for a realization σ of the Poisson point process Σ, let m(σ) be the uniquely determined realization of the point process of birth time marked maximal (d − 1)-polytopes. Correspondingly, y(σ) denotes the realization of the STIT process determined by σ, and y(σ) s its state at time s. By z ∈ y(σ) we mean any cell which is extant in some time interval (i.e. between its birth and its division) in the realization y(σ). Further, for given (x, r, ψ) ∈ σ and (h, s) ∈ ψ, there can be either no or exactly one cell z ∈ y(σ) such that z is divided by h at time s. We describe this by writing
We will use this rather extensive form in the following proof when we apply the Mecke formula for Poisson point processes.
For a better readability we introduce the following abbreviatory notation for a cell z ∈ y(σ) and for a given hyperplane h and a time s:
The two notations distinguish whether z is a zero-cell or not. Both terms are equal to 1 if z is divided by h at time s. At first, because m(σ) and y(σ) are uniquely determined by σ, the transformation formula for image measures implies that
A maximal polytope of dimension d − 1 appears once a cell gets divided. Using the rules from the global construction of the STIT tessellation, the definition of the process Σ as a sum of Σ * and δ (0,0,Π) and the abbreviatory notation given above this leads to
Applying the Mecke formula (4) to the Poisson point processes Σ * yields
Next, we apply the Mecke formula (4) again, this time twice to the Poisson point process Π, which has intensity measure Λ ⊗ ℓ + . This leads to the equation
with the terms A 1 and A 2 given by
and
Now, notice that the (x, r)-value of (x, r, ψ + δ (h,s) ) is the same as that of (x, r, ψ). Furthermore, z ∈ y(σ * + δ (x,r,ψ+δ (h,s) ) + δ (0,0,π) ) and the value of the indicator 1(z, σ * + δ (x,r,ψ+δ (h,s) ) , ψ + δ (h,s) ) in A 1 is 1, if and only if z ∈ y(σ * + δ (x,r,ψ) + δ (0,0,π) ) s and z is divided by h at time s.
If s > 0, z ∈ y(σ) s and h ∈ [z], then y(σ, ⊘ s,z,h ) denotes the realization of the STIT tessellation process which until time s coincides with y(σ), at time s the cell z is divided by h, and after time s the global construction is continued based on σ. Note that the division of z by h has an impact on the construction after time s. With this notation, it follows that
Plugging this into (18) and applying then backwards the Mecke formula (4) to the Poisson point processes Σ * (not to Π), we conclude that
Note that in this expression for a fixed cell z and a hyperplane h holds
Now we use once more the transformation theorem for image measures and the fact that m and y are uniquely determined by π and σ * . Moreover, notice that the cell z is divided for the first time at s using the hyperplane h into two daughter cells and that within these two daughter cells two independent STIT tessellation processes are realized. This yields
Together with the definition (2) of the probability measure Λ z this finally leads to the identity
and the proof of the theorem is complete.
Proof of Proposition 3.2
The purpose of the present subsection is to prove Proposition 3.2. This is prepared by the following technical lemma. Let F d−1 (z) denote the set of all facets (that is, faces of dimension d − 1) of a polytope z ∈ P d . Lemma 4.1. For all non-negative measurable functionsg : P d−1 → R and 0 < s 1 < s 2 , we have that
Hence, using Fubini's theorem,
where the last equality follows from (16).
, then we can represent it in the following way which will be used in the formulas below. The (d − 1)-polytope p 1 is located on a hyperplane h 1 with birth time s 1 , and at that time it divides a cell z 1 , i.e., p 1 = z 1 ∩ h 1 . For a STIT tessellation process, on both cells (indicated by + and -) adjacent to p 1 appear independent traces until time s 2 and these two traces will be treated separately. Let us consider the case that the remaining maximal polytopes ((p 2 , s 2 ) , . . . This can now be continued inductively. The combination of the possible choices in each step of the adjacent cells, indicated by + and -, leads to a factor 2
will be processed step by step, and after separating (p 1 , s 1 ) the
, and so on. Further, assume p i ⊂ h i ∈ H, i.e., the hyperplane h i supports p i . For 0 < s < t and m a realization of M denote m (+s,t) :
that is, the set of all birth time marked maximal (d − 1)-polytopes, with a birth time shifted by s, and such that the shifted birth time is between s and t. Furthermore, we denote
Next, we apply Theorem 3.1, exchange the order of integration and partition the sum into two parts. This yields
In the first item in squared brackets, i.e., the case ( ∧(z1∩h
and noting that z 2 ⊂ z 1 , yields
Now, we apply this argument repeatedly to all summands and decompose (p, s) step by step. Note that z d−k ⊂ . . . ⊂ z 1 , and also that the intersections like [(m
2 do not depend on the combinations of signs (which determine a part of the space) in the upper index. Hence, Lemma 4.1 yields
(+si,t) by the corresponding STIT tessellations y
(+si,t) ). Furthermore, due to the spatial consistency of STIT tessellations the values of the summands do not depend on (a 1 , . . . , a d−k−1 ) ∈ {+, −} d−k−1 . Noting finally, that the first sum is running over 2 d−k−1 terms leads to the identity
which completes the proof.
Proof of Proposition 3.4
Using the scaling property (17) , changing the order of integration and substituting y 
We consider the two inner integrals separately. Let γ 1 denote the mean number of cell centroids per unit volume and let Q 1 denote the distribution of the typical cell of Y 1 . Then an application of Campbell's theorem, multiplication with s d−k , and the homogeneity of of the jth intrinsic volume V j yield . . . . . . Now we compute the inner integral on the right-hand side of (13) for the special choices B = [0, 1] d and k = 1 in the same way:
and thus we obtain
Combining these results leads to
Finally, plugging the inner integral I and the expression for ̺
1,t into (19), yields the assertion of Theorem 3.9.
