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Functional magnetic resonance imaging (fMRI) is a technique used to measure 
blood flow associated with neuronal activity. This imaging technique has been used 
extensively to visualize brain activation. Originally, univariate tests were turned to for the 
analysis of fMRI data. Recently, multivariate pattern analysis (MVPA) of fMRI data has 
been growing in popularity due to its sensitivity to networks of brain activation. It is 
performed in a predictive modeling framework which is natural for implementing brain 
state prediction and real-time fMRI applications such as brain computer interfaces. 
Support vector machines (SVM) have been particularly popular for MVPA owing to their 
high prediction accuracy even with noisy datasets. Recent work has proposed the use of 
relevance vector machines (RVM) as an alternative to SVM. RVMs are particularly 
attractive in time sensitive applications such as real-time fMRI since they tend to perform 
classification faster than SVMs. Despite the use of both methods in fMRI research, little 
has been done to compare the performance of these two techniques. This study compares 










INTRODUCTION TO MRI 
1.1 A History of MRI 
 Magnetic resonance imaging (MRI) is a radiology imaging modality used 
extensively in clinical and research settings to provide an image of the inner structures of 
the body. This imaging technique has been utilized to provide neurological, 
musculoskeletal, cardiovascular, and oncological images. In comparison to other 
common imaging modalities (i.e. X-ray, computed tomography), MRI is a relatively new 
technology.  Its roots can be traced back to the discovery of the nuclear magnetic 
resonance phenomenon. This pivotal discovery was accomplished independently by Felix 
Bloch and Edward Purcell in 1946 [1, 2]. In 1952, these founding fathers of magnetic 
resonance were awarded a Nobel Prize in Physics for their description of the signal 
produced from the interaction between nuclei and a magnetic field.     
 In 1971, Raymond Damadian observed that relaxation times between mouse 
tumors and normal tissue differed in vitro [3]. These results generated great interest in the 
scientific community since it showed the potential use of the modality for disease 
detection. In 1973, Paul Lauterbur demonstrated that NMR signals from different 
locations can be distinguished using magnetic field gradients [4]. Two years later, 
Richard Ernst and his group proposed magnetic resonance imaging using the Fourier 
transform [5]. This technique is the foundation of current MRI techniques. Shortly 
thereafter in 1977, Peter Mansfield developed the echo planar imaging (EPI) technique 
[6]. This technique still proves to be one of the fastest and most widely used imaging 
methods. It is still used extensively in neurological applications through functional MRI 
(fMRI) and diffusion imaging.  
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 In 1991, the Nobel Prize Committee awarded Ernst with a Nobel Prize in 
Chemistry for his work on the Fourier Transform NMR and MRI. The next year, human 
fMRI was introduced [7, 8]. This noninvasive imaging technique allowed for 
visualization of functional activity of the different regions in the brain.  In 2003, the 
Nobel Prize in Medicine was awarded to Mansfield and Lauterbur for their contributions 
to the field of magnetic resonance imaging. By 2005, it was reported there were 
approximately 10,000 MRI scanners worldwide. This relatively new field of research will 
continue expanding and will be repeatedly be used in clinical applications as long as 
engineers and scientists continue to improve upon the inner workings of the modality.  
1.2 Basic MRI Principles 
1.2.1 Proton Spin Physics in the Presence of a Magnetic Field 
 MR imaging is based on the interaction between a spinning proton and an external 
magnetic field, B0. Specifically, MRI looks at the nuclei of hydrogen atoms which are 
known to be found in abundance in the human body residing in water and other 
molecules. If a proton is placed in a magnetic field, it experiences a torque. The proton 
attempts to align itself with the external magnetic field but cannot do so. Instead, the 
proton will precess around the direction of the field (see Figure 1).  
 
Figure 1: Precession of proton around magnetic field[9] 
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This precession has a particular frequency which is proportional to the external magnetic 
field. The precessional frequency can be described using the Larmor equation: 
ω0=γB0,                                                               (1.1) 
where γ is known as the gyromagnetic ratio and ω0 is the aforementioned precessional 
frequency or Larmor frequency. The gyromagnetic ratio is a different value depending on 
the nuclear species. In water, the hydrogen proton has a gyromagnetic constant of 
approximately 2.68x108 rad/s/Telsa (T). This value converted to Hertz (Hz) yields a 
gyromagnetic ratio of 42.6 MHz/T. This equation reveals a nucleus will spin in a 
predictable fashion given a known external magnetic field. For example, for a 2T field, 
proton spins will precess at a frequency of 85.2 MHz.  
 Quantum mechanics can also be used to describe the precessional frequency. In 
the presence of an external magnetic field, the proton will experience a torque making it 
precess in one of only two orientations or states. One state aligns almost perfectly with 
the main field, and is known as spin-up or parallel. In contrast, the other state is aligned 
almost opposite to the main field, and is known as spin-down or anti-parallel (see Figure 
2). 
 
Figure 2: Two possible orientations of protons in an external magnetic field[9] 
 
Both states are stable but differ in energy. The anti-parallel direction requires slightly 
more energy than the parallel direction. Protons can alternate between the two states by 
either gaining or losing energy in the form of a photon. The energy of the photon equals 
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the energy difference between the two orientations.  From De Broglie’s equation, the 
relationship between frequency and energy is given by:  
                                                                    E=hω,                                                          (1.2) 
where h is Plank’s constant (6.626x10-34J s)  and ω is frequency. Furthermore, the energy 
difference between the two states is known to be as: 
           E=γhB,                                                          (1.3) 
When the two equations are combined, the terms cancel out to yield Larmor’s equation. 
This link between the classical mechanics and quantum mechanics explanation reveals 
that the precessional frequency of a proton in a magnetic field is the same frequency of 
the radiation required to change between orientations. 
 The population of protons favors the lower energy orientation. Therefore, protons 
tend to spin in the parallel state rather than in the anti-parallel state. The ratio between 
these two states is dependent on both the main magnetic field strength and ambient 
temperature. This ratio is termed ‘spin excess’ and can be calculated using the following 
formula: 
     Spin excess≅  ħω

 ,      (1.4) 
where N is the total number of spins present in the sample, T is the absolute temperature, 
ħ is Planck’s constant divided by 2π, and k is Boltzmann’s constant (1.39 x 10-23 JK-1). 
For a magnetic field strength of 0.3 T at room temperature, the spin excess is only one in 
a million spins. This means that for every million protons in the spin-down or anti-
parallel direction there are a million and one protons in the spin-up or parallel direction. It 
is apparent that the spin excess is significantly smaller than the total number of spins. 
This observation might be misleading and lead to an assumption that no significant signal 
can be detected. However, the tissues being imaged contain an Avogadro’s number of 
protons which have an average magnetic dipole density or longitudinal equilibrium 
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magnetization. This net magnetization M0 aligns directly with the external magnetic field 
B0 and is calculated to be on the order of microtesla (µT) (see Figure 3).  
 
Figure 3. Net magnetization M0 (in blue) aligning with external magnetic field B0 [9] 
 
The net magnetization is given by a slight manipulation of the ‘spin excess’ formula: 





,                                                       (1.5) 
where ρ0 is defined as the number of protons per unit volume or ‘spin density’. This 
equation reveals that the net magnetization generated from a population of spinning 
protons is extremely small but measurable.  
1.2.2 RF Pulse and Flip Angle 
As mentioned above, the net magnetization M0 is relatively small as compared to 
the external magnetic field B0. At equilibrium (lying parallel with the external field), the 
magnetization cannot be detected. Assuming that B0 lies in the z-direction, the 
magnetization vector must be tipped away from the external field direction into the 
transverse plane or x-y plane to get a measurable signal. This tipping into the transverse 
plane is accomplished using a small duration radiofrequency magnetic field, or rf pulse, 
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produced by a nearby rf transmit coil. The rf pulse is applied at the Larmor frequency and 
is therefore said to be in resonance with the proton spins. The degree to which the proton 
spins are tipped is known as the flip angle and is proportional to the duration of the pulse 
and the strength of the RF magnetic field B1. If the proton spins are tipped exactly into 
the transverse plane, the rf pulse is known to be a 90° pulse. To achieve a 180° pulse, the 
duration of the pulse could be doubled. However, time is a constraining factor in most 
MRI applications, therefore, the strength of the RF field is typically manipulated instead 
to achieve wanted flip angles. After the RF pulse is turned off, the protons spins return to 
their equilibrium state and release energy in the form of RF waves. This signal is detected 
by a nearby receiver coil. This is the basic foundation of MRI signal detection. 
1.2.3 Relaxation and Bloch Equations 
After the application of the RF pulse, the net magnetization is known to return 
back to its equilibrium state. This transition from excited state back to equilibrium state is 
known in MRI physics as relaxation. There are two different types of relaxation: spin-
lattice relaxation and spin-spin relaxation. The former refers to the exchange of the spins’ 
energy with their surroundings to reach the equilibrium state in alignment with the 
external magnetic field. As mentioned before, the net magnetization aligns with the 
external magnetic field during equilibrium. At this point, the z-component of the 
magnetization vector (Mz) equals the equilibrium net magnetization M0. Mz is also 
referred to as the longitudinal magnetization. At equilibrium, the x-component and y- 
component of the magnetization (Mx and My respectively) have no contribution to the net 
magnetization. After being tipped into the x-y plane, M z approaches zero. However, 
relaxation will lead to a gradual increase in the longitudinal magnetization until 
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realignment with B0 occurs. This growth of longitudinal magnetization is dependent on 
the spin-lattice relaxation time or T1. This value is the time it takes the magnetization to 
recover 63% of its equilibrium value. Moreover, this T1 value is highly dependent on the 
tissue being imaged.   
In contrast to spin-lattice relaxation, spin-spin relaxation is related to a reduction 
in transverse magnetization. This relaxation occurs because proton spins experience local 
fields which are a combination of the applied field and the fields of their neighbors. As a 
result, spins will be at different precessing frequencies and will ‘fan out’ or dephase in 
time.  This dephasing will result in a decay of the transverse magnetization (see Figure 
4). 
 
Figure 4. Transverse magnetization. Top row shows dephasing of individual spins after 90 degree tip. 
Bottom row shows a decrease in the net transverse magnetization because of the dephasing. [10] 
 
The overall reduction of the transverse magnetization refers to a reduction in the x and y-
components of the magnetization (Mx and My). This rate of decay is dependent on the 
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‘spin-spin’ relaxation time or T2. This value is determined to be the time it takes for the 
transverse value to drop to 37% of its initial size. In contrast to T1, T2 happens very 
quickly. The transverse magnetization is zero after a few milliseconds while it takes a 
few seconds before the longitudinal magnetization aligns with the external magnetic field 
in the z-direction. Both relaxations are shown in Figure 5.  
 
Figure 5. T1 and T2 relaxation [9] 
 
 With knowledge of the relaxation rates and external field strength, the dynamics 
of the magnetization during excitation and relaxation can be described using the Bloch 
equation: 
                                     


=    ×  + 


 − ̂ −

	
 !,                         (1.6) 
where  is the magnetization vector,  is the main magnetic field vector, and ! is 
the transverse magnetization vector. For the constant field case or =B0̂, the three 
components of magnetization can be derived from equation 1.6: 
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 In practice, there are two main factors which contribute to the decay of the 
transverse magnetization. The first contribution is the molecular interactions which are 
known as the pure T2 effect. The second contribution is due to the additional dephasing 
introduced by variations or inhomogenieties in the B0 field. These two contributions can 
be combined to describe the T2
* relaxation time which accounts for both the external field 
inhomogeneity (T2
’) and pure spin-spin relaxation (T2). This total relaxation rate can be 
described by:   








                                                  (1.10) 
 This relaxation rate is considered as the basis of functional magnetic resonance 
imaging or more specifically the foundation for BOLD (blood oxygen level dependant) 
contrast. This signal and its implications in functional imaging of the brain will be 
discussed later.  
1.2.4 MR Image Formation 
 As mentioned before, the precession frequency of spins can be determined at a 
given magnetic field strength. This relationship is given by Larmor’s equation (1.1). 
Using this equation, it is known that the MR signal at a magnetic field strength of 1.5 T 
will result in a MR signal with a frequency at 63 MHz. Similarly, an RF pulse applied at 
this same magnetic field strength will result in MR signals also at 63 MHz. These could 
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be detected by a coil and receiver tuned to this particular frequency. However, this signal 
alone cannot produce an image of the patient since there is no way of assigning parts of 
the signal to where they came from. To accomplish localization of the MR signal, 
magnetic field gradients are used.  
 The term gradient refers to a linear variation in the field strength in a particular 
direction. During moments where a gradient is not present, all the spins experience the 
same field and have the same frequency. When a gradient is added, the magnetic field 
produced by the gradient is added to the external field. At the center, the field 
experienced by the spin is B0. At this location, the spins will resonate at the Larmor 
frequency. As one moves away from the center, the spins will either resonate faster or 
slower since it is experiencing a different field. These differences in precession are 
detected as higher and lower frequencies in the MR signal. As such, distinctions between 
MR signals at different positions in space could be made. Three sets of coil systems exist 
in the MR system each applied in a different orientation: Gx, Gy, and Gz.   These 
gradients allow for three dimensional image acquisitions. 
 The MR signals obtained using the gradient fields are plotted in a k-space matrix. 
This k-space holds the raw data before reconstruction. To generate an image, a Fourier 
transform is applied to the k-space data. The use of the different gradients allow for the 
filling of the k-space matrix and hence successful image reconstruction. A gradient 
applied in the x-direction is known as the frequency encode or readout gradient. In 
contrast, a gradient applied in the y-direction is known as the phase encoding gradient. 
Furthermore, gradients in the z-direction are termed slice-selection gradients. Signal 
detection is accomplished during the application of the readout gradient.   
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 Gradients are applied in a controlled fashion through a MR pulse sequence. Pulse 
sequences differ in timing and presence of RF pulses and gradients. These sequences 
could dramatically impact the appearance of an image. Pulse sequence choice is 
dependent on the application at hand. For this particular application, echo planar imaging 
(EPI) was used. The use of EPI has been method of choice for diffusion, perfusion, and 
BOLD imaging. This pulse sequence allows for fast imaging but is limited by low 
resolution and prone to severe artifacts. Despite these limitations, EPI is used extensively 
for observation of the BOLD signal. 
1.3 fMRI Basics: BOLD Contrast and the Hemodynamic response 
 Functional magnetic resonance imaging (fMRI) is a recent neuroimaging MR 
technique which measures changes in blood flow related to neural activity. The most 
common variation of fMRI uses blood oxygen level dependent (BOLD) contrast as its 
basis for its signal measurement. This valuable fMRI technique was first introduced by 
Ogawa et al [11]. Oxygen is transported in the blood bound to the protein hemoglobin. 
When oxygen is bound to hemoglobin (oxyhemoglobin), the molecule becomes 
diamagnetic. Conversely, when no oxygen is bounded to hemoglobin 
(deoxyhemoglobin), the molecule becomes paramagnetic. Diamagnetic oxyhemoglobin 
has no effect on MR signal while presence of paramagnetic deoxyhemoglobin results in 
local field inhomogeneities and hence a lower MR signal.  
 During regional increases in neuronal activity, there is a consumption of nearby 
oxygen and therefore an increase in deoxyhemoglobin. This translates to an initial dip in 
the fMRI signal. If neuronal activity persists, an increase in blood flow will follow 
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bringing in new oxygenated blood. The increase of incoming oxygenated blood flow will 
exceed the rate of oxygen extraction from the blood. This results in higher levels of 
oxyhemoglobin as opposed to deoxyhemoglobin resulting in a greater fMRI signal. After 
neuronal activity ceases, blood flow levels return to baseline levels or to an 
approximately constant ratio of oxyhemoglobin to deoxyhemoglobin. This series of 
events is collectively known as the hemodynamic response and is used in fMRI as a 
measure of brain activity. It should be noted that this measurement of brain activity is 
indirect in nature since it measures local changes in brain vasculature activity. The exact 
relationship between neuronal activity and its corresponding blood flow is a highly 
debated topic which has yet to be determined with definite certainty[12].  
1.4 fMRI Paradigms and Pre-Processing 
 Functional MRI studies usually employ one of the two basic experiment designs 
to study brain activity. The first type of paradigm is known as an event-related design. 
This setup involves presenting stimuli at randomized times and varying interstimulus 
intervals. The second experimental paradigm is known as the block design. In this setup, 
the experiment is divided into alternating periods (blocks) of stimulus presentation and 
rest or baseline activity. These blocks vary in duration depending on the study and are 
repeated several times throughout the experiment. Stimulus presentation can be presented 
visually through the use of a projection device or can be presented in an auditory fashion 
using special noise cancelling headphones. Complex MR-compatible stimulus 
presentation devices have been constructed to stimulate other senses such as olfaction and 
taste [13,14].  Block design paradigms are used extensively during fMRI research due to 
its simplicity and straightforward statistical analysis. However, the repeating nature of the 
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blocks can become predictable and potential confounds such as habituation and 
anticipation could affect the raw results. An example of a block design experiment is 
presented below in Figure 6. 
 
Figure 6. Typical block design paradigm and corresponding hemodynamic response [15] 
 
During a typical fMRI scan, the subject will perform a functional task within the 
bore of the MRI scanner. The scanner will acquire two-dimensional images which 
represent slices of a certain thickness of the brain. The slices are combined to form a 
three dimensional representation of the brain. In practice, various 3-D volumes of the 
brain are collected over time adding a fourth dimension to the resulting dataset. The time 
it takes to acquire one brain volume is known as ‘time to repetition’ or simply ‘TR’. This 
parameter controls the temporal resolution or sampling rate of the experiment. Ideally, 
one would think that the data should be acquired at a high sampling rate with a low TR to 
provide the maximum amount of information per unit time. However, lowering the 
repetition time compromises the spatial resolution of the data. That is, lowering the TR 
will lessen the number of slices collected resulting in less brain coverage. Fortunately, the 
temporal characteristics of the hemodynamic response function (HRF) limit the 
usefulness of using a high temporal resolution. In echo planar imaging, there is no need 
to collect at TR’s lower than 1 second[16].    
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 The spatial resolution of the dataset is dependent on the voxel size of the image. 
Voxels are volume elements which are similar to pixels but represent a quantity of 3-D 
data. A voxel represents the smallest amount of brain tissue imaged. The best spatial 
resolution can be accomplished by using the smallest voxel size possible. Increasing 
spatial resolution or lowering voxel size could have a detrimental effect on the signal to 
noise ratio and temporal resolution. Spatial resolution is also affected by a commonly 
used neuroimaging postprocessing step: spatial smoothing. This procedure facilitates in 
mapping techniques used in group comparison studies. 
 After brain image acquisition, several pre-processing steps have to be performed 
before an accurate analysis of the data could be accomplished. Some general 
preprocessing steps include slice timing correction, motion correction, spatial 
normalization of data to a brain template, spatial/temporal filtering, and resampling of 
data. These preprocessing steps can be done using a variety of software packages which 
are readily available online. The optimal choice of preprocessing steps and order of the 
steps has not been defined at this moment and varies among experimenters. 
 After the preprocessing of the data, the HRF has to be modeled to represent the 
fMRI signal change in an activated region. The general procedure is to the model the 
generic shape of the BOLD response using most likely gamma or passion functions [15]. 
One of the easiest methods to obtain results from a two state fMRI experiment is to use 
the subtraction technique. All the images during the task blocks are averaged and are 
subtracted by the average of all the rest images. Although easy to implement, this 
technique has the disadvantage of yielding observable artifacts due to head motion. A 
variation of this technique uses a Student’s t-test to reduce the amount of artifact seen. 
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This method factors in the standard deviations of the two states. The t-score is calculated 
on a pixel-by-pixel basis and compared to a statistical threshold. Any voxel with a t-value 
greater than this threshold is denoted as active. Various other univariate techniques such 
as general linear modeling, cross-correlation, and Fourier have all been applied to fMRI 
for analysis[9, 17]. Similarly, multivariate techniques such as principal component 
analysis, connectivity analysis, and pattern recognition algorithms have all been used to 
observe fMRI results [18, 19].  This last technique encompasses using machine learning 
algorithms like support vector machines and relevance vector machines. These two 
algorithms serve as the foundation of this thesis and will be described in the next chapter.  
1.5 Real-Time fMRI 
 By simplifying some of the preprocessing steps seen in a conventional fMRI 
analysis and using faster imaging sequences, real-time functional magnetic resonance 
(rtfMRI) imaging could be accomplished. Real-time fMRI, introduced by Cox et al in 
1995, makes it possible to watch one’s brain activation ‘live’[20]. The benefits of rtfMRI 
are primarily seen in the clinical setting.  During a clinical scan, an immediate feedback 
of the image quality, results, and compliance is desirable and is offered by using rtfMRI 
[21]. Furthermore, biofeedback studies are possible with this modality. Subjects could 
receive information about their head position or brain activation in ‘real time’[22]. Lastly, 
this technique has been utilized to drive brain-computer interfaces[23].  
 Despite its great promise in a variety of neuroscientific applications, rtfMRI has a 
limitation which stems from the nature of the fMRI signal itself. As mentioned before, 
fMRI measures blood flow rather than neuronal activity. Thus, this technique is indirect 
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and noisy and is incapable of measuring activity deriving from single neuron. Moreover, 
the time scale of neuronal activity cannot be picked up by the fMRI technique. As 
mentioned before, blood flow to an activated region is delayed by a few seconds and with 
a high spatial spread which encompasses more than a million individual cells. One could 
think of situations in which this would be undesirable. For example, this limitation could 
affect the temporal performance of a brain machine interface since the system would 
detect brain activation via blood flow a few seconds after regional neuronal activity. 
Some researchers argue that even if it was possible to measure billions of neurons in the 
brain simultaneously and at a high temporal resolution, this information would be 
redundant. As such, spatial and temporal averaging would probably be done to the data. 
This spatial and temporal averaging is inherent to fMRI[24]. Despite the apparent 
temporal and spatial limitations that exist with this technique, rtfMRI is still a powerful 



















 CHAPTER 2 
MACHINE LEARNING 
2.1 Machine Learning Classifiers for fMRI 
 Recently, researchers have turned to the use of multivariate pattern recognition 
algorithms in analyzing fMRI data and for real-time applications. Many studies have 
shown that machine learning classifiers can be used to extract new information from 
neuroimaging data.  A classifier can be defined as a supervised machine learning 
procedure which takes the values of various features in a set of independent variables and 
predicts the class that the independent variables belong to.  
When applied to fMRI analysis, the features are known to be the voxels while the 
class is the brain state which varies depending on the stimulus presented. Each brain 
volume or example, x=[x1…xv], can be denoted by a series of features (voxels) and a 
corresponding class label y. A classifier will then be ‘trained’ on a subset of the data 
known as the ‘training dataset.’ The training will prime the classifier parameters allowing 
it to determine what features used contain information about the classes. The learned 
classifier is applied to a different subset of the data known as the ‘testing dataset.’ 
Theoretically, the classifier should be capable of predicting the classes of datasets it has 
never seen before [25].  The most common metric for determining the performance of a 
classifier is accuracy. Accuracy can be determined by simply comparing the predicted 
labels to the actual labels of the test dataset. If the predicted labels match that of the true 
labels, the classifier predicted correctly. The number of correct predictions can then be 
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divided by the number of examples in the test dataset yielding the accuracy of the 
classifier (Figure 7).  
Figure 7.Training and testing of classifier [25] 
 One procedure which is commonly done before the application of a classification 
algorithm is the reduction of the number of features. This is termed feature selection. The 
goal of feature selection is to get rid of superfluous information and to let the classifier 
concentrate on the features which contain class information. One example of feature 
selection would be training on voxels within a particular region of interest (ROI). Feature 
selection is often paired with cross validation. Briefly alluded to earlier, cross validation 
is a statistical technique which partitions a dataset into subsets. It performs an analysis on 
one subset (training set) and validates the analysis on the other subset (testing set). 
Multiple rounds of cross validation are performed using different partitions to reduce 
variability. The results from each validation of partition are averaged together. One 
common cross validation scheme is leave-one-out cross-validation (LOOCV). This 
variant of cross-validation calls for the exclusion of one observation from the whole 
dataset. The training is done on the remaining data and the classifier can then be tested on 
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the removed observation. This procedure is repeated until each observation has been 
excluded and tested. 
 Upon training, there may be instances in which the classifier can classify the 
examples seen in the training dataset well but may perform poorly with the testing 
dataset. This may be a result from the phenomenon known as overfitting [25]. This 
problem could be addressed by the use of a simple function such as a linear classifier. For 
fMRI brain state classification, a successful classifier should be able to distinguish 
between spatial patterns measured under different mental states. For example, let’s take a 
two voxel image of a brain. The fMRI signal within these voxels can be recorded 
throughout a scan with a presentation of two different visual stimuli. Since this is a two-
dimensional case, each measurement of brain activity can be plotted on a Cartesian plane 
having the x-axis represent voxel 1 values and the y-axis represent voxel 2 values. A 
classifier could be trained using this data and be used to draw a line between the two 
classes representing the visual stimulus presented (Figure 8). The classifier would be 
considered effective if it could accurately predict the corresponding visual state for a new 
set of voxel values. These classifiers have been proven to work well with 
multidimensional datasets (i.e. fMRI). Two particular classifiers of interest are known as 
support vector machines and relevance vector machines. The theory behind both of these 
pattern recognition algorithms is presented below.  
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Figure 8. Linear classifier distinguishing mental states using two voxels [26]  
2.2 Support Vector Machines 
 Support Vector Machines (SVM) are a set of supervised pattern recognition 
algorithms used in a variety of applications for two-group classification problems. This 
machine learning method was introduced by Vapnik and Cortes in 1995[27]. A brief 
description is provided in this section.  
An SVM model constructs a hyperplane or set of hyperplanes which attempts to 
separate data into two categories. The best separation between the two categories is 
achieved by the largest distance to the nearest training data points. Suppose there are l 
observations. Each observation consists of a vector xi  ∈ Rn, where i=1,..,l and the 
associated label, yi. The label could either be 1 or -1. For a typical fMRI analysis, xi could 
be a vector of voxel values and yi  could represent a brain state. SVM attempts to 
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construct a maximum margin hyperplane that divides the two classes. The points x which 
lie on the hyperplane satisfy: 
                                                             2 ∙ 4 + 5 = 6 ,                                                  
(2.1) 
where w is a vector normal to the hyperplane , b/||w|| is a parameter that determines the 
offset of the hyperplane from the origin along the vector w, and ||w|| is the Euclidian 
norm or magnitude of w. The parameters w (weight) and b (bias) are chosen to maximize 
the margin while still maintaining separation of the data.  If the data is linearly separable, 
the margins can be chosen so that no data points lie between them. The two margins can 
be described by these following constraints:  
                                                      27  ∙ 4 + 5 ≥ 9 for yi= 1                                          (2.2) 
                                                      27 ∙ 4 + 5 ≤ −9for yi= -1                                        (2.3) 
The distance between the two margins is simply 2/||w||. To maximize this distance, w 
should be minimized. An example two-dimensional solution is shown in Figure 9. The 
data points which lie on the margins are known as support vectors. Their removal would 
lead to a different solution. 
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Figure 9. Hyperplane for sample separable data. Support vectors which lie on margins are circled 
[28]. 
 
 To compute w and b for a maximum margin hyperplane, the following 
optimization problem has to be solved: 
                                                      Minimize 


||w||2                                                         (2.4) 
                                      Subject to: yi( x< ∙ w + b) ≥ 1,  for i=1,..,n 
These set of formulas above describe a quadratic optimization problem that could be 
solved using standard tools from convex optimization. 
 The example presented above is known as the hard margin SVM and is applicable 
to linearly separable data. In practice, data are often not linearly separable. Even if they 
are separable, a much greater margin can be achieved if some misclassification occurs. 
To allow for some error, a slack variable is introduced: 
                                           yi( x< ∙ w + b) ≥ 1 −ξi, for i=1,..,n,                                     (2.5) 
where ξi≥ 0 are slack variables that allow some training misclassification. The excess use 






                                        (2.6)                                                            
Subject to: yi( x< ∙ w + b) ≥ 1 −  ξ-,   
                                                                    ξi≥ 0 . 
This variation of SVM is known as soft-margin. This variant of SVM for 
nonseparable data is affected by the free parameter C which controls the tradeoff between 
zero training error and increased flexibility brought by the slack variables. A small value 
for the parameter C will result in many training errors while a large value for the free 
parameter will result in a behavior similar to that of a hard margin SVM [29].   
Lagrange multipliers can be used to simply the optimization problem presented in 
2.5. This results in a dual representation of the maximum margin problem:  
                                   BC = ∑ D< −


∑ D<DEF<FE < H< , HE ><,E<                           (2.7) 
subject to: 
                                                                   0 ≤ D< ≤ J,                                                 (2.8) 
                                                                    ∑ D<F< = 0.<                                                 (2.9) 
Quadratic programming can then be subsequently applied to the above problem to train 
the model[28]. A non-linear classifier could be created using the kernel trick. Equation 
2.6 is reformulated and the dot product is replaced by a kernel function k(xi,xj).This 
technique allows for the algorithm to fit the maximum margin hyperplane in a 
transformed higher dimension feature space. Kernel functions can range from being 
linear, quadratic, or a Gaussian radial basis function [30].  
In this study, SVM was implemented using the SVM routines of MATLAB’s 
bioinformatics toolbox (Mathworks, Natick RI). This toolbox has been used for a wide 
range of applications including genetics [31], speech recognition [32], and medical 
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applications. More importantly, this toolbox has been shown to work with fMRI data as 
well [33].   
2.3 Relevance Vector Machines 
 The SVM classifier is known to be quite successful in a multitude of applications. 
However, there are a number of significant and practical disadvantages that exist with the 
use of this method: 
• The number of support vectors grows linearly with the size of the training set. 
• Predictions are not probabilistic and hence, SVM is not suitable for classification 
tasks in which posterior probabilities of class membership are necessary. 
• It requires a cross-validation procedure to estimate the parameter C which is a 
waste of data and computation. 
• The kernel function must satisfy Mercer’s condition; therefore, it must be a 
continuous symmetric kernel of a positive integral operator. 
All of these problems are rectified by using relevance vector machines (RVM) which 
was originally developed by Tipping [34]. This algorithm is similar in function to SVM 
but adopts a Bayesian approach to learning. The use of RVM’s requires dramatically 
fewer kernel functions which could lead to significant reduction in the computational 
complexity of the decision function, therefore, making RVM more suitable for real-time 
applications. In contrast to SVM, the non-zero weights in the RVM are not associated 
with examples near the boundary, but rather represent prototypical examples of the 
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classes. A brief description of the theory behind the relevance vector machine is 
presented below. For a more detailed explanation, one should refer to [34] and [35].  
 The RVM algorithm is based on a linear model where predictions are made based 
on a function of the form: 
                                            FH@ = ∑ LMNMH@,MA                                               (2.10) 
 where wm= (w1,…,wm)
T are the model weights and OP represents the basis functions. 
The elements of the RVM basis functions can be given by kernels: 
                                                NMH@ = QH@, HM.                                                  (2.11) 
Through training of the RVM, the optimal weights are determined. Model complexity, 
over-fitting and computational expenses are controlled by setting the weights to zero 
thereby inducing sparsity.  
In RVM regression, assume one is given a training set consisting of paired input 
data and real valued input targets: xn and tn respectively, for n=1,...,N. For the training 
dataset, the target vector can be expressed as: 
                                             "@ = FH@ + R,                                                   (2.11)  
where S is the noise vector with an assumed zero mean Gaussian distribution and 
variance of σ2.  Thus, p(tn|x)=  (tn|y(x), σ
2) where the notation denotes a Gaussian 
distribution for tn with mean y(xn) and variance σ
2. Due to the independence of tn, the 
likelihood of the dataset can be written as:  
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},                  (2.12) 
where Φ is the N x M design matrix with Φ= [N(x1), N(x2), …, N(xN)]T.   
Since the number of parameters in the model matches that of training examples, 
the maximum likelihood estimation of w and σ2 would lead to overfitting. In RVM, this 
problem is circumvented by the use of an explicit prior distribution over the parameters. 
A zero-mean Gaussian prior distribution is introduced over the weight parameters:  
                                               TL|D = ∏ Ɲwd|0,Y<A DM
$),                                    (2.13) 
where the independent hyperparameters, α=( α1, α2, …, αm)
T control the strength of the 
priors over the corresponding weights. This key feature of the model is responsible for 
the sparsity seen in RVM. Using Bayes’ Rule, the posterior over the weights can then be 
given by: 
                   TL|", D, V = 2X$Ye/|∑|$/exp {− 

L − f ∑$(L − f)} ,          (2.14) 
with  
                                                                             ∑ = (aa + g)$ ,                                                (2.15) 
                                                           f = ∑a",                                                      (2.16) 
where g = h-ij (D, … , D)i.h  = V
$lY. It should be noted that σ
2 should be treated 
as a parameter and estimated from the data 
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Finally, the weights can be integrated out and the marginal likelihood for the 
hyperparameters can be obtained. Optimization of the marginal likelihood with respect to 
α and σ2 is performed using an interpolation procedure introduced by MacKay [36]. 
Predictions can then be made using these maximizing values.    
In RVM classification, suppose one is given a dataset consisting of an input and 
its corresponding class label: {xn,tn} for n=1,…,N where tn ϵ [0,1]. For classification 
purposes, the model is a linear combination of basis functions transformed by a logistic 
sigmoid function: 
                                                          F(x, L) = σ{woN(x)},                                            (2.17) 
                                                                          =

epqr{stu(q)}
.                                                 (2.18) 
Adopting the Bernoulli distribution for P(t|x), the likelihood can be written as:  
                                   v("|H = ∏ σ{yY@A H@; L}y1 − V{FH@; L}$y.             (2.19) 
In contrast to the previous regression explanation, the weights cannot be integrated out 
analytically. As a result, there are no closed form expressions for neither the weight 
posterior p(w|t,α) or marginal likelihood P(t|α). Therefore, a Laplacian approximation 
procedure is utilized.  
 Since p(w|t,α) ∝ P(t|w)p(w| α), the maximization can be done by taking natural 
logarithm of both sides:  
             ln TL|", D =  ∑ ("Y@A @ ln F@ +  (1 − "@) ln(1 − F@)) −


LgL.                (2.20) 
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This is a logistic log-likelihood function and requires an iterative maximization. To 
accomplish this, an iteratively-reweighed least-squares (IRLS) algorithm is used [37].  
The quantity in 2.17 is twice differentiated with respect to w to yield the Hessian matrix : 
                                      } = ∇∇ ln T(L|", D = −aa + g,                           (2.21) 
where B=diag (β1,…, βN) with βn=σ{y(xn)}
tn[1- σ{y(xn)}]
1-tn. This result is negated then 
inverted to give the covariance ∑ for a Gaussian approximation centered to the posterior 
weight centered at the most probable weight wMP. Using the covariance statistic and wMP, 
the hyperparameters αi can be updated:  




,                                                 (2.22) 
where ∑ii is the ith diagonal element of the covariance. During optimization, many αi will 
have large values. This corresponds with the pruning out of the corresponding model 
weights resulting in sparsity. As mentioned above, those non-zero examples are termed 
relevance vectors and seem to represent typical instances of classes rather than the 
borderline possibly misclassified instances support vectors found in SVM.  
In this study, RVM was implemented using Michael Tipping’s Sparse Bayesian 
learning toolbox for MATLAB (www.miketipping.com). Relevance vector machines 
have been used in a variety of applications such as cancer detection [38], bioinformatics 
[39],  and even environmental studies [40]. Recently, the use of this algorithm has been 





3.1 BOLD Simulation 
 Before the pattern recognition algorithms could be tested on fMRI data acquired 
from human subjects, a simple simulation was conducted to test the attributes of both 
SVM and RVM on high dimensional data in a controlled environment. This simulation 
was conducted using MATLAB. A simple ten voxel model of a brain was constructed. 
Each voxel had its own corresponding BOLD signal which only differed in magnitude 
but not phase. This BOLD signal was constructed by convolving the stimulus paradigm 
with a model of the hemodynamic response function.  
The stimulus paradigm was similar in structure to the one used during the human 
fMRI analysis. The total length of the stimulus waveform was 6 minutes and it consisted 
of 12 epochs of 30 second duration. Each epoch consisted of two states corresponding to 
rest and activation, or 0 and 1 respectively. The TR used was 2 seconds which is similar 
to the one used for the later studies. As a result, each state in an epoch contained 15 
scans. A model hemodynamic response function was created using AFNI using a TR or 
sampling rate of 2 seconds [42]. The convolution of the two above waveforms results in 
an ideal hemodynamic response to a block design stimulus setup of rest and activation 
(Figure 10).  
To test the capabilities of the algorithms, increasing levels of noise were added to 
the voxels’ BOLD signals using a random number generator. The amount of noise added 
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was kept consistent among all the voxels.  Leave one out cross validation (LOOCV) was 
performed by extracting one epoch and designating it as the testing data. Training was 
subsequently done on the rest of the data using the pattern recognition algorithms. This 
was done until all the epochs were tested. The classifier output was detrended to 
eliminate classifier drift. It should be noted that for both models a linear kernel was 
implemented. Furthermore, for SVM, the parameter C was set to 1 for all cases. 
Typically, the performance of the support vector machine only degrades at very small C 
values [43]. For RVM, the initial α was kept at its’ default value. The manual 
accompanying the software revealed that the algorithm was not sensitive to this choice as 
long as no extreme values were used.  The kernel width ξ was set at 5.   
For each validation, the accuracy, number of vectors per number of training scans, 
training time, and prediction time were noted. Classification accuracy is quantified 
simply by dividing the number of correctly classified scans by the total number of scans. 
This result is then multiplied by 100.  
Since a random number generator was used as a source of noise, the above 
procedure was done 10 times to insure the results seen were an indicator of the 
algorithms’ performance and not a byproduct from the noise. The metrics recorded were 
averaged across the 10 runs. The analysis was performed using three different techniques: 
keeping all the training and testing scans, discarding the transitional scans in the training 
data but not the testing data, and discarding the transitional scans in both datasets. 
Transitional scans refer to the few scans between the two states in which the BOLD 
signal is either rising or falling. Removal of these transitions for both datasets is common 
practice for offline studies [44]. In this study, three transitional images are removed. The 
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BOLD response is known to hit a plateau after 6-9 seconds after a stimulus onset [45]. 
Thus, using a TR of 2 seconds, the exclusion of 3 images insures that the datasets contain 
only maximal activations. 
 
        Figure 10. Simple block design paradigm (blue) and its corresponding ideal BOLD signal (red) 
 
3.2 Real fMRI Data 
3.2.1 Subjects 
 A total of eight healthy participants (5 males, 3 females) were examined in this 
study in accordance with IRB policy. These subjects were all right handed. All of the 
subjects gave informed consent and were compensated for their time.   
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3.2.2 Equipment and Software 
 All scans were performed with the use of a Siemens Magnetom Trio 3T MRI 
Scanner using a 12 channel head matrix coil. Participants were given earplugs to protect 
them from the scanner’s inherently high noise levels. MR-compatible air conducting 
headphones were given to the subjects so that the operator could communicate with the 
subject. Moreover, subjects were given a button controller for use during the motor 
paradigm. The stimulus was presented using Presentation® (www.neurobs.com).  Data-
preprocessing was accomplished using AFNI and in house MATLAB scripts. As 
mentioned before, both SVM and RVM classification were run in MATLAB using the 
bioinformatics toolbox and Tipping’s original software implementation respectively.  
3.2.3 Scanner Parameters 
 Before any fMRI data could be acquired, a T1-weighted anatomical image was 
acquired using an MPRAGE sequence. Functional MRI results were later overlaid onto 
this acquired high resolution T1 image for visualization purposes. The imaging 
parameters for the anatomical scan were as follows: field of view (FOV) =256 mm, 
repetition time (TR)/ echo time (TE) / flip angle (FA) = 2.6 s/3.02 ms/8o and resolution= 
1 x 1 x 1 mm3. For the BOLD contrast data acquisition, an echo planar imaging sequence 
was used. The imaging parameters were as follows: FOV=192mm, TR/TE/FA = 
2s/28ms/90o, resolution=3x3 mm, and 34 3 mm-axial slices. Four 6- minute runs were 
done using these parameters to measure the BOLD signal resulting from periods of rest 
and stimulus presentation. 
 
3.2.4 Stimuli 
 Visual stimulation was 
activity was done for the remaining other runs. The visual stimulus consisted of 
alternating blocks of visual stimulus (an 8 
fixation cross).  Each state lasted 30 seconds (15 images with the given TR of 2 seconds). 
A total run yielded 180 images containing equal amounts of each state. 
 The motor paradigm had interleaving periods of re
motor activity (right or left arrow presentation). 
direction, either right or left. Before the scan, the subjects were instructed to press the 
button with their right thumb if an arrow point
was used for left arrow presentation. The duration of the run and the number of images of 
each state was the same as in the visual case. 




implemeted for two runs while monitoring of motor 
Hz flashing checkerboard) and rest (static 
 
st (static fixation cross) and 
Each run only stimulated one motor 
ing to the right was shown. The left thumb 
A subset of the basic paradigm is presented 
11. Paradigm used for visual and motor stimulation 
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3.2.5 Data Preprocessing: Single Subject 
 Both the anatomic and fMRI images were evaluated for common imaging 
artifacts such as ghosting, banding, and other imaging errors. No images were removed in 
this study due to artifacts. Images were corrected for slice timing and motion. A mask 
encompassing the whole brain was constructed and applied to the datasets to reduce the 
number of features only to the voxels within the brain. The datasets were next detrended 
and standardized using z-score.  The two visual runs were concatenated together to form 
one large dataset comprising of 360 images.  
 
3.2.6 Data Preprocessing: Multi-subject 
 In addition to the steps in 3.2.5, new datasets were formed for muti-subject 
analysis by transforming both the anatomical and fMRI images into Talairach space [46]. 
Next, the fMRI images were spatially smoothed using a 6-mm FWMH Gaussian kernel. 
This smoothing is necessary for the multi-subject case to lessen the normally high 
intersubject anatomical variability[47]. 
 
3.2.7 Feature Selection 
 Filter feature selection (FS) was implemented by first smoothing the dataset using 
an 6-mm FWMH Gaussian kernel and applying a general linear model (GLM) using a 
hemodynamic model of the stimulus task as the regressor of interest. It should be noted 
that for the multi-subject case, smoothing is not necessary. GLM results were thresholded 
(q=0.005) and voxels passing this threshold were retained for further analysis by SVM 
and RVM.  
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3.2.8 Classification: Single Subject 
 The classification process implemented in this section was very similar to the one 
done during the simulation phase. The same model parameters were used for this 
classification. To summarize, LOOCV was performed by extracting one epoch containing 
15 images of both rest and stimulation while the training the SVM or RVM model on the 
remainder of the data. This process was done to test every extracted epoch. Classifier 
drift had to be accounted for through detrending. For each validation, performance 
metrics were recorded (i.e. prediction accuracy, training time, etc). For the visual 
paradigm, the resulting concatenated dataset contained 360 images. For each motor 
paradigm, the number of images was 180. Therefore, in performing LOOCV in the visual 
scenario, 12 different combinations of training/testing data were modeled per subject. In 
contrast, 6 different combinations of training/testing data were modeled per subject for 
each motor run.  
This classification process was done for two situations using whole brain data and 
using voxels passing the FS filter: training/testing with no removal of transitional images 
and training/testing with removal of transitional images in the training subset. The 
additional scenario found in the simulation involving the removal of transitional images 
in both subsets of data was left out because this is typically done only in offline studies. 
The potential use of these algorithms is mainly for real-time applications in which the 
brain state during the testing phase is unknown. Therefore, the presence of transitions 
would also be unknown. Removal of these volumes would not mirror the environment 
seen during rtfMRI.  
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3.2.9 Classification: Multi-subject 
 Multi-subject classification is accomplished using the smoothed dataset 
transformed into Talairach space. The visual images for all the subjects were 
concatenated together. The same process was applied to both the motor right and left 
paradigms. LOOCV was implemented by removing one subject’s data and training on the 
rest of the subjects. Testing was done for each subject using whole brain data and voxels 
passing the FS threshold. Comparisons were also drawn observing the effect of the 
removal of transitional images from the training dataset.  For this analysis, the same 
model parameters used in sections 3.1 and 3.2.8 were applied.  
3.2.10 Visualization of Weights 
 For each case, the weights were visualized by mapping the weight vector back to 
the voxel space. This was done to show the importance of the voxels to the prediction 
task. The weight value of each voxel in the weight vector indicates the importance of the 
voxel in discriminating between the two classes [48].  For SVM, the model’s alpha after 
training was multiplied by the support vectors to yield a weight vector. For RVM, there 
was no precedence to visualize the weights. However, a similar approach was used and 
the model’s training weights were multiplied by the relevance vectors. After this matrix 
multiplication, the results were z-scored and the absolute value was taken. The features 





4.1 Simulation results 
 In this section, performance metrics were recorded for SVM and RVM using 
simulated high dimensional fMRI data with varying amounts of noise. The effects of 
noise addition was observed for three cases: training/testing without removal of 
transitional images, training/testing with removal of transitional images from the training 
subset, and training/testing with removal of transitional images from both subsets of data. 
In Figures 12-15 the effects of adding noise to the signal can be seen for different 
performances measures. A legend is presented in Figure 16 representing each scenario.  
Figure 12 reveals the effects of a noisy dataset on prediction accuracy. Prediction 
accuracies dramatically fell with increasing noise levels for both support vector machine 
and relevance vector machine classification. The removal of transitional images from 
both training and testing yielded the lowest misclassification rates ranging from 
approximately 95 percent at low noise levels to about 80 percent at high noise levels. The 
other two training/testing scenarios yielded slightly lower accuracies. All scenarios had 
classification accuracies that were better than chance (50%). The lowest accuracies were 
seen at high level noise levels when classifications using whole datasets were performed. 
The effect of noise on the percentage of vectors used for training during 
classification was observed in Figure 13. At low noise levels, both algorithms use a 
relatively small amount of vectors for training. The only exception is found in SVM 
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classification using whole datasets where the percentage of vectors used for training 
fluctuates close to 100 percent regardless of noise level.   As noise is added, the number 
of vectors increases dramatically for each SVM case to 67 percent for classification 
without training transitional images and 51 percent for classification without transitional 
images in both subsets. The increase of noise does not seem to affect amount of vectors 
used for RVM classification. At high noise levels, this percentage stays between 1.1-1.4 
% of the training data. 
Training times and prediction times were inspected in Figures 14 and 15 
respectively. The effects of noise are different for each algorithm. Low noise levels result 
in high training times for RVM classification in relation to SVM classification. 
Increasing noise decreases the training time for RVM dramatically from low to high 
noise while slightly lowering training times for SVM. Furthermore, the addition of noise 
increases the decision time for SVM. The decision time for RVM classification is much 
lower than that of SVM for all cases and does not seem to change with added noise. 
These findings are very similar to the waveforms seen in Figure 13. This suggests 




Figure 12. Prediction accuracies for simulated fMRI data 
 
 










































































































         Figure 16. Legend for figures 12-15 
 
4.2 Actual fMRI Data Results 
4.2.1 Single Subject: Visual  
 Figure 17 reveals the performance of the two pattern recognition algorithms for a 
simple visual paradigm performed by a single subject. The results presented are the 
average of the performance metrics for 8 subjects. The accuracies are comparable 
between RVM and SVM. For both algorithms, accuracy increases with the use of feature 
selection. The removal of transitional images does not lead to an increase in accuracy. 
For all scenarios, RVM uses a much lower amount of vectors than SVM. Furthermore, 
training times and predictions times are lower for RVM than for SVM for any given 
condition. The removal of transitions decreases the amount of training time for both 
classifications. Prediction times are affected by both feature selection and the removal of 
transitional images. Both techniques reduce the prediction time dramatically. However, 
feature selection seems to have the greatest effect on this measure. For each algorithm, 
the best prediction speed was found to occur when both techniques were employed.   
The model’s weight maps are presented in Figure 18. The corresponding color bar 
indicates the strength of weight the two labels used. The upper half of the bar corresponds 
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to the visual state while the lower half corresponds with the rest state. The highest panel 
shows the result of the GLM analysis using a threshold of q<0.001. The rest of the panels 
show the top 10 percent of the voxels used for the model. Both classification methods 
correctly identified the visual cortex as most relevant to the classification task. 
Furthermore, the model maps show some resemblance to the GLM activation maps. It 
should be noted that less contrast can be observed in the RVM weight maps.  
Figures 19 and 20 show the classifier outputs derived from training with all the 
data and training without the first three transition images in each block. It is revealed that 
in each case the model is trained without the transitions, it tends to lag behind the full 
model outputs.   
Tables 1 and 2 (a-d) measure the sensitivities and precisions of the binary 
classification task. Sensitivity measures the proportion of actual positives which were 
correctly identified. In contrast, precision is a measure of accuracy provided that a 
specific class has been predicted. The sensitivities and precisions between RVM and 
SVM for any given training scenario are comparable. For both classification algorithms, 
feature selection is shown to improve the measures. Furthermore, the removal of 
transitional images yields a decrease in both measures of accuracy. For each scenario in 
both SVM and RVM, the classification process is more sensitive to the visual task while 











Figure 18. Weight Maps for Single Subject Visual Paradigm
 
Figure 19. Sample SVM classifier output for single subject visual paradigm using feature selection. 
Pink denotes classification using all images w
transitional images. 
 
Figure 20. Sample RVM classification output for single subject visual paradigm using feature 
selection. Blue denotes classification using all images while 





hile red denotes classification with removal of 












Whole Data/NO FS 
Actual Value 
Rest Visual Precision 
Predicted 
Outcome 
Rest 160 17 0.90 
Visual 20 163 0.89 





Rest Visual Precision 
Predicted 
Outcome 
Rest 159 11 0.94 
Visual 21 169 0.89 




Without Transitions/No FS 
Actual Value 
Rest Visual Precision 
Predicted 
Outcome 
Rest 147 35 0.81 
Visual 33 145 0.82 






Rest Visual Precision 
Predicted 
Outcome 
Rest 147 28 0.84 
Visual 33 152 0.82 










Rest Visual Precision 
Predicted 
Outcome 
Rest 154 21 0.88 
Visual 26 159 0.86 










Rest 156 18 0.90 
Visual 24 162 0.87 




Without Transitions/No FS 
Actual Value 
Rest Visual Precision 
Predicted 
Outcome 
Rest 146 30 0.83 
Visual 34 150 0.82 






Rest Visual Precision 
Predicted 
Outcome 
Rest 147 26 0.85 
Visual 33 154 0.82 
Sensitivity 0.82 0.86 
 
 d.  
 47
4.2.2 Single Subject: Motor 
 Figures 21 and 22 show the performance metrics for both SVM and RVM 
classification using right handed and left handed motor task fMRI data. The results are 
strikingly similar between the right and left handed motor tasks. Similar to the visual 
task, RVM and SVM classification accuracy was comparable. The additional 
preprocessing step of feature selection seems to increase accuracy for both machine 
learning techniques. The number of vectors used during the RVM training process was 
much less than the amount used in during SVM training. Training times and predictions 
times were lower for RVM than for SVM as well for any given scenario. In both 
techniques, the removal of transitional images reduces the time needed for training. The 
observations regarding the prediction time were identical as the one presented in the 
previous section. The weight maps presented in Figures 23 and 24 reveal that the 
classification methods correctly identified the corresponding contralateral motor cortex as 
relevant for the motor tasks at hand. However, the weights maps presented are not as 
robust as the activation maps seen using GLM analysis. Similar to the visual paradigm 
visualization, less contrast can be observed for the RVM case.  
 
Figure 21. Single s
 
Figure 22. Single s
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Figure 23. Weight maps for single subject motor right p
Figure 24. Weight 
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4.2.3 Multi-subject: Visual 
 In Figure 25, the performance measures of both SVM and RVM classification for 
a simple visual paradigm using multiple subjects are shown. In general, accuracies are 
lower for the multi-subject classifications than for single subject classifications. As 
before, accuracies between the two machine learning classifications are comparable. 
Feature selection tends to reduce of the number of misclassifications. The use of the 
RVM algorithm requires a much lower amount of vectors than the SVM algorithm. 
Moreover, the removal of the transitional images lowers this amount even more. For all 
cases, the time duration of RVM training is much less than the training time for SVM 
training. Again, the removal of the transitional images reduces the training time for both 
classification models. Multi-subject training times and prediction times are much larger 
than the times seen for single subject classifications. Relevance vector machine 
prediction time is also less than support vector machine prediction time for any given 
scenario. This prediction time decreases with the removal of the transitional images and 
with the use of feature selection.  
 In Figure 26, the weight maps along with a simple corresponding GLM activation 
map are presented. The models’ weight maps for each scenario reveal that the most 
relevant voxels for the task is located at the visual cortex. This corresponds well with the 
map created with the use of the general linear model. In contrast to the single subject 
case, these maps are more robust and correspond more to the gold standard GLM maps. 
Despite this, these weight maps are a bit noisier than their single subject counterparts. As 
seen in the figure, this noise is reduced a bit with the removal of the transitional images 
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4.2.4 Multi-subject Motor 
 In this last section, the performance of both SVM and RVM classification on 
motor fMRI data was evaluated for the multi-subject case.  Figures 27 and 28 show the 
performance measures for both classification algorithms. Accuracies tend to be much 
lower for the multi-subject than for single subject classifications. Similar classification 
accuracies were observed between the two classifications. The percentage of vectors used 
for training, training time, and prediction time for RVM classification were all lower than 
that of SVM classification. The removal of the transitional images seemed to reduce the 
number of vectors and training times for both algorithms. Similar to the multi-subject 
visual case, training times and prediction times are much than their single-subject 
counterparts. As seen before, the removal of transitional images coupled with the feature 
selection process also reduces prediction times.  
 Weight maps alongside with a GLM analysis map are presented in Figures 29 and 
30. The top 10 percent of the weights show the most relevant voxels for the motor tasks 
are on the contralateral motor cortex. This corresponds well with basic neuroscience and 
with the GLM map shown in the uppermost panel. The removal of transitional images 
tends to remove the noise from the weight maps so that they resemble the GLM maps 
more accurately. Moreover, RVM maps reveal to have a little less contrast than the SVM 
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5.1 Simulation Results 
 The goal of this section was to show the effect of noise on SVM and RVM 
classification for simulated high dimensional fMRI data. Noise was added to a ten voxel 
model brain. Then, machine learning algorithms were trained and implemented in three 
different ways: training/testing using all of the images, training/testing with the removal 
of the transition images from only the training subset, and training/testing with removal 
of images from both sets of data. The results shown in Figures 12-15 reveal important 
distinctions between the two pattern recognition algorithms. Furthermore, inferences can 
be made for the different training/testing techniques for each case.  
 As seen in figure 12, the accuracy for both classification seems to decrease with 
the amount of noise added. When the data becomes less dissociable, there is a resulting 
increase in error rate. With increasing noise, the algorithms find it more difficult to 
distinguish between the two states. Regardless the scenario, the accuracies of both 
algorithms are very similar for any given noise level. The use of relevance vector 
machines does not sacrifice the accuracy of the prediction process.      
Although the main focus of this work is to compare the performances of the two 
machine learning algorithms, it is interesting to note the differences between 
training/testing techniques. Different techniques are used depending on whether analysis 
is accomplished off or online. Typically for offline fMRI analysis, training and testing is 
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done using all of the images or by removing transitional images from both subsets of data 
[49]. Online studies or rtfMRI applications require training/testing using all of the images 
or analysis with the removal of transition images from the training set. Online studies 
cannot remove images from the testing subset since in practice the brain state is 
unknown. The presence of when the transition between two states will not be known 
unless the model can be trained to distinguish when this change between states occur.  
In this simulation, differences in prediction accuracies can be seen in the different 
techniques. For any given noise level, both RVM and SVM training/testing with the 
removal of transitional images yields a high classification accuracy in relation to the 
other two techniques. With a 6 second lag resulting from the hemodynamic response, the 
transitional images tend to be different in character to the other two brain states. As a 
result, when using a two state classifier, the classifier misclassifies the transitional 
images. By removing these images from both subsets, the classifier truly becomes a two 
state predictor and can predict with high accuracy as seen in Figure 12. In the next 
section, differences between the two remaining techniques will be discussed in more 
detail. 
In Figure 13, one of the main advantages of RVM classification can be seen 
clearly. The excitement behind using RVM over SVM stems from the use of fewer 
vectors during training of the model. This is clearly seen in the figure. The amount of 
vectors used during RVM is much less than SVM in every training/testing scenario. The 
increase in the number support vectors is the direct result of the increasingly 
nonseparability of the data. More support vectors must be implemented to train the model 
to create a hyperplane which effectively splits the data into two classes.  
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This difference in vector number could be attributed to the nature of vectors used 
for training in both instances. With the addition of noise, datasets become chaotic and 
thus increasingly inseparable. During SVM training, vectors are chosen close to the 
maximum margin hyperplane. RVM training involves the selection of vectors far away 
from the decision boundary. With inseparable data, the model for SVM will be based on 
data points which might have been misclassified since it’s close to the decision boundary. 
RVM models will be inferred from datapoints far from this boundary and therefore, are 
more representative of the classes being studied. It should be mentioned, however, the 
RVM training process does not converge for extremely high noise while SVM did 
converge with low prediction accuracies. This nonconvergence of the RVM algorithm is 
commonly seen and is even brought up in the software manual written by Tipping. 
According to the literature, convergence depends highly on the initial kernel width used. 
The effect of kernel width on convergence and RVM performance merits further 
investigation.  
At low noise, RVM training time is higher than SVM training times (Figure 14). 
The opposite trend could be observed as the presence of noise is increased. The discovery 
of low training times for both algorithms despite a corresponding high error rate is an 
interesting finding. This phenomenon could possibly be a result of the algorithm hitting a 
local minimum during the optimization process. Furthermore, for the SVM case, the 
parameter C set at 1 allows for many misclassifications during training. Training times 
might increase with a hard margin SVM using a higher C parameter. The big discrepancy 
in training times between low level noise and high level noise for RVM could be the 
result of overfitting. At no noise, overfitting seems to be present as seen by the high 
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number of vectors in Figurer 13. In Figure 15, the prediction times for the RVM and 
SVM classification is presented. In all scenarios, RVM decisions are made much faster 
than SVM decisions. This faster decision speed can be attributed to the RVM’s sparsity.  
5.2 Single Subject Results  
 The performance of support vector machines and relevance vector machines were 
compared using visual and motor fMRI data from single subjects. This comparison was 
done using two training techniques: training with all of the data and training with the 
exclusion of the transitional images. The exclusion of testing images is not included in 
this analysis since this part of the thesis is catered towards the possible use of these 
algorithms for real-time applications. In practice, the brain states during testing will be 
unknown and thus images depicting transitions between states cannot be extracted.  
The effect of feature selection was also observed. The results in Figure 17, 21, 
and 22 clearly show that accuracy is not sacrificed with the use of relevance vector 
machines. Moreover, the amount of vectors, training time, and prediction time are all 
generally lower for RVM classification than for SVM classification. Lower amount of 
vector usage along with quicker decision times are commonly seen in literature[34,50]. 
The sparsity of the RVM model can yield a decision function which is much faster than 
its SVM counterpart. This reduction in computational complexity of the decision function 
makes RVM more suitable for real-time fMRI applications in which computational time 
is an issue.   
In contrast, the observation of lower training times for RVM than for SVM is not 
commonly seen in literature. For the most part, RVM training takes longer than SVM for 
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large datasets [51]. The authors argue higher training times are seen due to complex 
iteration process seen during RVM model creation. In fact, the training time is 
proportional to the cube of the number of training samples[52]. This discrepancy in the 
results can be attributed to the fact that the amount of iterations for the RVM algorithm 
was set to its default number (same number of iterations as for the SVM algorithm).The 
number of iterations might have been too low and the optimization might have not 
complete. Regardless of this oversight, accuracies were still comparable to that of SVM.    
It is apparent the removal of the transition images and the implementation of 
feature selection have the effect of reducing the computational complexity of the learning 
and prediction processes. These techniques reduce the number of datapoints. In doing so, 
the algorithms train with less data and output a less complex model which is used later 
for predictions. Despite the simplification, these techniques seem to have opposite effects 
in terms of prediction accuracy. Feature selection increases prediction accuracy since the 
model focuses only on those voxels which are known to be involved in the task at hand. 
This finding mirrors the results presented by Mourao-Miranda et al [47].  
The removal of the transition images and its effect on the prediction accuracy for 
both SVM and RVM is shown in Figures 19 and 20. The accuracy seems to decrease with 
the removal of the transitional images. The lower accuracy is due to the increased error 
rate for the transition images. When the two training techniques are compared, the output 
from the model that is not trained with the transition images seems to be less responsive 
and lagging behind the full data model. The full data model seems to account for the 
transition effects even though they are underrepresented [53].   
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The confusion matrices presented in Tables 1 and 2 also show the effect of 
removing transitional images on measures of classification accuracy.  For both 
classifications, the removal of the transitional images resulted in more misclassifications 
of both classes. Moreover, the accuracy measures (sensitivity and precision) both fell in 
response to this removal. This phenomenon can be attributed to the model’s awareness of 
transitions despite its absence from the actual training labels. Feature selection improved 
the accuracy measures. Feature selection uses only the voxels that are pertinent to the 
task at hand. Therefore, since the classification focuses only the features which are 
implemented with the brain state, both sensitivity and precision are improved. 
In all cases, sensitivity is slightly higher for the visual classification than for the 
resting or baseline classification. Furthermore, the opposite result is seen for the precision 
rate. The classification process has less false negatives for the visual prediction. The 
algorithm is better at recognizing the visual state. This may be due to the fact that the 
visual task is robust as opposed to the resting state which may involve many different 
brain activation patterns. However, this classification process also has more false 
positives for the visual task as reflected by its lower precision rate. Most 
misclassifications occur during the noisy transitional periods. At this juncture, the 
classification could either one of two ways. Since the classifiers are more sensitive to the 
visual task, the classifier will tend to classify these images as resulting from visual 
stimuli. In doing so, more false positives are observed.    
The simple weight visualization scheme (Figures 18, 23, and 24) was effective in 
showing the voxels that were relevant for the task performed. For the visual paradigm, 
voxels within the visual cortex were shown to be the most relevant for the visual task. For 
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the motor paradigms, the contralateral motor cortex was shown to be most relevant for 
the motor tasks. Although some similarities can be drawn between the GLM maps and 
the weight maps, the weight maps contain much less voxels in the regions where 
activation should occur in comparison to the multi-subject weight maps (discussed in 
next section). This may be partly due to the fact that there are a limited amount of images 
used for training. Moreover, the choice of the arbitrary threshold might have eliminated 
voxels which may have been part of this activation. To rectify this, the threshold for the 
GLM maps should be thresholded to yield the same number of voxels as the weight 
maps. Any differences in contrast between the SVM and RVM could be the result of the 
location of their model vectors away from the hyperplane. Further refinements should be 
made to obtain weight maps that better match the patterns seen with the GLM activation 
maps.   
5.3 Multi-Subject Results  
 Performance measures were also observed for the multi-subject case for both 
pattern recognition algorithms (Figure 25, 27, and 28). Although accuracy is generally 
lower for each classification in comparison to the single subject case, prediction 
accuracies are still greater than chance (~50%). This drop in accuracy is a direct result 
from the inter-subject variability typically seen in fMRI studies.   As seen in the last 
section, accuracies are comparable between the two algorithms. The differences between 
the SVM and RVM performance measures were identical as the single subject analysis. 
Similarly, feature selection and removal of transitional images reduced training times and 
prediction times since there was less data used for training. The removal of the transitions 
actually resulted in no change or increases in prediction accuracy. This is a stark contrast 
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to the single subject case in which the removal of images resulted in more errors. The 
model becomes less ‘transition’ aware when a heavy volume of brain state images are 
used for training. It should be further noted that prediction times are much higher in the 
multi-subject analysis than in the single-subject analysis. An increase in training data 
results in a less sparse model. Therefore, the decision function is more complex and 
decision speeds are slower. Lower accuracies and slower predictions make multi-subject 
training unfavorable for real-time applications. Spatial and temporal compression 
techniques could be implemented to improve multi-subject classification[47].  
 The weight maps presented in Figures 26, 29 and 30 are much more robust than 
their single-subject siblings. The weight maps are more similar to the GLM activation 
maps due to a higher number of training samples. Noise is highly present in the maps 
along with the strong activation in the regions associated with the stimulus. This noise 
originates from the inherent intersubject variability and from the noisy transitional 
images which do not conform to the patterns seen during the two brain states being 
studied. The removal of the transitional images removes the latter source of noise and 
results in a cleaner weight map. Further techniques should be explored to rid the images 








CONCLUSION AND FUTURE WORK 
The work presented in this thesis shows that the use of a relevance vector machine 
classifier is not only practical, but also a preferable alternative to support vector 
classification. RVM classification obtained the same prediction accuracies as SVM with a 
sparser model, and both a faster training and classification time. The fast computational 
time is of particular importance for time sensitive applications such as rtfMRI which is 
already limited by the hemodynamic response time. In addition to the performance 
measures, the weights of both algorithms were able to be visualized effectively. The 
voxels identified as most relevant by both methods are nearly identical, illustrating that 
the two methods are using the same information for classification. 
Despite the possible benefits derived from using RVM for real-time fMRI studies, 
it still has some drawbacks. As mentioned earlier, the RVM model sometimes will not 
converge and can even crash. Proper parameters must be put in place depending on the 
application. It should be pointed out that this work involved the use of data from a simple 
paradigm. For most complex tasks, data separation might not be as trivial. Differences 
between SVM and RVM classification could vary from what was seen during this simple 
analysis. To my knowledge, this thesis is the first study that has attempted to create RVM 
weights map. In contrast, visualization of weight maps has been a highly researched topic 
in the field of support vector machines in fMRI analysis. Different complex schemes 
commonly used for SVM weight visualization could be applied to create RVM weight 
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maps [54].  Relevance vector regression, the use of different non-linear kernels, and 
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