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Abstract
The aim of this thesis was to investigate the vibrational energy transport properties of
biomolecular chains, such as peptides and proteins. For this purpose, a combined approach
of femtosecond infrared spectroscopy and numerical simulations was applied. Simulation
studies were performed on a simple toy model mimicking the normal mode distribution of
proteins. Vibrational energy was deposited into one site of the linear chain, and its flow
through the system directly calculated as a function of time. Experimentally, the same
concept was realized by using different ultrafast local heaters, which − upon excitation
with femtosecond laser radiation − release vibrational excess energy at one defined site
of a short peptide helix. The subsequent appearance of vibrational energy at any distant
site of the molecular chain was detected by using isotope labeled carbonyl groups in the
peptide backbone as local thermometers.
It was shown that the mechanism of vibrational energy transport − on length scales of
a few chemical bonds and time scales of a few picoseconds − is distinctively different from
heat diffusion on macroscopic scales, because energy does not thermalize completely within
individual amino acid sites on the time scale of transport. This finding is the key to under-
standing several experimental observations, and also provides a guideline for how to mod-
ify molecular dynamics simulations to reproduce experimental findings. Fully deuterated
leucine was introduced as a novel local heater, releasing a low amount of excess energy by
vibrational relaxation of its side-chain carbon-deuterium modes. Vibrational energy prop-
agation after excitation of the C−D modes was found to be diffusive; the measured heat
diffusion constant of ≈2 A˚2ps−1 is in agreement with the result obtained after high-energy
excitation of an azobenzene chromophore (Botan et al., PNAS, 104, 12749-12754 (2007)),
showing that the linearity of vibrational energy diffusion is maintained over a wide range
of initial temperature gradients. As another novel and very efficient local heating mech-
anism, plasmonically heated gold nanoparticles were used to initiate vibrational energy
transport along biomolecular chains, again revealing a diffusive propagation process. This
experiment, at the same time, demonstrates a new method for measuring the rates and
efficiencies of energy flow across organic capping layers over nanoparticles; capping layers
applied to small metal cores cool faster. To extend the underlying experimental concept
to proteins folding into a tertiary structure, the 36-residue villin headpiece was chosen as
a model system. In a preparatory study, cysteine-containing mutants of this protein were
linked to either a water-soluble azobenzene chromophore or a spherical gold nanoparticle,
and the response of the amide I band upon ultrafast laser excitation was observed.
In conclusion, the experimental and theoretical studies presented in this thesis have
contributed to a better understanding of vibrational energy transport in biomolecular
chains. Several open questions and apparent contradictions have successfully been re-
solved, leading to a unified picture of the topic.
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Zusammenfassung
Das Ziel dieser Arbeit war es, die Eigenschaften des Transports von Schwingungsenergie
in biomolekularen Ketten wie Peptiden und Proteinen zu untersuchen. Zu diesem Zweck
wurde ein kombinierter Ansatz bestehend aus Femtosekunden Infrarotspektroskopie und
numerischen Simulationen gewa¨hlt. Simulationsstudien wurden an einem einfachen Spiel-
zeugmodell durchgefu¨hrt, das die Normalmodenverteilung von Proteinen nachahmt.
Schwingungsenergie wurde an einer Stelle der linearen Kette eingebracht und der an-
schließende Fluss durch das System direkt als Funktion der Zeit berechnet. Experimentell
wurde das gleiche Konzept mit verschiedenen lokalen Heizern realisiert, die − nach Anre-
gung mit Femtosekunden Laserstrahlung − Schwingungsenergie an einer definierten Stelle
einer kurzen Peptidhelix freisetzen. Das darauffolgende Auftreten der Schwingungsenergie
an verschiedenen Stellen der molekularen Kette wurde mit Hilfe von isotopenmarkierten
Carbonylgruppen in der Peptidhauptkette detektiert, die als lokale Thermometer fungieren.
Es wurde gezeigt, dass sich der Transport von Schwingungsenergie auf der La¨ngen-
skala von wenigen chemischen Bindungen und der Zeitskala von wenigen Pikosekunden,
deutlich vonWa¨rmeleitung auf makroskopischer Skala unterscheidet, weil die Schwingungs-
energie einzelner Aminosa¨uren auf der Zeitskala des Transports nicht thermalisiert. Dieses
Ergebnis bietet die Grundlage fu¨r das Versta¨ndnis vieler experimenteller Beobachtungen,
und zeigt gleichzeitig auf, wie Molekulardynamik-Simulationen angepasst werden mu¨ssen
um experimentelle Ergebnisse reproduzieren zu ko¨nnen. Volldeuteriertes Leucin wurde als
neuer lokaler Heizer eingefu¨hrt, der eine geringe Menge U¨berschussenergie durch
Relaxation seiner Kohlenstoff-Deuterium Seitenketten freisetzt. Die Propagation von
Schwingungsenergie nach Anregung dieser C−D Moden verla¨uft diffusiv; die gemessene
Wa¨rmediffusivita¨t (auch Temperaturleitfa¨higkeit) von ≈2 A˚2ps−1 stimmt mit dem Ergeb-
nis u¨berein, das nach hochenergetischer Anregung eines Azobenzol Farbstoffs gemessen
wurde (Botan et al., PNAS, 104, 12749-12754 (2007)), was zeigt, dass die Linearita¨t
der Schwingungsenergiediffusion u¨ber einen weiten Bereich von anfa¨nglichen Temperatur-
gradienten erhalten bleibt. Als weiterer neuer und sehr effizienter lokaler Heizmechanis-
mus wurden plasmonisch geheizte Gold Nanopartikel verwendet um den Transport von
Schwingungsenergie entlang molekularer Ketten auszulo¨sen; der folgende Propagations-
prozess war wiederum diffusiv. Gleichzeitig demonstriert dieses Experiment einen neuen
Ansatz zum Vermessen der Raten und Effizienz des Energieflusses durch organische Deck-
schichten auf Nanopartikeln; Deckschichten, die auf kleinere Metallkerne aufgebracht sind
ku¨hlen schneller. Um das zugrunde liegende experimentelle Konzept auf Proteine zu
erweitern, die in eine Tertia¨rstruktur falten, wurde das sogenannte
”
villin headpiece“
bestehend aus 36 Aminosa¨uren als Modellsystem ausgewa¨hlt. In einer Vorstudie
wurden Cystein enthaltende Mutanten dieses Proteins mit einem wasserlo¨slichen Azoben-
zol Farbstoff bzw. einem kugelfo¨rmigen Gold Nanopartikel gekoppelt, und das Verhalten
4 Zusammenfassung
des Amid I Bands nach ultraschneller Laseranregung beobachtet.
Zusammenfassend haben die experimentellen und theoretischen Studien, die in dieser
Arbeit pra¨sentiert wurden, zu einem besseren Versta¨ndnis des Transports von Schwingungs-
energie in biomolekularen Systemen beigetragen. Viele offene Fragen und scheinbare
Widerspru¨che konnten gelo¨st werden, was zu einem vereinheitlichten Bild des bearbeiteten
Themas gefu¨hrt hat.
Chapter 1
Introduction
Proteins are molecular machines, which can efficiently convert chemical energy into useful
work. As such, the structure of a protein is not static but dynamical, undergoing rapid
conformational changes. The fundamental process linking the structure and dynamics
of a protein to its function is vibrational energy transport [1]. Therefore, developing a
microscopic picture of vibrational energy flow in biomolecules is the ultimate step for
understanding, and possibly also controlling, protein dynamics and function [2].
The interplay between protein structure and functionality has been discussed for sev-
eral decades; a special focus has been on the role of secondary structure motifs such
as α-helices or β-sheets, both of which are stabilized by hydrogen bonds. In this con-
text, a particularly interesting idea that has stimulated many debates in the biophysical
community is the Davydov soliton. In the 1970s, Davydov suggested that vibrational soli-
tons could propagate along the self-trapped C=O vibrations of α-helices, thus efficiently
channeling vibrational energy through proteins [3]. Indeed, vibrational self-trapping in
α-helices has meanwhile been directly observed in experiment [4]. However, the lifetime
of these vibrational excitations was found to be on the picosecond time scale, which is too
short to be of any biological relevance, at least in the sense of Davydov’s initial proposal [5].
The role of specific vibrational energy transport pathways in proteins is often dis-
cussed in the context of allostery. Allostery is a concept that describes the coupling of
conformational changes between two physically separated sites of a protein. As such,
allosteric regulation is a fundamental process responsible for signaling in biological sys-
tems, and the hypothesis is that the underlying communication process is mediated by
exchange of vibrational energy [6]. One example for the close relation between both phe-
nomena are the communication pathways between active and distant sites, which Lockless
and Ranganathan traced by applying evolutionary sequence analysis to proteins belonging
to the so-called PDZ family [7]. Interestingly, using nonequilibrium molecular dynamics
(MD) simulations for calculating the preferred channels of vibrational energy transport,
a very similar connection was later found by Ota and Agard [8]. More recently, Sharp
and Skinner [9] even identified a pathway along the very same amino acids as Lockless
and Ranganathan. Hence, there must exist some kind of inherent connection between
vibrational energy transport and specific allosteric communication channels in proteins.
However, as already indicated above, vibrational energy in disordered condensed-phase
systems dissipates on the time scale of a few picoseconds, so that its transport is a phe-
nomenon intrinsically limited to ultrafast time scales. In contrast, allosteric signaling in
proteins involves large-scale structural changes, which occur on a microsecond or even
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slower time scale [10]. Therefore, a naive picture of allosteric regulation, assuming that
signaling is directly related to the propagation of vibrational energy that is released at the
allosteric site after binding of a substrate, is certainly not correct. However, despite the
clear separation of time scales, the ultrafast vibrational energy transport might still be a
prerequisite for the much slower functional dynamics [11, 12], in the sense that the exis-
tence of fast fluctuations pinpoints the soft degrees of freedom in the biomolecule, along
which conformational changes preferably occur.
Another vital function of vibrational energy transport is to regulate the temperature
of proteins. Especially in photoactive biomolecules, the photon energy absorbed by the
chromophore is rapidly converted to heat, causing the temperature of the protein to in-
crease [13]. Since proteins generally function only in a very narrow temperature range,
excess energy − once it did its job − must be removed efficiently to avoid overheating and
enable the protein to serve as an environment for chemical reactions in cells [14].
To study vibrational energy transport from a theoretical point of view, a commonly
used approach is based on the normal mode distribution of disordered media [15,16], tak-
ing additionally into account anharmonic scattering terms, similar to the description of the
physics of one-dimensional glasses [1, 17–22]. Another very intuitive method for studying
vibrational energy transport properties is to run nonequilibrium MD simulations, deposit-
ing excess energy into one vibrational mode and calculating its flow through the system
directly as a function of time [2,23–29]. Alternatively, energy transfer can also be studied
by applying linear response theory on static properties derived from equilibrium MD simu-
lations [30]. A common finding of many of these theoretical studies is that the vibrational
energy flow in proteins is highly anisotropic [6, 8, 9, 18, 19, 25, 27, 30], i.e. it is direction-
ally dependent and occurs preferably along specific transport pathways. On the experi-
mental side, especially the advance of ultrafast laser technology in the last two decades
has contributed to a better understanding of vibrational energy transport phenomena.
Energy transport on the microscopic scale has been studied in several different molecu-
lar systems, including long-chain hydrocarbon molecules [31], bridged azulene-anthracene
compounds [32], small molecules in solution [33], single amino acids [34,35], phospholipid
bilayer liposomes [36], and reverse micelles [37]. Regarding proteins, however, only very
few experimental studies exist, most of which focus on the vibrational energy flow in heme
proteins [13,38–41]. In this case, however, it has later been argued that vibrational energy
transport into the surrounding solvent does not occur through the protein, but through its
propionate side chain connecting it directly to the protein surface [27, 42]. Especially the
theoretically predicted anisotropic nature of vibrational energy transport through proteins
has not been confirmed in any experiment so far.
Therefore, the aim of this thesis is to develop new methods for studying the energy
flow through biomolecules with ultrafast vibrational spectroscopy. For this purpose, an ex-
perimental concept is used that has recently been introduced by Hamm and coworkers [43],
allowing for the measurement of vibrational energy transport with femtosecond time res-
olution and A˚ngstro¨m spatial resolution. Briefly, the idea is to locally deposit vibrational
excess energy at one defined site of a biomolecule by means of an ultrafast local heater.
The subsequent appearance of vibrational energy at any distant site of the molecule is
detected by employing suitable vibrational probes as local thermometers. The most im-
portant components of such experiments − a stable model structure, local thermometers
and a local heater − are discussed in the following.
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Figure 1.1: 9 Alanine residues folded into an idealized right-handed α-helix (left) and
310-helix (right). In the α-helix the hydrogen bonds (indicated as dashed yellow lines) are
formed between the backbone C=O group of the ith amino acid and the backbone N−H
group 4 residues later (i← i+4 hydrogen bonding). Each loop formed by a hydrogen bond
comprises 13 atoms and the helix needs 3.6 amino acid residues per full turn; therefore,
in the systematic nomenclature this conformation is also described as a 3.613-helix. The
tighter 310-helix is stabilized by i← i+3 hydrogen bonding; a H-bonded loop consists of
only 10 atoms and the helix has 3 residues per turn.
The ultimate aim of such a study is of course to apply this method to any arbitrary
protein, and the results presented in one of the last chapters of this thesis will show first
steps in this direction. However, for understanding the basic properties of vibrational
energy transport, it is convenient to resort to simpler model structures such as short
helical peptides. Helices are the most abundant secondary structure motif in proteins, in
which the chain of amino acids adopts a spiral-like geometry stabilized by intramolecular
C=O...H−N hydrogen bonds between different amino acids. In the most common helical
structure, the α-helix, hydrogen bonding occurs between the backbone C=O group of
the ith amino acid and the backbone N−H group four residues later (i← i+ 4 hydrogen
bonding, see Fig. 1.1, left). For most of the experiments presented in this thesis, the tighter
310-helix, which is stabilized by i← i+3 hydrogen bonding, is chosen as a model structure
(see Fig. 1.1, right). Although considerably less common than the classical α-helix, also
the 310-conformation is a naturally-occurring motif found in globular proteins [44]. The
reason for this choice is simply that the 310-conformation is very stable even for relatively
short sequences of approximately eight amino acids [45], whereas the α-helix needs on the
order of 20 amino acids to become stable [46].
To follow the flow of vibrational energy along the helix, one can use vibrational reporter
groups in the peptide backbone as local thermometers. The underlying mechanism of such
a vibrational thermometer is discussed in detail in Ref. [47]: upon heating, vibrational
transitions become broader and shift to lower frequency due to anharmonic coupling to
vibrationally excited lower-frequency modes. As long as these anharmonic shifts are small
compared to the line width of the reporter mode, the response can be used as a linear
measure of the amount of vibrational energy in the vicinity of the probe.
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To obtain an ubiquitous and noninvasive vibrational reporter group in the backbone
of a biomolecular chain, it is favorable to focus on the structural repeat unit of peptides
and proteins, which is the −C(=O)NH− linkage between neighboring amino acids. This
so-called peptide bond has nine characteristic infrared (IR) absorption bands − referred
to as amide A, B, and I-VII (from high to low frequency) [48,49] − the most prominent of
which is the amide I vibration, mainly involving the carbonyl (C=O) stretch. The amide
I absorption band of a protein comprises the C=O vibrations of all peptide bonds in the
molecule, and can as such only provide global information averaged over the entire struc-
ture. However, it is possible to identify individual carbonyl bonds by site-selective isotope
labeling so that local information can be obtained. Increasing the mass of the carbon, the
oxygen or both atoms, downshifts the frequency of the respective C=O vibration, which
decouples the labeled group from the remaining main amide I band giving it a pronounced
local-mode character [50]. Then, by placing the isotope label at different positions in the
peptide (one at a time), one obtains local vibrational reporter groups allowing to measure
the local temperature at various distances from the heat source as a function of time.
For a local heater to be useful it must satisfy some general criteria: first of all, since
the heater determines the time resolution of the experiment, it should be ultrafast, i.e.
the localized release of vibrational excess energy should occur on the .1 ps time scale.
Second, to ensure that the excitation is local, the optical absorption of the heater must not
overlap with those of biomolecules, a number of whose constituent amino acids absorb UV
light at wavelengths below ≈300 nm. Third, the conversion of light into thermal energy
must be efficient so that the generated heat signals are sufficiently large to be followed over
large distances in the biomolecule. In a first study demonstrating the experimental concept
described above, Botan et al. initiated vibrational energy transport through a short helical
peptide by means of an azobenzene chromophore that was covalently attached to one end
of the molecular chain [43]. Upon UV excitation, this local heater undergoes an ultrafast
cis-trans isomerization, releasing a large amount of vibrational excess energy on a 200 fs
time scale.
The experiments by Botan et al. showed that vibrational energy transport in helical
peptides occurs in a diffusive manner, with a thermal diffusivity of 2 A˚2ps−1 [43]. In
two follow-up papers, Backus et al. studied the dependence of the vibrational energy
transport properties on the amount of initially deposited energy and the dependence on
solvent temperature, showing that direct IR pumping of peptide C=O groups leads to
a much higher thermal diffusivity of 8 A˚2ps−1 [51], and that energy transport at lower
temperatures occurs ballistically but less efficiently [52]. This series of papers [43, 51, 52]
laid the ground for a better understanding of vibrational energy transport in biomolecules
but also left several unexplained results, which designate the starting point of this thesis.
Therefore, the experimental and theoretical studies presented in the following chapters of
the text aim to answer the following questions:
• Why is the experimentally measured thermal diffusivity so low?
The thermal diffusivity of 2 A˚2ps−1 observed by Botan et al. after UV pumping
of the azobenzene chromophore [43] is significantly lower than values known for
bulk materials (10-20 2 A˚2ps−1) [18, 19]. For instance, the thermal diffusivity is
14 A˚2ps−1 for bulk water [53] and varies only little with material; in case of proteins,
values of 10-15 A˚2ps−1 have been reported [54]. Furthermore, accompanying MD
simulations could only qualitatively reproduce the experimental observations, but
9show a value for the thermal diffusivity that is five times faster and would agree
with experimental bulk values. Furthermore, the MD result is consistent with other
theoretical works [2, 6, 14, 18,19,23–27].
• Does the thermal diffusivity depend on how and how much energy is deposited?
Backus et al. compared the high-energy (UV) excitation result to that after ex-
citation of a single C=O oscillator in the peptide backbone with low-energy (IR)
photons [51]. In the latter case, they seemed to observe a significantly faster heat
transport efficiency (thermal diffusivity &8 A˚2ps−1) that is in agreement with bulk
values. Accompanying MD simulations, however, did not reproduce any dependence
of the thermal diffusivity on the amount of heating.
• Why does heat transport change from diffusive to ballistic at low temperatures, and
at the same time becomes less efficient?
Backus et al. showed that one can switch the mechanism of vibrational energy
transport after UV pumping from diffusive at high solvent temperatures to ballistic
at low solvent temperatures [52]. Counterintuitively though, transport becomes less
efficient as it becomes ballistic. This effect, again, could not be reproduced by
accompanying MD simulations.
This thesis is organized in the following way: after this introduction, an overview of
the relevant theoretical concepts for describing vibrational energy flow in biomolecular
chains is given in Chapter 2. The two following Chapters 3 and 4 present simulation
studies on vibrational energy transport, performed on a simple toy model mimicking the
normal mode distribution found in proteins. In particular, it is demonstrated that the
mechanism of vibrational energy transport on length scales of a few chemical bonds and
time scales of a few picoseconds is distinctively different from heat diffusion on macroscopic
scales, because vibrational energy does not thermalize on the ultrafast time scale of trans-
port. Before studying vibrational energy transport from an experimental point of view,
the necessary methods and setups are introduced in Chapter 5. Chapter 6 presents an ex-
periment, in which fully deuterated leucine is used as an alternative local heater to study
vibrational energy transport after excitation with pulsed laser radiation. It is demon-
strated that vibrational energy transport is linear on the given length and time scales, i.e.
the transport properties of a peptide helix do not depend on the amount of transported
energy. Another novel heating mechanism is introduced in Chapter 7, showing for the first
time the use of plasmonically heated gold nanoparticles as local heaters for energy trans-
port studies. The results of the different energy transport experiments on short helical
are shortly summarized in Chapter 8, before moving on to studying energy transport in
a larger, three-dimensional molecular structure: Chapter 9 presents a preparatory study
on energy transport in the 36-residue villin headpiece protein, using both a specifically-
designed water-soluble azobenzene chromophore, and a small plasmonically heated gold
nanoparticle as local heating mechanisms. Finally, the results of this work are summarized
in Chapter 10. Some mathematical supplements and details of important synthesis steps
are given in the Appendix.
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Chapter 2
Theory of vibrational energy
transport in biomolecular chains
Biomolecules are regular but aperiodic structures. Although their individual molecular
repeat units can be rather complicated, a useful analog for understanding their trans-
port properties is to conceptually compare them to a one-dimensional glass, i.e. a linear
disordered chain of anharmonically coupled atoms. The aim of this chapter is to pro-
vide the theoretical background necessary for describing the vibrational modes of such
low-dimensional amorphous media, and vibrational energy redistribution between them.
First, the effects of disorder and anharmonicity are discussed in detail, and summarized in
a model for describing vibrational energy transport in biomolecular chains. Then, within
the framework of this model, the theory developed by Leitner and coworkers [1,6,14,17–19]
for calculating macroscopic heat transport coefficients of peptides and proteins is intro-
duced.
2.1 Introduction
According to the law of heat conduction, also known as Fourier’s law, the heat current
density ~j is proportional to the gradient of the temperature T
~j(~r, t) = −κ∇T (~r, t) , (2.1)
where the underlying proportionality constant κ is referred to as the thermal conductivity,
and the minus sign indicates that the direction of heat flow counteracts the temperature
difference. With the definition of the volumetric heat capacity, which is the product of the
mass density ρ and the specific heat capacity c,
∂q
∂T
= ρc (2.2)
the continuity equation for the heat density q can be formulated as
∇~j = −∂q
∂t
= −ρc∂T
∂t
. (2.3)
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Then, with Equations (2.1) and (2.3) the general heat diffusion equation can be obtained
as follows:
∂T (~r, t)
∂t
= − 1
ρc
∇~j(~r, t)
= − 1
ρc
∇(−κ∇T (~r, t))
=
κ
ρc
∇2T (~r, t)
= D∆T (~r, t)
(2.4)
Hence, Fourier’s law directly implies that heat transport is diffusive, with a thermal dif-
fusivity, or heat diffusion constant D:
D =
κ
ρc
(2.5)
On a microscopic level, the diffusive nature of heat transport can be understood from
the motion of the heat carriers, e.g., electrons or lattice vibrations, which suffer random
collisions and therefore move diffusively [55]. As a consequence of the randomness of the
heat transport process, the mean square displacement 〈r2〉 of the energy increases only
linearly with time 〈
r2
〉
(t) ∝ Dt , (2.6)
whereas in the case of directed, ballistic transport it would increase with the square of
time. This characteristic behavior can be observed for any diffusive process; a detailed
derivation of this relation for the one-dimensional case can be found in Appendix B.
The heat diffusion equation (Eq. (2.4)), as immediately becomes clear from its name,
implicitly assumes that the transported energy is thermalized, i.e. that the system can be
completely described by its local temperature T (~r, t). However, as will be shown in the
later parts of this thesis, such macroscopic concepts do not necessarily apply for describing
heat transport on the microscopic scale. For example, it is obvious that the very concept
of a local temperature breaks down on ultrashort length and time scales, when vibrational
energy does not have time to adopt an equilibrium Boltzmann distribution.
2.2 Effects of disorder
It is a common finding that disorder decreases the mean free path of collective excitations,
which induces localization effects that hamper transport processes [56]. The same is true
for proteins, in which the vast majority of the vibrational normal modes are spatially local-
ized and cannot carry vibrational energy, while only a relatively small subset of the lowest
frequency normal modes are extended over the entire molecular structure [17–19]. In this
respect, the vibrational modes of proteins very much resemble those of a one-dimensional
glass, in which almost all modes are localized − in contrast to a three-dimensional glass,
where the situation is basically inverted [18]. Therefore, an important concept for de-
scribing the vibrational normal modes of disordered biomolecules is to compare them with
those of an aperiodic chain of atoms [18]. In the case of a periodic harmonic chain, the
vibrational normal modes are phonons that can transport energy without resistance from
one end of the chain to the other, i.e. vibrational energy can propagate ballistically and
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the thermal conductivity κ has an infinite value [57]. However, in the presence of disorder
− which can have its origin in random masses and/or random force constants − vibra-
tional energy transport becomes diffusive and can be described by finite thermal transport
coefficients κ or D.
For calculating the energy transport properties of disordered chains, it is important
to know how many of the N vibrational normal modes are actually delocalized, and thus
able to contribute to energy transport. This question was first answered by Matsuda
and Ishii [15], who could analytically show that all vibrational modes above a certain
demarcation frequency ωd are spatially localized, and that only a few remaining low-
frequency modes, the number of which scales as the order of
√
N , have localization lengths
longer than the chain itself. The proof of this finding can be found in great detail in
Refs. [15, 16], the most important steps of which are summarized in the following:
Consider a finite, one-dimensional chain consisting of N sites (with consequently N
normal modes), the nearest neighbors of which are coupled to each other by harmonic
springs with equal force constants k. Disorder is introduced by using a random distribution
of the masses mn, but the same effect could also be achieved with random force constants.
If un is the displacement of the nth atom from its equilibrium position, the system is
described by the following equation of motion:
mn
d2un
dt2
= k (un+1 − 2un + un−1) ,with (n = 1, 2, ..., N) (2.7)
Assuming that all masses oscillate at the same mode frequency ω (i.e., un ∝ exp(−iωt))
the stationary equation of motion is obtained:
−mnω2un = k (un+1 − 2un + un−1) (2.8)
A crucial step is to reformulate Eq. (2.8) by means of a so-called transfer matrix Tn, which
connects the displacements at sites n+ 1, n, and n− 1:(
un+1
un
)
= Tn
(
un
un−1
)
,with Tn =
(
2−mnω2/k −1
1 0
)
(2.9)
Hence, if the initial values of u0 and u1 at one end of the chain are known, the displacement
at any other position n can be obtained by repeated multiplication with the transfer matrix:(
un+1
un
)
= TNTN−1...T1
(
u1
u0
)
or ~un = TNTN−1...T1~u0 (2.10)
The asymptotic properties of such a product of random matrices are treated in Fursten-
berg’s theorem [58]: briefly, it can be shown that if at least two of the nonsingular, iden-
tically distributed (2x2)-matrices Tn do not have common eigenvectors, then there always
exists a constant number λ such that, for each ~u0 6= 0
λ = lim
N→∞
1
N
log |~un|
= lim
N→∞
1
N
log |TNTN−1...T1~u0| > 0 .
(2.11)
This number λ is referred to as the Lyapunov exponenta and characterizes the average
rate of exponential growth of the norm of the state vectors ~un for large N [59,60]. A result
aIn the original papers by Matsuda and Ishii [15, 16], the term Lyapunov exponent does not explicitly
appear; instead the authors calculate the squared value of the norm which gives them a number 2λ.
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of the positivity of λ is the localization of vibrational normal modes: the displacement
un grows exponentially from each end of the large but finite chain and matches at the
maximum [60]. That means, if a vibrational normal mode is localized at some position nl
of the chain, its amplitude decays exponentially to both sides according to:
|un| ∝ e−λ|n−nl| (2.12)
Hence, the physical meaning of λ is the inverse of the localization length ξ of a vibrational
normal mode.
It can be shown that in the limit of ω → 0, the localization length ξ as a function of
the mode frequency can be calculated as follows (Eq. (2.7) in Ref. [15]):
ξ(ω) =
1
λ
=
8k〈mn〉
ω2 〈(mn − 〈mn〉)2〉 (2.13)
Hence, the spatial confinement of vibrational normal modes increases with frequency as
ω−2. Note that in the absence of disorder, the mass variance 〈(mn − 〈mn〉)2〉 in the
denominator of Eq. (2.13) disappears, so that the localization length approaches infinity,
which is the expected result for the vibrational modes of a periodic harmonic chain, i.e.
phonons.
A vibrational normal mode can be considered as localized if its localization length ξ is
smaller than half the length of the chain N/2, which, according to Eq. (2.13), is the case
for all modes above a certain demarcation frequency ωd:
ω > 4
√
k〈mn〉
N 〈(mn − 〈mn〉)2〉 ≡ ωd (2.14)
In the low-frequency regime, where Eq. (2.13) is valid, the frequency of a normal mode
can be approximated by the dispersion relation of a phonon
ωn ≈
√
k
〈mn〉
n
N
π , (2.15)
where n labels the normal modes with increasing frequency. Then, the corresponding
demarcation mode number nd, up to which all vibrational normal modes are delocalized
over the entire structure, can be written as:
nd =
4
π
〈mn〉√
〈(mn − 〈mn〉)2〉
√
N (2.16)
From this equation one can conclude that from the N vibrational normal modes of the
disordered chain, all but the lowest-frequency modes, the number of which scales as the
order of
√
N , are localized.
In a hypothetical one-dimensional silicon glass, the demarcation frequency ωd, which
separates the extended from the localized vibrational excitations, lies somewhere around
15 meV [20], corresponding to approximately 120 cm−1. Similarly, in the concrete example
of a real protein, in which the molecular repeat units are amino acids with many internal
degrees of freedom, mode localization starts around 150-200 cm−1 [1,18,19] and increases
with frequency as predicted by Eq. (2.13). Figure 2.1 shows the localization length ξ
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Figure 2.1: Localization length ξ (solid) and mean free path ℓ (dashed) of the vibrational
normal modes of myoglobin calculated by Leitner and coworkers [18]. The vibrational nor-
mal modes below 150 cm−1 have localization lengths around 16-17 A˚ and are consequently
extended over the entire protein molecule. Above 150 cm−1 the localization length de-
clines with increasing frequency to values between 2.5 and 5 A˚, which corresponds to some
chemical bonds. Figure reprinted with permission from Ref. [18]. Copyright c© (2003),
American Chemical Society.
and the mean free path ℓ of the vibrational normal modes of myoglobin as a function of
their oscillation frequency ω, as calculated by Leitner and coworkers [18]. Basically all
vibrational normal modes above a frequency of ≈150 cm−1 are spatially confined to small
regions of the protein, spanning only some chemical bonds. Only the remaining lowest-
frequency modes have localization lengths of 16-17 A˚, which is comparable to the size of
the protein, and thus can be considered as delocalized over the entire molecular structure.
An important consequence of strong localization, which has been emphasized by
Fabian [20] and Leitner [17,18], is that localized vibrational normal modes show a propen-
sity to repel each other, i.e they are either close in space or close in frequency. A simple
explanation of this effect is given in Ref. [61]: consider just two oscillators whose vibra-
tional frequencies differ by ∆ω. As long as these oscillators are far apart in space, their
coupling will be negligible and their energies will remain localized at each of the sites, even
if their oscillation frequencies are resonant, i.e. ∆ω = 0. However, if the oscillators are
brought close in space, the coupling between them will increase and possibly exceed ∆ω,
so that the vibrational eigenstates become delocalized [61]. Hence, spatially overlapping
vibrational normal modes only remain localized as long as ∆ω is larger than the coupling
between them, which is on the order of several 100 cm−1. As a result, frequencies of local-
ized modes that overlap in space must be rather different [18], which will have consequences
for their anharmonic decay behavior that is discussed in the following section.
2.3 Effects of anharmonicity
In the previous section it was demonstrated, how introducing disorder into a harmonic
periodic chain of atoms leads to localization of vibrational normal modes. In this section
another mechanism, relevant for the redistribution and transport of vibrational energy is
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taken into account, which is anharmonicity.
It is obvious that any perfectly harmonic model of coupled oscillators is unphysical, be-
cause an initial excitation will not evolve toward an equilibrium state [62]. This is because
harmonic vibrations can be described in terms of normal modes, which form an orthogonal
basis of eigenstates. As such, vibrational normal modes are decoupled, i.e. noninteracting,
and energy deposited into one mode will not appear in any other mode. In such a sce-
nario, only the few delocalized low-frequency modes of a disordered chain can contribute
to vibrational energy transport [17], while energy contained in a higher-frequency mode
will stay confined at the position nl, where the respective mode is localized. Transferring
this situation to a protein would imply that a significant fraction of the vibrational energy
available at physiological temperatures − which corresponds to approximately 215 cm−1
− would be trapped in localized higher-frequency modes [18]. Based on similar consid-
erations, Debye suggested already one century ago that nonlinearity must be included in
the description of lattices to be able to explain the observed equilibration and transport
properties [62].
In 1953, following this line of thought, Fermi, Pasta and Ulam (FPU) performed
their famous numerical simulations on the problem of vibrational energy equilibration in a
periodic (i.e., equal masses and force constants) weakly anharmonic chain of oscillators [63],
which nowadays is considered as one of the first computer experiments ever. In their
simulations FPU observed that vibrational energy, which is initially deposited into one
vibrational mode, does not equilibrate among all degrees of freedom of the system, but
instead is only exchanged among a few modes before returning to its initial value, showing
almost periodic behavior [63]. Hence, despite the presence of anharmonicity, the FPU
system does not show any tendency toward a thermalization of vibrational energy! This
infinite relaxation time directly implies that the thermal conductivity κ is also infinite [62],
thus making the weakly anharmonic periodic chain a perfect energy conductor, like the
harmonic periodic chain. This surprising behavior could later be explained by Zabusky and
Kruskal [64], who described the FPU system with the Korteweg-de Vries equation, which
shows solitary-wave solutions. Since these solitons behave like harmonic particles they do
not irreversibly scatter with each other, i.e. they do not exchange energy, so that the FPU
system cannot equilibrate. More recently, it was demonstrated that if the nonlinearity of
the system is increased, e.g. by increasing the energy density, the FPU system undergoes
a transition into a chaotic regime, where energy quickly relaxes to equipartition [65].
The pioneering studies considering disorder and anharmonicity simultaneously were
the numerical simulations by Payton, Rich and Visscher [57] as well as Jackson, Pasta and
Waters [66], both starting from the anharmonic FPU chain but adding disorder in the form
of a random binary mixture of masses or random nonlinear coupling constants [67]. In a
naive picture, one would expect that anharmonicity and disorder constitute two indepen-
dent, and therefore additive, scattering mechanisms, both of which decrease the thermal
conductivity [57]. On the contrary, the simulations revealed that, except in the case of
weak disorder, where adding anharmonicity indeed leads to a further decrease of κ, most
other systems are affected in the opposite way: in the presence of strong disorder, when
most of the normal modes are localized, the addition of anharmonic scattering enhances
the thermal conductivity as compared to the respective harmonic system. From this result
the authors of Ref. [57] concluded that anharmonic coupling allows localized modes, which
otherwise are frozen out of the energy transport process, to decay into lower-frequency
propagating modes.
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With this interpretation, Payton et al. anticipated a picture, later formulated in the
context of amorphous solids by Alexander, Orbach and coworkers [21,22], and elaborated in
more detail by Leitner and coworkers [14,17,18] to describe the energy transport properties
of peptides and proteins. The main idea is to separate vibrational modes into delocalized
phonon-like low-frequency modes, and localized high-frequency modes; the former carrying
heat, the latter only taking part in the transport process after anharmonic decay into
spatially extended modes. Then, also the transport properties can be divided into two
contributions, one which is governed by propagation along the phonon-like modes, and
the other by anharmonicity-induced, phonon-assisted transport between localized modes
(compare Sec. 2.4, below).
To elucidate the role of anharmonic scattering in vibrational energy redistribution in
disordered systems, Leitner et al. calculated the anharmonic decay rates W (ω) (i.e., the
inverse lifetimes) of the vibrational modes in a one-dimensional glass [17], α-helices [1] and
entire proteins [18,19]. For this purpose they considered only cubic anharmonic terms, i.e.
scattering processes with three vibrational modes involved, and neglected all higher-order
contributions. At low temperatures, vibrational energy transfer is dominated by processes
that involve the decay of a vibrational excitation with frequency ωα, into two others with
lower frequencies ωβ and ωγ , such that ωα = ωβ + ωγ . Then, the corresponding energy
transfer rate is given by Fermi’s Golden Rule [1]:
W (ωα) =
~π
8ωα
∑
β,γ
|Φαβγ |2
ωβωγ
(1 + nβ(T ) + nγ(T )) δ (ωα − ωβ − ωγ) , (2.17)
where the temperature-dependent occupation numbers ni(T ) of modes with frequency ωi
are given by
ni(T ) = (e
~ωi/kBT − 1)−1 (2.18)
and the corresponding matrix elements Φαβγ are obtained as the coefficients of the cubic
terms, when expanding the coupling potential of the chain V in normal coordinates Q:
Φαβγ =
∂3V
∂Qα∂Qβ∂Qγ
(2.19)
Calculation of the vibrational energy transfer rates W (ω) at different temperatures,
leads to the remarkable result that above a frequency of about 500 cm−1 the decay rates
hardly show any temperature dependence [1, 18, 19]. In Eq. (2.17), the temperature de-
pendence enters through the occupation numbers of the final states nβ(T ) and nγ(T ).
Hence, a strong temperature dependence of the anharmonic decay rate W (ω) implies that
energy flows into vibrational states, that are sufficiently low in frequency to be thermally
populated, i.e. nβ(T ), nγ(T ) 6= 0. Therefore, from the observed temperature invariance,
Leitner et al. conclude that there can be only little direct energy transfer from localized
modes with ω >500 cm−1 into delocalized low-frequency modes [1, 18,19].
This finding can be explained as follows: for energy redistribution to occur, energy
between the involved modes must be conserved, as expressed by the resonance condition
in Eq. (2.17). This means, if a localized vibrational excitation with frequency ωα de-
cays into two other modes − one of which is delocalized with accordingly low frequency
ωβ <150 cm
−1 − then the remaining energy must end up in another localized mode, whose
frequency ωγ is only slightly lower than ωα. However, it has been discussed above that
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Figure 2.2: Schematic representation of energy transport between the vibrational modes
of an anharmonic aperiodic chain of five coupled oscillators, in which site #1 carries an
excess of vibrational energy as indicated by the thickness of the lines. Disorder leads to
localization of vibrational modes, the effect of which increases with frequency; only the
lowest-frequency modes are delocalized over various sites and can transport energy along
the chain. Anharmonicity couples the localized modes to the propagating modes, so that
energy can relax in a cascade-like process and equilibrate among all degrees of freedom.
Figure adapted from Ref. [51].
localized vibrational modes tend to spatially repel each other [17, 18, 20]. Hence, the spa-
tial overlap of two localized modes with similar frequencies ωα ≈ ωγ must be small, and
so is the matrix element Φαβγ of the underlying anharmonic scattering process among the
three modes. Consequently, the rate of energy transfer from a localized mode into another
localized mode with similar frequency, and the remainder into a delocalized mode with
low frequency, must be small [18].
This in turn means that the contribution of anharmonicity to thermal transport is
almost entirely given by vibrational energy transfer among spatially overlapping localized
modes [17], which accordingly must have significantly different frequencies. It has been
shown that the modes that couple most strongly to a localized mode with frequency ωα
have frequencies in the range ωα/3 to 2ωα/3 [17]. As an optimal case, one can imagine
Fermi-resonant transitions, in which a localized vibrational excitation with frequency ωα
decays into two quanta of a spatially overlapping mode with frequency ωβ = ωα/2. Hence,
vibrational energy contained in a localized mode does not relax into a propagating mode
in just one single anharmonic decay, but instead cascades down the vibrational ladder via
several localized modes with intermediate vibrational frequency.
The effects of anharmonicity and disorder being discussed in this and the previous
section, motivate a model for the description of vibrational energy transport in biomolec-
ular chains, which is schematically illustrated in Figure 2.2. It depicts the vibrational
mode distribution of an anharmonic aperiodic chain of coupled oscillators, in which one
site carries an excess of energy. Since disorder decreases the localization length ξ of vibra-
tional excitations − the effect of which increases with frequency according to Eq. (2.13)
− the majority of vibrational modes is spatially confined to individual sites of the chain.
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Only the remaining lowest-frequency modes are delocalized over the entire system and
can contribute to energy propagation along the chain. The addition of anharmonicity
allows localized high-frequency modes to decay into lower-frequency propagating modes.
The underlying equilibration process predominantly takes place between spatially overlap-
ping modes of dissimilar frequency. Hence, anharmonicity gives rise to vibrational energy
redistribution, occurring in a cascade-like process within individual sites.
2.4 Calculation of thermal transport properties
Within the framework of the model derived in the two previous sections to describe vibra-
tional energy transport in the presence of disorder and anharmonicity, it is now possible to
estimate the transport properties of biomolecular chains. For systems large enough, e.g.
proteins, this problem can be addressed in macroscopic terms, such that thermal trans-
port coefficients can be calculated [14]. These coefficients, however, must be understood
as effective values, because the flow of vibrational energy transport in proteins is expected
to be anisotropic. The following discussion is based on the theory developed by Leitner
and coworkers [6, 14, 17–19].
The thermal conductivity κ, which describes the ability of a material to conduct heat
(compare Eq. (2.1)), can be calculated as
κ =
∫
dωn(ω)c(ω)Dv(ω) , (2.20)
where n(ω) is the density of states, c(ω) the contribution of a vibrational mode to the
total heat capacity (see Eq. (2.22) below), and Dv(ω) is the frequency-dependent energy
diffusion coefficient [18,21].
The thermal diffusivity D is obtained as the ratio of the thermal conductivity and the
heat capacity per unit volume (compare Eq. 2.5), i.e. it describes how rapidly a material
can adapt to a temperature change:
D =
κ∫
dωn(ω)c(ω)
=
∫
dωn(ω)c(ω)Dv(ω)∫
dωn(ω)c(ω)
(2.21)
The contribution of a vibrational mode with frequency ω to the total heat capacity per
unit volume is given by:
c(ω) =
~
2ω2
V kBT 2
e~ω/kBT[
e~ω/kBT − 1]2 (2.22)
This function depends on the occupation of the particular mode, and therefore increases
strongly with temperature until it reaches its classical limit of ~2ω2/V kBT
2.
In the harmonic limit, only the extended vibrations with frequencies ω < ωd can
carry heat. Because vibrational energy transport in these modes is phonon-like, energy
will propagate with the speed of sound cs over a distance given by the mean free path ℓ.
Hence, the diffusion coefficient can be calculated by [18]
Dvharm(ω) =
1
3
cs(ω)ℓ(ω) . (2.23)
Taking again myoglobin as an example, one finds a value cs ≈20 A˚ ps−1 [18], and ℓ varies
as a function of ω as displayed in Figure 2.1, i.e. between lengths spanning the entire
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Figure 2.3: (a) Thermal conductivity κ and (b) thermal diffusivity D of myoglobin,
as calculated by Leitner and coworkers [18], plotted as solid lines in the temperature
range from 20 K to 320 K. For comparison, the dashed curve in (a) gives the thermal
conductivity if no anharmonic coupling is included in the calculation, and the dot-dashed
curve the same if all normal modes were delocalized over the protein and could contribute
to heat transport. Figure reprinted with permission from Ref. [18]. Copyright c© (2003),
American Chemical Society.
protein and a chemical bond. Then, the thermal conductivity in the harmonic limit can
be obtained by using the diffusion coefficientDvharm as defined in Eq. (2.23) and integrating
Eq. (2.20) up to the demarcation frequency ωd ≈150 cm−1:
κharm(T ) =
ωd∫
0
dωn(ω)c(ω)Dvharm(ω) (2.24)
The result obtained by Leitner and coworkers is displayed as a dashed line in Figure 2.3a,
showing that κharm increases with temperature until it saturates to a value of
≈1.2 mW cm−1 K−1. The initial increase of the thermal conductivity is due to the fact
that with increasing temperature more modes are thermally populated and can contribute
to transport − the effect of which enters through the heat capacity c(ω) (Eq. (2.22)).
However, if the temperature increases even further, the additionally populated modes lie
above the cutoff frequency ωd and are not regarded in the harmonic limit, which leads to
the saturation of κharm. In order to estimate to what extent localization effects lower the
thermal conductivity of a protein, it is interesting to calculate κharm for the hypothetical
situation, in which all vibrational modes of myoglobin would be delocalized and could carry
heat. The result for this case, which is obtained by integrating Eq. (2.24) over the entire
spectrum of vibrational normal modes 0 ≤ ω ≤ ωmax, is displayed as a dot-dashed line
in Figure 2.3a. In contrast to the previous case, κharm grows over the entire temperature
range and reaches a value of 2.1 mW cm−1 K−1 at T = 320 K. Comparing both results,
it can be concluded that − at physiological temperatures and in the harmonic limit −
localization decreases the thermal conductivity by a factor of 2, because high-frequency
modes are frozen out of the energy transport process.
As a next step, the effects of anharmonicity are included in the calculation of the
thermal transport properties. Anharmonic coupling allows the localized modes to exchange
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energy with the rest of the system, the contribution of which, κanh(T ), increases the
thermal conductivity. Then, the value κ(T ) = κharm(T ) + κanh(T ) will lie somewhere
between the two extreme cases of the harmonic limit discussed above. The anharmonic
contribution to the thermal conductivity can be estimated by using a hopping model as
first suggested by Orbach and coworkers [21]. Assuming that energy transport between
localized modes is phonon-assisted, energy decays at rate W (ω) from a localized mode
into a lower-frequency mode, where it can propagate over a certain distance until another
anharmonic transition occurs at rate W (ω). If W (ω) is sufficiently slow, energy has time
to spread over the entire localization length of this mode before it is redistributed, so that
the mean free path of this process is given by ℓ = ξ and the speed by ξW . Then, the
diffusion coefficient describing the anharmonic contribution can be written as:
Dvanh(ω) =
1
3
ξ2(ω)W (ω) (2.25)
If, however, the anharmonic decay rate W (ω) is fast enough, a vibrational excitation will
not have time to diffuse over a distance as far as ξ, i.e., energy will be redistributed
before it can feel the limitations of mode localization. In this case, intrasite vibrational
energy redistribution is not rate-limiting so that the effects of localization do not influence
energy transport and the diffusion coefficient is again given by Dvharm(ω), even for spatially
localized modes above the demarcation frequency ωd. To decide, which diffusion coefficient
to use for calculating the thermal diffusivity of modes with ω > ωd, Leitner and coworkers
estimate the time t∗ it takes for a vibrational excitation to diffuse over the entire distance
ξ [18]:
t∗(ω) =
1
3
ξ2(ω)
Dvharm(ω)
(2.26)
Then, the anharmonic contribution to the thermal conductivity can be calculated as:
κanh(T ) =
ωmax∫
ωd
dωn(ω)c(ω)Dv(ω) with Dv(ω) =
{
Dvharm(ω) if W
−1(ω) ≤ t∗(ω)
Dvanh(ω) if W
−1(ω) > t∗(ω)
(2.27)
For frequencies ω >500 cm−1, the vibrational modes are highly localized so that energy
diffusion is usually dominated by anharmonic decay, and best described by the diffusion
coefficientDvanh(ω) [18]. For modes between 150 cm
−1 and 500 cm−1 however, the localiza-
tion lengths ξ become longer and anharmonic decay more efficient, so that anharmonicity
redistributes energy faster than a vibrational excitation can travel. Hence, in the inter-
mediate regime just above the localization threshold, vibrational energy transport is still
better described by the harmonic diffusion coefficient Dvharm(ω) [18].
The result for the thermal conductivity κ(T ) that has been obtained by Leitner and
coworkers [18] by using Eq. (2.24) for the delocalized modes below the demarcation fre-
quency, and Eq. (2.27) for all modes above, is displayed as a solid line in Figure 2.3a. The
value of the thermal conductivity increases with temperature, to reach a value of around
2 mW cm−1 K−1 at physiological temperatures, which is about twice the value computed
in the harmonic limit and almost as much as if all modes would be delocalized. Hence,
anharmonicity enhances energy flow in a protein to an extent that it almost compensates
for localization effects.
With the value of κ(T ) available, it is possible to also calculate the thermal diffusivity
D of myoglobin according to Eq. (2.21). The result is displayed in Figure 2.3b, showing
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that the thermal diffusivity decreases with temperature (which is because the heat capacity
increases with temperature more strongly than κ does), and reaches a value of ≈12 A˚2 ps−1
at T = 320 K. In the absence of anharmonicity, accordingly, also this transport property
would be diminished by an approximate factor of 2 at physiological temperatures [19].
Chapter 3
Vibrational energy transport in
the presence of IVR
Part I: Toy model MD simulations
In this chapter, classical and quantum-mechanical molecular dynamics simulations on
vibrational energy transport in biomolecular chains are presented. The mechanism of vi-
brational energy flow is studied in a regime where a diffusion equation is likely to break
down, i.e., on length scales of a few chemical bonds and time scales of a few picoseconds.
Along the lines of the previous chapter, a toy model is introduced that on the one hand
mimics the vibrational normal mode distribution of peptides and proteins, and on the
other hand is small enough to numerically time-propagate the system fully quantum me-
chanically. Comparing classical and quantum-mechanical results the question is addressed
how far classical MD simulations, which are the only choice for modeling real biomolecular
systems, can be pushed toward an effective and quantitative description of quantum effects
in energy transport properties.
3.1 Introduction
The experimental studies presented in the later chapters of this thesis are based on the
idea of using pulsed laser radiation to initially prepare a nonequilibrium distribution of
vibrational energy in biomolecules, and to follow the subsequent redistribution of energy
within the molecule as well as the equilibration with the surroundings with time-resolved
vibrational spectroscopy. The purpose of this chapter is to simulate vibrational energy
transport in a protein-like system, in order to obtain a better understanding of the involved
relaxation processes, which leads to a guideline for the interpretation of experimental
observations but also for the development of novel experimental concepts.
A very intuitive approach to study vibrational energy transport properties in bio-
molecules is to run nonequilibrium MD simulations, depositing excess energy into one
vibrational mode and calculate its flow through the system directly as a function of time.
The pioneering work in this field was done in 1986 by Henry et al. [23], who simulated
the vibrational cooling of a laser-excited heme into its surrounding protein. However,
because condensed-phase quantum-mechanical calculations are computationally extremely
demanding, still today, for any realistically-sized solution phase molecular system one has
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to resort to classical mechanics MD simulations [2, 23,24,26–29].
Of course, classical simulations, as they are based on Newtonian mechanics, can only
produce classical results and not account for any quantum effects [68]. While the classi-
cal approximation works very well when studying conformational processes of molecular
systems, this is not necessarily the case for thermal properties, even in the completely
harmonic case. Most evidently, the classical heat capacity of all but the lowest frequency
normal modes of molecular systems deviates significantly from its quantum counterpart.
It is therefore of great interest to assess the validity of classical mechanics for the inves-
tigation of vibrational energy transport properties [68–70]. A popular approach in this
context, is to perform classical MD simulations and to multiply the obtained results by
so-called quantum correction factors giving the real quantum result [69–71].
As already indicated in Chapter 1, the agreement between the experimental findings
obtained by Botan et al. [43] and Backus et al. [51,52] and the accompanying classical MD
simulations is unsatisfactory. First of all, the simulations overestimate the experimentally
measured thermal diffusivity by a factor of five. This is an uncommon finding, because
it is known that classical simulations rather underestimate the real vibrational relaxation
rates [69]. Application of quantum correction factors to the classical results would yield
even higher transport rates, and consequently increase the discrepancy between simulation
and experiment. The authors of Ref. [51], therefore, speculated that vibrational energy
trapping might be a reason for the experimentally observed low thermal diffusivity, which,
however could not be reproduced by the accompanying simulations.
Furthermore, from the classical MD simulations, no conclusive information about the
excitation energy dependence of vibrational energy transport can be deduced. Backus et
al. speculated in Ref. [51] that the rate-limiting step in energy transport is intramolecular
vibrational redistribution (IVR) within the various peptide units of the helix, and not
the actual transport from site to site. This is related to the very general observation
that only a relatively small subset of the lowest frequency normal modes of a protein, the
number of which scales as the order of
√
N (compare Sec. 2.2), tends to delocalize over
large distances similar to the physics of glasses [1, 17–20]. The higher-frequency modes,
in contrast, are largely localized at individual sites. Hence, when a high-frequency mode
is excited, it first needs to relax to a lower-frequency mode before it can be transported
along the chain. Since classical and quantum mechanics distribute thermalized vibrational
energy very differently among the various modes, the amount of heating could have distinct
effects on the subsequent energy relaxation process. While classical MD simulations are
known to be largely insensitive on the amount of deposited energy [51] the behavior of
quantum-mechanical MD simulations is uncertain and has not been studied so far.
Another effect that could not be reproduced by MD simulations is the transition of
vibrational energy transport from diffusive at high solvent temperatures to ballistic −
and counterintuitively, less efficient − at low solvent temperatures [52]. To explain this
behavior, another speculation raised in Ref. [52] was that the solvent temperature modu-
lates the flexibility of the helix, and thereby intrasite IVR. At low solvent temperatures,
intrasite IVR is slow, and only the small fraction of energy that is initially deposited in
the low-frequency modes can be transported. This transport is ballistic-like, that means
phonon-like in manner, because these low-frequency modes delocalize over length scales
that equal the size of the helix. As the solvent temperature increases, IVR becomes signif-
icantly more efficient and refeeds vibrational energy from localized high-frequency modes
into the low-frequency transporting modes. Due to the large number of states that are
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Figure 3.1: Scheme of the 1D chain with n=5 sites and m=4 modes per site. The
intersite couplings ki are indicated. Note that the Hamiltonian Eq. (3.1) is, in fact, one-
dimensional (i.e., one normal mode per mass point), different from what the figure might
suggest.
involved, IVR has probabilistic character, and energy transport now is diffusive-like, in
the sense that it can be fitted by a master equation.
To put some of these speculations on more solid grounds, the aim of this chapter is to
devise a toy model that is small enough to numerically propagate the system fully quan-
tum mechanically. The model is designed to mimic the normal mode distribution found
in proteins [1, 17–20, 72]: for every site, one low-frequency mode is introduced that cou-
ples to neighboring sites through a harmonic spring and therefore is capable to transport
energy along the chain. This mode is classical with ~ω < kBT . In addition, a couple of
higher-frequency modes is added to each site that are quantum-like (~ω > kBT ) and that
communicate with the transporting mode through Fermi resonances (compare Sec. 2.3).
First, the system is equilibrated at a certain temperature. Then, all modes of one site at
the end of the chain (site #1) are heated to an elevated temperature and the relaxation
along the chain is investigated in nonequilibrium MD simulations. To address the ques-
tion whether the classical nature of MD simulations can explain part of the discrepancy
between experiment and simulations, the system is time-propagated both classically and
quantum mechanically, using exactly the same potential energy function.
3.2 Model
3.2.1 The Hamiltonian
As a model system, a one-dimensional (1D) chain with n=5 sites and m=4 modes on each
site is defined (Fig. 3.1). The set of lowest frequency modes on each site, described in
unitless massweighted coordinates qi,1, mimics transporting modes modeled as harmonic
springs between neighboring sites. The higher-frequency normal modes qij with j ≥ 2,
in contrast, are normal modes localized on individual sites. Throughout this chapter, the
first index, i, labels the site and the second index, j, the corresponding mode on site i.
The harmonic part of the Hamiltonian reads
H(2) = T +
1
2
∑
i,j
ωijq
2
ij +
1
2
n−1∑
i=1
ki (qi,1 − qi+1,1)2 , (3.1)
where T is the corresponding kinetic energy, ωij the on-site frequency of the mode, and
ki the coupling constant between the sites. All energies are defined in units of the
base temperature, kBT0 = 200 cm
−1 at room temperature and time is given in units
of ~/kBT0 ≈ 25 fs at room temperature.
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Figure 3.2: Normal mode distribution for a typical realization of the Hamiltonian.
The thickness of the lines represents the amplitudes of the various normal modes at
individual sites. The arrows symbolize intrasite IVR and chain transport processes, see
discussion. Two of the low-frequency modes are so close that they are not resolved in this
representation.
For clarity, the Hamiltonian is sorted by its diagonal and off-diagonal elements:
H(2) =
1
2
∑
i,j
ω′ij
(
p2ij + q
2
ij
)− n−1∑
i=1
kiqi,1qi+1,1 (3.2)
with
ω′i,1 = ω1 + ki − 〈ki〉+ ki−1 − 〈ki−1〉 (3.3)
for the transporting mode j = 1 (the boundary term is omitted for i = 1 and i = n), and
ω′ij = ωj + δωij (3.4)
for the higher-frequency modes j ≥ 2. The particular spectrum is chosen as {ω1, ω2, ω3, ω4}
= {0.7, 1.4, 2.8, 5.6} (in units of kBT ), which is a series of Fermi resonances to facilitate
IVR despite the small number of modes. The lowest-frequency (transporting) mode is a
“classical” mode with ω1 < kBT , all other modes are quantum-like with ωj > kBT .
The numbers δωij mimic disorder and are randomly chosen from a Gaussian distri-
bution with a standard deviation 〈δω〉 = 0.02. The intersite couplings ki, responsible for
transport along the chain, are chosen from an exponential distribution with a mean value
〈k〉 = 0.15. To maintain the Fermi resonances (modulo disorder), the mean 〈k〉 at the
boundaries of the chain and twice the mean 〈k〉 in the interior of the chain is subtracted
from ω1 (see Eq. (3.3)). Figure 3.2 shows the normal modes for a typical realization of the
Hamiltonian. The high-frequency modes are all localized on the individual sites, whereas
the set of transporting low-frequency modes delocalizes to a certain extent along the chain.
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The harmonic Hamiltonian Eq. (3.2) decouples the high-frequency modes (j ≥ 2) from
the low-frequency transporting modes (j = 1). Therefore, to promote IVR within each
site i, an additional cubic anharmonicity [73,74] with a common anharmonicity parameter
∆ is introduced , which efficiently couples resonant states:
H(3) = ∆
∑
i,j,k
qikq
2
ij (3.5)
The effect of this cubic anharmonicity is easiest to understand when expressing the position
coordinates q in terms of creation and annihilation operators. The resulting coupling terms
bikb
†
ijb
†
ij and b
†
ikbijbij (see Appendix A) de-excite one oscillator by one quantum, and at
the same time excite the other oscillator by two quanta, or vice versa, which strongly
couples these two modes. Since the individual modes are Fermi-resonant by construct, i.e.
ωj+1 = 2ωj , the respective states efficiently start to mix [75].
The complete Hamiltonian, resulting from Eqs. (3.2) and (3.5), is written as:
H = H(2) +H(3) (3.6)
3.2.2 Classical simulations
For the classical MD simulations, the Hamilton equations are time-propagated as
pij(t+∆t) = pij(t) + Fij(t)∆t (3.7)
qij(t+∆t) = qij(t) + vij(t+∆t)∆t
= qij(t) + ω
′
ijpij(t+∆t)∆t,
(3.8)
with the force Fij = −∂V/∂qij deduced from the potential energy function and an
integration time step ∆t = 0.01.
The system is initialized by assigning the total energy E = kBT0 to each mode entirely
in form of kinetic energy. For this purpose the starting conditions are chosen to be qij = 0
and pij is taken from a Gaussian distribution with a standard deviation
√
2kBT0/ω′ij ,
revealing a Boltzmann distribution in 1D. According to the virial theorem (which ap-
plies approximately since the anharmonic term H(3) is small), the average total energy is
distributed equally between kinetic and potential energy after equilibration. In order to
obtain an equilibrated, thermalized ensemble the system is time-propagated for sufficiently
long time. Since the initial guess is already close to a thermalized system an equilibration
run of the duration t = 25000 turns out to be adequate and no further changes can be
observed hereafter. Thus, a thermalized ensemble with a total energy of E = 4kBT0 per
site is obtained, which is equally distributed over all modes (i.e., E = kBT0 per mode).
After the equilibration step, excess energy is deposited at site i=1 by scaling the
instantaneous momenta p1,j and spatial coordinates q1,j of all 4 modes j = 1, 2, 3, 4 uni-
formly upward (compare Ref. [23]) so that the heating site remains thermal but at a higher
temperature. Since the total energy E is quadratic in p and q a scaling factor
√
T/T0 is
used for both coordinates, whose values are chosen close to the experiment; in the case of
high-energy excitation it is
√
3 in the case of low-energy excitation
√
1.1 so that the energy
of the heating site jumps from T0 to 3T0 (∆T = 2T0) or 1.1T0 (∆T = 0.1T0), respectively.
The system then evolves freely and the total energy of each site is calculated as a
function of time. Only the local, first term of Eq. (3.2) is evaluated to calculate the
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total energy, while the intersite couplings on the main chain
∑n−1
i=1 kiqi,1qi+1,1 and the
small anharmonic part H(3) (Eq. (3.5)) are neglected. The results are averaged over
an ensemble of 3000-30000 individual trajectories, each initialized with different random
initial conditions and random Hamiltonians generated as described above.
The quadratic-cubic Hamiltonian (Eq. (3.6)) is not binding, resulting in a small prob-
ability that trajectories escape from the local minimum around qi=0. To prevent this from
happening, a small quartic term
H(4) = α∆
∑
i,j,k
q2ikq
2
ij (3.9)
with α=0.3 is added for the classical simulations. For the quantum-mechanical simula-
tions this quartic compensation term is redundant because the accessible phase space is
intrinsically restricted due to the truncation of the basis (see next section).
3.2.3 Quantum simulations†
Matrix representation
For the quantum-mechanical simulations, the Hamiltonian (Eq. (3.6)) is expressed in terms
of creation and annihilation operators, bij = (qˆij + ipˆij)/
√
2 and b†ij = (qˆij − ipˆij)/
√
2, a
detailed derivation can be found in Appendix A:
H(2) =
∑
i,j
ω′ij
(
b†ijbij +
1
2
)
− 1
2
n−1∑
i=1
ki
(
b†i,1b
†
i+1,1 + b
†
i,1bi+1,1 + c.c
)
H(3) = ∆
1√
8
∑
i,j,k
(
b†ikb
†
ijb
†
ij + b
†
ikb
†
ijbij + b
†
ikbijb
†
ij + b
†
ikbijbij
)
+ c.c.
(3.10)
When describing bilinear couplings, nonquantum-conserving terms, such as b†i,1b
†
i+1,1 are
commonly neglected in the harmonic Hamiltonian H(2) because they couple states that
are far apart in energy [75]. However, due to the relatively strong intersite coupling in the
present system, these terms are no longer completely negligible and consequently retained.
The wave function is expanded in a basis of product states of the individual modes:
Ψ =
∑
{nij}
c{nij}|n1,1, n1,2, ....nnm〉 (3.11)
with
|n1,1, n1,2, ....nnm〉 ≡
∏
i,j
(
b†i,j
)nij |0〉 (3.12)
Here, c{nij} ≡ cn1,1,n1,2,....nnm is a “vector”with n×m indices, the nij are the corresponding
occupation numbers and |0〉 is the vacuum state. The dimension of the basis, in principle,
is
∏
ij(N
(max)
ij + 1) with N
(max)
ij the maximal number of quanta on mode (i, j). In order
to reduce the basis to a manageable size, only combination modes below a certain cutoff
energy are retained. With a cutoff energy of ǫcut = 11, about 95% of the norm of a
†The quantum-mechanical simulations were performed by Peter Hamm.
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thermalized wave function (Eq. (3.13), below) are within the configuration space spanned
by this basis. This cutoff results in ca. 2 × 105 to 106 basis states, depending on the
particular realization of the Hamiltonian, i.e., the random choice of numbers δωij and ki.
The time-dependent Schro¨dinger equation is propagated using a Chebychev scheme [76].
This requires knowledge of upper and lower bounds of eigenstates of the Hamiltonian,
which are computed beforehand by a few Lanczos iterations (the basis size is too large to
completely diagonalize the Hamiltonian). The elementary operation in both the Cheby-
chev scheme and the Lanczos algorithm is a matrix-vector product, whose computational
cost scales like the number of elements of the sparse Hamilton matrix (≈ 10 times the
dimension of the basis).
Equilibration and heating
As a first guess for a thermalized initial condition, the expansion coefficients are calculated
as Boltzmann factors
c{nij} =
1√
N
e
−
H{nij},{nij}
2kBT0 e
iφ{nij} (3.13)
using the diagonal elements of the Hamiltonian
H{nij},{nij} =
∑
ij
ω′ij
(
nij +
1
2
)
(3.14)
as an estimate of the energies of the corresponding modes. N is a normalization factor,
and the phases φ{nij} are chosen from a random distribution between 0 and 2π. Aver-
aging over many such wave functions with different random choices of the phases φ{nij},
the resulting density matrix would be diagonal and represent a thermal ensemble. In
order to further equilibrate the wave function in the presence of the off-diagonal terms
of the Hamiltonian (the intersite couplings ki and the anharmonic terms ∆), the wave
function is time-propagated for sufficiently long time, as already described for the classical
simulations.
After the equilibration step, all modes at site i=1 are heated with temperature jumps
that are the same as in the classical case. To this end, the reduced probability densities
ρnij of the various quantum states nij of the individual modes (i, j) are first calculated
for the equilibrated state by tracing out the other degrees of freedom. Each expansion
coefficient of the equilibrated wavefunction is then replaced by
c{nij} → c{nij} ×
∏
j
ρδβ/2n1j , (3.15)
where the index of the product runs over all components of the vector c{nij} related to site
#1. The phases of the individual components are retained and the wave function is renor-
malized afterwards. This expression corresponds to a heating from the base temperature
β0 ≡ 1/kBT0 = 1 to an elevated temperature β = 1− δβ for all modes on site #1, which
can easily be seen if the reduced probability densities ρnij would strictly follow Boltzmann
distributions. In the present finite system, where the population deviates somewhat from a
Boltzmann distribution, the same is achieved by perturbing the equilibrium wave function
as little as possible.
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The wave function prepared in this way is time-propagated, and the energy on each
site is calculated at each time step:
E
(tot)
i =
∑
j,nij
ρnijω
′
ijnij (3.16)
The result is averaged over several nonequilibrium trajectories for different set of random
numbers δωij and ki in the Hamiltonian Eq. (3.2), as well as random phases φ{nij} in
the initial condition Eq. (3.13), thereby realizing a thermal average over a disordered
inhomogeneous ensemble. Due to the high computational cost, the number of trajectories
is small (12 trajectories), nevertheless, the essential characteristics are contained in every
single trajectory. Also, in contrast to the classical simulation, a single quantum wave
function already contains a significant amount of phase-space averaging through the initial
condition Eq. (3.13).
3.3 Results
3.3.1 Quantum simulations
Figure 3.3 shows the energies of sites #1-5 after a temperature jump at site #1 of ∆T =
0.1T0 (panel a) and ∆T = 2T0 (panel b) for a small anharmonicity ∆ = 0.025. The
ratio between coupling ∆ and disorder 〈δω〉 = 0.02 determines the resonance condition of
the Fermi resonances. A value ∆/〈δω〉 ≈ 1 is just at the borderline between completely
switching off IVR and efficient IVR.
Two relaxation phases can be identified: first, a very fast initial step until t ≈ 10
(i.e., 250 fs in real units), which deposits energy up to site 3 (see Fig. 3.3, inset). Some
residual coherence initiated by that initial process survives until t ≈ 1000 with a typical
frequency of ≈ 0.3. The time scale of the initial drop scales with the intersite couplings
ki and, therefore, it can be attributed to ballistic energy transport along the chain. This
means, if the intersite couplings ki and the frequency of the transporting modes ω1 were
constant, the system would be perfectly ordered so that the lowest frequency modes would
be phonons, in the limit of an infinite chain. With the given initial condition, a localized
wavepacket is deposited at site #1, which then would propagate along the chain in a wave-
like manner. The time scale of this ballistic transport would be given by the dispersion of
the phonon, which is approximately 4ki. The present chain system, however, is constructed
with disorder in ki and ω1, which causes the low-frequency modes to partially localize
(compare Sec. 2.2). Nevertheless, to the extent the normal modes are still delocalized
(Fig. 3.2), vibrational energy transport can be phonon-like over a certain distance.
Second, on a significantly slower time scale, a further relaxation process is observed
that proceeds until t ≈ 50000 (1.2 ns in real units; it is difficult to specify a time constant
because the process is nonexponential). It should be noted that relaxation is not complete
even for times t ≫ 50000 (data not shown), i.e., the energies of the five sites do not
converge to the same value, which they should in average. It can be shown that the size
of the remaining offset decreases as the size of the system increases, which is why it is
attributed to the finiteness of the system and consequently the discreteness of the energy
spectrum.
Figure 3.4 shows the same simulations for a significantly larger anharmonicity param-
eter ∆ = 0.07. Due to the increased ratio of coupling versus disorder (∆/〈δω〉 = 3.5)
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Figure 3.3: Quantum results for low an-
harmonicity (∆ = 0.025). Energies of sites
#1-5 (in black, red, green, blue, and ma-
genta) after a temperature jump at site #1 of
∆T = 0.1T0 (panel a) and ∆T = 2T0 (panel
b). The inset shows the same on an expanded
time axis.
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Figure 3.4: Quantum results for high an-
harmonicity (∆ = 0.07). Energies of sites
#1-5 (in black, red, green, blue, and ma-
genta) after a temperature jump at site #1 of
∆T = 0.1T0 (panel a) and ∆T = 2T0 (panel
b). The inset shows the same on an expanded
time axis.
intrasite IVR is much more efficient in this case. Qualitatively, the results are compara-
ble to the low-anharmonicity case, exhibiting two relaxation phases. However, the slower
phase now is about ten times faster than in Figure 3.3 (note the different time scales), and
the coherences are less pronounced.
Careful inspection of the relaxation in the low-anharmonicity case (Fig. 3.3) shows
that the responses after a small (Fig. 3.3a) or a large (Fig. 3.3b) temperature jump are
not exactly the same. This is made clearer in Figure 3.5a which directly compares the
cooling of the initially heated site #1 in the two cases. Both curves are normalized so
that they coincide at t = 0 and asymptotically for large times. In a relative sense, the
initial ballistic component is larger for the small temperature jump. Interestingly, when
increasing the anharmonicity, the difference between the two cases essentially vanishes
(Fig. 3.5b).
Especially for the high-anharmonicity case, a propagation effect can be identified,
which becomes clear in Figure 3.4 and also Figure 3.6a, which shows the same data on
an enlarged scale: the farther a site is away from the initially heated site #1, the longer
it takes until vibrational energy appears. Site #2 is, in fact, overshooting a little, as it is
first populated from site #1 and later on depopulated toward the rest of the chain. To
investigate the origin of this propagation effect, the simulation of Figure 3.4 was repeated
with the anharmonic couplings of sites #2-5 switched off, and thereby preventing the
possibility of intrasite IVR on these sites (intrasite IVR in the heated site #1 is still
possible, so that the deposited energy can be transferred into the transporting modes).
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sponding results after switching off the an-
harmonic couplings of sites #2-5.
The obtained result is shown in Figure 3.6b. With regard to the initial, ballistic phase,
both simulations reveal essentially the same step for sites 2 and 3. However, later on the
energy content of all sites #2-5 rises more or less in parallel and is decreased compared
to the case with full IVR allowed (Fig. 3.6a). Hence, when IVR is switched off, energy
dissipating out of site #1 appears in all sites #2-5 essentially simultaneously and the
overall transport process becomes less efficient.
3.3.2 Classical simulations
Figure 3.7 shows the corresponding results obtained from a classical simulation for small
anharmonicity ∆ = 0.025. Once again two phases can be identified, i.e., a fast ballistic one
taking place on a time scale of t ≈ 10 that deposits energy up to site 3, and a subsequent
nonexponential relaxation step on a slower time scale up to t > 170000 (4 ns in real units).
The latter again shows a propagation effect, i.e., a sequential response of the sites according
to their distance from the heating site. As already discussed in the introduction to this
chapter, relaxation rates obtained from classical MD simulations are significantly slower
as compared to the quantum case. Therefore, in contrast to the quantum-mechanical
simulations the relaxation process is still ongoing even for times t ≫ 170000. However,
it can be verified that the system, when propagated classically, always equilibrates to a
common energy value (data not shown).
The corresponding simulations for a high anharmonicity parameter ∆ = 0.07 are
shown in Figure 3.8. The ballistic process is found to happen on about the same time
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Figure 3.7: Classical results for low an-
harmonicity (∆=0.025). Energies of sites
#1-5 (in black, red, green, blue, and ma-
genta) after a temperature jump at site #1 of
∆T=0.1T0 (panel a) and ∆T=2T0 (panel b).
The inset shows the same on an expanded
time axis.
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Figure 3.8: Classical results for high an-
harmonicity (∆=0.07). Energies of sites
#1-5 (in black, red, green, blue, and ma-
genta) after a temperature jump at site #1 of
∆T=0.1T0 (panel a) and ∆T=2T0 (panel b).
The inset shows the same on an expanded
time axis.
scale as for low anharmonicity, i.e., t ≈ 10. However, the subsequent relaxation is much
faster so that equilibration process is much more advanced at t = 170000.
Figure 3.9 shows the direct comparison for the relaxation of the heating site #1
after high- and low-energy excitation, normalized as described before. In contrast to
the quantum-mechanical simulations (Fig. 3.5), the differences between high- and low-
energy excitation are essentially not present (within signal-to-noise ratio), even for the
low anharmonicity parameter ∆ (Fig. 3.9).
3.3.3 Classical simulations with quantum-like initial conditions
Sections 3.3.1 and 3.3.2 showed that the cooling behavior in the quantum-mechanical MD
simulations depends somewhat on the amount of initially deposited energy (Fig. 3.5a),
whereas the classical simulations cannot reproduce this effect (Fig. 3.9a). Apparently, the
different behavior has its origin already at very early times (t ≈ 10). One might therefore
assume that the reason for the difference is the way classical and quantum mechanics
distribute thermalized energy over the various modes.
In order to test this hypothesis, the system is prepared with quantum-mechanical
initial conditions for the heating site #1, but is subsequently propagated according to
classical mechanics. In quantum mechanics, the average energy per mode is
〈E〉 = ~ω
(
1
e~ω/kBT − 1 +
1
2
)
(3.17)
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Figure 3.9: Classical results: Comparison
of the cooling of the initially heated site #1
after a small (blue) and large (red) tempera-
ture jump.
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Figure 3.10: Classical results with
quantum-like initial conditions: Comparison
of the cooling of the initially heated site #1
after a small (blue) and large (red) tempera-
ture jump.
with the second term corresponding to zero-point energy. Assigning zero-point energy to
all modes is problematic in classical mechanics because it would dissipate and overheat the
system. Therefore, the zero-point energy is replaced by kBT0/~ω, which is the long time
limit in classical mechanics. In order to mimic heating of the ensemble after the initial
equilibration step, the positions q and momenta p of the individual modes are scaled up
accordingly.
Comparing the cooling behavior of site #1 after high- and low-energy excitation, an
effect very similar to the quantum case (Fig. 3.5) is obtained: for small anharmonicity
∆ = 0.025 the initial drop of energy during the ballistic phase is larger in a relative sense
after low energy excitation (see Fig. 3.10a). However, when the anharmonicity parameter
is increased to ∆ = 0.07, the difference between both responses essentially disappears (see
Fig. 3.10b).
3.4 Discussion
In the previous section vibrational energy transport was calculated in classical and quan-
tum-mechanical MD simulations, for high- and low-energy excitation, and with intrasite
IVR mimicked by high and low cubic anharmonicity − once even completely suppressed.
Comparing the results of these simulations, three important points can be extracted:
First, apart from the different time scales − which are related to the well-known fact
that classical relaxations underestimate the energy relaxation rates and consequently equi-
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librate slower [69] − the differences between quantum-mechanical and classical simulations
are very small and most probably not responsible for the deviations between experiments
and simulations. Nevertheless, it is interesting to note that the classical simulations can-
not reproduce the small excitation energy dependence of the heat propagation efficiency,
which is found in Figure 3.9. The reason for the observed difference is the way classical
and quantum mechanics distribute thermal energy over the various modes, i.e., the initial
condition, and not the mechanism of anharmonic scattering. Also in a recent a pertur-
bative treatment, the latter has been shown to be fairly similar in classical and quantum
mechanics [69]. That means, by starting a classical simulation with quantum-like initial
conditions (Eq. (3.17)), results very similar to a true quantum simulation are obtained. In
classical mechanics, the energy in one particular mode scales linearly with temperature,
independent of the frequency of the mode. Hence, in a relative sense, the dynamics with
which energy diffuses out of a mode does not depend on the amount of energy. In quantum
mechanics, in contrast, higher-frequency modes are hardly populated, and energy increases
in a highly nonlinear manner upon heating. In a relative sense, higher-frequency modes
receive more energy upon heating as compared to lower-frequency modes. Since the energy
first has to cascade down the vibrational ladder, overall IVR is slower when more energy
is initially deposited, which is observed in Figure 3.5a. For high anharmonicity values ∆,
however, intrasite IVR becomes so efficient that these differences in the initially heated
site level out quickly and do not play a role for the subsequent energy propagation process.
Second, as already speculated in the introduction to this chapter, on the short length
scales of a few chemical bonds, IVR is the rate-limiting step in vibrational energy transport.
There are two distinctively different time scales of transport, the first of which is governed
by the chain coupling ki and is very fast for the present choice of parameters (t = 10 or
250 fs in real units). It gives rise to the fast ballistic phase which is identical in classical
and quantum mechanics since it works on the level of harmonic springs. The second,
slower phase is governed by intrasite IVR. In a naive picture, one might assume that
energy, once it is dissipated into the transporting low-frequency mode, should propagate
along the chain instantaneously (ballistically). The simulations, however, show that sites
#2-5 pick up energy in a sequential manner and on a time scale that is much slower
than the ballistic process (Fig. 3.6a). This observation can be explained by the fact that
vibrational energy is only trapped at a site, once anharmonic couplings dissipate it into
higher-frequency modes by upward IVR (compare Fig. 3.2). Since the overlap of the
harmonic wave functions along the transporting chain decreases with distance from the
heated site #1, sites that are further away pick up energy slower, which gives rise to
the observed propagation effect. When switching off the possibility of intrasite IVR, the
propagation effect essentially vanishes, and energy dissipation is less complete (Fig. 3.6b).
The important point in this context, is that the time scale of the propagation effect is
determined by IVR, which can be much slower than the actual transport along the chain.
That explains one of the question raised in Section 3.1, namely, why the experimentally
measured thermal diffusivity (2 A˚2ps−1) [43] is so much slower than the values known for
bulk materials (10-20 A˚2ps−1) [6]. On the length scale of short peptides, intrasite IVR
is the rate-limiting step. However, since intrasite IVR is length independent, transport
along the chain is expected to become rate-limiting on larger length scales, in a way
formulated for instance by Leitner and coworkers [6,14,18,19]. With the given experimental
numbers, it can be estimated that this regime would be reached for molecular chains that
are about
√
5 to
√
10 longer than the current system. The transition between both regimes
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is investigated in detail in the following Chapter 4.
Third, by reducing the anharmonicity and thereby the efficiency of intrasite IVR, the
diffusive component can essentially be switched off, so that transport becomes ballistic. In
this case, only the small fraction of energy that initially is directly deposited in the trans-
porting modes can propagate, which happens very quickly (ballistically), but the overall
amount of transferred energy is decreased. Hence, the presented model can intuitively
explain why energy transport, when it becomes ballistic, is faster but at the same time
less efficient. This interpretation is in perfect agreement with the speculation raised by
Backus et al. in Ref. [52], except that the cause of IVR in the real molecular system is
structural flexibility, i.e., a time-dependent molecular Hamiltonian which also can give rise
to energy dissipation. In the present model system, in contrast, IVR is mimicked by a
cubic anharmonicity in a static system.
3.5 Conclusion
Different from what was initially expected, quantum effects turned out to be of minor
importance for the deviations between experiments and accompanying MD simulations.
Nevertheless, the toy model presented in this chapter suggests an overall picture that uni-
fies most of the experimental observations. Most important, it was demonstrated that
the mechanism of vibrational energy transport on length scales of a few chemical bonds
and time scales of a few picoseconds is distinctively different from heat diffusion on macro-
scopic scales, because vibrational energy does not necessarily thermalize completely within
individual amino acid sites on the time scale of transport.
Based on this very general finding, light could be shed on all three questions raised in
Chapter 1. First of all, it was shown that the energy transport properties of biomolecular
chains are largely insensitive to the amount of initially deposited energy. Even time-
propagating vibrational energy transport along a molecular chain in a fully quantum-
mechanical simulation, which should be able to reproduce the potential excitation energy
dependence of the thermal properties, does not show any significant effects.
Second, the model intuitively demonstrates how controlling the rate of intrasite IVR
can switch vibrational energy transport from ballistic but inefficient to diffusive and effi-
cient. When IVR is suppressed, only the energy that is already contained in the delocal-
ized low-frequency modes can contribute to transport. Efficient intrasite IVR, in contrast,
opens the channel for energy flow out of and into (!) the localized high-frequency modes,
thus distributing vibrational energy efficiently over the entire biomolecule.
Finally, it was shown that on the given ultrashort length and time scales, IVR rather
than the actual transport along the chain is the rate-limiting step, which significantly
slows down the observed energy propagation speed. This explains why the experimentally
measured thermal diffusivity is much lower than for bulk materials. However, the question
still remains, why the MD simulations of real peptides cannot account for this effect and
overestimate the true relaxation rate. This point will be revisited in the next chapter.
Chapter 4
Vibrational energy transport in
the presence of IVR
Part II: Rate modeling
One of the suggestions of the previous chapter is that on the short length scale of a few
chemical bonds intrasite IVR rather than the actual intersite transport along the molecular
chain determines the speed of vibrational energy transport. However, since IVR is chain-
length independent, transport along the chain is expected to become rate-limiting at some
point, thereby approaching the limit of an infinitely long peptide. This transition from
an IVR-dominated, microscopic regime to a propagation-dominated, macroscopic regime
is expected to occur on length scales about
√
5 to
√
10 larger than the model studied in
the previous chapter. Due to the high computational costs, however, the MD simulations
of the toy model could not be expanded into these dimensions. Therefore, in this chapter
the introduced model is revisited and treated in a simple rate equation scheme, which
practically can be applied to much longer molecular chains.
4.1 Model
MD simulations describe dynamical processes on a microscopic level; the obtained macro-
scopic properties like reaction and transport rates are averages over the underlying stochas-
tic processes. Due to great detail of the calculations and the extensive averaging MD
simulations are computationally costly. As a result, the toy model presented in Chap-
ter 3 was limited to a chain consisting of only five amino acid sites, especially owing to
the quantum-mechanical MD simulations. Therefore, this chapter gets back to the same
model, which is now treated in a much simpler scheme working on the level of macroscopic
transport rates. Whereas this model can no longer provide microscopic information on the
energy transport process, it can be extended into dimensions where the transition between
the intrasite- and intersite-dominated regime is expected to take place.
Along the lines of the previous chapter a one-dimensional chain of n sites is defined,
each consisting of one transporting mode and three localized (“parking”) modes, as depicted
in Figure 4.1. The distance between two adjacent chain sites is chosen as ∆x=1. To
mimic the delocalized low-frequency states, the transporting mode is coupled to its nearest
neighbors with which it exchanges energy at a rate kp (propagation along the chain). The
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Figure 4.1: One-dimensional chain with n sites and m=4 modes per site. The trans-
porting mode exchanges vibrational energy with its nearest neighbors at a propagation
rate kp. At each site, three higher-frequency (“parking”) modes mimic intrasite IVR with
rate kIVR. The distance between two adjacent sites is ∆x=1.
three other modes mimic localized high-frequency states and can only exchange energy
within the respective site at rate kIVR (intrasite IVR). To again mimic vibrational energy
redistribution in a protein, a cascade-like connectivity of states, very similar to the normal
mode distribution displayed in Figure 3.2, is chosen.
As shown in detail in Appendix C, the dynamics of such a system can be described by
a rate equation scheme, where the coupling matrix K contains the energy transfer rates
k. By solving the resulting set of coupled differential equations (Eq. (C.4)), the energy of
each state can be calculated as a function of time.
The chain is locally heated at one single site by using a suitable nonequilibrium initial
condition. For this purpose vibrational energy is deposited in equal parts into each of the
four modes of the heated site, thus mimicking a classically thermalized site. To prevent
potential boundary effects the central site of the chain is chosen for heating. The length
of the chain is chosen to be sufficiently large so that the system cannot equilibrate on the
time scales of interest, ensuring that the energy transport does not stop.
4.2 Results
As discussed in Chapter 2, the mean square displacement 〈x2〉 in a diffusive process in-
creases linearly with time. In particular, it can be shown that for the one-dimensional case
the underlying proportionality constant is twice the diffusion constant, i.e., 2D (a detailed
derivation of this relation is given in Appendix B):〈
x2
〉
(t) = 2Dt (4.1)
In the present model, most of the energy initially is deposited in the localized high-
frequency modes which cannot contribute to transport. Since this energy first has to
relax into the low-frequency mode before it can be transported along the chain, one could
expect that the thermal diffusivity initially is low, like on the short length scales covered
by the MD simulations of the toy model, and increases to its final bulk value on a time
scale determined by the rate of intrasite IVR. This means in particular, that the thermal
diffusivity D is expected not to be a constant.
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Figure 4.2: Mean square displacement of the energy 〈x2〉 as a function of time t; the
thermal diffusivity D is the half value of the slope (Eq. (4.1)). The presented results
were obtained for a propagation rate kp = (0.2 ps)
−1 and (a) a fast IVR rate of kIVR =
(10 ps)−1 or (b) a slow IVR rate of kIVR = (100 ps)
−1. The time behavior of the
low-frequency transporting modes (〈x2trans〉, dashed lines) and the high-frequency parking
modes (〈x2park〉, dotted lines) depends on kIVR. For the time behavior of the total site
(〈x2site〉, solid lines), which is the sum of the contributions of transporting and parking
modes, the effect of kIVR cancels out.
To assess the thermal diffusivityD of the model system, the mean square displacement
of the energy 〈x2〉 is calculated as a function of time for different propagation rates kp
and IVR rates kIVR. Plotting 〈x2〉 vs. t, the thermal diffusivity D is obtained from half
the value of the slope (Eq. (4.1)). Figure 4.2 shows the results obtained for the entire
sites 〈x2site〉 (solid lines), and broken down into the contributions of the low-frequency
transporting modes 〈x2trans〉 (dashed lines) as well as the high-frequency parking modes
〈x2park〉 (dotted lines).
As expected, for very early times only vibrational energy that is initially deposited in
the transporting modes can contribute to energy diffusion. Therefore, the total thermal
diffusivity at ultrafast time scales can be attributed entirely to the transporting modes,
the contribution of which decreases with time. The contribution of the parking modes,
in contrast, initially is low and increases to its final value on a time scale determined by
the rate of intrasite IVR. This becomes clear from comparing the results obtained for a
fast IVR rate (kIVR = (10 ps)
−1, Fig. 4.2a) and a slow IVR rate (kIVR = (100 ps)
−1,
Fig. 4.2b); the faster the IVR rate the sooner the high-frequency modes can participate in
40
Vibrational energy transport in the presence of IVR
Part II: Rate modeling
energy transport.
Very counterintuitively though, the effects of the initially enhanced contribution of the
transporting mode and the delayed contribution of the parking modes exactly compensate
each other so that 〈x2site〉 increases linearly in time. Hence, the total vibrational energy
propagates in a diffusive manner, although the individual contributions of transporting and
parking modes do not. The complexity of the IVR process within the sites, although it is
rate-limiting on these length and time scales, is completely hidden. The overall thermal
diffusivity D is not influenced by the speed of intrasite IVR and has a constant value:
D =
ctrans
ctotal
kp∆x
2 = k′p∆x
2 (4.2)
Hence, one seems to observe a diffusive process on a simple 1D chain with some effec-
tive propagation rate k′p, that equals the bulk value even at short times. The effective
propagation rate k′p is the transport rate along an unbranched 1D chain kp weighted with
the ratio of the heat capacity of transporting versus total number of modes at a site i,
ctrans/ctotal (for the given system this ratio is 1/4). The more parking modes are included
in the individual sites of the chain, the less energy is available for propagation in the trans-
porting modes. Hence, intrasite IVR influences the population of the transporting modes,
and thus the amount of vibrational energy that can be transported along the chain, but
the transport speed depends only on kp but not on kIVR. This is true even for very short
times ≪ k−1IVR.
This means that under the given circumstances the thermal diffusivity D is a constant
and no transition between the ultrashort regime and the bulk regime can be observed. It
can be shown that Eq. (4.2) always holds for any connectivity of parking modes including
branches etc., if only the initial condition is an equilibrium state of each site (see Ap-
pendix C). That is, the temperature at one site might be elevated as compared to the
other sites, but the energy is equilibrated within that one site. In the present example,
the forward and backward rates between each two modes were assumed to be identical,
which implicitly implies an identical heat capacity of all modes. That is the case for low-
frequency, classical modes with ~ω . kBT , but not for higher-frequency modes. However,
the quantum-mechanical heat capacity of higher frequency modes can be taken care of by
adjusting the ratio of forward and backward rates accordingly, and again, this would not
affect the result of Eq. 4.2.
The competing effects between parking and transporting modes always cancel out
when averaging equally over the energy content of all vibrational modes of one site. While
all modes can easily be considered when starting from an MD simulation (in fact, one
commonly averages over all modes to achieve better statistics), the same is very difficult
to implement in a real experiment. Experimentally, the amount of vibrational energy in
the vicinity of a peptide unit is measured by probing the transient redshift of a localized
C=O mode. The physical origin of this thermometer is the well-known Dunham expansion
of the vibrational energy
E =
∑
i
~ωi
(
ni +
1
2
)
+
∑
ij
xij
(
ni +
1
2
)(
nj +
1
2
)
, (4.3)
where the ωi are the harmonic frequencies of the various modes of a molecule, ni their
occupation numbers, and xij the anharmonic constants. The C=O reporter mode itself
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will hardly be excited at the relevant temperatures because of its high frequency (≈1650
cm−1). Nevertheless, if lower-frequency modes get thermally excited when vibrational
energy is transferred along the peptide backbone, then the C=O reporter mode will still
experience a frequency shift through the anharmonic coupling terms xCO,j [47]:
∆ωCO =
∑
j
xCO,jnj (4.4)
Whereas transition frequencies can be determined with reasonable precision from ex-
periments and simulations, the calculation of anharmonic constants is still very challeng-
ing [77]. Nevertheless, as discussed in Section 2.3, localized high-frequency modes prefer-
ably couple to other localized modes that overlap in space, while the anharmonic coupling
between a localized and a delocalized mode is typically very small [17]. Therefore, one can
assume that the local C=O thermometer in the time-resolved laser experiments tentatively
overestimates the contribution of other localized parking modes and does not sufficiently
account for the energy in the delocalized transporting modes. In such a scenario the con-
tributions of the transporting modes and the parking modes would no longer be equally
weighted. Hence, the measured thermal diffusivity would be dominated by the localized
high-frequency modes that receive vibrational energy later, which consequently would lead
to a decreased thermal diffusivity at early times.
To clarify this effect, Figure 4.3a shows the same simulation as Figure 4.2a but now
with the transporting modes underestimated by an arbitrary factor of 10, i.e. assuming
that the anharmonic constants between the C=O reporter mode to transporting modes
are in average 10 times smaller than to other parking modes. In contrast to Figure 4.2a,
the thermal diffusivity is no longer constant, that is, the slope changes. The thermal
diffusivity at early times is low and increases to its final value on a time scale determined
by kIVR, as predicted above. The transition between both regimes is most obvious in a
double logarithmic plot of 〈x2site〉 versus t, which is shown in Figure 4.3b. Two regimes
can be identified, in both of which propagation is diffusive, indicated by a slope of 1 in the
double logarithmic representation. On short length and time scales the apparent thermal
diffusivity is reduced by the weighting factor 10 and asymptotically approaches its higher
bulk value. Hence, Figure 4.3 exactly shows the behavior that was already predicted in
Chapter 3, however a weighting factor between the transporting and parking modes is
required as an additional ingredient to reproduce this effect.
4.3 Discussion
If vibrational energy within an individual amino acid residues would remain thermalized
at all times (i.e., in the limit of very fast kIVR), their entire time-dependent energy content
can be extracted from any vibrational mode because all modes are equilibrated. On very
fast time scales, however, intrasite IVR is rate-limiting so that vibrational energy does not
thermalize on the time scale of transport. When vibrational excess energy is transported
along the peptide backbone the low-frequency transporting modes receive energy directly
by thermal excitation. The higher-frequency modes, on the other hand, pick up energy
later when they are excited by intrasite IVR from the transporting modes. Under such
conditions it becomes important which vibrational modes are used to estimate the residue
energy of an amino acid site. If the energy is measured with a local “thermometer” mode
that preferably couples to higher-frequency modes, the obtained value for the thermal
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Figure 4.3: Same calculation as in Fig. 4.2a, i.e., kp = (0.2 ps)
−1 and a slow IVR rate
kIVR = (10 ps)
−1, but with the transporting modes underestimated by a factor of 10.
(a) The mean square displacement of the energy of the entire site 〈x2site〉 plotted as a
function of time now shows biphasic behavior. (b) The transition between two regimes
with different heat diffusion constants D can be nicely seen in a double logarithmic plot.
Dashed lines with slope 1 are plotted to guide the eye.
diffusivity initially is low and increases first when IVR has redistributed the energy within
a site. Only if a vibrational reporter mode was equally sensitive to the bath of all other
thermally occupied modes such effects would chancel out when averaging over the entire
amino acid site.
The fact that C=O modes have a higher sensitivity for other localized higher-frequency
modes leads to an underestimation of the delocalized transporting modes, the effect of
which was mimicked by a weighting factor in the simulations. Consequently, the transient
redshift of a localized C=O mode does not reflect the energy of the entire amino acid site
and, in particular, occurs with some delay after the rise of the total residue energy. This
finding provides the missing puzzle piece for one of the questions raised in Chapter 1,
namely, why the MD simulations of the real peptide revealed a transport rate that is
about a factor of five faster than the experimentally measured value. The simulations
of the toy model presented in the previous chapter, in principle, could already explain
all experimental findings, but not resolve why the MD simulations of the real peptide
were unable to reproduce them. The reason is simply that the experimentally measured
observable, i.e. the transient redshift, does not reflect the overall residue energy, which,
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Figure 4.4: Nonequilibrium MD simulations of energy transport in a peptide helix
performed by Stock and coworkers [78]: time evolution of the energy of sites #1 (black),
#3 (red), and #5 (green) of the peptide, (a) calculated as an average over the entire amino
acid site, and (b) calculated for the local C=O vibrational mode only. The time evolution
of the energies obtained from the modified MD simulations is significantly slower (note
the different time axes of the two subfigures), resulting in lower energy transport rates
that agree much better with the experimentally measured values. The figures were kindly
provided by Gerhard Stock; reprinted with permission from Ref. [78]. Copyright c© (2010),
American Institute of Physics.
however, was the basis for all MD simulations. As a result, the thermal diffusivity at
ultrafast time scales extracted from those simulations was too fast. Furthermore, when
averaging the energy content over entire amino acid sites the influence of IVR cancels
out (compare solid lines in Figure 4.2), so that properties related to the temperature
dependence of IVR (e.g., the switching from diffusive to ballistic transport) cannot be
reproduced.
Based on these ideas, Stock and coworkers modified and reran their classical MD
simulations of energy transport through the real peptide [78]. Instead of simulating the
total residue energy of the amino acid sites, they attempted to calculate a quantity that
closer resembles the experimentally measured observable. However, calculating the tran-
sient redshift of the C=O modes is not feasible because, as already mentioned above, the
underlying anharmonic constants are difficult to obtain. Therefore, the authors of Ref. [78]
resorted to calculate the time evolution of the energy of the localized C=O modes. Energy
transfer into the C=O modes, in principle, is an artifact of classical simulations, because
these modes are so high in frequency that they are hardly populated at room tempera-
ture. In reality, the observed redshift of the C=O modes is not due to population of these
modes themselves, but rather due to population of modes that are lower in frequency and
couple to the C=O reporter modes (Eq. (4.4)). However, since energy transfer into the
C=O modes and the transient redshift are caused by the same anharmonic couplings, this
process is expected to be a good estimate of the experimental observable.
The results obtained by Stock and coworkers [78] are summarized in Figure 4.4: sub-
figure (a) shows the original MD simulations in which the site energies were calculated as
an average over the entire amino acid sites, resulting in too fast energy transport rates
compared to the experiment. Subfigure (b) shows the corresponding results obtained from
the modified MD simulations taking into account the energies of the local C=O vibrational
modes only. Comparing both calculations shows a significantly slower time evolution of
the site energies in the case of the modified simulations. The resulting transport rates
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are about one order of magnitude smaller, which agrees much better with the slow time
evolution of the redshift observed in the experiment. Moreover, the transport proper-
ties extracted from the C=O energies can also reproduce the experimentally measured
temperature dependence.
4.4 Conclusion
In this chapter, the effect of IVR on energy transport in biomolecular chains was revisited.
It was shown that, when intrasite IVR is slower than energy propagation along the chain,
localized higher-frequency modes pick up energy delayed, thus preventing thermalization
of vibrational energy on the time scale of transport. Under these circumstances, probing
localized C=O reporter groups − which commonly are more sensitive to just these higher-
frequency modes− reveals a thermal diffusivity, which shows biphasic behavior. The initial
transport of nonthermalized vibrational energy can be described by a decreased apparent
heat diffusion constant. On longer time scales, when vibrational energy has relaxed to an
equilibrium Boltzmann distribution, heat transport can be described by the familiar bulk
properties. The transition between both regimes occurs on a time scale determined by the
rate of intrasite IVR.
Hence, the low value observed for the thermal diffusivity at ultrafast time scales is not
an artifact of a poor thermometer. It rather shows that averaging the vibrational energy
content over entire amino acid residues oversimplifies the problem because it intrinsically
assumes full thermalization of the individual sites at all times. This approach, which is
commonly used in MD simulations, leads to the surprising result that all the complexity
of IVR is completely hidden in a reduced, effective propagation rate.
This finding finally resolves, why MD simulations of real peptides overestimate the
experimentally measured energy transport speed, which was one of the questions raised
in Chapter 1. If energy is not thermalized within individual amino acid residues, the
temperature-induced redshift of the C=O modes does not correspond to the total energy
of a residue site, which turned out to be IVR independent, but rather monitors the con-
tribution of higher-frequency modes, which pick up energy on a much slower time scale
governed by IVR. Based on this idea, modified MD simulations, which calculate the en-
ergy content of the C=O modes instead of the total residue energy, lead to an improved
agreement with the experimental results [78].
Chapter 5
Experimental methods
This chapter introduces the setups and concepts necessary for studying energy transport
in peptides and proteins from an experimental point of view. Since the redistribution of
vibrational energy in biomolecules occurs on ultrafast time scales, transient spectroscopy
with femtosecond time resolution is necessary for unraveling these processes. The starting
point for all experiments, therefore, are ultrashort and intense laser pulses generated by
a femtosecond laser source, which is introduced in Section 5.1. For time-resolved spec-
troscopy experiments these pulses are split into two parts: a pump beam for initiating the
dynamics, and a probe beam for subsequently monitoring them. In this thesis, ultrafast
absorption spectroscopy in the infrared, and to a smaller extent, also in the visible spectral
regime was performed. Both techniques are implemented in separate setups, which are
described in detail in Section 5.2 (transient IR spectroscopy) and Section 5.3 (transient
visible spectroscopy).
5.1 Femtosecond laser system
The femtosecond laser pulses used for the experiments originate from a commercial laser
system (Spectra-Physics Lasers) that is schematically depicted in Figure 5.1. A frequency-
doubled, continuous-wave Nd:YVO4 laser (“Millennia”) operating at 532 nm is used to
pump a Ti:sapphire (i.e., titanium-doped Al2O3) oscillator (“Tsunami”) emitting 80 fs
pulses at a repetition rate of 80 MHz, which have a central wavelength around 800 nm
and a pulse energy of about 8 nJ.
To increase their energy, the pulses are sent into a regenerative amplifier (“Spitfire”),
working on the principle of chirped pulse amplification (CPA). First, by applying a large
linear chirp, the laser pulses are temporally stretched to decrease their peak intensity to val-
ues below the damage threshold of the optical components in the amplifier. Subsequently,
the pulses are amplified in a Ti:sapphire resonator, pumped by a frequency-doubled pulsed
Nd:YLF laser (“Evolution”) emitting pulses at 527 nm with 1 KHz repetition rate. To con-
trol the number of cycles in the amplifier, an intracavity Pockels cell is used as an optical
switch for coupling the laser pulses in, and − after several round-trips − out of the ampli-
fier. Finally, the amplified pulses are temporally recompressed, resulting in 800 nm laser
pulses with 100 fs time duration and pulse energies of up to 800 µJ, however at a signif-
icantly lower repetition rate of 1 KHz, which are used for driving the different ultrafast
experiments.
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Figure 5.1: Schematic representation of the femtosecond laser system with its different
components. A Ti:sapphire oscillator delivers short pulses at a high repetition rate but
low pulse energy. In a subsequent regenerative amplification process these pulses are
temporally stretched, amplified and then temporally recompressed resulting in laser pulses
at a lower repetition rate but with a pulse energy increased by five orders of magnitude.
The amplified laser pulses with energies of up to 800 µJ are then used in the different
experiments.
5.2 Transient IR spectroscopy setup
The transient IR absorption spectroscopy setup is very flexible and can be used for 1-color
IR pump/IR probe, 2-color IR pump/IR probe, Vis pump/IR probe and UV pump/IR
probe experiments. A schematic overview of the experimental setup is given in Figure 5.2.
It is based on the Ti:sapphire laser system described in the previous section delivering
800 nm pulses with a pulse energy of about 800 µJ. The initial laser beam is split into
two parts that can be converted into different frequency regimes and subsequently serve
as pump and probe pulses. One fraction of the beam is always used for the generation of
tunable mid-infrared probe pulses between 3 and 6 µm in an optical parametric amplifier
(OPA). The second part, produces intense pump pulses in different frequency regimes
(one at a time), i.e., either mid-IR pump pulses generated in a second OPA, visible pump
pulses coming from a noncollinear optical parametric amplifier (NOPA), or UV pulses
generated by second harmonic generation (SHG). The optical setups used for the frequency
conversion of pump and probe pulses are described in Sections 5.2.1 (OPA) and 5.2.2
(NOPA). Finally, the pump and probe pulses are recombined in the pump-probe setup,
which is discussed in Section 5.2.3, where the transient nonlinear response of the sample
is measured.
5.2.1 Generation of tunable mid-IR pulses
Two identical, home-built two-stage optical parametric amplifiers, based on parametric
amplification in a β-barium borate (BBO) crystal and subsequent difference-frequency
generation (DFG) in a silverthiogallate (AgGaS2) crystal [79], are used to generate in-
tense (1-2 µJ) and independently tunable (3-6 µm) mid-IR laser pulses. A schematic
representation of the OPA setup can be found in Figure 5.3.
A small fraction of about 1% of the 800 nm beam coming from the Ti:sapphire laser
system is focused into a 1 mm thick sapphire window to generate a single-filament white-
light continuum (WLC), which is subsequently focused into a 4 mm thick type II BBO
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Figure 5.2: Schematic representation of the entire transient IR spectroscopy setup.
Femtosecond laser pulses coming from the Ti:sapphire laser system are split into two
parts: one part generates mid-IR probe pulses in an optical parametric amplifier (OPA
1, red). The second part, is used to produce intense pump pulses in different frequency
regimes (one at a time), i.e., either mid-IR pump pulses generated in a second OPA
(OPA 2, dark red), visible pump pulses coming from a noncollinear optical parametric
amplifier (NOPA, green), or UV pulses generated by second harmonic generation (SHG,
blue). Both pulses are overlapped in the pump-probe setup, where the transient nonlinear
response of the sample is measured (see details in Fig. 5.5).
crystal, where it serves as broadband seed for the parametric amplification process.
The first OPA stage is pumped with another fraction of about 10% of the 800 nm
beam, which is tightly focused into the BBO crystal. Using a dichroic mirror (DM1, high
transmission for white-light seed, high reflection for the 800 nm pump) both beams are
collinearly overlapped in the BBO crystal, their temporal overlap is adjusted with delay 1.
The near-IR signal and idler pulses created in the first OPA stage are separated by
a second dichroic mirror (DM2, high transmission for idler, high reflection for signal)
which removes the idler beam, whereas the remaining signal beam is delayed (delay 2)
and focused back into the BBO crystal, seeding the second OPA stage. This second pass
is pumped with the remaining 90% of the initial 800 nm beam, which is again coupled into
the crystal using a dichroic mirror DM1, yielding intense near-IR signal and idler pulses
with energies around 20 to 30 µJ each.
Finally, mid-IR pulses are generated by difference-frequency mixing between the near-
IR signal and idler pulses in a 1.5 mm thick type I AgGaS2 crystal. For this second fre-
quency conversion step signal and idler beams are separated by means of another dichroic
mirror DM2, which again reflects the signal beam while the idler beam passes, and then
focused and collinearly recombined in the crystal. The idler beam is sent over a variable
delay line (delay S/I) so that the temporal overlap can be adjusted. The generated MIR
pulses are tunable between 3 and 6 µm and have pulse energies between 1 and 2 µJ.
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Figure 5.3: Schematic representation of the setup used for the generation of femtosecond
tunable mid-IR laser pulses. The two-stage OPA is based on parametric amplification in a
BBO crystal and subsequent difference-frequency generation in AgGaS2. (Figure adapted
from Ref. [79]).
5.2.2 Generation of tunable Vis pulses
Intense and tunable visible pump pulses are generated in a two-stage blue-pumped non-
collinear optical parametric amplifier, which is described in detail in Refs. [80, 81]. A
schematic representation of the used setup is given in Figure 5.4.
The NOPA is pumped with a fraction of about 300 µJ of the Ti:sapphire laser system
output. The incoming laser beam is slightly collimated by a telescope, which has the same
effect as a lens with large focal length, however without introducing a comparably long
optical path.
A small fraction of about 4% of the incoming 800 nm beam is focused into a 3 mm
thick sapphire window to generate a single-filament white-light continuum (WLC), which
is subsequently focused into the first 2 mm thick type I BBO crystal, where it serves as
broadband seed for the parametric amplification process.
The main fraction of the fundamental laser beam is frequency-doubled in a 1 mm
thick BBO crystal, yielding 400 nm pulses, which are used for subsequently pumping the
two passes of the NOPA. To overlap the blue pump light with the respective seed beams
in a noncollinear manner, its beam path is located below the plane that contains all the
other beams and optics.
20% of the generated blue pump light are focused into the first BBO crystal, where
they are recombined with the white-light seed coming from above, the temporal overlap
is adjusted with delay 1. The resulting tunable visible output has pulse energies of some
100 nJ.
To further amplify the tunable visible light generated the first stage it is imaged into
a second 2 mm thick type I BBO crystal, which is pumped with the remaining 80% of
the 400 nm beam. This second NOPA stage finally yields femtosecond visible laser pulses,
which are tunable between and 480 and 700 nm and have energies around 10 µJ.
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Figure 5.4: Schematic representation of the blue-pumped two-stage NOPA used for the
generation of femtosecond tunable visible laser pulses. In reality, the beam path of the
frequency-doubled pump light is located below the plane that contains all the other beams
and optics (indicated as blue dashed lines).
5.2.3 Pump-probe setup
Figure 5.5 shows the transient IR pump-probe setup, in which the pump and probe pulses
are temporally delayed with respect to each other, and subsequently focused and spatially
overlapped on the sample, so that its third order nonlinear response can be recorded as a
function of delay time.
The IR beam coming from OPA 1 is directed through a long wave pass filter (LWP,
transmission for λ>2.5 µm) removing residual contributions from the signal and idler
beams. The filtered IR light then passes a wedged BaF2 window resulting in two spatially
separated reflections that serve as weak IR probe and IR reference beams. Passing a 2:3
telescope, which initially increases the beam diameter, finally results in a reduction of the
spot size when focused. The IR probe and reference beams are focused on the sample by a
30◦ off-axis parabolic mirror, resulting in focal beam diameters of ≈ 140 µm. Pump pulses
are focused into the sample in spatial overlap with the IR probe pulses, whereas the IR
reference beam, which is focused about 1 mm apart, passes through a nonexcited volume
of the sample. Behind the sample the IR probe and reference beams are recollimated by
a second parabolic mirror before being frequency-dispersed in a grating spectrometer and
focused on a double-array HgCdTe detector (2 x 32 pixel, InfraRed Associates, Inc.), where
complete IR spectra are recorded simultaneously. The obtained IR absorption spectra have
a spectral resolution of ≈4 cm−1 and a total spectral width of ≈120 cm−1 (at a probe
wavelength of 6 µm).
The main part of the IR light from OPA 1 is transmitted by the wedged window and
can be used as intense IR pump beam for 1-color IR pump/IR probe experiments. After
sending it over a variable delay line, it is focused on the sample using the same mirrors as
for the pump and reference beams.
For 2-color IR pump/IR probe experiments, the IR pump beam from OPA 1 is blocked
and instead IR light coming from a second OPA (OPA 2) is coupled into the setup following
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Figure 5.5: Pump-probe setup for transient IR spectroscopy, the different incoming
beams are color-coded as in Figs. 5.2, 5.3 and 5.4. IR light coming from OPA 1 (red)
passes a wedged BaF2 window, the two reflections from the front and back side serve as
IR probe (black) and IR reference (black dashed) beams, the transmitted part can be used
as IR pump beam for 1-color IR pump/IR probe experiments. For 2-color IR pump/IR
probe experiments the IR pump beam from OPA 1 is blocked and OPA 2 delivers IR
pump light at a different frequency (dark red), which is coupled into the setup along the
same beam path as in the 1-color case. All IR beams are focused on the sample by a 30◦
off-axis parabolic gold mirror and subsequently frequency-dispersed in a spectrometer and
imaged on a double-array HgCdTe detector. For UV/Vis pump experiments light from
the NOPA (green) or SHG (blue) is coupled in via a separate beamline and overlapped
with the IR probe at the sample. Mechanical choppers in the respective pump beams
block every other excitation pulse.
the same beam path as in the 1-color case. It turned out that the relative phase between
pump and probe beam, even when generated in two separate OPAs, is sufficiently stable
so that small fractions of pump light, which are scattered into the spectrometer, can
interfere constructively with the probe beam causing unwanted scattering artifacts. Even
if the central frequencies of the pump and probe beam differ by more than 500 cm−1,
rather small contributions from the tail of the pump spectrum can lead to considerable
oscillations on the detected probe spectrum. However, while scattering suppression in the
1-color case requires sophisticated solutions [82], in the 2-color case this problem can be
easily solved by inserting an adequate cutoff filter into the pump beam, ensuring that the
(scattered) pump light does not have any spectral overlap with the probe region.
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For the Vis or UV pump/IR probe experiments the pump beams coming from the
NOPA or SHG, respectively, are delayed via a separate variable delay line and focused
onto the sample using an adequately anti-reflex coated lens with a focal length of 250 mm.
The physical quantity measured in a pump-probe experiment is the difference in ab-
sorption A between a pumped and an unpumped sample recorded as a function of the
delay time t:
∆A = APump on −APump off
= −log
(
IPump on
IPump off
)
(5.1)
In practice, such as measurement is accomplished by employing a mechanical chopper,
which runs at half the repetition rate of the laser system, so that every other pump pulse
is blocked. Thus, the transmitted probe intensity I with and without excitation can be
compared for two successive laser shots. The advantage of detecting the absorption change
on a shot-to-shot basis is that long-term drift effects of the laser system are eliminated,
leading to a significantly enhanced signal-to-noise ratio.
Residual short-term drift effects, like pulse energy fluctuations occurring between suc-
cessive laser shots, can only be removed on a single-shot basis. Therefore, to further
improve the sensitivity of the pump-probe setup, each probe pulse is normalized on the
transmission of a reference pulse, which is a replica of the probe pulse originating from
the same laser shot.
When measuring the absorbance change on a shot-to-shot basis together with single-
shot normalization of the transmitted probe pulses Eq. (5.1) is modified to:
∆A = −log
((
IProbe
IRef
)Pump on/(IProbe
IRef
)Pump off)
(5.2)
With the transient IR spectroscopy setup presented in this section absorbance changes
down to 10−4 (i.e., 10 µOD) can be detected.
5.3 Transient Vis spectroscopy setup
Figure 5.6 shows the transient Vis spectroscopy setup, in which a UV pump beam and
a white-light probe beam are generated, temporally delayed with respect to each other,
and subsequently focused and spatially overlapped on the sample. The time-resolved
absorption change can be detected at chosen wavelengths, which are selected by filtering
the white-light probe in front of the detection photodiode.
The setup is based on the Ti:sapphire laser system described in Section 5.1 of which
a fraction of about 300 µJ is used to feed the experiment. A small portion of about 5% of
the initial 800 nm beam is picked off by a thin glass window and focused into a sapphire
window, where an intense and spectrally broad single-filament white-light continuum is
generated.
The remaining fraction of the initial 800 nm beam is frequency doubled in a BBO
crystal to generate intense UV pump pulses at 400 nm, which are sent over a variable
delay line and chopped at half the laser repetition rate. Pump and probe beam are
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Figure 5.6: Experimental setup for transient Vis spectroscopy. A fraction of the fem-
tosecond 800 nm laser pulses coming from the Ti:sapphire laser system is split into two
parts: a small portion of the light is used to generate a white-light probe continuum in
a sapphire window (gray). The remaining part is frequency-doubled in a BBO crystal
yielding intense UV pump pulses at 400 nm (blue). Both pulses are delayed with respect
to each other and focused on the sample. A mechanical chopper blocks every other pump
pulse. The detection wavelength is selected by filtering the white-light probe beam in
front of the detection photodiode (Figure adapted from Ref. [83]).
focused on the sample using a lens with a focal length of 100 nm. An iris placed behind
the sample blocks pump light that is scattered by the sample.
The detection wavelength is chosen by inserting different bandpass filters (FWHM
≈10 nm) behind the sample, thus singling out a narrow spectral probe window from
the broad white-light continuum. The transmitted intensity is detected by focusing the
filtered white-light probe beam on a fast silicon photodiode. In contrast to the transient IR
absorption setup (Section 5.2), where complete spectra can be measured simultaneously
by frequency-dispersing and imaging the probe beam on a multi-channel detection array,
the transient visible setup works on the principle of single-channel detection. Thus, the
time-resolved absorption change can only be measured at one selected probe wavelength
at a time.
Chapter 6
Vibrational energy transport after
excitation of C−D modes in
Leu-d10
The theoretical study presented in Chapter 3 indicates that the vibrational energy trans-
port properties of molecular chains are largely insensitive to the amount of initially de-
posited energy. In this chapter, decadeuterated leucine (Leu-d10) is introduced as an alter-
native local heater, which releases a low amount of excess energy by vibrational relaxation
of its side-chain carbon-deuterium (C−D) modes. The aim is to study energy transport
in a small peptide after low-energy IR excitation, and thus to experimentally address the
question whether vibrational energy diffusion really is linear on the given length and time
scales.
6.1 Introduction
In the experiments presented by Botan et al. [43], energy transport through short peptide
helices was studied after deposition of vibrational excess energy by means of an azoben-
zene chromophore, serving as a local heater that releases a large amount of vibrational
energy on an ultrafast time scale. The subsequent energy flow was monitored by using
C=O groups in the peptide backbone as local “thermometers”. The authors of this paper
found that following ultrafast internal conversion of the UV-excited azobenzene moiety,
the studied peptide helix is not a particularly good vibrational energy conductor. The
thermal diffusivity derived from this experiment (2 A˚2ps−1) is significantly lower than
values known for bulk materials (10-20 A˚2ps−1 [18,19,53,54]). Furthermore, as discussed
before, accompanying MD simulations could only qualitatively reproduce the experimental
observations, but also overestimated the measured heat diffusion constant by a factor of
five.
In a follow-up paper, Backus et al. [51] studied the dependence of the vibrational
energy transport properties on the amount of excess energy that is initially deposited.
They compared the high-energy (UV) excitation result to that after excitation of a single
C=O oscillator in the peptide backbone with low-energy (IR) photons and observed that
vibrational energy transport was at least four times more efficient in the latter case (ther-
mal diffusivity &8 A˚2ps−1). Since this result agreed much better with the findings for
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bulk materials and also with the accompanying MD simulations, the authors concluded
that the IR experiment was the general case of vibrational energy transport in peptides,
whereas the UV experiment represented the exception where energy gets trapped because
it is deposited in too high amounts.
The simulations and theoretical considerations presented in Chapters 3 and 4 of this
thesis, however, alter the view on the experimental observations and suggest a different
interpretation. First of all, the MD simulations of the toy model indicate that no differ-
ence between high- and low-energy excitation should be observed. Even time-propagating
vibrational energy transport along a molecular chain in a fully quantum-mechanical simu-
lation, which should be able to reproduce possible changes of the thermal properties with
temperature, did not show any significant effects. Second, it was understood that on the
given ultrashort length and time scales, IVR rather than the actual transport along the
chain is the rate-limiting step in vibrational energy transport and significantly slows down
the observed propagation speed. Hence, for the thermal diffusivity measured under such
experimental conditions, values much lower than for bulk materials should be expected.
These new findings hint at the IR experiment by Backus et al. [51] being the special
case of vibrational energy diffusion in peptides, in which additional pathways might accel-
erate the overall energy transport. The study presented in Ref. [51] contains two potential
caveats that come along with the use of C=O vibrations as pumping and probing modes
at the same time. First, due to the inherent spectral overlap, the probe signals at early
times up to about 5 ps are dominated by excitation and relaxation of the directly pumped
C=O oscillator and, therefore, cannot be evaluated. As a result, no upper limit for the
thermal diffusivity could be given. Second, the possibility of resonant energy transfer di-
rectly along the C=O oscillators could act as an alternative route of vibrational energy
transport that bypasses energy flow along the peptide backbone, and thus increases the
thermal diffusivity measured after C=O pumping.
Motivated by these insights, this chapter presents a repetition of the low-energy ex-
citation experiment with an alternative local heating source that can be pumped with
IR photons. Ideally, the pumped mode should be nonresonant with the fundamentals
of the C=O spectator modes used as local thermometers, as well as with any of their
overtones to also avoid complications with potential Fermi resonances. A promising can-
didate fulfilling this criterion are C−D vibrations of deuterated amino acid side chains,
which occur around 2000-2250 cm−1 [84–87]. The ratio between νC−D and νC=O of about
1.3 to 1.4 is close to optimal for avoiding direct, as well as Fermi resonances. Having in
mind to incorporate these C−D modes as local heat source into biomolecules, a further
important feature is that their absorption falls into the so-called “transparent window”
between 1800 and 2600 cm−1, in which protein vibrational spectra are free from any other
absorption bands [88–91]. Thus, having no spectral overlap with other vibrations, the
C−D absorption has a pronounced local-mode character and corresponds to specific bond
vibrations [88], which is an important prerequisite for the local deposition of vibrational
energy. The challenge of working with C−D vibrations is their relatively weak transition
dipole, however, it has been shown recently by Rubtsov and coworkers [34] that the com-
bined absorbance of the 10 C−D groups of Leu-d10 together, all of which can be covered
simultaneously with the bandwidth of the experimentally available femtosecond IR pulses,
is reasonably large (total effective extinction coefficient ≈200 M−1cm−1). Hence, incorpo-
ration of a Leu-d10 residue into a peptide sequence should provide a feasible local heater
for initiating vibrational energy transport after excitation with IR photons.
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6.2 Materials and methods
6.2.1 Laser setup
The spectroscopic experiments presented in this chapter were carried out with the transient
IR spectroscopy setup described in Section 5.2. In detail, the experimental conditions were
the following. For 2-color IR pump/IR probe experiments independently tunable infrared
pulses were generated in two separate OPAs. One OPA was set to a center frequency
of 2180 cm−1 delivering pump pulses with an energy of about 2 µJ and a bandwidth of
200 cm−1 to excite all 10 C−D vibrations of the leucine heater simultaneously. To monitor
the response of the C=O reporter groups placed at various distances from the heat source,
probe pulses with a bandwidth of 200 cm−1 and a center frequency of 1680 cm−1 were
generated in a second OPA. Scattering between both spectral regions was suppressed by
inserting a cutoff filter into the pump beam, blocking all contributions below a frequency
of ≈1940 cm−1. For 1-color IR pump/IR probe experiments in the C−D region, only one
OPA tuned to a center frequency of ≈2180 cm−1 was used to generate pump and probe
pulses at the same time. An overall instrumental response time of 300 fs was determined
from a cross-correlation measurement in a germanium plate. All laser beams were polarized
parallel.
6.2.2 Peptide helix
The two terminally protected, heptameric peptides used in this study are Z-Aib-Leu**-Aib-
Ala*-(Aib)3-OMe (peptide 1) and Z-Aib-Leu**-(Aib)3-Ala*-Aib-OMe (peptide 2), where
Aib stands for α-aminoisobutyric acid, one asterisk (*) indicates a 13C=O label and two
asterisks (**) decadeuteration. An overview of the sequences and their structure is given
in Table 6.1 and Figure 6.1.
These particular amino acid sequences were chosen according to the following consid-
erations: Botan et al. [43] and Backus et al. [51] suggested octameric 310-helices based
on α-aminoisobutyric acid (Aib) as structural motifs for studying energy transport. The
advantage of the 310-conformation is that very stable helices are formed even for relatively
short sequences of approximately eight amino acids [45], whereas the more well-known
α-helix needs on the order of 20 amino acids to become stable [46].
The intention of this experiment was to incorporate a decadeuterated leucine as a local
heater into a similar Aib-based 310-helical peptide. However, addition of a Leu-d10 residue
to the original octameric sequence would have led to a nonameric peptide, which is close
to the limit for a sufficient solubility, particularly in chloroform solution. Furthermore, the
coexistence of 310- and α-helices is very likely for Aib-rich peptides of that size [44,92,93].
Therefore, a shorter sequence of seven amino acid residues was chosen to maintain the
pure 310-helical structure.
Whereas the original azobenzene heater was attached at the N-terminus of the peptide
helix, a leucine residue at this position should be avoided because, in this case, the resulting
N-terminal -Leu-Aib- dipeptide could fold in either a nonhelical type-II β-turn or a helical
type-III β-turn [44,93].
To measure the local temperature at various distances from the heater as a function
of time, 13C=O isotope labels were placed at different positions in the helix. As proposed
in Refs. [43, 51] these labels were obtained by incorporating 13C-l-Ala, since this amino
acid is readily available commercially and does not destabilize the 310-helix significantly.
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Table 6.1: Terminally protected, heptameric peptides used for the energy transport
study. One asterisk (*) indicates a 13C=O label, two asterisks (**) stand for decadeuter-
ation, Z is benzyloxycarbonyl, Aib is α-aminoisobutyric acid, and OMe is methoxy.
Notation Sequence
Peptide 1 Z-Aib-Leu**-Aib-Ala*-Aib-Aib-Aib-OMe
Peptide 2 Z-Aib-Leu**-Aib-Aib-Aib-Ala*-Aib-OMe
(a)
(b)
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Figure 6.1: (a) Chemical structure of the heptapeptide, here exemplified for peptide 1.
The encircled labels indicate the positions of the different C=O vibrators, which are used
as local thermometers, relative to the position of the Leu-d10 heater. In peptide 1 the
13C-labeled Ala is situated at site #3 (as shown here); in peptide 2, the label is placed
at site #5. The deuterated sites on the Cα, Cβ , Cγ and Cδ side-chain atoms are marked
in red, blue, green and orange, respectively. (b) X-ray diffraction structures of the two
independent peptide molecules (A and B) of peptide 1 in the asymmetric unit. H and
D atoms have been omitted for clarity. Intramolecular H-bonds are indicated by dashed
lines.
Peptide synthesis was performed in solution by activating the carboxyl function with 1-(3-
dimethylamino)propyl-3-ethyl-carbodiimide and 7-aza-1-hydroxy-1,2,3-benzotriazole [94].
The peptides were dissolved in chloroform at a concentration of ≈10 mM. The sample was
kept between 2-mm-thick CaF2 windows separated by a 300 µm spacer. If not indicated
otherwise, all measurements were carried out at room temperature
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6.3 Results
6.3.1 3D-Structural characterization†
X-Ray diffraction, FTIR absorption, 1H NMR, and CD techniques were used to examine
the preferred conformations of the Nα-acylated heptapeptide esters 1 and 2. Only for
peptide 1 a single crystal suitable for an X-ray diffraction analysis could be obtained.
Interestingly, there are two independent peptide molecules in the asymmetric unit of 1
(Fig. 6.1b). Both are regular 310-helices, each stabilized by five intramolecular i ← i + 3
C=O...H−N H-bonds. The main difference between them is found in their helical screw
sense: one molecule (A) is right-handed, whereas the other (B) is left-handed (in other
words, the two molecules are diastereomers). This is a rather uncommon but not unique
observation in peptide crystallography (see also [43] and [96]). What is unique, is that this
peptide sequence is characterized by the occurrence of as many as two chiral l-residues,
not by one, as found in all previously observed diastereomeric pairs.
The FTIR absorption spectra recorded in the conformationally informative N−H
stretching region of peptides 1 and 2 in the structure-supporting solvent chloroform are
similar, showing a weak band at about 3425 cm−1 (free NH groups) and a very strong
band in the 3320-3330 cm−1 region (hydrogen-bonded NH groups) [45]. The observed
hydrogen bonding can be assigned to the intramolecular type because the spectra do not
significantly change upon variation of the peptide concentration between 1.0 and 0.1 mM.
The ratio of the integrated intensity of the band of hydrogen-bonded NH groups to that
of free NH groups is remarkably high for both peptides 1 and 2, suggesting the onset of
rather stable helical structures. In addition, for peptide 1, this ratio is close to that pre-
viously reported for the 310-helical -(Aib)7- homopeptide [45] and is slightly higher than
that of peptide 2. The latter finding is indicative of a marginal destabilization induced in
the helix by the l-Ala residue when inserted in the penultimate position of the peptide
chain, as compared to a central position.
The results of the two 1H NMR titrations in deuterochloroform solution upon addition
of the hydrogen bonding acceptor dimethylsulfoxide (DMSO) clearly show that two NH
protons for each heptapeptide are exposed to the solvent, whereas the remaining five NH
protons are solvent protected by hydrogen bonding. One of these protons (that at the
highest field) is easily assigned to the N-terminal Aib proton by virtue of its urethane
character [45] and multiplicity (singlet). The second solvent-exposed NH proton can be
attributed to the Leu-d10 at position 2 in the peptide chain on the basis of a number of
conformational studies published on Aib-rich, medium-sized, peptides [43–45, 92]. These
overall 1H NMR properties are typical for peptides folded in a 310-helical structure [45].
The far-UV CD spectra recorded for the two heptapeptides in 2,2,2-trifluoroethanol,
also a structure-supporting solvent, exhibit two negative Cotton effects (222-230 nm, weak;
and 202-203 nm, very strong) and the ratios of their intensities are in the range expected
for peptides largely adopting the 310-helical structure [97].
From this extensive conformational analysis, one can safely conclude that both hep-
tapeptides 1 and 2 are 310-helical, although not to the same extent, under structurally
favorable experimental conditions.
†The synthesis and characterization of the peptides were contributed by Alessandro Moretto, Marco
Crisma and Claudio Toniolo from the University of Padova, Italy, and are gratefully acknowledged. The
detailed analysis data can be found in Ref. [95] and the corresponding Supporting Information.
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Figure 6.2: Absorption spectrum of peptide 1 in the spectral region of the C=O and the
C−D stretching vibrations. For better visibility, the C−D bands are scaled up by a factor
of 10 (blue). The four C=O bands at 1620, 1665, 1715, and 1734 cm−1 belong to the
isotope labeled 13C=O, the main band consisting of all five equivalent carbonyl groups, the
N-terminal urethane moiety and the C-terminal ester group, respectively. The five C−D
bands appearing at 2065, 2101, 2126, 2157 and 2221 cm−1 can be assigned to CδD3(ss),
CβD2(ss), CγD, CβD2(as) and CδD3(as), respectively. For further explanations, see text.
6.3.2 Steady state spectroscopy
Steady state infrared absorption spectra with a spectral resolution of 1 cm−1 were recorded
with a commercial Fourier transform infrared (FTIR) spectrometer (BioRad FTS 175C)
equipped with a highly sensitive liquid-nitrogen cooled HgCdTe detector. Figure 6.2 shows
the IR absorption spectrum of the peptide helix in the spectral region of the C=O and
the C−D stretching vibrations (exemplified here for peptide 1; the spectrum of peptide 2
is almost identical).
The intense band at 1665 cm−1 is the so-called amide I “main band” consisting of
all equivalent C=O groups in the helix (five in total). The isotope labeled 13C=O band
(i.e., C=O #3 in peptide 1, C=O #5 in peptide 2) appears redshifted with respect to the
main band at about 1620 cm−1. The bands at 1715 cm−1 and 1734 cm−1 belong to the
two chemically different C=O groups in the helix; namely the urethane moiety connected
to the N-protecting group (C=O #-2) and the ester group of the C-terminal Aib residue
(C=O #6) [43,51,52].
The side chain of Leu-d10 consists of two CδD3, one CγD, one CβD2, and one CαD
moiety, as indicated in Figure 6.1a. Their absorption bands appear in the region around
2200 cm−1 and can be assigned as follows [34]: the two CδD3 moieties give rise to the
strongest transitions in the spectrum, which are the bands at 2065 cm−1 and 2221 cm−1
belonging to the symmetric and antisymmetric stretching vibrations, respectively. The
CγD moiety can be assigned to the central peak of the Leu-d10 spectrum, appearing at
2126 cm−1. The CβD2 group contributes the remaining two transitions, which are the
symmetric and asymmetric stretching vibrations at 2101 cm−1 and 2157 cm−1, respec-
tively. The CαD group is expected to have a very small transition dipole, which is why
it is usually not attempted to assign a special peak of the leucine C−D spectrum to its
stretching vibration.
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Figure 6.3: Time dependence of the pump-induced bleach measured for the strongest
C−D mode of Leu-d10 in the peptide helix; a biexponential fit reveals a lifetime of ≈1.1 ps.
6.3.3 Time-resolved spectroscopy
The rate at which energy is released from the heater into the peptide chain is determined
by the decay of the initially pumped state. Therefore, in a first set of experiments, the
lifetime of the C−D modes of Leu-d10 in the peptide helix was assessed in a 1-color IR
pump/IR probe measurement at a wavelength of ≈2200 cm−1. Upon pumping all C−D
modes simultaneously, their ground states are depleted giving rise to distinct bleach fea-
tures. Due to the absence of a clear excited state absorption, the lifetime was estimated
from the bleach recovery of the strongest C−D mode at 2221 cm−1. The measured bleach
intensity as a function of time is displayed in Figure 6.3, a biexponential fit through the
obtained data reveals a lifetime of ≈1.1 ps. This number agrees very well with a result
published for the corresponding C−D mode in free Leu-d10-Boc dissolved in chloroform,
which is T1=1.3 ps [34].
The time-resolved 2-color IR pump/IR probe spectra from the C=O stretching region
are displayed in Figure 6.4, a linear baseline determined from the edges of the spectral
window was subtracted from all spectra. Upon excitation of the Leu-d10 C−D vibrations,
all C=O modes exhibit redshifts, which are due to anharmonic coupling of the spectator
modes to thermally excited lower-frequency modes [47]. Since the resulting (negative)
bleach signal is, in general, narrower than the anharmonically shifted (positive) hot band,
the former was used as a measure of the amount of vibrational energy in the vicinity
of the probe. As expected, the main band at 1665 cm−1 shows the strongest response.
This is because it averages over the five nonlabeled C=O oscillators in the helix, among
which are the two direct neighbors of the vibrationally excited Leu-d10; that is, sites #-1
and #1. Comparing the amplitudes of the bleach signals at 1620 cm−1, belonging to
the isotope labels at site #3 (peptide 1, Fig. 6.4, left) and site #5 (peptide 2, Fig. 6.4,
right), it immediately becomes clear that more vibrational energy reaches the closer site
#3. Interestingly, the response of site #-2 is more than twice as strong as that of site
#3, although its distance to the heater is almost the same (5 vs. 7 chemical bonds;
see Fig. 6.1a). This is due to a boundary effect, which pools vibrational energy at the
terminal site of the chain. The same effect, albeit less pronounced, can be observed for
the C-terminal site #6.
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Figure 6.4: Transient spectra in the C=O stretching region for peptide 1 (left column)
and peptide 2 (right column) recorded at various delay times (green, 1.00 ps; red, 1.75 ps;
blue, 2.75 ps; black, 10 ps; orange, 50 ps) after pumping of the leucine C−D vibrations
around 2200 cm−1. For comparison, the stationary absorption spectra of the respective
peptides are plotted above. The labels refer to the positions of the C=O groups relative
to the heater (see Fig. 6.1a). The black dashed line is a stationary temperature-induced
difference spectrum corresponding to a temperature jump of 7.5 mK.
The pump-probe spectra recorded at late delay times (Fig. 6.4, orange lines) resemble
a stationary temperature difference spectrum (Fig. 6.4, black dashed lines). The latter was
measured for a 10 K temperature increase in an FTIR spectrometer and was down-scaled
to match the 50 ps time-resolved result. From the scaling factor, it can be estimated
that the bulk solvent is heated up by approximately 7.5 mK. As a secondary effect, this
temperature rise leads to an overall weakening of the hydrogen bonds of the helix, resulting
in a blueshift of the C=O bands [49,98].
The kinetics of the main band bleach is shown in Figure 6.5 as a cut through the
transient spectra of peptide 1 at 1673 cm−1. A biexponential fit reveals a rise time of 1.1 ps
and a decay time of 7.6 ps. The bleach of the main band is dominated by the C=O probes
next to the leucine heater; that is, sites #-1 and #1. Assuming that vibrational energy
propagation from the Leu-d10 side chain to the peptide backbone is not the rate-limiting
step, the rise time of the main band is expected to essentially reflect the vibrational lifetime
of the C−D modes in Leu-d10. In the 1-color IR pump/IR probe experiment discussed
above (Fig. 6.3), the latter was determined to be 1.1 ps, which perfectly supports the given
interpretation of the measured data. The ≈7 ps decay component of the main band, on
the other hand, is known as the typical cooling time in chloroform [99] and is consistent
with all previous energy transport studies in this solvent [43,51,52].
The kinetics of sites #-2, #3, and #5 are summarized in Figure 6.6b. One can nicely
see the sequential appearance of the bleach maxima, showing that vibrational energy
propagates through the molecule. The farther a reporter unit is away from the heater, the
later and the less vibrational energy arrives.
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Figure 6.5: Time dependence of the bleach intensity of the main band (recorded for
peptide 1) with opposite sign as in Fig. 6.4. The experimental data can be fitted with a
biexponential function with a rise time of 1.1 ps and a decay time of 7.6 ps. Since the
main band is dominated by the C=O units closest to the heater its rise time reflects the
lifetime of the heated C−D modes.
To model the experimental data, a rate equation scheme similar to the one introduced
in Appendix C was devised, which is illustrated in Figure 6.6a. Vibrational energy is
initially deposited into the C−D modes of the Leu-d10 heater, which decay with a charac-
teristic lifetime T1. As a result, vibrational energy is transferred to the next neighbors (i.e.,
sites #-1 and #1) with a rate constant kCD=T
−1
1 . Each peptide unit then can exchange
energy with its nearest neighbors with a propagation rate kp. Furthermore, all peptide
units lose energy into the solvent at rate ks. To describe the transfer of vibrational energy
between the different peptide units a connectivity matrix K as introduced in Eq. (C.5)
was used. For the present system of eight site-localized C=O oscillators plus the Leu-d10
heater K is a 9×9 matrix, which under the given connectivity of sites (compare Fig. 6.6a;
the leucine unit is treated as site n = 9) adopts the following form:
K =


−ks − kp kp 0 0 · · · 0
kp −ks − 2kp − kCD kp 0 · · · kCD
0 kp −ks − 2kp − kCD kp · · · kCD
0 0 kp −ks − 2kp · · · 0
...
...
...
...
. . .
...
0 kCD kCD 0 · · · −ks − 2kCD


(6.1)
In case of energy conservation within the chain the sum over each column of the matrix
K is zero. However, in the present case energy is dissipated from the peptide chain into
the solvent with a cooling rate ks. Therefore, summing up all elements of one column of
K a sink term −ks remains.
As demonstrated in Appendix C, the solution of the resulting set of coupled differential
equations is given by
~ǫ(t) = Q−1diag(eλ1t, eλ2t, ..., eλnt)Q~ǫ(0). (6.2)
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Figure 6.6: (a) Scheme of the rate model used for global fitting of the experimental
data. The Leu-d10 heater is directly coupled to its next neighbors. The corresponding
rate constant is given by the inverse lifetime of the C−D modes; that is kCD=(1.1 ps)−1.
Cooling of all peptide units into the solvent occurs with a rate constant of ks=(7.6 ps)
−1;
the propagation rate in the helix is kp ≈(2 ps)−1. (b) Time dependence of the bleach
intensity of sites #-2, #3 (both recorded at peptide 1), and #5 (recorded at peptide 2)
with opposite signs as in Fig. 6.4. The solid lines represent global fits according to the
rate model shown on top.
Since all energy initially is deposited into the heater unit (n = 9) the initial condition is:
~ǫ(0) =


...
0
1

 . (6.3)
The rate constants for the energy injection into the chain and the cooling into the solvent
can be extracted from the main band fit: kCD=(1.1 ps)
−1 and ks=(7.6 ps)
−1, respectively.
The remaining free parameter kp then can be deduced from a global fit of the obtained
functions ǫi(t) to the measured time traces of sites #-2, #3, and #5. With the obtained
propagation rate constant kp = (2.0 ± 0.5)−1 ps−1 the experimental data can be well
reproduced (see Fig. 6.6b, solid lines).
6.4 Discussion
The experimental data can be reasonably described by a diffusive model. As discussed in
Appendix C, one can think of the rate equation model of Figure 6.6a as a discretized version
of a diffusion equation, in which the diffusion constant D is related to the propagation
rate kp through D = kp∆x
2 (Eq. (C.7)). With the helical translation per residue for a
310-helix of ∆x ≈2 A˚ [44, 100], a heat diffusion constant of D=(2.0±0.5) A˚2ps−1 can be
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calculated, which is in quantitative agreement with the result obtained by Botan et al. [43]
after UV pumping of a covalently attached azobenzene moiety (2 A˚2ps−1).
Thus, comparing the IR pumping result presented in this chapter to the UV pump-
ing result of Ref. [43], within signal-to-noise, no excitation energy dependence of the heat
diffusion constant is observed. Hence, this study experimentally verifies one of the predic-
tions made in Chapter 3; the energy transport properties of molecular chains are largely
insensitive to the amount of initially deposited energy. Even when temperature gradients
of many hundreds of Kelvin are generated over length scales of only a few chemical bonds,
the linearity of vibrational energy diffusion is maintained.
The value obtained after off-resonant IR pumping of side-chain C−D modes is much
lower than that after resonant excitation of backbone C=O groups (&8 A˚2ps−1) [51].
This shows that the enhanced propagation rate after resonant IR pumping must be due
to coherent energy transfer directly along the C=O oscillators that bypasses vibrational
energy flow along the peptide backbone. Suppressing this additional transport pathway,
only the backbone chain can contribute to the redistribution of vibrational energy in
the peptide, giving rise to the much lower heat diffusion constant of ≈2 A˚2ps−1. This
interpretation is also supported by a recent publication by Stock and coworkers [101],
who performed nonequilibrium MD simulations of the experimentally studied 310-helix,
showing that resonant excitation of a localized C=O oscillator initiates coherent energy
transport along the C=O modes, with an amplitude and speed much higher than for
energy transfer via the backbone.
Another prediction from Chapters 3 and 4 that has been confirmed by this experiment
is that the apparent heat diffusion constant observed on the given ultrashort length and
time scales truly is much lower than in macroscopic experiments (10-20 A˚2ps−1). This
is because IVR rather than the actual transport along the chain is the rate-limiting step
for energy redistribution and determines the measured propagation speed. This point is
discussed in more detail in Chapter 8.
The rate equation model presented in Figure 6.6a can nicely reproduce the effect of
energy pooling at the N-terminal site #-2. The response of site #-2, measured relative
to that of site #3, is much larger than what would be expected just from their different
distances (5 vs. 7 chemical bonds; see Fig. 6.1a). From the rate equation model, one
expects the response of site #-2 to be about 50% larger than the response of site #2,
although both are situated at the same distance from the heater. This is the result of a
boundary effect for the diffusion along a finite one-dimensional chain, which provides ad-
ditional strong evidence that vibrational energy indeed flows along the peptide backbone,
and not just through the solvent. Actually, the bleach of site #-2 should be even more
distinct than found in the experiment. The fact that the simulation slightly overestimates
its intensity could be due to the N-protecting group (Z-moiety), which is the real boundary
of the peptide chain and has been neglected in the rate model.
Finally, a remark on the choice of the solvent for such a 2-color IR pump/IR probe ex-
periment. Pumping the C−D vibrations of deuterated amino acid side chains and probing
the amide C=O bands requires a spectrally broad transmission window from 1650 cm−1
to 2200 cm−1 (alternatively, at least two separate transmission windows around those re-
gions). Solvent absorption is in particular disturbing in the pump region because it can
lead to isotropic heating of the sample. This problem can in principle be resolved in a
2-color 2-dimensional IR experiment [34], which can differentiate the pairwise interaction
between probed and pumped modes from those with a solvent background. In any case,
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the transfer of such an experiment especially into aqueous solution will be very difficult
because heavy water (D2O) is only transparent around the C=O vibration but highly ab-
sorbing in the C−D region while the contrary is true for normal water (H2O). Rubtsov et
al. [34] suggest that similar experiments could be done in D2O solution on thin samples of
≈25 µm path length, which, however, is more than a factor 10 less than used in this ex-
periment and would consequently decrease the signal size. Furthermore, it must be borne
in mind that all C−D modes broaden drastically when hydrated in D2O, which can be
attributed to the influence of the heavy water O−D transitions [34]. Therefore, applying a
Leu-d10 residue as a local heater in D2O solution is limited to amino acid positions buried
in the hydrophobic core of a protein.
6.5 Conclusion
In this chapter, decadeuterated leucine was introduced as a novel local heater for initiat-
ing vibrational energy transport through the peptide backbone. Leu-d10 is commercially
available and can be easily incorporated into a peptide sequence by standard methods of
peptide synthesis. Although the C−D vibrations are relatively weak IR absorbers, the
total extinction coefficient of all 10 leucine C−D vibrations together is large enough to
deposit a sufficient amount of vibrational energy, whose propagation through the peptide
helix can be followed with a reasonable signal-to-nose ratio.
Vibrational energy propagation after IR excitation of the C−D modes can be de-
scribed as a diffusion-like process. The effect of terminal energy pooling provides further
evidence that energy propagates along the molecular chain, and not through the solvent.
The measured heat diffusion constant of ≈2 A˚2ps−1 is in agreement with the UV pump
study presented by Botan et al. [43], confirming the prediction of Chapter 3 that the energy
transport properties of biomolecular chains do not depend on how much energy initially
is deposited. The fourfold faster energy transport observed by Backus et al. [51] can be
attributed to a special case of resonant energy transfer directly along the C=O oscilla-
tors. In the present experiment, this additional transport pathway is strongly suppressed
because the pumped C−D vibrations are nonresonant to the amide I vibrations.
Even the generation of large temperature gradients over very short length scales does
not lead to artifacts like energy trapping; the linearity of vibrational energy diffusion has
proved to be rather solid. This means that energy transport properties can be studied
equally well after the deposition of high amounts of excess energy, which from a practical
point of view is advantageous because much larger signals can be observed over longer
distances. This opens the possibility to develop new efficient heaters and to extend vibra-
tional energy transport studies to proteins to experimentally address the question whether
specific transport pathways indeed exist as they are consistently predicted from MD sim-
ulations [8, 9, 25, 27,30]
Chapter 7
Vibrational energy transport after
plasmonic heating of gold
nanoparticles
In this chapter, another novel heating mechanism for studying vibrational energy transport
in biomolecules is introduced. The idea is to locally release a high amount of vibrational
excess energy by using plasmonically heated noble metal nanoparticles, which, due to
their large optical cross section and low quantum yield, are extremely efficient photother-
mal converters [102]. As structural motif for this experiment, again, short 310-helical
peptides are chosen and covalently linked to spherical gold nanoparticles covering their
entire surface. In contrast to the previous chapter, where energy transport was studied
along individual helical chains, the peptides in this experiment are arranged in an ordered
three-dimensional structure around the heat source. The geometry and packing efficiency
of this capping layer influence the dissipation of vibrational energy into the solvent.
7.1 Introduction
The Leu-d10 residue presented in the previous chapter, due to its intrinsic limitations and
the low absorbance of the pumped modes, is a very academic example of a local heater.
In contrast, local heat generation with noble metal nanoparticles is of huge practical
interest and has found numerous therapeutic applications in the life sciences [103]. For
example, in hyperthermal therapy of cancer, plasmonically heated gold nanoparticles are
used for the localized deposition of heat into human cancer tissue resulting in irreversible
thermal cellular destruction [104–107]. Furthermore, plasmonic heating offers a possibility
to optically activate drug delivery from nanoparticles; illumination of nanoparticles at
their plasmon resonance frequency causes the particles to transfer heat to their local
environment triggering the release of payload molecules attached to the surface [108–112].
Many of these practical applications rely on the optical excitation of a surface plas-
mon, which is an electronic effect causing metallic nanoparticles to strongly absorb and
scatter electromagnetic radiation at wavelengths much larger than their own size [103].
The reason for this intense light-matter interaction is a collective response of the free
metal electrons to an incoming light field; its oscillating electric field causes the conduc-
tion electrons at the metal surface to oscillate coherently [113], an effect, which is referred
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to as surface plasmon resonance. The frequency and bandwidth of the plasmon resonance
depend on the shape and size of the nanoparticles as well as on material properties, such as
the density and the effective mass of the conduction electrons [113]. For gold nanospheres,
the plasmon resonance frequency, at which light can efficiently couple to the collective
electronic excitation, is around 520 nm [114], giving rise to a pronounced optical absorp-
tion. The absorbed light excites electrons that relax via electron-electron scattering to a
nonequilibrium energy distribution. Subsequently, this hot electron gas scatters with the
lattice phonons, which transfer the excess energy into the surroundings [115, 116], lead-
ing to a highly localized increase in temperature that takes place on a picosecond time
scale [115–122].
The efficient, localized and ultrafast conversion of light into thermal energy are unique
features of metal nanoparticles, making them suitable as local heaters for energy trans-
port studies. Comparable to the azobenzene heater introduced by Botan et al. [43], gold
nanoparticles release a high amount of excess energy subsequent to excitation at UV/Vis
frequencies. As discussed in Chapter 6, this approach of high-energy excitation is exper-
imentally favorable because the redistribution of large amounts of vibrational energy in
biomolecules can be followed over large distances and does not impose potential nonlinear
artifacts on the heat diffusion. Beyond that, however, gold nanoparticles are superior to
azobenzene chromophores in several respects. First of all, since metal nanoparticles have
extinction coefficients much higher than organic chromophores, heating can be achieved
with considerably lower excitation energies. At the same time, nanoparticles are not prone
to bleach upon photoexcitation so that exchanging degraded sample is not necessary. As a
result, experiments can be performed with much smaller sample volumes, which is partic-
ularly interesting when working with rare biomolecules. Furthermore, no conformational
change (cis-trans isomerization) is involved in the excitation step, meaning that no disor-
der is generated in the attached biomolecules. Finally, whereas azobenzene chromophores
often show disturbing vibrational ring modes in the amide I region [123], spherical gold
nanoparticles do not have any infrared absorption at all.
Recognizing these advantages, the intention of this chapter is to introduce gold nanopar-
ticles as an alternative local heater for energy transport studies in biomolecules and to
explore its properties with nonlinear laser spectroscopy. The aim is to design an experi-
ment, in which vibrational excess energy is locally deposited into the nanoparticle metal
core by exciting its plasmon resonance with laser pulses in the visible region. The following
energy transport along attached peptide chains is studied with femtosecond infrared spec-
troscopy, using 13C=O isotope labels at defined distances from the metal surface as local
thermometers. In a similar manner, vibrational sum-frequency generation from molecular
chains on a laser flash-heated bulk gold surface has been studied by Dlott and cowork-
ers [31, 124]. However, using a suspension of gold particles allows to study the process in
a conventional pump-probe geometry, rather than by surface sensitive methods. Further-
more, due to the extremely high surface-to-volume ratio of nanoparticles, a much higher
surface coverage than for bulk materials can be achieved, which consequently leads to
much higher signals from the applied organic chains.
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7.2 Materials and Methods
7.2.1 Laser Setup
In this chapter, femtosecond spectroscopy experiments in the visible and infrared spec-
tral range are presented. The response of the nanoparticle gold core upon pulsed laser
excitation was measured in a UV pump/Vis probe experiment using the transient Vis
spectroscopy setup presented in Section 5.3. As described above, in this setup one portion
of the initial laser beam produces 400 nm pump pulses, the remaining fraction is used to
generate a white-light continuum serving as a probe beam. The probe wavelength was
chosen by placing a 520 nm band pass filter with 10 nm bandwidth (FWHM) in front of
the detection photodiode.
To measure the response of the C=O reporter groups in the attached peptides, a
Vis pump/IR probe experiment was performed on the transient IR spectroscopy setup
described in Section 5.2. Pump pulses at a center wavelength of 520 nm and a bandwidth
of 20 nm, attenuated to approximately 0.5 µJ at the sample, were generated in a blue-
pumped two-stage NOPA and excited the gold nanoparticle plasmon resonance. Infrared
probe pulses with a center frequency of 1670 cm−1 and a bandwidth of 200 cm−1 were
produced in a white-light-seeded two-stage OPA. An overall instrumental response time of
200 fs was determined from a cross-correlation measurement in a silicon plate. All beams
were polarized parallel.
7.2.2 Peptide-capped gold nanoparticles
The spherical gold nanoparticles, synthesized for this experiment, were covalently linked
to and completely covered by helical peptides. The design of those nanoparticles and the
applied peptide capping layer was guided by the following considerations: very small gold
nanoparticles with diameters of about 1-2 nm were chosen for this study because they
have a more favorable surface-to-volume (i.e., peptide-to-gold) ratio that allows sufficient
IR absorbance from the peptide capping layer to be obtained without the sample becoming
opaque in the visible. Also, small nanoparticles are more resistant against laser-induced
aggregation.
As structural motifs for the peptide ligands, 310-helices were chosen, which form ex-
ceptionally stable structures, even for short sequences (compare Chapter 6) [45]. Thus,
a rigid peptide capping layer was obtained enabling to place 13C=O reporter groups in a
fixed geometry over the metal surface. The two capping agents used in this study were the
octameric peptides HS-(CH2)2-O-CO-Aib-Ala*-(Aib)6-OMe (peptide 1) and HS-(CH2)2-
O-CO-(Aib)3-Ala*-(Aib)4-OMe (peptide 2), where Aib stands for α-aminoisobutyric acid
and an asterisk (*) indicates a 13C=O label. The thiol (-SH) group at the N-terminus
was used to attach the peptides to the gold nanoparticles. An overview of the peptide
sequences, their chemical structure and the resulting peptide-capped gold nanoparticles is
given in Table 7.1 and Figure 7.1.
To measure the local temperature at various distances from the heat source as a
function of time, 13C=O isotope labels were placed at different positions in the peptide
helix. As already demonstrated in Chapter 6, these labels can be obtained by incorporating
13C-l-Ala, since this amino acid is readily available commercially and does not destabilize
the 310-helix significantly. In addition, a urethane moiety was inserted between the linking
group and the actual peptide to obtain an intrinsically spectrally resolved C=O group at
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Table 7.1: Octameric peptides used as capping ligands for the gold nanoparticles. An
asterisk (*) indicates a 13C=O isotope label, Aib stands for α-aminoisobutyric acid and
OMe for methoxy.
Notation Sequence
Peptide 1 HS-(CH2)2-O-CO-Aib-Ala*-Aib-Aib-Aib-Aib-Aib-Aib-OMe
Peptide 2 HS-(CH2)2-O-CO-Aib-Aib-Aib-Ala*-Aib-Aib-Aib-Aib-OMe
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Figure 7.1: (a) Chemical structure of the 310-helix forming peptide 1. The N-terminal
thiol group is covalently linked to the gold nanoparticle. (b) Cartoon structure of the
peptide-capped gold nanoparticles. The encircled labels in both subfigures indicate the
positions of the different C=O thermometers in the capping layer relative to the gold core
at the N-terminus. In peptide 1, the 13C=O labeled Ala is situated at site #3 (as shown
here); in peptide 2, the label is placed at site #5.
the beginning of the helical chain.
First, the terminally protected, linear octapeptides 1 and 2 were synthesized step-by-
step by solution methods. Subsequently, the gold nanoparticles were prepared following
a general procedure described in Ref. [125]: the peptides and chloroauric acid (HAuCl4,
3:1 molar ratio) were combined in a 7:3 methanol/water solvent mixture and allowed to
stand for 1 h. Then, 10 equivalents of NaBH4 were added, and the suspension was stirred
at room temperature for 5 h. The product was precipitated by adding 2 vol. of Et2O,
pelleted at top speed in a centrifuge, resuspended in 70% Et2O/EtOH, pelleted again, and
dried overnight at room temperature.
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For the all spectroscopic measurements presented, the dehumidified peptide-nanopar-
ticle sample was dissolved in acetonitrile-d3 and vortexed for a few minutes. Filtering the
resulting solution through a PTFE membrane with 0.45 µm pore size removed scattering
particles. The effective peptide concentration, estimated from an FTIR measurement of
the amide I band, was adjusted to approximately 10 mM (i.e., the absolute concentration
of gold nanoparticles was accordingly lower). The sample was kept in a CaF2 cell with
an optical path length of 100 µm, including the option to circulate it in a closed cycle.
However, since the nanoparticles were sufficiently stable against temperature-induced ag-
gregation, flowing the sample turned out to be redundant. All measurements were carried
out at room temperature.
7.3 Results
7.3.1 Nanoparticle Characterization†
The terminally protected -(Aib)8- sequence is well-known to be folded in a fully developed
310-helical structure in chloroform solution [45]. The preferred conformation of the two
octapeptides 1 and 2 that were used as capping ligands for the gold nanoparticles were
examined. To validate that the 310-helical structure is maintained in structure-supporting
solvents (chloroform and 2,2,2-trifluoroethanol), FTIR absorption, 1H NMR, and CD tech-
niques were applied.
The FTIR absorption spectra in the N−H stretching region of the two peptides in
CDCl3 solution are similar, showing a weak band at ≈3430 cm−1 (free N−H groups) [45]
and a very intense band near 3328 cm−1 (hydrogen bonded N−H groups). Because a
change in peptide concentration (from 1.0 mM to 0.1 mM) does not significantly modify
the spectra, most of the observed hydrogen bonding can be safely assigned to the in-
tramolecular type. The ratios of the integrated intensity of the band of hydrogen bonded
N−H groups to that of free N−H groups for the two peptides are in accordance with
previously reported results for the 310-helical -(Aib)8- peptide [45].
The results of the 1H NMR titrations in CDCl3 solution upon addition of the hydrogen
bonding acceptor solvent DMSO clearly indicate that two NH protons for each octapeptide
are exposed to the solvent, whereas the remaining six NH protons are solvent protected
because of intramolecular C=O...H−N hydrogen bonding. One of these NH protons (that
at highest field) is assigned to the N-terminal N(1)H proton by virtue of its urethane
character [45]. In peptide 1, the second solvent-exposed NH proton is easily attributed to
Ala* at position 2 on the basis of its different multiplicity. These 1H NMR properties are
those expected for peptides adopting a regular 310-helical structure [45].
The far-UV CD spectra of peptides 1 and 2 in 2,2,2-trifluoroethanol solution show two
negative Cotton effects with positions (205 nm, very strong; 225 nm, weak) and ellipticity
ratios (θ225/θ205=0.25) typical for a right-handed 310-helix [97].
A transmission electron microscopy (TEM) analysis was employed to determine the
average gold nanoparticle core size. Similar to a previous report [127], for the pep-
tide 1/HAuCl4 3:1 molar ratio preparations at room temperature, an average gold nanopar-
†The synthesis and characterization of the gold nanoparticles were contributed by Alessandro Moretto
and Claudio Toniolo from the University of Padova, Italy, and are gratefully acknowledged. The detailed
analysis data can be found in Ref. [126] and the corresponding Supporting Information.
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Figure 7.2: Size characterization of the peptide-capped gold nanoparticles: TEM images
of the metallic cores of the nanoparticles, the insets show histograms of the corresponding
size distribution. The average gold core diameters are 1.2 nm for nanoparticle 1 (a) and
2 nm for nanoparticle 2 (b). Light scattering data obtained for nanoparticles in methanol
solution. The obtained total particle diameters, including the capping layer, are 5.3 nm
for nanoparticle 1 (c) and 6.2 nm for 2 (d), and match very well the respective core size
plus two times the length of the applied peptide ligands, which is ≈2 nm.
ticle core size of 1.2 nm (d, diameter) was found (Fig. 7.2a). In accordance with the
mentioned report, an average gold nanoparticle formula of Au38Pept18 is proposed. For
the peptide 2/HAuCl4 3:1 molar ratio preparations, a bigger gold nanoparticle core size
of 2.1 nm (d) was observed, which could be due to the fact that the two used peptide
ligands have slightly dissimilar structures (Fig. 7.2b). For those nanoparticles an average
gold nanoparticle formula of Au225Pept68 is proposed [127]. The fact that the different
ligands lead to different nanoparticle sizes − although initially unintended − enables to
study size-dependent effects of energy transport through differently packed peptide cap-
ping layers.
Dynamic light scattering was used to assess the average size of the gold nanoparti-
cles, including the capping layer. The results showed total diameters of 5.3 nm for gold
nanoparticle 1 (Fig. 7.2c) and 6.2 nm for 2 (Fig. 7.2d). Based on a similar 310-helical
peptide, the 3D-structure of which was solved by X-ray diffraction [43], a length of ≈2 nm
can be assumed for both peptide ligands. Adding this value twice to the gold core diameter
obtained from the TEM analysis, the experimental values from light scattering are well
matched. Even though the light scattering from the gold core and that from the capping
layer are different, and the effects of both are not just additive, this qualitative analysis
shows that the dimensions of the bulk spherical nanoparticles (gold core with capping lig-
and molecules) can be modulated rather precisely by an appropriate choice of the peptide
ligand.
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Figure 7.3: (a) FTIR spectra in the C=O stretching region and (b) UV/Vis spectra
around the gold nanoparticle plasmon resonance recorded for nanoparticles 1 (black)
and 2 (red) at equal effective peptide concentration of 10 mM. The four C=O bands at
1620, 1660, 1700, and 1739 cm−1 belong to the isotope labeled 13C=O, the main band
consisting of all six equivalent carbonyl groups, the urethane moiety and the ester group,
respectively, and are labeled according to their positions in the peptide chain according
to Fig 7.1. The UV/Vis spectra show the plasmon resonance peak around 520 nm, which
is more pronounced for nanoparticle 2 due to the bigger diameter of its gold core.
7.3.2 Steady state spectroscopy
Steady state absorption spectra were recorded with commercial FTIR (BioRad FTS 175C)
and UV/Vis (PerkinElmer Lambda 35) spectrometers, respectively. Figure 7.3 shows the
FTIR and UV/Vis absorption spectra of the peptide-covered gold nanoparticles 1 (black)
and 2 (red) measured at equal effective peptide concentration of about 10 mM in aceto-
nitrile-d3. Due to the spectrally separated absorptions of the capping layer and the metal
core, the IR spectra are only sensitive to the applied peptide ligands, whereas the UV/Vis
spectra exclusively show contributions from the gold core.
Along the lines of Chapter 6, the IR absorption bands observed in the amide I region
can be assigned as follows: the intense main band at 1660 cm−1 consists of all equivalent
peptide C=O groups in the helix (six in total). The isotope labeled 13C=O peptide band
(C=O #3 in 1, C=O #5 in 2) appears redshifted with respect to the main band at about
1620 cm−1. The bands at 1700 cm−1 and 1739 cm−1 belong to the two chemically different
C=O groups, which are the urethane moiety inserted close to the heated gold core at the
N-terminus (C=O #1) and the ester group of the C-terminal Aib residue (C=O #9), the
former not being completely spectrally resolved.
In the corresponding UV/Vis spectra the plasmon resonance of the gold nanoparti-
cles appears at the expected position around 520 nm [114]. The spectrum of the smaller
nanoparticle 1 only shows an unpronounced peak on top of an otherwise rather featureless
absorbance ranging from the near-IR to the near-UV, which is a known effect for gold
nanoclusters with diameters below ≈1.5 nm [128]. For the bigger nanoparticle 2, in con-
trast, the plasmon band is much more distinct. Also away from the plasmon resonance
band, the overall UV/Vis absorbance of nanoparticle 2 is increased compared to 1, which
is an additional size-related effect. Since the surface-to-volume ratio is decreased for bigger
nanoparticles, a higher absolute particle concentration of 2 is needed to reach the same
amide I peptide absorption in the IR.
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Figure 7.4: Transient absorption change recorded for nanoparticles 1 (black) and 2
(red, offset 0.5 for better visibility) measured at the maximum of the plasmon resonance
band at 520 nm upon 400 nm excitation. The solid lines are exponential fits through the
experimental data revealing cooling times of (1.4±0.2) ps for both samples.
7.3.3 Time-resolved spectroscopy
As discussed above, the rate at which energy is released from the heater into the attached
peptide chains is determined by the decay of the initially pumped state. Therefore, to
assess the time it takes for the gold cores to thermalize, that means to convert the elec-
tronic energy into heat, a UV pump/Vis probe experiment as described by Hartland and
coworkers [115, 116] was performed. The nanoparticles were excited with laser pulses at
400 nm to generate a nonequilibrium electron distribution. The subsequent response was
probed at the maximum of the plasmon resonance band at 520 nm, where the signal is pro-
portional to the electron temperature [116]. From this measurement, relaxation times of
(1.4±0.2) ps were obtained for both samples (Fig. 7.4). Hence, although the nanoparticle
metal cores have different sizes, their thermalization behavior upon electronic excitation
is very similar, so that their rates of energy release into the peptide capping layer can
be treated as equal. The measured cooling rates are in agreement with Ref. [115], when
extrapolating the reported relaxation times to smaller particle diameters. The different
contributions of electron-phonon and phonon-phonon coupling cannot be distinguished for
such small particles [115].
Whereas the energy release rates for both nanoparticles are the same, one possible
difference between the samples is their initial temperature. Since the metal volume to
be heated, as well as the energy uptake after laser excitation − which is basically de-
termined by the UV/Vis absorbance − are different, the same should apply for the heat
generation. However, as discussed in detail in Chapter 6, this effect does not influence the
energy transport properties of the attached peptides, because vibrational energy diffusion
through biomolecular chains is independent of the amount of initially deposited energy.
Hence, the properties of vibrational energy flow, initiated by the given nanoparticles as
local heat sources, can be directly compared.
The time-resolved Vis pump/IR probe spectra recorded in the C=O stretching region
are displayed in Figure 7.5, a linear baseline determined from the edges of the spectral
window was subtracted from all spectra to remove the contribution of free electrons in
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Figure 7.5: Transient IR spectra in the C=O stretching region for nanoparticles 1 (left
column) and 2 (right column) recorded at various delay times (black, 1.5 ps; red, 3.0 ps;
blue, 9 ps; green, 15.0 ps; orange, 20.0 ps; purple, 400.0 ps) after plasmonic heating of
the gold nanoparticles at 520 nm. For comparison, the stationary absorption spectra of
the respective nanoparticle samples are plotted above. The labels refer to the positions
of the C=O groups relative to the heater (see Fig. 7.1).
the metal core appearing at early times. Subsequent to plasmonic excitation of the gold
nanoparticles at 520 nma, heat is released into the peptide capping layer so that all back-
bone C=O modes exhibit redshifts, which are due to anharmonic coupling of the spectator
modes to thermally excited lower-frequency modes [47]. As already discussed before, the
bleach intensity is used as a measure of the amount of vibrational energy in the vicinity
of the probe, because this signal is narrower than the anharmonically shifted hot band.
The main band at 1660 cm−1 shows the strongest response because it sums over the
six nonlabeled peptide C=O oscillators in the helices. The kinetics of the main band
bleaches of nanoparticles 1 and 2 are depicted in Figure 7.6 as cuts through the transient
spectra at approximately 1660 cm−1. The two samples clearly show different temporal
responses: the transient absorption of 1 rises and decays faster, compared to 2, so that
its peak appears at earlier delay time (Fig. 7.6 inset). Biexponential fits reveal a rise time
of 2.7 ps (4.4 ps) and a decay time of 38.0 ps (54.5 ps) for 1 (2). To exclude that the
observed differences simply are effects of the different absolute nanoparticle concentrations,
the effective peptide concentrationb was varied over a wide range from 1.25 mM to 20 mM
without observing changes in the kinetics or amplitude ratios, implying that the differences
truly are due to an intra- and not an intermolecular effect. Hence, it can be concluded that
aAll experiments were repeated for off-resonant excitation of the gold nanoparticles at 400 nm, revealing
the same results (data not shown).
bThe corresponding absolute particle concentrations can be calculated by dividing the effective peptide
concentrations by the respective ligand coordination numbers of the samples, which are approximately 18
for nanoparticle 1 and 68 for 2.
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Figure 7.6: Time dependence of the bleach intensity of the main bands of nanoparticles 1
(black) and 2 (red) with opposite sign as in Fig 7.5, the inset shows the data at early
times. The solid lines are biexponential fits to the data revealing rise and decay times
of 2.7 ps and 38.0 ps for sample 1 as well as 4.4 ps and 54.5 ps for sample 2. The final
cooling of the peptide capping layer, is clearly accelerated for the smaller sample 1.
the observed properties are inherent features given by the geometry of the nanoparticle
samples: the peptide capping layers over the smaller nanoparticles cool faster.
Having discussed the initial injection of vibrational energy and the final size-dependent
equilibration of the entire capping layers, the most interesting step to study is the energy
transport along the peptide ligands. For this purpose spectrally resolved C=O bands have
been placed at defined distances from the heat source, namely at peptide backbone posi-
tions approximately 0.4 nm, 0.8 nm, 1.2 nm and 2.0 nm away from the metal core (sites
#1, #3, #5 and #9, respectively, compare Fig. 7.1b). In order to analyze their transient
response, the second derivatives of the time-resolved spectra were taken to increase the
spectral resolution and to correct for offsets, which is a common procedure for analyz-
ing the amide I spectra of peptides and proteins [129]. The resulting bleach kinetics of
nanoparticles 1 and 2 are depicted separately in Figure 7.7. To account for the effect of
spectral congestion of the urethane band (belonging to C=O #1), the corresponding data
were scaled up to match the long-time cooling dynamics of the other sites of the same
sample. The sequential appearance of the maxima shows the propagation of vibrational
energy along the helices: the farther a reporter unit is away from the heated gold core, the
later the vibrational energy arrives and its amount is diminished. To analyze the energy
transfer process, the experimental data were fitted with multiexponential functions (i.e.,
triexponential in the case of site #1 and biexponential for the others), the obtained time
constants are summarized in Table 7.2. For site #1 a rise time τ1 of 1.1 ps and a fast decay
component τ2 of 3.5 ps are consistently found for the measurements in both samples. The
long-time cooling dynamics, however, are again different for both particles. The observed
decay times τ3 agree with those measured for the corresponding main bands, i.e. about
40 ps for sites #1, #3 and #9 in 1 (Fig. 7.7a) and 50 ps for sites #1, #5 and #9 in 2
(Fig. 7.7b).
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Table 7.2: Time constants obtained from the bi- and triexponential fits to the data in
Fig. 7.7. The time it takes for a heat signal to appear at a given site is reflected by its
rise time τ1. The subsequent cooling is described by a fast decay component τ2 (site #1
only) and the slower overall equilibration time of the capping layer τ3.
site τ1 [ps] τ2 [ps] τ3 [ps]
Nanoparticle 1 #1 1.1±0.1 3.5±0.4 38.0±1.0
#3 2.5±0.1 — 37.7±1.6
#9 5.4±0.7 — 36.2±2.0
Nanoparticle 2 #1 1.1±0.1 3.5±0.3 50.0±1.0
#5 4.7±0.2 — 51.6±2.0
#9 7.7±0.6 — 49.8±2.1
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Figure 7.7: Time dependence of the bleach intensities of the spectrally resolved sites (a)
#1, #3 and #9 (measured for nanoparticle 1) and (b) #1, #5 and #9 (measured for 2),
extracted from the second derivatives of the transient IR spectra. The C=O bands are
labeled as in all the previous figures. The solid lines are bi- and triexponential fits to the
data, the obtained time constants are summarized in Tab. 7.2 above.
7.4 Discussion
From the UV-pump/Vis-probe experiment a thermalization time of approximately 1.4 ps
was derived for the plasmonically heated gold nanoparticles. Since this lifetime determines
the release of energy into the attached peptides, it is reflected by the response of the
reporter group closest to the heater, which is site #1. The rise time of this C=O group,
located only 0.4 nm away from the heated gold surface, was determined to τ1 ≈1.1 ps for
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both samples, which supports this interpretation.
After responding immediately to the heat generated in the gold core, site #1 subse-
quently cools into the following helical chain. This energy propagation process is reflected
by the fast decay component τ2 of 3.5 ps, which is also equal for both nanoparticle samples.
The final equilibration of the capping layer, however, is size-dependent so that the
long-time cooling dynamics are different for both particles. Since the different cooling
times τ3 influence the points in time where the kinetic traces of the spectrally resolved
C=O groups peak, the measurements from the two samples cannot be directly compared.
Still, the propagation effect becomes clear by comparing the reporter units within the
same sample whose responses peak delayed with a time-lag increasing with distance from
the gold core, their rise times τ1 are ordered accordingly.
As already discussed before, the different cooling times of the capping layer can be at-
tributed to the dissimilar sizes of the nanoparticles, the exact reason is the following: since
the packing efficiency is decreased for smaller particles [130], more solvent can penetrate
into the capping layer accelerating the cooling process. This observation is also consistent
with earlier energy transport studies on single peptides dissolved in organic solvents, where
a much faster cooling time constant of approximately 7 ps was observed (compare Fig. 6.5
and the work by Botan et al. and Backus et al. presented in Refs. [43, 51, 52]). Single
peptides can be considered the limit of infinitely small nanoparticle diameter. In this case,
energy is dissipated into the solvent over a solid angle of 4π, and − if the peptide concen-
tration is sufficiently low − does not affect other molecules. In contrast, energy dissipated
from a peptide in the capping layer can appear in the nearby neighbor ligands so that
the heat signal does not decay. The extreme case of this situation would be the infinite
diameter of a bulk gold surface, where, due to exclusion of solvent, the peptides could
only cool from their C-termini. Describing this crosstalk process between peptide ligands
would require additional fitting parameters, so that the experimental data can no longer
be globally described in the framework of an intuitive diffusive rate model as presented for
the energy transport along single linear peptides (Fig. 6.6). However, also the individual
fits of the transient bleaches, due to their exponential kinetics, prove the diffusive nature
of the energy transport process.
Another characteristic of the plasmonically heated gold nanoparticles is that the heat
signal at long delay times almost decays to zero (see 400 ps spectra in Fig. 7.5). In en-
ergy transport studies on single peptides, in contrast, an additional secondary heat effect
resembling a stationary temperature difference spectrum remained even at very long de-
lay times (compare Fig. 6.4). This is due to a temperature rise of the solvent leading to
an overall weakening of the hydrogen bonds of the helix. As this effect originates from
heating of the bulk solvent it also includes contributions from unpumped molecules and,
as such, is concentration dependent [52]. In this study, however, such intramolecular ef-
fects are suppressed because the absolute nanoparticle concentration is very low (≤1 mM).
The challenge when working with nanoparticles is that they can aggregate to large
clusters and lose their nanoscale-related properties, coming along with a very distinct
change in color, or when macroscopic clusters are formed, even with precipitation of the
sample. Especially interaction with laser light can irreversibly destroy nanoparticles by
fragmenting them into smaller units, which then aggregate with each other [131, 132] or,
for high excitation flux, even by melting the lattice of the crystalline metal cores [133].
Also, the synthesis of peptide-capped nanoparticles is not trivial because adding thiol-
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containing amino acids or peptides as capping agents often induces aggregation [134,135].
Furthermore, as also encountered in this study, it is difficult to exactly control the size
and size dispersion of the nanoparticles, because the formation of self-assembled peptide
monolayers at the particle surface is sensitive to small changes of the reaction conditions.
Capping nanoparticles with an entire layer of peptides initiates energy transport
through multiple ligands at the same time, which imposes a crosstalk that disturbs the eval-
uation of the energy transport properties of the individual biomolecular chains. Therefore,
an idea for future experiments is to synthesize nanoparticles with mixed peptide capping
layers [136] or so-called monofunctionalized nanoparticles [137–139], i.e., nanoparticles
with just a few or even single biomolecules of interest included into a protective layer
formed by some other stabilizing capping group.
7.5 Conclusion
In this chapter, plasmonically heated gold nanoparticles were introduced as a novel lo-
cal heater for initiating vibrational energy transport through attached biomolecules. The
subsequent propagation of vibrational energy is demonstrated by the sequential response
of the C=O reporter groups in the peptide backbone; the exponential kinetics indicate
the diffusive nature of this process. The urethane group (site #1) constitutes an inter-
nal standard, which lies very close (approximately 0.4 nm) to the gold metal core and
responds immediately to the deposited heat. Already at site #3, approximately 0.8 nm
away from the metal surface, a lag-time is observed and the amount of arriving vibrational
energy has considerably decreased. The final equilibration of the capping layer is found
to be size-dependent; due to the increased solvent penetration, capping layers applied to
small nanoparticles cool faster. However, while the overall cooling depends on the solvent
penetration, which is well-established [116,140–142], the fast heating of the capping layer
is only determined by its total heat capacity.
At the same time this study presents a new experimental approach for measuring the
heat flow across organic capping layers over metal nanoparticles, which results in a more
complete characterization of such a system after plasmonic excitation. Standard time-
resolved spectroscopy in the visible, as presented in Section 7.3.3, is commonly used to
determine the cooling times of plasmonically excited nanoparticles and to derive the ther-
mal conductance of the metal/capping layer/solvent interface [116, 140–142], but cannot
give information about the following transport and equilibration processes in the capping
layer. By placing multiple reporter groups (13C=O isotope labels and intrinsically spec-
trally resolved C=O groups) in a fixed geometric arrangement over the metal core, IR
spectroscopy can be used as an additional spectroscopic technique to access the process
of energy transport along the length of a capping ligand. Hence, with this method for
nanoscale thermometry the rates and efficiencies of energy flow into and out of the cap-
ping layer can be measured, giving important information relevant for many plasmonic
applications like optically activated drug delivery.
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Chapter 8
Comparison of different local
heating mechanisms
One of the aims of this thesis is to develop concepts to locally deposit vibrational energy
at a given site of a biomolecule and to probe its arrival at any other site. Therefore, in the
previous two chapters novel heating mechanisms have been presented and tested in short
helical peptide chains. Together with the heating concept introduced by Botan et al. [43],
now three alternative local heaters are available for initiating energy flow through peptide
backbones. The purpose of this chapter is to compare their properties and to summarize
some general properties of vibrational energy transport that could be extracted from those
experiments.
Figure 8.1b recapitulates the measurements of vibrational energy flow through helical
peptides obtained after excitation with the three distinctively different ultrafast heating
mechanisms, which are in detail
i) the ultrafast photoisomerization of an electronically excited azobenzene chromophore
that is covalently attached to one end of a peptide chain, presented in Ref. [43]
(Fig. 8.1, left),
ii) the vibrational relaxation of the side-chain C−D modes of a fully deuterated leucine
residue incorporated in a peptide sequence, introduced in Chapter 6 (Fig. 8.1, mid-
dle), and finally,
iii) the ultrafast cooling of a surface plasmon of a small, spherical gold nanoparti-
cle capped with an entire monolayer of peptide ligands, introduced in Chapter 7
(Fig. 8.1, right).
The decays of the initially pumped states, which determine the speed at which en-
ergy is released from the heater into the attached peptides, are displayed in the insets of
Figure 8.1b. The azobenzene chromophore, clearly, is the fastest of the three heaters, the
ultrafast cis-trans isomerization proceeds on a 200 fs time scale, which is one of the fastest
photoreactions ever observed [143]. The two other heaters are slower, the vibrational re-
laxation of the C−D modes in Leu-d10 and the thermalization of the plasmonically excited
gold nanoparticle both occur on the 1 ps time scale.
All three heaters were tested in model systems comprising a short 310-helix, which
was chosen due to its large stability. Also the detection of vibrational energy along the
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Figure 8.1: (a) Various heaters that have been employed for the localized deposition
of vibrational energy: (left) photoisomerization of an azobenzene moiety; (middle) vi-
brational relaxation of C−D modes in Leu-d10; (right) cooling of a surface plasmon of a
small spherical gold nanoparticle. The local C=O thermometers that have been employed
are labeled by their position relative to the heater. (b) Time-dependent responses of the
various local thermometers after excitation of the corresponding heater. The insets show
the decay of the initially excited states: (left) photoisomerization of azobenzene probed at
563 nm; (middle) vibrational relaxation of the C−D vibrations of Leu-d10; (right) cooling
of the gold nanoparticle plasmon resonance into the phonon system. The measurements
displayed in the left panel are adapted from Ref. [43]; the data for the corresponding inset
are published in Ref. [143] and were kindly provided by J. Wachtveitl and W. Zinth.
peptide backbone was equal in all three experiments: the appearance of vibrational energy
at defined distances from the heat source was probed by employing spectrally isolated,
localized C=O groups incorporated into the peptide sequence by labeling with 13C isotopes
and intrinsically spectrally resolved C=O groups (i.e., urethane or ester moieties). In either
case the molecular systems were dissolved in organic solvents, that is chloroform (i and ii)
or acetonitrile-d3 (iii).
The obtained results show that qualitatively speaking the“temperature”response after
excitation of either of the three different heaters is the same. In either case the decay of the
initially pumped state determines the rise time of the group closest to the heater. At larger
distances, the response peaks delayed with a time-lag that increases with distance from
the heater. Energy losses along the chain, which are due to vibrational cooling into the
solvent, are reflected by the sequential decay of the heat signals with increasing transport
distance.
If possible, by fitting the data with a diffusive model that takes into account the
particular boundary conditions in the various experiments, an apparent heat diffusion
constant of≈2 A˚2ps−1 is obtained. Interestingly, the vibrational energy transport rate does
not depend on how and how much energy is deposited (varying from ≈3 eV when pumping
the azobenzene moiety to ≈0.3 eV for the C−D vibrations), indicating that vibrational
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energy diffusion is linear. This result is also confirmed by a recent theoretical study by
Stock and coworkers comparing different excitation schemes in an MD simulation [78].
The fact that the transport rate does not depend on how exactly the energy is deposited
(i.e., all differences possibly related to specific initial conditions level out) shows that
vibrational energy transport is not mode-specific, and hence, vibrational energy must be
at least partially randomized on the picosecond time scale of transport.
As discussed in Chapters 3 and 4, it is mostly the low-frequency modes that transport
vibrational energy very efficiently, similar to the situation in glasses, and hence would be
responsible for the bulk value of heat diffusion. The different energy transport experiments
show that the apparent heat diffusion constant observed on the given ultrashort length
and time scales is much lower than in macroscopic experiments, as predicted in Chapters 3
and 4. This is because on the length scale of a few chemical bonds and the picosecond
time scale, intrasite IVR rather than the actual transport along the chain is rate-limiting
and determines the propagation speed, which explains the discrepancy to bulk values.
From this experimental evidence it can be concluded that the localized high-frequency
modes of an the amino acid site are not in equilibrium with the delocalized low-frequency
transport modes. This means in particular that on the picosecond time scale of transport
vibrational energy does not completely thermalize within the individual amino acid sites.
However, when the energy does not follow an equilibrium Boltzmann distribution terms
like “temperature”or “heat” in principle are invalid. Regarding this it is interesting to note
that an apparent heat diffusion constant can be derived for the transport of nonthermal
vibrational energy. This is because of the large number of modes involved, IVR has
probabilistic character, and vibrational energy transport is diffusive-like, in the sense that
it can be fitted by a rate equation system.
In summary, comparing the vibrational energy transport properties measured in the
different experiments, it can be concluded that vibrational energy is largely randomized
after either of the heating processes but not to the extent that it adopts an equilibrium
Boltzmann distribution. Still, due to the probabilistic character of IVR, vibrational energy
transport is diffusive-like and can be described by apparent heat transport properties.
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Chapter 9
Toward vibrational energy
transport in small proteins:
villin headpiece 36
The previous chapters laid the ground for a deeper theoretical understanding of vibra-
tional energy flow in biomolecules and introduced new heaters to experimentally explore
energy transport properties. This chapter presents a preparatory study with the aim to
move from exploring energy transport in model peptides to a small protein that folds
into a three-dimensional, tertiary structure; villin headpiece 36. As local heaters for this
experiment, a specifically-designed electronically excited azobenzene chromophore, and a
small plasmonically heated gold nanoparticle are chosen, both of which depositing high
amounts of vibrational energy on an ultrafast time scale. As a first step, the temporal
behavior of the amide I band is measured, which reports on the averaged response of the
entire protein upon local heating. As an outlook, the use of specific molecular labels for
obtaining site-selective information about the energy transport process is discussed.
9.1 Introduction
By studying vibrational energy transport in short, helical model peptides, the properties
of vibrational energy redistribution along one-dimensional molecular chains can be ex-
plored. However, questions how vibrational energy transport changes when undergoing
a glass transition, if the active sites in a allosteric proteins communicate via exchange of
vibrational energy, or if specific energy transport pathways − as they are consistently pre-
dicted from MD simulations − really exist, are related to the three-dimensional, structure
of biomolecules. Hence, a natural next step is to extend vibrational energy transport ex-
periments to proteins that fold into a tertiary structure. The ultimate aim of such a study
is to vary both, the positions of the local heater as well as of the thermometers, so that
finally a three-dimensional connectivity network can be mapped out, clarifying to what
extent energy flow in proteins is anisotropic. An interesting question in this context is
whether vibrational energy transport can occur between positions far away in the primary
amino acid sequence but close by in the folded, tertiary protein structure, e.g., between
different helices or other secondary structure motifs.
As a first step toward larger molecular structures the so-called villin headpiece 36
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Table 9.1: Modified villin headpiece 36 sequences used for the energy transport exper-
iments. Ser56 in the wild-type villin headpiece 36 was replaced by Cys56 to provide a
specific anchor for a thiol-reactive local heater. The carbonyl groups of the amino acids
Ala57 and Ala59 were 13C=18O isotope labeled (one at a time), indicated by A**. Note
that the numbering of the amino acid residues is based on the full-length 76 residue
villin headpiece, thus the first residue of villin headpiece 36 is assigned position 41, in
consistency with former studies [144,145].
Notation Sequence
41 50 60 70 76
HP36WT (wild-type) MLSDEDFKAV FGMTRSAFAN LPLWKQQNLK KEKGLF
HP36Cys MLSDEDFKAV FGMTRCAFAN LPLWKQQNLK KEKGLF
HP36Cys-1 MLSDEDFKAV FGMTRCA**FAN LPLWKQQNLK KEKGLF
HP36Cys-2 MLSDEDFKAV FGMTRCAFA**N LPLWKQQNLK KEKGLF
Cys56
Ala59**
Ala57**
Figure 9.1: Structure of villin headpiece 36 with Cys56 highlighted in orange and the
13C=18O-labeled residues Ala57 or Ala59 in blue (structure taken from 2F4K.pdb [147]).
(HP36) protein is chosen. The original full-length villin headpiece is a 76 residue domain
that is found at the extreme C-terminus of the naturally-occurring protein villin. Its 35
C-terminal residues (HP35), plus one additional methionine at the N-terminus, form the
helical HP36 subdomain with the sequence MLSDEDFKAVFGMTRSAFANLPLWKQQN-
LKKEKGLF (Tab. 9.1) [144, 145]. The NMR and X-ray structures of HP36 have been
reported [146, 147], showing that the protein folds into three α-helices, two short ones
formed by the residues Asp44 to Lys48 and Arg55 to Phe58 and a longer one from Leu63
to Lys72, which pack together to form the hydrophobic core (Fig. 9.1). This three-helix
bundle HP36 is probably the smallest polypeptide that may be called a protein, in the
sense that it folds cooperatively into a tertiary structure with a hydrophobic core with-
out stabilizing disulfide bonds or cofactors [147]. Due to its small size, high stability and
rapid folding dynamics, HP36 is an extremely popular target in basic protein research and
has been studied extensively both experimentally [145–153] and theoretically [154–158].
With 36 amino acids the protein is still small enough to synthesize it in a peptide synthe-
sizer amino acid by amino acid, an important prerequisite to readily perform site-selective
labeling with isotope modified, or nonnatural amino acids.
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To attach a local heater at a defined position in the protein, the serine residue at position
56 in the wild-type villin headpiece 36 (HP36WT) was substituted by a cysteine residue
(HP36Cys). This sequence position was chosen to place the thiol side chain of the cysteine,
which provides a specific anchor for coupling any thiol-reactive local heater, in a solvent-
exposed position that can be attacked in a linking reaction.
In addition, the carbonyl groups of the close-by amino acids Ala57 (HP36Cys-1) and
Ala59 (HP36Cys-2) were 13C=18O isotope labeled (one at a time) to obtain local reporter
groups [50]. These doubly-labeled isotopes were chosen to introduce a bigger frequency
shift of about 65 cm−1 − compared to about 40 cm−1 for the lighter 13C=16O labels
used in the experiments presented in Chapters 6 and 7) − which is usually necessary for
distinguishing the IR absorbance of a labeled peptide group from the broad amide I band
of a protein. Furthermore, due to the natural abundance of 13C, which is about 1.1%,
the 13C=16O absorbance of the 36-residue villin headpiece is already around 40% of the
intensity of a single 13C=16O label, thus leading to considerable spectral overlap.
For the synthesis of the isotope modified sequences, 13C=16O-alanine was purchased
from Cambridge Isotope Laboratories, Inc. as L-Ala, 1-13C 99% (CLM-116-1). By iso-
tope exchange in 18O-water (H2
18O), as described in Ref. [50], 13C=18O-alanine was ob-
tained and, subsequently, protected by a fluorenylmethyloxycarbonyl (Fmoc) group. All
villin headpiece 36 sequences were chemically synthesized on a peptide synthesizer by GL
Biochem (Shanghai) Ltd. using standard solid-phase Fmoc protocols to achieve a stepwise
coupling of each amino acid. The obtained proteins were purified through high perfor-
mance liquid chromatography (HPLC) and their identity verified by mass spectroscopy.
An overview of the different, manipulated protein sequences is given in Table 9.1. The
numbering of HP36 is based on the original 76 residue villin headpiece, thus the first
residue in HP36 is assigned position 41, in consistency with former studies [144].
For the energy transport studies based on the ultrafast photoisomerization of an
azobenzene chromophore, the latter was coupled to the thiol group of Cys56†. It turned
out that the water-solubility of the azobenzene moiety is crucial to prevent protein aggre-
gation and precipitation. Therefore, to increase the water-solubility, a sulfonated version
of an azobenzene moiety, 4-Chloroacetamido-azobenzene-3,4’-disulfonic acid (Acid yellow
chloracetyl, AYC) was synthesized, similar to that suggested by Woolley and cowork-
ers [159, 160]. The synthesis of the water-soluble azobenzene photoswitch and its linking
to the thiol-containing villin headpiece protein are described in detail in Appendix D. The
obtained azobenzene-linked protein samples were again HPLC purified and their molecular
weight confirmed by mass spectroscopy. Since the absorbance of residual trifluoroacetic
acid (TFA), originating from the protein synthesis and HPLC, overlaps the amide I band,
TFA was removed from the purified proteins by liquid chromatography (Bond Elut SAX;
Varian) columns rinsed with H2O, 100 mM phosphate buffer, and 1 mM HCl.
To initiate energy transport through villin headpiece with plasmonically heated nano-
particles, small, spherical gold nanoclusters capped with a mixed protein/polyethylene
†The synthesis of the azobenzene-linked proteins was contributed by Rolf Pfister.
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glycol (PEG) monolayer were synthesized‡. For this purpose, first, citrate-reduced, tannic
acid-capped gold nanoparticles, with a size distribution of about (5.0±0.5) nm were synthe-
sized by a standard protocol described in Ref. [161]. Subsequently, a mixture of thiolated
PEG and the respective thiol-containing HP36 protein was used to achieve a ligand ex-
change with the tannic acid on the particle surface [136]. By varying the concentrations of
the two thiol-containing substances, the HP36/PEG ratio on the nanoparticle surface can
be controlled, leading to nanoparticles with a few villin headpiece proteins coupled to the
gold surface that is otherwise protected by PEG − a capping agent without any disturb-
ing vibrational bands in the spectral region of interest. The obtained nanoparticle-protein
conjugate was purified by gel-filtration chromatography, which also removed residual TFA
from the protein synthesis.
Unless otherwise indicated all protein samples were dissolved in a 10 mM sodium
phosphate buffer, at pD 7 in D2O (uncorrected pH meter reading) and kept between
2-mm-thick CaF2 windows separated by a 50 µm spacer. For the time-resolved laser
measurements of the azobenzene-linked proteins, the sample was circulated in a closed
cycle flow cell ensuring complete exchange of the sample volume between two successive
laser shots, and was additionally irradiated with CW light from an LED emitting at 375 nm
to accumulate the azobenzene chromophore in its cis-state. The protein concentrations
reached for these experiments were about 1-2 mM. As already discussed in Chapter 7,
a major advantage of nanoparticles is that they do not bleach upon photoexcitation,
allowing for the use of a static sample cell with much lower sample volume. Consequently,
effective protein concentrations of ≈5 mM could be afforded for the experiments on the
nanoparticle-linked villin headpiece samples.
9.3 Results
9.3.1 Circular dichroism
To determine how the mutation of Cys56 and the subsequent attachment of a local heater
affect the conformation and stability of the used HP36 sequences, circular dichroism (CD)
spectroscopy measurements were performed. CD spectroscopy in the far-UV spectral
region is a versatile technique for determining the secondary structure of proteins. Differ-
ent structural motifs like α-helices, β-sheets or random coils can be recognized from the
very characteristic shapes and magnitudes of their CD spectra [162]. Furthermore, CD
spectroscopy also enables for determining the thermodynamics of protein unfolding. By
measuring the CD signal at a characteristic wavelength − which monitors some specific
feature of the protein secondary structure − as a function of temperature, the thermal
stability of proteins can be assessed [163].
Circular dichroism spectra were recorded with a commercial spectropolarimeter (Jasco
J-810). For the CD measurements HP36 samplea was dissolved at a low concentration of
≈10-20 µM in the previously described 10 mM sodium phosphate buffer, and kept in quartz
‡The synthesis of the nanoparticle-protein conjugate was contributed by Shabir Hassan.
aDue to the strong plasmon absorption (compare Fig. 9.4b) the nanoparticle-linked protein samples
could not be characterized by CD spectroscopy in the far-UV. To assess the thermal stability of these
samples, vibrational CD spectroscopy in the amide I region is currently performed.
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Figure 9.2: Circular dichroism spectra of the HP36 samples. (a) CD spectrum of
HP36Cys with azobenzene, recorded at room temperature, showing the typical α-helix
signature. (b) Thermal unfolding curves obtained by monitoring the ellipticity at 222 nm
as a function of temperature. The figure shows the unfolded fraction of proteins for
HP36WT (green) as well as for HP36Cys without (black) and with (red) the water-
soluble azobenzene moiety. The solid lines are two-state fits through the experimental
data revealing a melting temperature of Tm≈71◦C for the wild-type protein and Tm≈65◦C
for both HP36Cys mutants.
cell with 10 mm optical path length. The far-UV CD spectrum obtained for HP36Cys with
the azobenzene moiety attached is displayed in Figure 9.2a, showing the typical α-helix
signature, i.e. two negative bands at 208 and 222 nm [162]. Hence, mutation of Ser56 to
Cys56 and addition of the azobenzene moiety does not seem to change the natural α-helix
bundle conformation of the villin headpiece protein.
To characterize the thermal stability of the HP36 samples the ellipticity at 222 nm
was followed as a function of temperature and used to calculate the fraction of unfolded
proteins. The measured unfolding curves (Fig. 9.2b) show the loss of secondary structure
with temperature. To extract the melting temperatures Tm the obtained equilibrium
unfolding data were fitted by a two-state model
y(T ) =
(mNT + bN ) + (mDT + bD)exp
[
∆H
R
(
1
Tm
− 1T
)]
1 + exp
[
∆H
R
(
1
Tm
− 1T
)] , (9.1)
where ∆H is the unfolding enthalpy, Tm the melting temperature, R the gas constant, and
the remaining parameters represent the slope and offset of the baseline [164]. HP36WT is
the thermally most stable protein sequence, the determined melting temperature Tm≈71◦C
is in very good agreement with the result reported in Ref. [144]. The two samples with
Cys56 mutated both show a melting temperature Tm≈65◦C, which is about 5◦C lower
than for HP36WT. Almost no difference can be observed between the HP36Cys samples
with and without the azobenzene moiety. Hence, mutation of Ser56 to Cys56 results
in a thermally slightly less stable protein, the additional attachment of the azobenzene
photoswitch, however, does not lead to a further destabilization. Still − and this is the
crucial point − the melting temperature of the manipulated HP36 sequences is sufficiently
high so that the predominant fraction of proteins remains folded at room temperature.
If the unfolded proteins aggregate and/or precipitate, the melting reaction will be
irreversible. Therefore, the reversibility of the unfolding reaction was confirmed by cool-
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Figure 9.3: (a) FTIR spectra in the amide I region, recorded for nonlabeled villin
headpiece 36 without local heater unit HP36Cys (black) and the two labeled isotopomers
HP36Cys-1 (red) and HP36Cys-2 (blue) with azobenzene, at a concentration of 1-2 mM.
Isotope labeling leads to an absorbance increase in the 1590 cm−1 region but the labels
are not clearly separated. Linking with the azobenzene moiety leads to the appearance
of a small shoulder around 1670 cm−1, probably due to the C=O group of the linker
unit. The absence of a large absorption feature at 1615 to 1620 cm−1 clearly shows that
the proteins do not aggregate [49], even upon attachment of azobenzene. (b) UV/Vis
spectrum of azobenzene-linked HP36Cys-2, recorded in the trans-state. The bands at
350 nm and 450 nm can be assigned to the ππ∗ and nπ∗ transitions of trans-azobenzene,
respectively. The additional band at 280 nm is due to the tryptophan absorption of HP36.
ing and re-heating the sample reproducing the same unfolding curve (data not shown).
However, it should be borne in mind that the low concentrations used in CD experiments
(≈10-20 µM) disfavor of aggregation. Therefore, the fact that the protein sample does not
aggregate under the experimental conditions of CD measurements must not necessarily be
true for IR experiments, carried out at a 50-100 times higher concentration (≈1-2 mM,
compare Section 9.3.3).
9.3.2 Steady state spectroscopy
Steady state absorption spectra were recorded with commercial FTIR (BioRad FTS 175C)
and UV/Vis (PerkinElmer Lambda 35) spectrometers, respectively. Figure 9.3a shows the
FTIR spectra of the nonlabeled villin headpiece 36 without heater unit HP36Cys (black),
as well as the two labeled isotopomers HP36Cys-1 (red) and HP36Cys-2 (blue), both
linked with azobenzene. All protein samples show a broad amide I band centered at
approximately 1645 cm−1, as it is expected in D2O [49].
Whether a protein is in its native state or aggregated can be easily assessed from IR
spectra because aggregated proteins exhibit a characteristically shaped amide I band with
a dominating feature around 1618 cm−1 and a minor component at the high-frequency
edge of the amide I region [49]. The absence of this aggregation signature in the measured
FTIR spectra clearly shows that the azobenzene-linked proteins at room temperature
remain intact, even at the high concentrations needed for the IR experiments.
Compared to the unlabeled compound HP36Cys, the FTIR spectra of the 13C=18O
labeled samples HP36Cys-1 and HP36Cys-2 show an absorbance increase in the 1570-
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Figure 9.4: (a) FTIR spectrum in the amide I region and (b) UV/Vis spectrum around
the gold nanoparticle plasmon resonance recorded for HP36Cys-2 proteins attached to
a gold nanoparticle, recorded at an effective protein concentration of ≈5 mM. For com-
parison, the scaled spectrum of free HP36Cys is plotted in black. The absence of a
characteristic aggregation feature at 1615 to 1620 cm−1 shows that the proteins remain
intact [49]. The UV/Vis spectrum shows the plasmon resonance peak around 520 nm, and
a small shoulder of the tryptophan absorption of the protein appearing around 280 nm.
1600 cm−1 region, without clearly separated isotope labels being observed, in accordance
with Ref. [151]. The reason for this is a broad absorption of side-chain carboxylate (COO−)
groups of the aspartic acid (Asp44 and Asp46) and glutamic acid (Glu45 and Glu72)
residues appearing in the region around 1560-1600 cm−1 [151], which overlaps the expected
position of the isotope labeled amide I band (1572 cm−1 [150]).
The addition of azobenzene to the villin headpiece 36 samples does not significantly
change the FTIR spectra recorded in the amide I region. The appearance of a shoulder
around 1670 cm−1 is most probably due to absorbance of the C=O group in the linker unit
of the azobenzene moiety (the chemical structure of AYC can be found in Appendix D,
Fig. D.1).
Figure 9.3b shows the corresponding UV/Vis spectrum of azobenzene-linked HP36Cys-
2, recorded in the trans-state of the photoswitch. The dominating band at 350 nm and
the weak band around 450 nm can be assigned to the ππ∗ and nπ∗ transitions of trans-
azobenzene, respectively. Illumination around 375 nm induces a trans-cis isomerization,
leading to an intensity decrease of those bands and the appearance of a new band around
435 nm, belonging to the nπ∗ transition of cis-azobenzene [160]. A complete set of UV/Vis
spectra of the photoinduced isomerization of the water-soluble AYC moiety can be found
in Appendix D, Figure D.2. The additional absorbance band appearing around 280 nm
can be assigned to the tryptophan absorption (Trp64) of the HP36 protein [165].
Figure 9.4a shows the FTIR spectrum of HP36Cys-2 proteins linked to a small gold
nanoparticle (blue). Compared to the free HP36Cys protein, whose scaled absorption
spectrum is plotted for comparison (black), the amide I band of the nanoparticle-linked
villin headpiece 36 is slightly shifted and broadened, indicating that the protein structure
possibly changes when attached to the nanoparticle gold surface. However, the HP36
proteins incorporated in the nanoparticle capping do not aggregate, which, again, can
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be concluded from the absence of the corresponding absorption features in the amide I
spectrum.
The corresponding UV/Vis spectrum is displayed in Figure 9.4b showing the plasmon
resonance of the gold nanoparticles at the expected position around 520 nm [114]. In
contrast to the 1-2 nm gold nanoparticles used for the experiments presented in Chapter 7
(compare Fig. 7.3b), the plasmon band absorption of these ≈5 nm particles is much more
distinct. As already observed for the azobenzene-linked HP36 proteins, the tryptophan
absorption of the protein can be identified as a shoulder around 280 nm.
9.3.3 Temperature-difference FTIR spectroscopy
To characterize the thermal stability of HP36Cys at the high sample concentrations neces-
sary for the IR experiments, equilibrium FTIR spectra of the amide I region were recorded
as a function of temperature in the range 2◦C to 77◦C in increments of 5◦C. Absorbance
spectra were calculated as the negative logarithm of the ratio between the single-beam
spectra of protein sample and solvent background that were recorded separately at each
temperature. To monitor the temperature-induced changes of the amide I band, difference
spectra were calculated by subtracting the absorbance spectrum at the lowest temperature
from each spectrum taken at higher temperature.
The thermal unfolding spectra obtained for HP36Cys without heater are displayed in
Figure 9.5 and resemble those reported for HP36WT (compare Fig. 2a in Ref. [145]). The
difference spectra show negative features in the frequency range of 1615-1650 cm−1, which
are due to the loss of secondary and tertiary structure, and positive features around 1650-
1750 cm−1, resulting from the formation of more disordered regions [145,150], both features
increase in intensity with increasing temperature. The absence of a single isosbestic point
indicates the presence of more than one unfolding transition and is a known characteristic
of the melting behavior of villin headpiece 36 [145, 150]. The observed blueshift of the
amide I band is a common feature of protein unfolding transitions, because the loss of
secondary and tertiary structure goes along with a weakening or even breaking of the
C=O...H−N hydrogen bonds [98], which increases the restoring force and, consequently,
also the frequency of the C=O stretching vibration [49].
Contrary to what was reported for HP36WT [145], heating to temperatures above
≈45◦C causes an additional feature to rise at 1618 cm−1, indicating that the HP36Cys
proteins aggregate when unfolded. Even while cooling the sample down to its initial
temperature this peak is still increasing in intensity, obviously not as a function of tem-
perature but rather dependent on the time spent in the unfolded stateb. Comparing the
lowest-temperature spectra recorded before and after heating (Fig. 9.5 inset), a residual
absorbance increase with distinct features at 1618 cm−1 and also 1680 cm−1 evidences
that part of the proteins has aggregated [49], rendering the melting process irreversible.
Hence, the mutated sequence HP36Cys is no longer as stable as the wild-type villin
headpiece HP36WT; the thermally unfolded proteins have a propensity to aggregate at
high sample concentration. The incorporation of a cysteine can of course lead to the forma-
tion of disulfide-bound dimers between thiol groups, whose effect on protein aggregation is
not clearly understood [166]. However, it is unlikely that thiol-mediated dimerization is the
cause of aggregation in this case, because blocking the thiol side chain by an azobenzene
bThe measurement time for a complete heating-cooling cycle was about 6 h.
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Figure 9.5: Difference FTIR spectra of HP36Cys without local heater unit recorded as
a function of temperature from 2◦C to 77◦C in steps of 5◦C, calculated by subtracting the
spectrum at 2◦C from each spectrum taken at higher temperature. The spectra are color
coded from blue (cold, 2◦C) to red (hot, 77◦C). The inset depicts the residual difference
between the spectra recorded at 2◦C before and after the melt, showing a characteristic
aggregation signature.
photoswitch does not ease the problem. On the contrary, temperature-induced aggrega-
tion becomes even more severe in the presence of the azobenzene (also the water-soluble
version) and is particularly sensitive to the conditions during the linking reaction. If the
same is true for nanoparticle-linked protein samples is still under examination.
Protein aggregation is a tedious problem at the high sample concentrations necessary
for IR spectroscopy. However, by choosing a water-soluble azobenzene moiety or a suitable
protocol for obtaining protein-functionalized nanoparticles, it is possible to attach local
heaters to cysteine-containing villin headpiece mutants without disturbing their folded
state at room temperature. As long as laser-induced heating does not cross a certain
threshold temperature, irreversible protein aggregation should be avoidable.
9.3.4 Time-resolved spectroscopy
The intention of the time-resolved infrared spectroscopy experiments is to study energy
transport in the HP36 protein by exciting the respective local heater attached to the Cys56
residue, and to follow the subsequent energy flow by employing backbone 13C=18O probes
at different distances from the heat source as local thermometers. For this purpose UV
pump/IR probe experiments were performed on the transient IR spectroscopy setup de-
scribed in Section 5.2. The initial temperature gradients generated in such experiments,
right after laser-excitation, can be estimated to be on the order of 1000 K for the azoben-
zene [43] and, depending on the particle size, around 300 K for the gold nanoparticles.
Despite these high initial temperature gradients the final temperature jump − once the
pump energy is dissipated into the bulk solvent − is only on the order of 1 K [43]. Hence,
starting from room temperature, where the proteins are still folded, a laser-induced tem-
perature jump of that order should not bring the protein into a temperature regime where
aggregation starts.
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In a first experiment, the water-soluble azobenzene photoswitch, that had been ac-
cumulated in its cis-state, was excited at a wavelength of 415 nm. The following pho-
toinduced cis-trans isomerization deposits a large amount of vibrational energy into the
attached HP36 protein. The obtained time-resolved UV pump/IR probe spectra recorded
in the C=O stretching region of HP36Cys-2 are displayed in Figure 9.6a.
Upon excitation of the azobenzene chromophore, its ring modes can be observed at
1590 cm−1 and 1670 cm−1 (compare the FTIR spectrum of AYC, which is given in Ap-
pendix D, Fig. D.2b), decaying on a 5 ps time scale. Although located close to the local
heater, no signal of the 13C=18O labeled Ala59 could be detected, meaning that no site-
selective information can be extracted from this experiment. The spectral response of the
protein amide I band shows a blueshift that appears on the 20 ps time scale.
Since the transient spectra closely resemble the equilibrium temperature-induced dif-
ference spectra presented in Section 9.3.3, this response can be attributed to the elevated
temperature upon laser heating. The generated temperature rise leads to an ultrafast
destabilization of the hydrogen bonds [98], which results in the previously discussed fre-
quency increase of the C=O stretching vibrations [49]. However, large-scale structural
changes like complete unfolding of the protein do not occur on these ultrafast time scales;
the unfolding time of HP36 has been reported to be on the order of a few microsec-
onds [145]. A similar behavior of the main amide I band was reported by Botan et al. in
the case of azobenzene-induced energy transport in 310-helical peptides [43]. Also in the
energy transport studies presented in Chapters 6 and 7, a blueshift could be measured,
however, only as a secondary effect appearing on longer time scales, once the locally-
deposited excess energy was dissipated into the bulk solvent.
Note, that in the course of this experiment the heated HP36 proteins accumulated on
the used CaF2 windows. Hence, all time-resolved data presented on the azobenzene-linked
HP36 were measured, at least partially, in a protein film and not in solution so that in
particular no cooling dynamics could be measured.
In a second experiment, small gold nanoparticles carrying a few HP36 proteins were
excited at a wavelength of 400 nm. This pump wavelength was chosen for reasons of
simplicity because it can easily be generated by frequency-doubling of the Ti:sapphire
fundamental beam. As discussed in Chapter 7, after plasmonic heating of nanoparticles,
the energy transport properties of the capping layer do not depend on the excitation wave-
length. The time-resolved Vis pump/IR probe spectra recorded in the C=O stretching
region are displayed in Figure 9.6b, a linear baseline determined from the edges of the spec-
tral window was subtracted from all spectra to remove the contribution of free electrons
in the metal core appearing at early times.
As already observed after pumping of the azobenzene chromophore, the measured re-
sponse of the amide I band resembles the equilibrium unfolding data, indicating ultrafast
hydrogen bond weakening in the attached proteins. In contrast to the azobenzene exper-
iment, however, the blueshift partially decays on the time scale of the experiment. The
inset in Figure 9.6b displays the main band dynamics as a cut through the transient spectra
at 1670 cm−1, showing the rise and decay of the blueshift with a 10 ps and 130 ps time
constant, respectively, until a stable signal offset is reached. In accordance with Ref. [43],
the partial decay of the temperature-induced frequency shift is assigned to heat diffusion
from the first solvation shell into the bulk solvent, allowing the protein to restabilize.
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Figure 9.6: Transient IR spectra recorded in the amide I region at various delay times
after local heating of HP36Cys-2. (a) Response after excitation of the water-soluble
azobenzene moiety showing the decay of the azobenzene ring modes and the ultrafast
destabilization of the protein hydrogen bonds. (b) Response after plasmonic heating of
the gold nanoparticles. The inset shows the kinetics of the main band shift as a cut
through the transient spectra at 1670 cm−1. A biexponential fit through the obtained
data reveals a rise time of 10 ps and a decay time of 130 ps.
9.4 Discussion and Outlook
In this chapter, it was successfully demonstrated how cysteine-containing villin headpiece
36 mutants can be coupled to two very different, thiol-reactive local heater units without
causing the proteins to aggregate at millimolar concentrations and room temperature.
Subsequently, both local heating mechanisms − the electronic excitation of a water-soluble
azobenzene chromophore and the plasmonic heating of a small gold nanoparticle − were
triggered with laser pulses in the UV spectral range without driving the attached proteins
into temperature regimes where irreversible aggregation starts. In both heating schemes,
the measured time-resolved IR spectra show a blueshift of the protein amide I band,
indicating that laser excitation generates an ultrafast temperature jump, which destabilizes
the hydrogen bonds of the protein.
The difficulty in all experiments was that the 13C=18O isotope labels could not be
detected, neither in the absolute FTIR nor in the difference pump-probe spectra, so that
no site-selective information could be obtained. While isotope labeling is well-established
for small peptides, transferring this method to proteins is challenging. In contrast to
tailored peptides, which consist of only a few different amino acids, in real proteins the
stretching region of isotope labeled C=O groups is often overlapped by absorbance from
multiple side chains. The most problematic side chains in this regard are the COO− bend
of glutamic and aspartic acid, the NH2 bend of asparagine and glutamine as well as the
C=NH2 mode of arginine [75].
A solution to this problem could be the use of other residue specific labels that absorb
in uncongested areas of the protein IR spectrum. For example, the azido (N3) group has
been suggested as an alternative, nonperturbative IR probe [167], which can be incorpo-
rated into proteins by standard synthetic methods via substitution with the azido-bearing,
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Figure 9.7: Chemical structure of Aha and FTIR absorption spectrum of HP36Cys-
Aha in the spectral region of the amide I and the azido vibration, recorded at a protein
concentration of 5-6 mM in buffered D2O at pD 7. For better visibility the azido band
is scaled up by a factor of 10 (blue). The sharp peak appearing at 1672 cm−1 is due to
residual TFA absorption.
nonnatural amino acid azidohomoalanine (Aha) [168]. Similar to the C=D groups intro-
duced in Chapter 6, the absorbance of the azido vibration lies in the “transparent window”
between 1800 and 2600 cm−1 so that this reporter group, due to the large frequency
separation to the remaining protein vibrations, can be considered largely localized.
To elucidate the applicability of Aha as a local reporter group for energy transport ex-
periments in the villin headpiece 36 protein, commercially available Fmoc-protected Aha
(Chiralix) was incorporated into HP36 by standard solid-phase Fmoc protocols. Since
Aha can be viewed as an analogue of methionine, as a first test, Met53 in the HP36Cys
sequence was replaced by an Aha residue, leading to a villin headpiece protein with
the sequence MLSDEDFKAVFG-Aha-TRCAFANLPLWKQQNLKKEKGLF (HP36Cys-
Aha). The FTIR spectrum of this azido labeled protein, measured at a concentration
of 5-6 mM in phosphate buffered D2O
c is shown in Figure 9.7. As already displayed
in Figure 9.3 the amide I band of HP36 can be observed at 1645 cm−1 (here, over-
lapped by a sharp TFA absorption at 1672 cm−1), the azido band appears at 2105 cm−1.
From this measurement the extinction coefficient of the azido label can be estimated to
≈150 M−1cm−1, which is very similar to what was reported for Aha incorporated into the
NTL9 protein [168] but does not reach the values reported for free Aha (≈450 M−1cm−1)
[167]. Still, the azido label is a relatively strong IR absorber that can almost compete
with the molar absorptivity of a C=O vibration, which is on the order of 300 M−1cm−1.
The IR absorption of the azido group is sensitive to its environment: for the azido group
of Aha53 − which is situated in a solvent-exposed position between two α-helices − a
spectral width of ≈40 cm−1 (FWHM) is measured, which is much broader compared to a
C=O isotope label (≈20 cm−1). Consequently, difference signals caused by temperature-
induced frequency shifts are expected to be smaller. Although the IR absorption of the
cThe solvent D2O was chosen to access both the amide I and the azido region. However, the steep rise
of the D2O background absorbance in the region of interest can cause strong offsets so that H2O might be
the better solvent for detecting azido labels in energy transport experiments.
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azido vibration is weaker and broader compared to the C=O stretch, Aha is a promising
protein label because its absorbance band appears in an uncongested region of the protein
IR spectrum, where it can be identified in a nonambiguous manner.
In any case, detecting the transition of a single molecular group in a larger protein
will be challenging. For the experiments on small peptides dissolved in organic solvents,
highly-concentrated samples with relatively large optical path lengths could be prepared to
obtain signal strengths detectable with the employed infrared pump-probe setup (compare
Section 5.2). However, for low protein concentrations in thin, aqueous solution samples
the sensitivity limit of this method will be reached. Hence, for the planned energy trans-
port experiments on site-specifically labeled proteins a setup with improved detectivity
is required. A well-established method for increasing the sensitivity of nonlinear opti-
cal measurements is to generate the third order signal in the transient-grating geometry
and to heterodyne it with a reference field, the so-called local oscillator [169]. Therefore,
the aim is to replace the classical pump-probe setup with a heterodyne-detected Vis-IR
transient-grating setup, which is currently under construction, and is expected to improve
the signal-to-noise ratio by one order of magnitude [170].
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Chapter 10
Summary
Vibrational energy transport is not only relevant in the macroscopic world, but also on the
microscopic scale of nanostructures and biomolecules. In this thesis, femtosecond infrared
spectroscopy supported by numerical simulations was applied to investigate the transport
of vibrational energy transport through peptides and proteins.
In a simulation study that was performed on a simple toy model mimicking the normal
mode distribution of proteins, the flow of vibrational energy through a one-dimensional
biomolecular chain was investigated. It was demonstrated that vibrational energy trans-
port on length scales of a few chemical bonds and time scales of a few picoseconds is
distinctively different from heat diffusion on macroscopic scales. The reason is that vi-
brational energy does not necessarily thermalize completely within individual amino acid
sites and energy transport is mainly governed by intrasite IVR. Surprisingly though, all
IVR-related effects are completely hidden when averaging the energy content of individ-
ual amino acid sites over all their vibrational modes. These findings provide the key to
understanding several experimental observations, and also explain the deviating results of
accompanying MD simulations [43,51,52].
Motivated by the results of the simulation study, a new experiment was designed
aiming to measure the vibrational energy transport properties of a peptide helix after
low-energy IR excitation. For this purpose, fully deuterated leucine was introduced as an
alternative local heater, releasing a low amount of excess energy by vibrational relaxation
of its side-chain C−D modes. Vibrational energy propagation after excitation of the C−D
modes can be described as a diffusion-like process. The measured heat diffusion constant
of ≈2 A˚2ps−1 is in agreement with the result obtained by Botan et al. after UV excita-
tion of an azobenzene chromophore [43], showing that the energy transport properties of
biomolecular chains do not depend on how and how much energy is initially deposited.
From a practical point of view, the fact that the linearity of vibrational energy diffusion is
maintained over a wide range of initial temperature gradients is good news. It means that
vibrational energy transport properties can be studied equally well after the deposition
of high amounts of excess energy, which is advantageous because larger signals can be
observed over longer distances. This opens the possibility to develop new efficient heaters,
which will be necessary to extend vibrational energy transport studies to proteins.
Following this line of thought, plasmonically heated gold nanoparticles were intro-
duced as a novel local heater for initiating vibrational energy transport through attached
biomolecules. Due to their large optical cross section and low quantum yield, metal
nanoparticles are extremely efficient photothermal converters [102]. The properties of
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this new heating mechanism were explored in an experiment, in which small spherical
gold nanoparticles were completely covered by a capping layer of helical peptides. Upon
plasmonic heating, vibrational energy propagates through the capping layer in a diffusive
manner, as indicated by the sequential response of C=O reporter groups in the peptide
backbone and the exponential kinetics. This experiment, at the same time, demonstrates
a new method for measuring the rates and efficiencies of heat flow across organic capping
layers over metal nanoparticles, giving important information relevant for many plasmonic
applications such as optically activated drug delivery. In contrast to the previous experi-
ment, where energy transport was studied along individual helical chains, the peptides in
this experiment are arranged in an ordered three-dimensional structure around the heat
source. The geometry and packing efficiency of this capping layer influence the dissipation
of vibrational energy into the solvent; due to the increased solvent penetration, capping
layers applied to small nanoparticles cool faster.
Having now different local heaters at hand, the next step is to move from explor-
ing vibrational energy transport in small model peptides to a protein that folds into a
three-dimensional, tertiary structure. For this purpose, the 36-residue villin headpiece
protein was chosen as a model system. In a preparatory study, it was successfully demon-
strated how cysteine-containing villin headpiece 36 mutants can be coupled to two very
different, thiol-reactive local heater units − a specifically-designed electronically excited
azobenzene chromophore, and a small plasmonically heated gold nanoparticle. Both lo-
cal heating mechanisms were triggered with laser pulses in the UV spectral range; the
measured time-resolved IR spectra show a blueshift of the protein amide I band, indi-
cating that laser excitation generates an ultrafast temperature jump, which destabilizes
the hydrogen bonds of the protein. The difficulty encountered in these experiments was
that no site-selective information could be obtained, because the used 13C=18O isotope
labels were overlapped by absorbance from multiple amino acid side chains. Therefore, to
explore the use of alternative residue specific labels, the azido-bearing nonnatural amino
acid azidohomoalanine [168] was incorporated into the HP36 sequence, where it could be
identified in a nonambiguous manner. However, since the detection of a single molecular
group in a larger protein is challenging, an experimental setup with improved detectivity
will be required, which is currently under construction.
With the results presented in this thesis it is finally possible to answer all three ques-
tions raised in Chapter 1:
• Why is the experimentally measured thermal diffusivity so low?
On the given ultrashort length and time scales, IVR rather than the actual transport
along the chain is the rate-limiting step, which significantly slows down the observed
energy propagation speed. The initial transport of nonthermalized vibrational en-
ergy can be described by a decreased apparent heat diffusion constant. On longer
time scales, when vibrational energy has relaxed to an equilibrium Boltzmann distri-
bution, heat transport can be described by the familiar bulk properties. The reason
why accompanying MD simulations could not reproduce this effect, is that the ex-
perimentally measured observable, which is the transient redshift of a localized C=O
group, does not reflect the overall residue energy, which was the basis for all MD
simulations. Based on this idea, Stock and coworkers modified their MD simulations
and calculated the energy content of the C=O modes instead of the total residue
energy, which lead to an improved agreement with the experimental results [78].
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• Does the thermal diffusivity depend on how and how much energy is deposited?
The energy transport properties of biomolecular chains are largely insensitive to the
amount of initially deposited energy. The simulation studies of vibrational energy
transport along a molecular chain do not show any excitation energy dependence of
the thermal properties. Also the experiments employing several distinctively different
local heating mechanisms reveal very similar energy transport properties, showing
that the energy transport hardly depends on the type of initial excitation. From
this it can be concluded that vibrational energy transport is not mode-specific, and
hence, vibrational energy must be largely randomized after either of the heating
processes. The fourfold faster energy transport observed by Backus et al. [51] after
IR pumping of a localized peptide C=O modes can be attributed to a special case
of resonant energy transfer directly along the C=O oscillators. This interpretation
is also supported by a recent paper by Stock and coworkers [101], who performed
nonequilibrium MD simulations of the experimentally studied peptide helix, show-
ing that resonant excitation of a localized C=O oscillator initiates coherent energy
transport along the C=O modes, with an amplitude and speed much higher than for
energy transfer via the backbone.
• Why does heat transport change from diffusive to ballistic at low temperatures, and
at the same time becomes less efficient?
The devised toy model intuitively demonstrates how controlling the rate of intrasite
IVR can switch vibrational energy transport from ballistic but inefficient to diffusive
and efficient. When IVR is suppressed, only the small fraction of energy that is
already contained in the delocalized low-frequency modes can propagate, which hap-
pens ballistically, but the overall amount of transferred energy is decreased. Efficient
intrasite IVR, in contrast, opens the channel for energy flow out of and back into
the localized high-frequency modes, thus distributing vibrational energy efficiently
over the entire biomolecule. Since the IVR dependence is completely hidden when
averaging over all vibrational modes of individual amino acid residues, this effect
could not be reproduced by the original MD simulations [52]. However, the modified
MD simulations by Stock and coworkers, extracting the transport properties from
the C=O energies, can also reproduce this experimentally measured temperature
dependence [78].
In summary, the experimental and theoretical studies presented in this thesis have con-
tributed to a better understanding of vibrational energy transport in biomolecular chains.
Several open questions and apparent contradictions have successfully been resolved, lead-
ing to a unified picture of the topic. Finally, the first experiments on vibrational energy
transport in a small protein provide a guideline for how to extend the underlying experi-
mental concepts to more complex molecular structures.
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Appendix A
Derivation of Hamiltonian in
terms of ladder operators
For the quantum-mechanical simulations, the creation and annihilation operators
bij =
1√
2
(qˆij + ipˆij)
b†ij =
1√
2
(qˆij − ipˆij)
(A.1)
with the commutator
[bij , b
†
ij ] = 1 (A.2)
are used to express the position (qˆ) and momentum (pˆ) coordinates:
qˆij =
1√
2
(b†ij + bij)
pˆij =
i√
2
(b†ij − bij)
(A.3)
With this, the Hamiltonian from Eq. (3.6) transforms as follows. The harmonic part H(2)
(Eq. (3.2)) can be rewritten as:
H(2) =
1
2
∑
i,j
ω′ij
(
p2ij + q
2
ij
)− n−1∑
i=1
kiqi,1qi+1,1
=
1
2
∑
i,j
ω′ij
((
i√
2
(b†ij − bij)
)2
+
(
1√
2
(b†ij + bij)
)2)
−
n−1∑
i=1
ki
1√
2
(b†i,1 + bi,1)
1√
2
(b†i+1,1 + bi+1,1)
=
1
4
∑
i,j
ω′ij
(
−(b†ij − bij)2 + (b†ij + bij)2
)
− 1
2
n−1∑
i=1
ki(b
†
i,1 + bi,1)(b
†
i+1,1 + bi+1,1)
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=
1
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∑
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ij
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i=1
ki
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†
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)
=
∑
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2
)
− 1
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i=1
ki
(
b†i,1b
†
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†
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) (A.4)
For the anharmonic part H(3) (Eq. (3.5)) follows:
H(3) = ∆
∑
i,j,k
qikq
2
ij
= ∆
∑
i,j,k
1√
2
(b†ik + bik)
(
1√
2
(b†ij + bij)
)2
= ∆
1√
8
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†
ij + bij)(b
†
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= ∆
1√
8
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b†ikb
†
ijb
†
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†
ikb
†
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†
ikbijb
†
ij + b
†
ikbijbij
)
+ c.c.
(A.5)
Appendix B
Mean square displacement in
diffusive processes
It can be shown that for all processes that can be described by a diffusion equation the
mean square displacement 〈x2〉 is proportional to the time t. For the one-dimensional case
the proportionality constant is 2D (adapted from Ref. [171]):
Starting from the one-dimensional diffusion equation (compare Eq. (2.4))
∂ρ(x, t)
∂t
= D
∂2ρ(x, t)
∂x2
(B.1)
the time dependence of the mean square displacement can be obtained by multiplying
both sides with x2 and integrating over x:
∞∫
−∞
x2
∂ρ(x, t)
∂t
dx =
∞∫
−∞
Dx2
∂2ρ(x, t)
∂x2
dx
∂
∂t
∞∫
−∞
x2ρ(x, t)dx = D
∞∫
−∞
x2
∂2ρ(x, t)
∂x2
dx
(B.2)
With the definition of the mean square displacement
〈x2〉 =
∫∞
−∞ x
2ρ(x, t)dx∫∞
−∞ ρ(x, t)dx
=
1
N
∞∫
−∞
x2ρ(x, t)dx (B.3)
the left hand side can be simplified to
∂
∂t
∞∫
−∞
x2ρ(x, t)dx = N
∂〈x2〉
∂t
. (B.4)
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Twofold integration by parts on the right hand side yields:
D
∞∫
−∞
x2ρ′′(x, t)dx = D

[x2ρ′(x, t)]∞−∞ − 2
∞∫
−∞
xρ′(x, t)dx


= D

[x
2ρ′(x, t)]∞−∞︸ ︷︷ ︸
0
−2 [xρ(x, t)]∞−∞︸ ︷︷ ︸
0
+2
∞∫
−∞
ρ(x, t)dx
︸ ︷︷ ︸
N


= 2DN
(B.5)
Then follows with Eqns. (B.4) and (B.5)
N
∂〈x2〉
∂t
= 2DN (B.6)
or after integration:
〈x2〉 = 2Dt (B.7)
For two- or three-dimensional diffusion processes the corresponding proportionality
constants are 4D and 6D, respectively.
Appendix C
Diffusive rate model for
vibrational energy flow between
discrete microstates
Part 1
Figure C.1 shows a system of n site-localized states which can exchange vibrational energy
at equal forward and backward rates. The treatment of the dynamics of such a system is
discussed in detail in Ref. [172]. The system can be described by a rate equation
d~ǫ(t)
dt
= K~ǫ(t) (C.1)
with the vector ~ǫ(t) containing the time-dependent energies of the states and the matrix
K containing the rate constants k for energy transfer between them. For a system of n
states K is an n× n matrix.
To solve this system of coupled differential equations the matrixK can be diagonalized
using a transformation matrix Q = (q1, q2, ..., qn) consisting of the eigenvectors of K. The
resulting diagonal matrix
Λ = QKQ−1 = diag(λ1, λ2, ..., λn) (C.2)
contains the corresponding eigenvalues λi of K on its main diagonal (λi ≤ 0). Then, the
solution of the differential equation Eq. (C.1)
~ǫ(t) = eKt~ǫ(0) (C.3)
can be rewritten as
~ǫ(t) = eQ
−1ΛQt~ǫ(0)
= Q−1eΛtQ~ǫ(0)
= Q−1diag(eλ1t, eλ2t, ..., eλnt)Q~ǫ(0).
(C.4)
The resulting solutions are multiexponential functions with n time constants τi = 1/λi.
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Figure C.1: System of n site-localized states at distance ∆x which can exchange vibra-
tional energy at equal forward and backward propagation rates k.
Part 2
First, only energy transport along the x-direction of the linear is considered, occurring
at a propagation rate kp. In this case, because of the one-dimensional connectivity, the
matrix K(p) adopts the following tri-diagonal form:
K(p) =


−kp kp 0 0 0 · · ·
kp −2kp kp 0 0 · · ·
0 kp −2kp kp 0 · · ·
0 0 kp −2kp kp · · ·
...
...
...
...
...
. . .

 (C.5)
Due to the form of the matrix K(p), which in fact just contains discrete second x-
derivatives, the rate equation system (Eq. (C.1)) can be rewritten as follows:
d~ǫ(t)
dt
= K(p)~ǫ(t)
= kp


. . .
...
...
...
· · · −2 1 0 · · ·
· · · 1 −2 1 · · ·
· · · 0 1 −2 · · ·
...
...
...
. . .




...
ǫx−1
ǫx
ǫx+1
...


= D


...
(ǫx−1 − 2ǫx + ǫx+1)/∆x2
...


= D
∆2~ǫ
∆x2
(C.6)
Hence, the deduced rate model for describing the flow of vibrational energy along a linear
chain of discrete microstates can be viewed as a discretized version of the heat diffusion
equation (Eq. (2.4)), in which the diffusion constant D and the propagation rate kp are
linked by
D = kp∆x
2. (C.7)
Consequently, the solutions to Eq. (C.1) are diffusive-like functions, which again fulfill the
criterion 〈x2〉 = 2Dt.
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Part 3
As a next step, also IVR within the modes j of the sites i is considered. Then, the
connectivity matrix K adopts the following form:
K = K(p) +K(IVR), (C.8)
where K(p) is the previously defined matrix describing propagation along the linear chain
(Eq. (C.5)) and K(IVR) is the relaxation matrix within each site, which is assumed to be
the same for all sites. Apart from the assumption that the relaxation matrix is energy
conserving, i.e.
∑
j K
(IVR)
jl = 0 for all l, it can have any arbitrary form, which is potentially
more complicated as the one indicated in Figure C.1, i.e. any number of modes, branches,
etc. Then, the rate equation (Eq. (C.1)) can be written as
dǫi,j
dt
= δj,1 (kpǫi−1,1 − 2kpǫi,1 + kpǫi+1,1) +
∑
l
K
(IVR)
jl ǫi,l, (C.9)
where ǫi,j is the vibrational energy in mode j of site i.
Now, calculating
∑
i ǫi,j over Eq. (C.9) one obtains:
d
∑
i ǫi,j
dt
=
∑
i
δj,1 (kpǫi−1,1 − 2kpǫi,1 + kpǫi+1,1) +
∑
l
K
(IVR)
jl
(∑
i
ǫi,l
)
(C.10)
The first term of Eq. (C.10) cancels because of energy conservation. In the following, it is
assumed that the prepared initial condition ǫi,j(t = 0) is an equilibrium state of each site,
but not necessarily an equilibrium state of the chain as a whole. That is, the temperature
at one site might be elevated as compared to the other sites, but the energy is equilibrated
within that one site. In other words, ǫi,l of each site i is an eigenvector of the matrix
K
(IVR)
jl with eigenvalue 0. As such, also
∑
i ǫi,l is an eigenvector, and therefore also the
second term of Eq. (C.10) is zero. Hence, it is shown that
d
∑
i ǫi,j
dt
= 0⇒
∑
i
ǫi,j(t) = const. =
∑
i
ǫi,j(t = 0). (C.11)
On the other hand, calculating
∑
j ǫi,j over Eq. (C.9) leads to∑
j
dǫi,j
dt
= kpǫi−1,1 − 2kpǫi,1 + kpǫi+1,1, (C.12)
where the second term disappears again because of energy conservation.
The aim is now to calculate the mean square displacement of this system. As a demon-
stration, this step is first performed for the simple linear chain, whose kinetic equation is
already known from Eq. (C.6) in Part 2 of this appendix:
dǫi
dt
= kpǫi−1 − 2kpǫi + kpǫi+1 (C.13)
Under the assumption that the initial excitation is at site 0 with ǫ0 = 1, and all other sites
are not populated at t = 0, i.e. ǫi = 0 for i 6= 0, the mean square displacement is given by:
〈x2〉 = ∆x2
∑
i
i2ǫi (C.14)
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Then, the temporal change of this quantity can be calculated as:
d
dt
〈x2〉 = ∆x2
∑
i
i2
d
dt
ǫi
= kp∆x
2
∑
i
i2 (ǫi−1 − 2ǫi + ǫi+1) (C.15)
Resorting the terms on the rhs., and utilizing energy conservation
∑
ǫi = 1, this expression
simplifies to:
d
dt
〈x2〉 = 2kp∆x2
∑
i
ǫi = 2kp∆x
2 (C.16)
Finally, one obtains
〈x2〉 = 2kp∆x2t (C.17)
That is, the process is diffusive with a diffusion constant D = kp∆x
2, which had already
been shown in Eq. (C.7).
Along the same lines as for the simple linear chain the mean square displacement is
now calculated for the full system including IVR. Again, it is assumed that initially only
site 0 is populated, i.e.
∑
j ǫ0,j = 1, while all other sites are not populated, ǫi,j = 0 for
i 6= 0. The mean square displacement of the total energy summed over all modes j of a
site, ǫ
(tot)
i =
∑
j ǫi,j , is given as:
〈x2〉 = ∆x2
∑
i,j
i2ǫi,j (C.18)
Plugging Eq. (C.12) into this expression and performing the same steps as before leads to:
d
dt
〈x2〉 = 2kp∆x2
∑
i
ǫi,1 = 2k
′
p∆x
2 (C.19)
or
〈x2〉 = 2k′p∆x2t (C.20)
Here, it was made use of Eq. (C.11), i.e.
∑
i ǫi,1 = const. =
∑
i ǫi,1(t = 0). The effective
propagation rate, and hence also the effective diffusion constant, is reduced by the relative
energy of the transporting mode, which is proportional to the relative heat capacity:
k′p = ǫ0,1(t = 0)kp (C.21)
This result only holds if the initial condition ǫ0,j(t = 0) is assumed to be equilibrated
within site 0, so that Eq. (C.11) is true. In summary, when the total energy ǫ
(tot)
i is
measured, a diffusive process on a simple 1D chain with some effective propagation rate
k′p is observed. All the complexity of the IVR process within the sites, which actually is
rate-limiting on short length and time scales, is completely hidden.
Note that Eq. (C.20) does not imply that Eq. (C.12) can be reduced to a true 1D
chain with an effective propagation rate k′p:
dǫ
(tot)
i
dt
= k′pǫ
(tot)
i−1 − 2k′pǫ(tot)i + k′pǫ(tot)i (C.22)
This means that although the mean square displacement predicted by Eqs. (C.12) and
(C.20) shows the same time dependence, the energies of the individual sites do not. Nev-
ertheless, the differences between Eqs. (C.12) and (C.20) are small, in particular for sites
not too close to the heating site, and might not be measurable in a real experiment.
Appendix D
Synthesis of water-soluble
azobenzene and linking to a
thiol-containing protein†
Azobenzene-based chromophores are extremely stable photoswitches that can be
switched reversibly between their cis- and trans-states by choosing particular wavelengths
of the light spectrum. Typically, isomerization can be triggered at wavelengths higher than
300 nm so that the irradiated light is not absorbed by biomolecules. The photoinduced
cis-trans isomerization occurs on an ultrafast time scale (<1 ps) and exhibits a high quan-
tum yield (>50%) [143]. When synthesized with two thiol-reactive groups, azobenzene
can cross-link two cysteine-residues in a protein and thus be used as a conformational
photoswitch [173, 174]. Azobenzene chromophores with only one thiol-reactive group can
be linked to a cysteine-containing protein in a single-sided manner and act as an ultra-
fast local heater injecting vibrational excess energy on a time scale determined by the
photoinduced cis-trans isomerization [43].
The classical azobenzene photoswitch suffers from its poor water-solubility, which ne-
cessitates an organic cosolvent for linking reactions and also may lead to the aggregation
of azobenzene-linked proteins in aqueous solution. Woolley and coworkers proposed a
water-soluble variant of the original cross-linking reagent; by adding sulfonate groups to
the azobenzene ring system, water-solubility can be achieved without altering the pho-
tochemical properties [159, 160]. Based on this design, a similar sulfonated azobenzene
derivative for single-sided protein linking, 4-Chloroacetamido-azobenzene-3,4’-disulfonic
acid (Acid yellow chloracetyl, AYC) was developed, the synthesis of which is described in
detail below.
In a 100 ml round-bottom flask containing a magnetic stir bar, 2.33 g (20 mmol)
sodium chloroacetate and 12 g (≈120 mmol) chloroacetic acid were heated to about 90◦C in
an oil bath. Note that the addition of sodium chloroacetate is crucial for the synthesis but
not described in Refs. [159, 160]! 1.9 g (5 mmol) 4-Amino-azobenzene-3,4’-disulfonic acid
sodium salt (Acid yellow 9, Sigma Aldrich) were added and the solution stirred for some
minutes. Subsequently, 4.1 g (24 mmol, i.e. ≈5-fold molar excess) chloroacetic anhydride
were added and stirring was continued. After approximately 1 h the mixture was diluted
†The synthetic part was contributed by Rolf Pfister.
110 Synthesis of water-soluble azobenzene and linking to a thiol-containing protein
N
H
N
O
N Cl
NH2N
N
O
Cl
O
Cl+
Acid yellow 9 chloroacetic anhydride
-HCl
ClAcOH
AYC
SO
3
Na
 O
3
S
-+
 Na
- +
SO
3
Na
- +
 O
3
S
-+
 Na
O
Figure D.1: Reaction scheme for the synthesis of the water-soluble azobenzene photo-
switch 4-Chloroacetamido-azobenzene-3,4’-disulfonic acid (AYC).
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Figure D.2: (a) UV/vis spectra of AYC dissolved in H2O, recorded in the dark-adapted
trans-state (black, solid line) and after switching into the cis-state by UV-irradiation at
375 nm (red, solid line). The spectra plotted in dashed were recorded after switching
off the UV-LED and illustrate the thermal relaxation back into the initial trans-state.
(b) FTIR spectrum of AYC recorded D2O showing the ring mode absorption bands at
1595 cm−1 and 1670 cm−1 that overlap the protein amide I absorption.
with additional 11 g chloroacetic acid and the resulting solution was stirred overnight at
90-95◦C. Upon cooling, 25 ml dichloromethane were added, the obtained solution was
filtered with a G3 suction strainer and washed with dichloromethane and then ether. For
further purification the product was recrystallized in a water/ethanol mixture, removing a
minor impurity (54 mg, 2.5%) of 4-Chloroacetamido-azobenzene-4’-disulfonic acid (i.e., the
desired final product but with only one benzene ring sulfonated). Finally, the solution was
heated to 40◦C and ether was added until the solution became turbid and then biphasic.
The formed aqueous phase was evaporated under high vacuum to give 1.72 g (80%) of the
desired final product 4-Chloroacetamido-azobenzene-3,4’-disulfonic acid (reaction scheme
Fig. D.1).
The UV/Vis and FTIR spectra of the obtained sulfonated azobenzene dissolved in
H2O and D2O, respectively, are shown in Figure D.2. To analyze the photoisomeriza-
tion of AYC the sample was irradiated for 1 minute with an LED emitting UV-light at a
central wavelength of 375 nm and a power of 230 mW, which switches the sample from
its trans- into the cis-state. Upon irradiation, the strong absorption maximum around
350 nm, which belongs to the ππ∗ transition of trans-azobenzene loses intensity, while the
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Figure D.3: Reaction scheme for the linking between AYC and a cysteine-containing
protein.
absorption around 435 nm, corresponding to the nπ∗ transition of cis-azobenzene, slightly
increases, very similar to the spectra shown in [160]. To monitor the thermal relaxation
back into the dark-adapted trans-state, further UV/Vis spectra were recorded over the fol-
lowing hours, showing that the photoisomerization is fully reversible. The FTIR spectrum
of the AYC photoswitch shows the ring mode absorptions at 1595 cm−1 and 1670 cm−1
that could also be observed in the UV pump/IR probe spectra on the azobenzene-linked
HP36 proteins (compare Figure 9.6a).
For coupling the thiol-reactive group of the AYC photoswitch to the solvent-exposed
thiol side chain of Cys56 in villin headpiece 36, 5.1 mg (1.2 µmol) of the protein were
dissolved in 2 ml, 10 mM Tris buffer (Tris/EDTA pH 8.0 or Tris/HCl pH 8.5). Then,
1.8 mg (4 µmol, i.e. 3.4-fold molar excess) AYC were dissolved in 0.2 ml H2O and added
dropwise to the protein solution. The obtained solution was incubated at room temper-
ature overnight, filtered through a 0.45 µm PTFE filter and finally purified by 4 HPLC
runs (reaction scheme Fig. D.3). As an alternative method, the proteins can be purified
and concentrated by ultrafiltration (3 kDa molecular weight cutoff filter), which is espe-
cially suitable for Aha-labeled proteins whose azide groups possibly react under HPLC
conditions.
As an undesirable side-reaction, disulfide bond formation between cysteine residues
can block the thiol groups, thus preventing efficient linking to the azobenzene. In this case,
Tris-(2-carboxyethyl) phosphine hydrochloride (TCEP) should be used as a reducing agent
and buffered accordingly to maintain the correct pH for the linking reaction as described
in Ref. [160].
If a protein is prone to aggregate under the conditions of the linking reaction, linking
should be performed at low protein and high denaturant concentration. After successful
linking, first, the denaturant concentration must be decreased to refold the proteins (e.g.,
by transferring the protein solution into a high volume of a suitable buffer) and then the
solution of folded proteins can be concentrated. It is well-established that in the presence
of heat a carbamylation reaction between urea and the proteins can occur, which can
easily be identified by an increase of 43 mass units relative to original protein (a detailed
discussion can be found in Ref. [175]). To avoid this unwanted effect, guanidinium chloride
should be used as a denaturant during the linking reaction.
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List of abbreviations
Aha azidohomoalanine
Aib α-aminoisobutyric acid
AYC acid yellow chloracetyl (4-Chloroacetamido-azobenzene-3,4’-disulfonic acid)
BBO β-barium borate (β-BaB2O4)
CD circular dichroism (not to confuse with C−D, which is carbon-deuterium)
CPA chirped pulse amplification
CW continuous wave
DFG difference-frequency generation
DMSO dimethyl sulfoxide ((CH3)2SO)
EDTA ethylenediaminetetraacetic acid
Fmoc fluorenylmethyloxycarbonyl
FTIR Fourier transform infrared
FWHM full width at half maximum
HP36 villin headpiece protein subdomain with 36 amino acid residues
HPLC high-performance liquid chromatography
IR infrared
IVR intramolecular vibrational energy redistribution
LED light-emitting diode
Leu-d10 fully deuterated leucine
MD molecular dynamics
NMR nuclear magnetic resonance
NOPA noncollinear optical parametric amplifier
OPA optical parametric amplifier
PEG polyethylene glycol
PTFE polytetrafluorethylen, also known under the brand name Teflon
SHG second-harmonic generation
TCEP tris-(2-carboxyethyl) phosphine hydrochloride
TEM transmission electron microscopy
TFA trifluoro acetic acid (CF3CO2H)
Ti:sapphire titanium:sapphire (titanium-doped Al2O3)
Tris tris(hydroxymethyl)aminomethane ((HOCH2)3CNH2)
UV ultraviolet
Vis visible
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