We investigate Lipschitz-Killing curvatures for excursion sets of random fields on R 2 under small spatial-invariant random perturbations. An expansion formula for mean curvatures is derived when the magnitude of the perturbation vanishes, which recovers the Gaussian Kinematic Formula at the limit by contiguity of the model. We develop an asymptotic study of the perturbed excursion area behaviour that leads to a quantitative non-Gaussian limit theorem, in Wasserstein distance, for fixed small perturbations and growing domain. When letting both the perturbation vanish and the domain grow, a standard Central Limit Theorem follows. Taking advantage of these results, we propose an estimator for the perturbation which turns out to be asymptotically normal and unbiased, allowing to make inference through sparse information on the field.
Introduction
A wide range of phenomena can be seen as single realizations of a random field, for instance the Cosmic Microwave Background radiation (CMB) (see Marinucci and Peccati (2011) ), medical images of brain activity (see Worsley (1997) ) and of mammary tissue (see Burgess (1999) ) and many others. Their features can be investigated through geometrical functionals, among them the well-known class of Lipschitz-Killing (LK) curvatures of excursion sets (see e.g. Schneider and Weil (2008) and Thäle (2008) for a precise definition and Fantaye et al. (2015) for some applications in cosmology). From a theoretical point of view, probabilistic and statistical properties of the latter have been widely studied in the last decades. For instance, in the two-dimensional Euclidean setting, in Cabaña (1987) ; Biermé and Desolneux (2016) ; Berzin (2018) , the length of the level sets (i.e. the perimeter of the excursion sets) is taken into account, in Estrade and León (2016) the Euler-Poincaré characteristic, while several limit theorems are obtained for the excursion area in Bulinski et al. (2012) ; Spodarev (2014) . See Kratz and Vadlamani (2017) ; Müller (2017) for higher dimensions. In this manuscript we focus on the two-dimensional setting, i.e. random fields defined on R 2 endowed with the standard Euclidean metric. In many cases, the LK curvatures are studied for Gaussian excursion sets via the Gaussian Kinematic Formula (see, e.g., Adler and Taylor (2007) ; Biermé et al. (2019) ). In this framework, a natural question Outline of the paper. Section 2 is devoted to the study of mean LK curvatures of our perturbed model. In particular, in Section 2.1 we recall the notion of LK curvatures for Borel sets, and then introduce our setting; in Section 2.2 we derive the asymptotic expansion for the mean curvatures as the perturbation vanishes (Proposition 2.1) providing some numerical evidence in Figures 2 and 3. In Section 3.1 we state and prove the quantitative limit theorem, in Wasserstein distance, for the excursion area of the perturbed model for fixed small perturbations and growing domain (Theorem 3.1) . Theorem 3.2 characterizes the unusual non-Gaussian limiting distribution whose numerical investigation leads to Figure 5 and Figure 6 . In Section 3.2 we state and prove the standard CLT for the excursion area for growing domain and disappearing perturbation (Theorem 3.3) . Taking advantage of the asymptotic studies for LK curvatures in Section 2 and Section 3.1, in Proposition 4.1 we prove that the proposed estimator for the perturbation variance is unbiased and asymptotically normal. Its performance can be appreciated in Figure 7 . Finally, Appendix A collects the auxiliary result on uniform rates of convergence for sojourn times of Gaussian fields.
LK curvatures for the considered perturbed Gaussian model 2.1 Definitions and preliminary notions
In the present paper we consider the three additive functionals, called in the literature intrinsic volumes, Minkowski functionals or Lipschitz-Killing curvatures, L j for j = 0, 1, 2, defined on subsets of Borelians in R 2 . Roughly speaking, for A a Borelian set in R 2 , L 0 (A) stands for the Euler characteristic of A, L 1 (A) for the half perimeter of its boundary and L 2 (A) is equal to its area, i.e. the two-dimensional Lebesgue measure. Taking inspiration from the unidimensional framework, the L 2 functional is also called sojourn time, although no time is involved in this context.
Notations. All over the paper, · denotes the Euclidean norm in R 2 and I 2 the 2 × 2 identity matrix. We will also denote by | · | the two-dimensional Lebesgue measure of any Borelian set in R 2 and by | · | 1 its one-dimensional Hausdorff measure. In particular, when T is a bounded rectangle in R 2 with non empty interior,
where ∂T stands for the boundary of T .
Let T be a bounded rectangle in R 2 with non empty interior. In the following notation T ր R 2 stands for the limit along any sequence of bounded rectangles that grows to R 2 . For that, set N > 0 and define
the image of a fixed rectangle T by the dilatation t → N t; then letting T ր R 2 is equivalent to N → ∞. Remark that T (N ) is a Van Hove (VH)-growing sequence (see Definition 6 in Bulinski et al. (2012) ), i.e.,
In the sequel, we sometimes drop the dependency in N of the rectangle T to soften notation.
We now define the main notions that we will deal with.
Definition 2.1 (Considered Gaussian field). Let g be a Gaussian random field defined on R 2 that is
• whose covariance function r(t) = Cov(g(0), g(t)) is C 4 and satisfies
We will consider perturbations of the above Gaussian field prescribed by the following.
Definition 2.2 (Perturbed Gaussian field). Let X be a random variable such that E[|X| 3 ] < +∞ and E[X] = 0. Let g be a Gaussian random field as in Definition 2.1, with X independent of g. We consider the following perturbed field
Let u ∈ R and T a bounded rectangle in R 2 . For h any real-valued stationary Gaussian random field, we consider the excursion set within T above level u:
We now introduce the Lipschitz-Killing curvatures for the excursion set E h (u), u ∈ R (see Adler and Taylor (2007) , Biermé and Desolneux (2016) , Biermé et al. (2019) for more details).
Definition 2.3 (LK curvatures of E h (u)). Let h be a real-valued stationary Gaussian field that is almost surely of class C 2 . Define the following Lipschitz-Killing curvatures for the excursion set
Furthermore, the normalized LK curvatures are given by
and the associated LK densities are
Figure 1 displays a realization of a Gaussian random field (first row) and of the associated perturbed one (second row) and two excursion sets for these fields for u = 0 (center) and u = 1 (right). We chose here a Student distributed centered random variable X with ν = 5 degrees of freedom, i.e., X ∼ t(ν = 5), and g a Bergmann-Fock Gaussian field prescribed by its covariance function r(t) = σ 2 g e −κ 2 t 2 .
In Figure 1 one can appreciate a visual similarity between these images and in particular in terms of their excursion sets. Then it could be difficult to evaluate the perturbation behind the considered Gaussian model by looking exclusively at Figure 1 . This motivate the necessity of an image processing in order to measure the impact of the perturbation. The goal of the next section will be to study the LK curvatures of the perturbed field in order to both quantify the discrepancy between these black-and-white images and evaluate the robustness with respect to a small perturbation of the considered geometrical characteristics of the excursion sets. Figure 1: Gaussian random field and its perturbed counter-part as in Definitions 2.1 and 2.2 with covariance r(t) = σ 2 g e −κ 2 t 2 , for σ g = 2, κ = 100/2 10 in a domain of size 2 10 × 2 10 pixels, with ǫ = 1 and X ∼ t(ν = 5). First row: A realization of Gaussian random field g (left) and the two associated excursion sets for u = 0 (center) and u = 1 (right). Second row: The associated realization of a perturbed Gaussian random field f (left) and two excursion sets for u = 0 (center) and u = 1 (right).
Mean LK curvatures of excursion sets of perturbed Gaussian model
Let g be as in Definition 2.1. The Gaussian kinematic formula provides the mean LK curvatures of excursion sets of g within a rectangle T (see, e.g., Theorem 13.2.1 in Adler and Taylor (2007) or Theorem 4.3.1 in Adler and Taylor (2011) 
being λ the second spectral moment of g and Ψ(x) := 1 √ 2π +∞ x e −t 2 /2 dt the Gaussian tail distribution with zero mean and unit variance. Then the LK densities for the considered Gaussian field are given by
Proposition 2.1 (LK curvatures for the perturbed Gaussian model). Let f (t) = g(t) + ǫ X, t ∈ R 2 as in Definition 2.2. Then, for small ǫ, it holds that
where H 2 (y) = y 2 − 1, for y ∈ R (i.e., the second Hermite polynomial) and the constants involved in the O-notation only depend on g and X.
Proof of Proposition 2.1.
. In the following we will use that
Taylor developing the Gaussian tail distribution Ψ and bearing in mind that X is a centered random variable we have
where the constant involved in the O notation is absolute. One can rewrite (6), by using the kinematic formula for LK densities C * i (g, u) of the Gaussian field g in (2). Hence the result in (5). Analogously,
Then by using the Gaussian LK densities C * i (g, u) in (2), we get Equation (4). Finally,
As before, by using (2), we get
Remark 1 (Case of additive spatially variant perturbation). Notice that the mean of LK curvatures in Proposition 2.1 can be derived also in the case of an additive spatially variant perturbation, i.e., f (t) = g(t) + ǫ X(t), for t ∈ R 2 and ǫ > 0, with X a stationary random field with finite third moment and independent of g. The proof comes down in the same way and the results are completely analogous to those in Equations (3), (4) and (5). However, the asymptotics results obtained in Section 3 will become more challenging in that case. Indeed, even in the classical case of excursion area of Gaussian fields, to the best of our knowledge we are not aware of any (quantitative) central limit theorem in the case of a non-constant level. This could represent an interesting point to investigate in a future work. For sake of completeness, the interested reader is referred to Kratz and León (2010) where CLT results are obtained for the curve-crossings number of a stationary Gaussian process (d = 1) according to the form of the moving curve (periodic or linear).
Corollary 2.1 (LK densities for the considered perturbed Gaussian model). Under assumption of Proposition 2.1 and using the same notation, it holds that
The proof of Corollary 2.1 is based on the property of the VH-growing sequence of rectangles T on R 2 .
Remark 2. Let u ∈ R. Notice that f in Definition 2.2 is a standard random field in the sense of Definition 2.1 in Biermé et al. (2019) , then it holds that
As a product one can build the following unbiased estimator of
An illustration for the finite sample performance of the proposed three unbiased estimators C 0,T (g, u), C 1,T (g, u) and C 2,T (g, u) obtained by adapting Equations (7)- (9) to g, is given in Figure 2 . In this case, g has a covariance function r(t) = σ 2 g e −κ 2 t 2 . Analogously, a good statistical performance of C 0,T (f, u), C 1,T (f, u) and C 2,T (f, u) in Equations (7)- (9) can be observed in Figure 3 . Gaussian random field as in Definition 2.1 with covariance r(t) = σ 2 g e −κ 2 t 2 , for σ g = 2, κ = 100/2 10 in a domain of size 2 10 × 2 10 pixels. (2) are drawn in black lines. We also display with red stars the averaged values on M = 100 sample simulations of C 0,T (g, u) (left panel), C 1,T (g, u) (center panel) C 2,T (g, u) (right panel), obtained by adapting to g estimators in (7)- (9), as a function of the level u. The empirical intervals associated to the estimation of C i,T (g, u), for i = 0, 1, 2 are given by using red vertical lines. These samples have been obtained with Matlab using circulant embedding matrix. (7)- (9) are computed with the Matlab functions bweuler, bwperim and bwarea, respectively. When it is required to specify the connectivity, we average between the 4th and the 8th connectivity. Since C * 1 is defined as the average half perimeter, we divide by 2 the output derived from bwperim. From a numerical point of view, bweuler and bwarea functions seem very precise contrary to the bwperim function which performs less well (see center panels in Figures 2 and 3) . It was expected due to the pixelisation effect.
Figures 2 and 3 (center) illustrates that C /T 1 (green dashed line) does not well approximate C * 1 (black plain line), especially for small levels u and that the correction induced by C 1,T (red stars) in Remark 2 improves the approximation. In Figures 2 and 3 (left) , we provide an analogous bias correction for the Euler characteristic by using C 0,T in Remark 2. However in this case, the discrepancy is less evident than in the perimeter case. Finally, in Figure 3 , we also display the functions u → C * i (g, u), for i = 0, 1, 2, by using blue dashed lines. These functions could be used as reference values to visually appreciate the discrepancy between the considered geometrical characteristics of the excursion sets of the Gaussian model (blue dashed lines) and the perturbed one (black plain lines for C * i (f, u), red stars for C i,T (f, u), for i = 0, 1, 2). Figure 3 : Perturbed Gaussian random field as in Definition 2.2 with covariance r(t) = σ 2 g e −κ 2 t 2 , for σ g = 2, κ = 100/2 10 in a domain of size 2 10 × 2 10 pixels, with ǫ = 0.4 and X ∼ t(ν = 5) (first row); ǫ = 1 and X ∼ t(ν = 5) (second row). Theoretical u → C * 0 (f, u) (left panel), C * 1 (f, u) (centered panel) and C * 2 (f, u) (right panel) in Corollary 2.1 are drawn in black plain lines and relative u → C * 0 (g, u), C * 1 (g, u) and C * 2 (g, u) in blue dashed lines. We also present u → C /T 0 (f, u) and C /T 1 (f, u) in green dotted lines (left and center panels). We also display the averaged values on M = 100 sample simulations of C 0,T (f, u) (left panel), C 1,T (f, u) (centered panel) C 2,T (f, u) (right panel) in (7)- (9), as a function of the level u by using red stars. The empirical intervals associated to the estimation of C i,T (f, u), for i = 0, 1, 2 are given by using red vertical lines. These samples have been obtained with Matlab using circulant embedding matrix. Figure 1 where the quantification of the perturbation was hard to get, by providing this image processing based on the LK curvatures, we are now able to precisely measure the impact of the perturbation. Furthermore, the contiguity of the Gaussian model g with respect to the perturbed one f can be observed in their LK curvatures when the magnitude of the perturbation decreases, i.e., ǫ → 0 (see Figure 3 : first row with ǫ = 0.4, second row with ǫ = 1).
Conversely to
3 Asymptotics for the excursion area of perturbed Gaussian fields
Considering the unperturbed case, by Theorem 3 in Bulinski et al. (2012) for instance, we know that for a Gaussian field g as in Definition 2.1 and for any u ∈ R, the following convergence in distribution holds,
with
and ρ(t) := corr(g(0), g(t)) = r(t)/σ 2 g . The interested reader is also referred to Kratz and Vadlamani (2017) and Müller (2017) .
Actually, we are able to state a more powerful result. It is given in the next lemma where the convergence in (11) is proved to be uniform with respect to level u. In order to formulate our result, let us introduce the usual Wasserstein distance between random variables Z 1 and Z 2 :
where H denotes the set of Lipschitz functions whose Lipschitz constant is ≤ 1.
Lemma 3.1. Let g be a Gaussian field as in Definition 2.1. Then,
where v(u) is defined in (12) and the O-constant does not depend on the level u.
Proof of Lemma 3.1. We apply Lemma A.1 that is postponed in the Appendix section since it is of some interest for its own. Indeed, the covariance function of the Gaussian field g as in Definition 2.1 satisfies assumption in (24). Hence, with the notations that are in force, conclusion of Lemma A.1 can be rewritten as
Note that obviously, (13) yields the same CLT as (11) for the excursion area as T ր R 2 , and hence σ 2 (u/σ g ) equals variance v(u) given by (12).
Let us come back to the study of the asymptotics of Y ǫ T , defined by (10). We will use the next decomposition
3.1 Asymptotics for fixed small ǫ and T ր R
2
In this section, we introduce a non Gaussian random variable that we denote by Θ ǫ (u). We firstly provide an upper-bound for the Wasserstein distance between Z ǫ T (u) in (14) and Θ ǫ (u). Secondly, we describe the form of the density of Θ ǫ (u) by providing a Taylor expansion for small ǫ > 0.
Theorem 3.1 (Quantitative asymptotics for Z ǫ T (u)). Let f (t) = g(t) + ǫ X, t ∈ R 2 as in Definition 2.2. For any fixed ǫ > 0 and u ∈ R, we consider Θ ǫ (u) a random variable whose conditional distribution given {X = x} is centered Gaussian with variance v(u − ǫx), v(·) being defined by (12). Then, as T ր R 2 , it holds that
where the constant involved in the O-notation depends neither on ǫ nor on u.
Proof of Theorem 3.1. By the definition of Wasserstein distance, we have
The latter supremum is equal to the Wasserstein distance between Z ǫ T (u) and Θ ǫ (u) with respect to the conditional expectation given X. Actually, conditionally to {X = x}, Z ǫ T (u) equals
, where the O-constant does not depend on u nor on ǫ and X. Lebesgue dominated convergence theorem allows us to conclude.
We now focus on the random variable Θ ǫ (u) that has been introduced in Theorem 3.1. Let us quote that it is non Gaussian, yielding an unusual non Gaussian limit of Z ǫ T (u) as T ր R 2 . In the next theorem, we provide the density distribution function of Θ ǫ (u) and a corresponding Taylor expansion for small ǫ > 0.
Theorem 3.2. Under the same assumptions as Theorem 3.1, it holds that, for fixed
where Θ ǫ (u)'s probability density function is given by 
where
Proof of Theorem 3.2. The convergence in (15) is a direct consequence of Theorem 3.1. In order to get the probability density function of Θ ǫ (u) in (16), it is enough to compute E[ϕ(Θ ǫ (u))] for any bounded positive function ϕ as follows,
where Fubini-Tonelli theorem has been used for the last equality.
To get the approximation of h ǫ in (17), we recall the following result that can be proved with Taylor expansion and easy algebra.
Lemma 3.2. For any function ϕ in C 2 (R) with bounded derivatives up to order two and any random variable η with finite third moment,
where the constant in O-notation depends on Var η and on the bounds of derivatives of ϕ.
Applying Lemma 3.2 with η = ǫX and ϕ(·) = φ(v(u − ·), y) for fixed u, y and ǫ, and bearing in mind that
the proof is complete.
Discussion on h ǫ density. Since the density in (17) plays a crucial rule in our asymptotics and as its non-Gaussian shape was not previously studied in the literature, in the following we propose an analysis of the truncated version of h ǫ (y), i.e.,
where f δ BEP (y) as in (18) and γ 1 , γ 2 as in Theorem 3.2.
Firstly, one can remark that coefficients γ 1 and γ 2 of the linear combination h ǫ depend on the variance function v(u) in (12) and on its first and second derivatives. For the nodal set with u = 0 one can easily Figure 4 (left panel).
Furthermore, notice that function f δ BEP (y) in (18) is a particular case of the Bimodal Exponential Power density function, i.e., f BEP (y) = (α| Hassan and Hijazi (2010) ) with fixed values of parameters α = 2, µ = 0 and ζ = 2v(u) and varying δ. Obviously, for y ∈ R, f δ=0 BEP (y) = φ(v(u), y), i.e., the Gaussian density with zero mean and variance v(u). An illustration of the behaviour of these bimodal densities for two different values of u is given in Figure 4 (u = 1.5 center panel, u = 3 right panel).
Theoretical resulting h ǫ functions in (19), built by using v(u), v ′ (u), v ′′ (u) and f δ BEP functions studied above, are displayed below in Section 3.3 (see Figures 5 and 6 ). (18) with v(u) as in (12). The considered correlation function is ρ(t) = e −κ 2 t 2 , with σ g = 1 and κ = 100/2 10 .
3.2 Asymptotics for ǫ → 0 and T ր R 2 Let T (N ) = N T , as introduced in Section 2.1. In the following we prove that Y ǫ N T (N) given by (10) satisfies a classical Central Limit Theorem as soon as ǫ N goes to 0 sufficiently fast, for N → ∞.
Theorem 3.3. Let f (t) = g(t) + ǫ X, t ∈ R 2 as in Definition 2.2 and ǫ N be such that
Then it holds that,
with v(u) given by (12).
Proof of Theorem 3.3. We start by writing
. On the one hand, by triangular inequality we have
From (14),
and from (5),
where κ 1 > 0 and the constant involved in the O-notation depends neither on ǫ nor on T . Then, from condition in (20), the first term on the r.h.s. of (21) with ǫ = ǫ N and T = T (N ) goes to 0 as N goes to infinity. Concerning the second term, Theorem 3.1 yields κ 2 (log |T |) −1/12 as upper bound, where κ 2 does not depend on ǫ. Therefore, the second term on the r.h.s. of (21) goes to 0 as T ր R 2 uniformly with respect to ǫ (see Theorem 3.2). Finally, thanks to the Wasserstein distance in (21) that goes to 0, we get that
At last, Slutsky theorem allows us to conclude.
Numerical illustrations
All over this section, σ g is assumed to be equal to 1. In the following, by using histograms we compare the empirical density of the random variable
) versus the truncated probability density function of Θ ǫ , i.e., h ǫ given in (19). Each histogram is built by reproducing 300 Montecarlo independent simulations in a large domain such that |T | = 1024 2 .
Case 1: X is Skellam distributed. Firstly, we consider the case where X follows a discrete Skellam probability distribution which is the difference of two independent Poisson-distributed random variables with respective expected values µ 1 and µ 2 . We choose the parameters setting gathered in Table 1 . Obtained results are shown Figure 5 for u = 1.5 (first row) and for u = 3 (second row). Furthermore, necessary preliminary studies to built h ǫ as in (19), on BEP functions, u → v(u) and its derivatives are given in Section 3.1. Figure 5 1. Figure 5 . Here |T | = 1024 2 , µ = 0, σ g = 1 and ρ(t) = e −κ 2 t 2 , for κ = 100/2 10 , i.e., λ = 0.019. Figure 5: Histogram for the study of density of Z ǫ T when X is Skellam distributed, for u = 1.5 (first row) and u = 3 (second row), based on 300 Montecarlo independent simulations. The chosen parameters setting is gathered in Table 1 . Necessary preliminary studies to build h ǫ as in (19), on BEP functions, u → v(u) and its derivatives are given in Figure 4 . Resulting theoretical h ǫ density is drawn by using red plain line.
Case 2: X is t-distributed. We now consider the case where X follows a t-distribution and the parameters are those in Table 2 . Obtained results are shown Figure 6 for u = 1.5 (first row) and for u = 3 (second row). Preliminary studies of BEP functions, u → v(u) and its derivatives are identical to those in Section 3.1. Figure 6 1. Table 2 : Parameters setting associated to Figure 6 . Here |T | = 1024 2 , µ = 0, σ g = 1 and ρ(t) = e −κ 2 t 2 , for κ = 100/2 10 , i.e., λ = 0.019. Figure 6: Histogram for the study of density of Z ǫ T when X is t-distributed, for u = 1.5 (first row) and u = 3 (second row), based on 300 Montecarlo independent simulations. The chosen parameters setting is gathered in Table 2 . Necessary preliminary studies to build h ǫ as in (19), on BEP functions, u → v(u) and its derivatives are given in Figure 4 . Resulting theoretical h ǫ density is drawn by using red plain line. 
Inference for perturbation 4.1 Unbiased estimator of the perturbation
In this section we will focus on the case σ g = 1. Let u = 0 being fixed. We introduce ε := ǫ 2 E[X 2 ]. Since E[X] = 0, it is clear that ε quantifies the variability around zero of the considered perturbation and it can be useful to measure the discrepancy between the observed excursion set T ∩ E f (u) and the associated Gaussian one.
By using (5) and then (2), we can rewrite
It appears then clearly that ε has the same order of magnitude than
This means that ε in (22) can be estimated by using the LK curvature of order 2, i.e., the area of the excursion set at a (chosen) level u. Then, ε u is completely empirically accessible by using this sparse observation because it does not depend on the (unknown) second spectral moment λ of the Gaussian field. In Proposition 4.1 below, we present a consistent estimator based on the observation T ∩ E f (u) for the perturbation error ε u .
Proposition 4.1. Let f (t) = g(t) + ǫ X, t ∈ R 2 as in Definition 2.2. Let u = 0 being fixed. Let consider the empirical counterpart of ε u in (22), i.e.,
with C 2,T (f, u) as in (9). Then, it holds that
Proof of Proposition 4.1. Since C 2,T (f, u) is an unbiased estimator of C * 2 (f, u), one can easily see that
, from Theorem 3.3 we get the result. 
Numerical illustrations
In this section we provide an illustration of the inference procedure for the perturbation ε := ǫ 2 E[X 2 ] proposed in Section 4.1 above. The considered perturbed model and the associated parameters are gathered in Table 3 . By using this framework, in Figure 7 one can appreciate the finite sample performance of the inference procedure proposed in Section 4.1 above, for several values of perturbation ǫ and for two levels u (u = 1.5 in center panel and u = 3 in right one).
Level u X Chosen ǫ ε := ǫ 2 E[X 2 ] average of estimated ε u Figure 7 on 100 Montecarlo Simulations Table 3 : Parameters setting associated to Figure 7 . Furthermore we consider |T | = 1024 2 , µ = 0, σ g = 1 and ρ(t) = e −κ 2 t 2 , for κ = 100/2 10 , i.e., λ = 0.019. The chosen parameters setting is gathered in Table 3 . Here u = 1.5 (center panel) and u = 3 (right panel).
Unsurprisingly, we remark that the variability of the estimation is related on the choice of level u. The asymptotic standard deviation function u → σ εu |T (N ) | −1/2 in the left panel of Figure 7 allows us to identify some choices of levels u where the variance is minimum. Indeed, for large values of |u|, less observations are available than for intermediate values of |u|. This aspect can be appreciated by observing the larger confidence intervals in the case u = 3. For u = 0, the variance σ 2 εu diverges (see the left panel of Figure  7 ) implying that this inference procedure will be not robust for u ≈ 0 (see Remark 3).
where K > 0 is an absolute constant. We can write
where S T,N T is the truncation of S T at position N T in the Wiener chaos expansion (N T will be chosen later on). For d 1 we have, due to (26), that concludes the proof.
