Abstract. If σ ∈ Sn is a permutation of {1, 2, . . . , n}, the inversion set of σ is Φ(σ) =
Introduction
Let n be a positive integer and consider a root system ∆ n . Fix a set of positive roots ∆ + n so that ∆ n = ∆ + n ⊔ ∆ − n where ∆ − n = −∆ + n . Let W denote the corresponding Weyl group. For σ ∈ W, the inversion set of σ, Φ(σ) is defined by Φ(σ) := {v ∈ ∆ + n | σ · v ∈ ∆ − n }. We are concerned with ways to express the positive roots as a disjoint union of inversion sets: ∆ + n = Φ(σ 1 ) ⊔ Φ(σ 2 ) ⊔ · · · ⊔ Φ(σ r ) where σ 1 , σ 2 , . . . , σ r ∈ W. We consider here only root systems of type A, B or C. For simplicity we describe the problem and our results first for root systems of type A. The Weyl group of the root system A n is W = S n+1 the symmetric group on n + 1 letters. For ease of notation, we replace n + 1 by n and work with A n−1 and S n . Thus ∆ n refers to the rank n − 1 root system of type A n−1 . Root systems of type B and C have isomorphic Weyl groups and so yield identical answers to our questions. We describe our results for type B/C root systems in §4-5.
For σ ∈ S n we write σ = (σ(1), σ(2), . . . , σ(n)). Id n denotes the identity permutation: Id n = (1, 2, . . . , n) and w o = w o [n] = (n, n − 1, . . . , 1) ∈ S n . Often we will write w o to denote w o [n] when the value of n is clear from the context. We use the symbol ⊔ to denote a disjoint union.
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For the root system of type A n−1 we may take ∆ + n := {(i, j) | 1 ≤ i < j ≤ n} for the positive roots. The element (1, n) is the highest root. The elements (i, i + 1) with 1 ≤ i ≤ n − 1 are the simple roots.
Often we will use ∆ + to denote ∆ + n when the value of n is clear from the context. Given σ ∈ S n , the inversion set of σ is the set Φ(σ) := {(i, j) ∈ ∆ + n | σ(i) > σ(j)}. Note that Φ(Id) = ∅ and Φ(w o [n]) = ∆ + n . It is not hard to see that the element σ ∈ S n is determined by its inversion set Φ(σ). Thus there are exactly n! inversion sets contained in ∆ + n . Definition 1.1. A decomposition of an inversion set Φ(σ) is a set of disjoint inversion sets Φ(σ 1 ), Φ(σ 2 ), . . . , Φ(σ r ) such that
The decomposition is called trivial if Φ(σ) = Φ(σ a ) for some a with 1 ≤ a ≤ r.
We say that an element σ ∈ S n (and its inversion set Φ(σ)) is reducible if there exists a non-trivial decomposition of Φ(σ). Otherwise we say that σ (and Φ(σ)) is irreducible. Note that Φ(Id) = ∅ may occur in a decomposition.
Solving the following problem was the motivation for this article.
Problem 1.2. Identify all decompositions of ∆ + n : ∆ + n = Φ(σ 1 ) ⊔ Φ(σ 2 ) ⊔ · · · ⊔ Φ(σ r ) . Here the ordering of the σ i is not relevant.
We are interested in this problem because of its relation to two problems: (i) determining the regular codimension n faces of the Littlewood-Richardson cone; and (ii) studying the cup product of the cohomology of line bundles on homogeneous varieties. We briefly describe the relation to the Littlewood-Richardson cone in the next paragraph. More details and the relation of Problem 1.2 to the cup product of line bundles appear in §7.
If A is a Hermitian matrix, denote by λ = (λ 1 ≥ λ 2 ≥ . . . ≥ λ n ) ∈ R n its eigenvalues and let R 3n + = {(λ, µ, ν) | λ i ≥ λ i+1 , µ i ≥ µ i+1 , ν i ≥ ν i+1 for 1 ≤ i ≤ n − 1}. In 1912 H. Weyl posed the following question: For which triples (λ, µ, ν) ∈ R 3n + do there exist Hermitian matrices A, B, C such that C = A + B and whose eigenvalues are λ, µ, ν respectively. In 1962 A. Horn proved that the set of such triples is a polyhedral cone C ′ and conjectured inequalities determining C ′ . Horn's conjecture was proved in the 1990's by Klyachko and Knutson and Tao, see [F] for a nice exposition on Horn's conjecture. It is worth mentioning that the lattice points of C ′ are exactly the triples (λ, µ, ν) for which the corresponding Littlewood-Richardson coefficient c ν λ,µ is nonzero. N. Ressayre described all regular faces of C ′ , i.e. faces that intersect the interior of R 3n + . In particular (after symmetrizing the problem, as described in §7), the regular faces of codimension n are exactly the intersection of R 3n + with the subspaces defined by w for w 1 , w 2 , w 3 ∈ S n with the property that ∆ + n = Φ(w 1 ) ⊔ Φ(w 2 ) ⊔ Φ(w 3 ). Definition 1.3. Let σ ∈ S n . An interval (of size t) is a set of consecutive integers {i, i + 1, i + 2, . . . , i + t − 1}. A block (of size t) of the permutation σ is an interval {i, i + 1, i + 2, . . . , i + t − 1} of size t such that the set {σ(i), σ(i + 1), . . . , σ(i + t − 1)} is also an interval (of size t). Every permutation in S n has n blocks of size 1 and a block of size n. If σ ∈ S n has no blocks of size t for all 1 < t < n then we say that σ is simple 1 .
Example 1.4. The permutation σ = (9, 7, 1, 5, 3, 4, 6, 8 , 2) ∈ S 9 has a block of size 8 corresponding to the interval {2, 3, . . . 9} and a block size 4 corresponding to the interval {4, 5, 6, 7}. The permutation τ = (5, 2, 6, 1, 4, 7, 3) ∈ S 6 has no non-trivial blocks and so is simple.
A block of size t + 1 for the permutation σ corresponds to a t × t closed square in [1, n] × [1, n] which contains t + 1 points of the the graph of σ. Hence σ is simple if there does not exist a t × t closed square in containing t + 1 points of the graph of σ with 2 ≤ t ≤ n − 1.
To state our results we need to introduce an inflation procedure to describe permutations inductively. We describe this procedure heuristically as follows. We consider a permutation on n letters as a shuffling of a deck of n cards. We shuffle as follows. First cut the deck into m piles of sizes z 1 , z 2 , . . . , z m respectively. Shuffle each of these piles according to a permutation σ a ∈ S za . Finally reassemble the piles in an order determined by a permutation σ 0 ∈ S m . The resulting permutation in S n is denoted by σ 0 [σ 1 , σ 2 , . . . , σ m ] and is called an inflation of σ 0 .
Note that a permutation α ∈ S n is simple if and only if α cannot be expressed as an inflation α = σ[β 1 , β 2 , . . . , β r ] with 2 ≤ r ≤ n − 1. Definition 1.5. A permutation σ ∈ S n is called plus-decomposable if σ may be written in the form σ = Id 2 [α, β]. Otherwise σ is plus-indecomposable. Similarly, σ ∈ S n is called minus-decomposable if σ may be written in the form σ = w o [2] [α, β] . Otherwise σ is minus-indecomposable.
The following theorem of Albert, Atkinson and Klazar illustrates the importance of simple permutations and the inflation procedure.
Theorem 1.6 ([AAK][Theorem 1]).
Let n ≥ 2. For every permutation α ∈ S n there exists a simple permutation σ ∈ S m and permutations β 1 , β 2 , . . . , β m such that α = σ[β 1 , β 2 , . . . , β m ]. Moreover if σ = Id 2 and σ = w o [2] then β 1 , β 2 , . . . , β m and σ are unique. If σ = Id 2 then β 1 , β 2 and σ are unique if we add the additional condition that β 1 is plus-indecomposable. Similarly, if σ = w o [2] then β 1 , β 2 and σ are unique if we add the additional condition that β 1 is minus-indecomposable.
For our purposes, we modify the statement of the above theorem as follows.
1 We warn the reader that some authors use the terminology connected rather than simple. Theorem 1.7. Let n ≥ 2. For every permutation α ∈ S n there exists a permutation σ ∈ S m and permutations β 1 , β 2 , . . . , β m such that α = σ[β 1 , β 2 , . . . , β m ] where either σ is simple and m ≥ 4 or σ = Id m or σ = w o [m] . Furthermore this expression for α is unique if we require that m be maximal when σ = Id m or σ = w o [m], i.e., that each β a is plus-indecomposable when σ = Id and each β a is minus-indecomposable when σ = w o . Definition 1.8. We say that α is expressed in simple form when we write α = σ[β 1 , β 2 , . . . , β m ] in the form guaranteed by Theorem 1.7, i.e, when σ is simple with m ≥ 4 or σ = w o [m] or Id m with m maximal.
We now state our main result. Theorem 1.9. Let ∆ + n = Φ(w 1 )⊔Φ(w 2 )⊔· · ·⊔Φ(w r ) be a decomposition with all Φ(w a ) = ∅. Then (after possibly reordering) we have
. . .
is a decomposition ∀b = 1, 2, . . . , m and σ q = σ q+1 = · · · = σ r = Id m with
and q=2, if w 1 is minus-decomposable; σ 1 is simple, σ 2 = w o σ 1 and q=3, if w 1 is minus-indecomposable. Moreover, the above decomposition of ∆ + n is irreducible if and only if the decompositions ( †) are irreducible for all b, exactly one of β a1 , β a2 , . . . , β am is not equal to Id for each a = q, q + 1, . . . , r, and m = 2 and β 11 = Id z 1 and β 12 = Id z 2 , if w 1 is minus-decomposable; β 1b = β 2b = Id z b for all b = 1, 2, . . . , m, if w 1 is minus-indecomposable. Example 1.10. Let n = 8 and let w 1 = (5, 3, 4, 8, 1, 2, 6, 7), w 2 = (4, 5, 6, 1, 7, 8, 3, 2) , w 3 = (1, 3, 2, 4, 6, 5, 7, 8) . Then ∆ + 8 = Φ(w 1 ) ⊔ Φ(w 2 ) ⊔ Φ(w 3 ), m = 4, and w 1 = (2, 4, 1, 3) [(3, 1, 2) , (1), (1, 2), (1, 2)] w 2 = (3, 1, 4, 2)[(1, 2, 3), (1), (1, 2), (2, 1)] w 3 = (1, 2, 3, 4) [(1, 3, 2) , (1), (2, 1), (1, 2)]. The recursive form of this theorem allows us to inductively solve many problems concerning decompositions. For example, in §6 we exploit this recursiveness to obtain a number of results enumerating various solutions to the main problem. In §7 we use the form to prove a result about the decompositions which yields an algorithm producing all generating rays on a given regular codimension n face of the Littlewood-Richardson cone.
Preliminaries
It is easy to see that an inversion set Φ must satisfy the following two conditions: [K, Proposition 5.10] it is shown that any subset Φ ⊆ ∆ + n which satisfies the above two conditions is an inversion set. Thus Φ ⊂ ∆ + n is an inversion set if and only if both Φ and Φ c satisfy the closed condition.
The graph of a permutation σ is the set of n lattice points
There are n 2 line segments joining points of the graph of σ. Each such line segment corresponds to an element of ∆ + n and those with negative slope correspond to the elements Φ(σ), i.e., (i, j) ∈ Φ(σ) if and only if the line segment joining the points (i, σ(i)) and (j, σ(j)) has negative slope.
We have already noted that Φ(w o ) = ∆ + . The following lemma gives another indication of the importance of w o .
Lemma 2.1. Let σ ∈ S n . Then ∆ + n = Φ(σ) ⊔ Φ(w o σ). Proof. The graph of w o σ is obtained from the graph of σ by reflecting in the line y = n/2. Using the characterization of Φ(σ) as those positive roots whose corresponding line segment has negative slope completes the proof of the lemma. Proposition 2.2.
(
is a decomposition and let A be any subset of {1, 2, . . . , r}. Then ∃σ ∈ S n such that Φ(σ) = ⊔ a∈A Φ(σ a ).
(2) Every non-empty inversion set Φ(σ) contains at least one simple root.
Proof. Clearly it suffices to prove the first assertion for doubleton sets A = {p, q}. Thus it suffices to show that Φ(σ p ) ⊔ Φ(σ q ) is both closed and co-closed. For ease of notation, we will assume A = {1, 2}. First we show that Φ(
. This shows that that Φ(σ 1 ) ⊔ Φ(σ 2 ) is closed and completes the proof of the first assertion.
The second assertion follows easily from the fact that if σ(i) < σ(i + 1) for all i = 1, 2, . . . , n − 1 then σ = Id n .
Note that the hypothesis that ∆ + n = Φ(σ 1 ) ⊔ Φ(σ 2 ) ⊔ . . . Φ(σ r ) is necessary in the above proposition; arbitrary unions of inversion sets need not be inversion sets. For example, consider n = 3, σ 1 = (2, 1, 3) and σ 2 = (1, 3, 2). Then Φ(σ 1 ) = {(1, 2)}, Φ(σ 2 ) = {(2, 3)} and Φ(σ 1 ) ⊔ Φ(σ 2 ) is not closed and so is not an inversion set.
The first assertion of Proposition 2.2 implies that if Φ(σ) = Φ(σ 1 ) ⊔ Φ(σ 2 ) ⊔ · · · ⊔ Φ(σ r ) and A is any subset of {1, 2, . . . , r} then ∃α ∈ S n with Φ(α) = ⊔ a∈A Φ(σ a ). This fact follows easily from the first assertion of the above proposition and the fact that
In particular, an element σ ∈ S n is reducible if and only if there exist non-identity elements α 1 , α 2 ∈ S n with Φ(σ) = Φ(α 1 ) ⊔ Φ(α 2 ). Note that we may also write this last equation as the decomposition ∆ + n = Φ(w o σ) ⊔ Φ(α 1 ) ⊔ Φ(α 2 ). These considerations show that in our study of decompositions of ∆ + we may focus our attention on irreducible decompositions, i.e., decompositions
where σ a is irreducible for a = 1, 2, . . . , r.
Definition 2.3. Two sequences x 1 , x 2 , . . . , x n and y 1 , y 2 , . . . , y n each comprised of n distinct real numbers are order isomorphic if x i > x j if and only if y i > y j .
Let σ ∈ S n and suppose F is some subset of {1, 2, . . . , n} with m = |F|. Write F = {i 1 , i 2 , . . . , i m } where i 1 < i 2 < · · · < i m . Restricting σ to F yields a sequence σ(i 1 ), σ(i 2 ), . . . , σ(i m ) which is order isomorphic to the sequence µ(1), µ(2), . . . , µ(m) corresponding to a unique element µ ∈ S m . We denote this element µ by µ = θ F (σ). If F ⊂ {1, 2, . . . , n} we write ∆ + F to denote the set ∆
Inflation Procedure
Now we want to describe the inflation procedure for permutations. For a history of the inflation procedure and a discussion of a number of applications we refer the reader to the survey article of Brignall [B] .
The following definition will be useful. Write {1, 2, . . . , n} = I 1 ⊔I 2 ⊔· · ·⊔I m as a disjoint union of ordered intervals. A subset F ⊂ {1, 2, . . . , n} is admissible if |F ∩ I a | = 1 for all a = 1, 2, . . . , m.
In addition to the heuristic description given in §1, we may describe the inflation procedure as follows. Write {1, 2, . . . , n} as an ordered disjoint union of intervals: {1, 2, . . . , n} = I 1 ⊔ I 2 ⊔ · · · ⊔ I m where each I a is an interval and I a < I b if a < b, i.e., if a < b and i a ∈ I a , i b ∈ I b then i a < i b . Put z a = |I a |. Take σ 0 ∈ S m and σ a ∈ S za for a = 1, 2, . . . , m. Then σ := σ 0 [σ 1 , σ 2 , . . . , σ m ] is characterized by the following two conditions.
(1) θ F (σ) = σ 0 for every admissible F.
(2) θ Ia (σ) = σ a for all a = 1, 2, . . . , m.
The proof of the following lemma is straightforward and is left to the reader.
Lemma 3.1. Suppose α = α 0 [β 1 , β 2 , . . . , β m ] where β a ∈ S za for a = 1, 2, . . . , m. Define
Proof. Let {1, 2, . . . , n} = I 1 ⊔I 2 ⊔· · ·⊔I m be the decomposition into intervals corresponding to the the inflation σ :
Next suppose that σ is reducible and write Φ(σ) = Φ(α)⊔Φ(β) where α, β ∈ S n . Consider a positive root (p, q) ∈ ∆ + n . Define a and b by p ∈ I a and q
Moreover, the fact that Φ(β) is both closed and co-closed implies that the set T is also both closed and co-closed and so T = Φ(β 0 ) for some non-identity permutation β 0 ∈ S m . This shows that
The following proposition follows easily from the two preceding lemmas. Proof. This result follows immediately from the fact that that the graph of w o σ is obtained from the graph of σ by reflecting in the line y = n/2. Definition 3.5. Let σ ∈ S n , and F,
say that F and F ′ are σ-connected. Let F and F ′ be subsets of {1, 2, . . . , n}. If there exist subsets F 1 , F 2 , . . . , F t ⊂ {1, 2, . . . , n} such that F = F 1 , F ′ = F t and F a is σ-connected to F a+1 for a = 1, 2, . . . , t − 1 then we say that F and F ′ are σ-path-connected.
We will make use of the following lemma a number of times.
Lemma 3.6. Let σ ∈ S n and F,
(1) If µ is irreducible then there exists δ(F)
(2) If µ and µ ′ are both irreducible and F and
Proof. Let |F| = m and suppose that µ is irreducible. Put µ a = θ F (σ a ) for a = 1, 2, . . . , r.
There exists an order preserving bijection Ψ : F → {1, 2, . . . , m}. It is easy to see that
For the second assertion, suppose that µ and µ ′ are irreducible. Clearly it suffices to consider the case where F and
) ⊂ Φ(σ j ) and thus the decomposition of Φ(σ) is trivial. 
then the above corollary applies and shows that σ is irreducible.
Definition 3.10. Let n = 2m be even with n ≥ 4. A permutation σ is exceptional if σ is one of the following permutations
(1) σ = (2, 4, 6, . . . , n − 2, n, 1, 3, 5, . . . , n − 3, n − 1),
Lemma 3.11. Let σ ∈ S n be exceptional. Then σ is atomic and irreducible.
Proof. It is easily seen that all of these permutations are atomic.
(1) Suppose σ = (2, 4, 6, . . . , n − 2, n, 1, 3, 5, . . . , n − 3, n − 1). Then Φ(σ) has only one simple root, (m, m + 1) and so is irreducible.
For the remaining cases, we proceed by induction and use Corollary 3.7 repeatedly. If n = 4, it is easy to check that the only two exceptional permutations (2,4,1,3) and (3,1,4,2) are irreducible. To prove the induction step, let n ≥ 6.
is again exceptional and so is irreducible by the induction hypothesis. Furthermore F and 2) is again exceptional and so is irreducible by the induction hypothesis. Also the root (2, 2m − 1) shows that F and
we have θ F ′′ (σ) = (3, 1, 4, 2) which is irreducible with Φ(σ) ∩ ∆ + F ′′ = {(1, m), (1, 2m), (m + 1, 2m)}. Finally if we take F ′′′ = {2, m, m + 1, 2m} we have θ F ′′′ (θ) = (3, 1, 4, 2) and F ′′′ is σ-connected to both F and F ′′ since (2, m), (m + 1, 2m) ∈ Φ(σ). Thus σ is irreducible.
(4) Finally suppose that σ = (m, 2m, m − 1, 2m − 1, m − 2, 2m − 2, . . . , 2, m + 2, 1, m + 1). It is straightforward to verify that σ = (3, 6, 2, 5, 1, 4) is irreducible. Thus we suppose 2m
is exceptional and so is irreducible by induction. Also F and F ′ are σ-connected by (1, 3) and F and F ′′ are σ-connected by (2m−2, 2m). Since ∆
, Corollary 3.7 implies that σ is irreducible. Definition 3.12. Let σ ∈ S n . Choose k with 1 ≤ k ≤ n and put F = {1, 2, . . . , n} \ {k}.
The following theorem, expressed in the language of posets, was first proved by Schmerl and Trotter [ST] . For a proof using permutations we refer the reader to [AA] [Theorem 5].
Theorem 3.13. Let n ≥ 2 and suppose σ ∈ S n is simple but not exceptional. Then σ has a one point deletion σ • which is simple.
Proposition 3.14. Let σ ∈ S n with n ≥ 4. The permutation σ is simple if and only if it is atomic and irreducible.
Proof. First suppose σ is atomic and irreducible and express σ in simple form: σ = σ 0 [β 1 , β 2 , . . . , β m ] with β a ∈ S za for a = 1, 2, . . . , m. By Lemma 3.2, exactly one of the permutations σ 0 , β 1 , β 2 , . . . , β m is a non-identity permutation. If σ 0 = Id m then the simplicity of σ implies that β 1 = Id. Similarly, if σ 0 = Id m we cannot have β m = Id. Thus σ 0 = Id. Therefore σ = σ 0 [Id z 1 , Id z 2 , . . . , Id zm ]. Since σ is atomic, this implies that z a = 1 for all a. But then σ = σ 0 is simple.
Next we suppose that σ is simple. It follows immediately, from the definition that σ is atomic. We prove that simple implies irreducible by induction. For the base case, we have n = 4 and this implies that σ is exceptional. Thus σ is irreducible by Lemma 3.11.
We prove the induction step by contradiction. Suppose n ≥ 5 and that σ ∈ S n is simple. If σ is exceptional then the result follows from Lemma 3.11. Thus we suppose that σ is not exceptional and assume by way of contradiction that Φ(σ) = Φ(σ 1 ) ⊔ Φ(σ 2 ). Let the simple permutation σ • ∈ S n−1 be a one point deletion of σ. By the induction hypothesis, σ • is irreducible. Suppose that σ • = θ F (σ) where F = {1, 2, . . . , n} \ {k} and σ(k) = ℓ. Since σ • is irreducible we may assume without loss of generality that
We consider two cases. For the first case, suppose that s = k − i b for some b with 1 ≤ b ≤ p. If s = n − 1 then we must have k = n and i b = 1. Since σ is simple, j b = 1 and ℓ = 1. Hence, i 0 := σ −1 (1) satisfies 1 < i 0 < k = n. Taking F = {1, i 0 , n}, we find θ F (σ) = (312). Then θ carries the decomposition Φ(σ) = Φ(σ 1 ) ⊔ Φ(σ 2 ) to a non-trivial decomposition of (312) since (1, i 0 ) ∈ Φ(σ 1 ) and (1, n) ∈ Φ(σ 2 ). This contradiction shows s = n − 1.
Since σ is simple and 1 ≤ s ≤ n − 2, the graph of σ has at most s points within s . Then the simplicity of σ implies that there is a point V = (i 0 , j 0 ) of the graph of σ either strictly above s or strictly below s . If V is above s , i.e, if k − s ≤ i 0 ≤ k and ℓ + s < j 0 then taking F = {i b , i 0 , k}, we find θ F (σ) = (231). Then θ the decomposition of Φ(σ) induces a nontrivial decomposition of (231) since (i b , k) ∈ Φ(σ 2 ) and (i 0 , k) ∈ Φ(σ 1 ). This contradiction shows V must be strictly below s . Thus k − s ≤ i 0 ≤ k and j 0 < ℓ. For F = {i b , i 0 , k}, we have θ F (σ) = (312). This yields a non-trivial decomposition of (312) since (i b , i 0 ) ∈ Φ(σ 1 ) and (i b , k) ∈ Φ(σ 2 ). Again we have a contradiction.
For the second case, suppose that s = j b − ℓ for some b with 1 ≤ b ≤ p. If s = n − 1, then j b = n and ℓ = 1. The simplicity of σ implies that i b = n and k = n. With F = {i b , k, n} we have θ F (σ) = (312). Since (i b , k) ∈ Φ(σ 2 ) and (i b , n) ∈ Φ(σ 1 ), the decomposition of Φ(σ) induces a non-trivial decomposition of (312). This contradiction shows that s = n−1, Therefore 1 ≤ s ≤ n − 2, By the simplicity of σ, the square s contains at most s points of the graph of σ. Hence there is a point V = (i 0 , j 0 ) of the graph of σ either strictly to the right of s or strictly to the left of s . If V is to the left of s , i.e, if i 0 < k − s ≤ i b < k and ℓ ≤ j 0 ≤ ℓ + s then we consider F = {i 0 , i b , k}. Then θ F (σ) = (231). By the definition of s, we have (i 0 , k) ∈ Φ(σ 1 ) Also (i b , k) ∈ Φ(σ 2 ). Hence the decomposition of Φ(σ) induces a non-trivial decomposition of (231), a contradiction. Conversely, if V is to the right of s then i b < k < i 0 and ℓ ≤ j 0 ≤ ℓ + s. Taking F = {i b , k, i 0 } we have θ F (σ) = (312). Now (i b , k) ∈ Φ(σ 2 ) and (i b , i 0 ) ∈ Φ(σ 1 ). Thus the decomposition of Φ(σ) yields a non-trivial decomposition of (312), a contradiction.
These contradictions imply that p = 0, i.e., there are no roots of the form (i a , k) in Φ(σ 2 ). The same proof works, mutatis mutandis, to show that there are no roots of the form (k, i ′ a ) ∈ Φ(σ 2 ). Thus Φ(σ 2 ) must be empty and so Φ(σ) is irreducible as required. The following corollary follows immediately from Lemma 3.4 and Proposition 3.14. The corollary is required for our proof of Theorem 1.9 and is the motivation for proving Proposition 3.14.
Corollary 3.15. Suppose that σ ∈ S n is simple. Then w o σ is irreducible.
We now give our proof of Theorem 1.9
Proof. First we suppose that
is an irreducible decomposition. Without loss of generality, the highest root (1, n) is an element of Φ(w 1 ). Express If σ 1 = w o , then σ 1 must be simple and m ≥ 4. Let {1, 2, . . . , n} = I 1 ⊔ I 2 ⊔ · · · ⊔ I m be the intervals corresponding to the simple form w 1 = σ 1 [β 11 , β 12 , . . . , β 1m ] with |I a | = z a . Since w 1 is irreducible, we must have
The element w o σ 1 is simple by Corollary 3.15. Applying Lemma 3.6, we see that there exists δ (F) 
Suppose F is admissible and 1 ≤ a ≤ m. We claim that there exists a root (s, t) ∈ Φ(w o σ 1 ) s = a and t = a. This is clear since otherwise w o σ has Id m−1 as a one point deletion. Since m ≥ 4, it is clear that this cannot happen since w o σ is simple. If |I a | > 1 then let i a ∈ F ∩ I a and i ′ a ∈ I a \ F and construct a new admissible set by replacing i a by i ′ a , i.e., 
Since w o σ 1 = θ F (w 2 ) for all admissible sets F, we see that 
if w 1 is minus-decomposable; Φ(w 1 ) ⊔ Φ(w 2 ), if w 1 is minus-indecomposable. For general decompositions we use the fact that every decomposition may be realized by beginning with an irreducible decomposition and then merging some collections of the irreducible inversion sets. We consider the effect of such mergers by examining effect of merging pairs of inversion sets.
Let
. . , m and σ, σ ′ ∈ S n . It is easy to see that
where
, it follows that the characterization of general decompositions given in the statement of the theorem is correct.
Decompositions for Type B
Here we consider root systems of type B n . In this section and the next, we will consider the Weyl group W(A m ) ∼ = S m+1 as the group of all permutations of the set {e 1 , e 2 , . . . , e m+1 }. With this notation, the positive roots are ∆
We denote the positive roots for the root system of type B n by
For type B n the Weyl group W(B n ) is the set of signed permutations of the set {ε 1 , ε 2 , . . . , ε n , 0, −ε n , . . . , −ε 2 , −ε 1 }.
These are the permutations σ of this set such that σ(0) = 0 and σ(−ε i ) = −σ(ε i ) for all
For 1 ≤ i ≤ 2n + 1 we define i ′ := (2n + 2) − i. It is convenient to define ε i = −ε i ′ for 1 ≤ i ≤ 2n + 1 and ε n+1 = 0.
We embed W(B n ) in W(A 2n ) by the group homomorphism σ →σ whereσ(e i ) = e k if σ(ε i ) = ε k . The condition that σ(−ε i ) = −σ(ε i ) implies that ifσ(e i ) = e k thenσ(e i ′ ) = e k ′ . This condition is equivalent to the condition that the graph ofσ is invariant under a rotation of π radians about the point (n + 1, n + 1) ∈ R 2 . We say that a permutation in S 2n+1 is symmetric if it satisfies these two equivalent conditions.
Consider the involution µ of ∆
induced by µ(e i ) = −e i ′ . Note that the elements of ∆
fixed pointwise by µ are precisely the positive roots e i − e i ′ for i = 1, 2, . . . , n.
We define the map ρ :
and let β =σ(α). Then ρ(α) ∈ ∆ + Bn . Now α ∈ Φ(σ) if and only if
if and only ρ(β) ∈ ∆ − Bn . Since ρ(β) = σ(ρ(α)) this implies α ∈ Φ(σ) if and only if ρ(α) ∈ Φ(σ). Thus ρ(Φ(σ)) = Φ(σ) Lemma 4.2. Let σ ∈ W(B n ) and let 1 ≤ i ≤ n. Then e i − e n+1 ∈ Φ(σ) if and only if e i − e i ′ ∈ Φ(σ). Furthermore α ∈ Φ(σ) if and only if µ(α) ∈ Φ(σ) for all α ∈ ∆
Proof. First we suppose that e i − e n+1 ∈ Φ(σ). Then µ(e i − e n+1 ) = e n+1 − e i ′ ∈ Φ(σ). Hence by the closed property e i − e i ′ = (e i − e n+1 ) + (e n+1 − e i ′ ) ∈ Φ(σ).
Conversely, suppose e i − e n+1 / ∈ Φ(σ). Then µ(e i − e n+1 ) = e n+1 − e i ′ / ∈ Φ(σ) and the co-closed property shows that e i − e i ′ / ∈ Φ(σ). For the second assertion write α = e i − e j (with i < j) and writeσ(α) = e k − e ℓ . Theñ σ(µ(α)) =σ(e j ′ − e i ′ ) = e ℓ ′ − e k ′ . Hence α ∈ Φ(σ) if and only if k > ℓ if and only if ℓ ′ > k ′ if and only if µ(α) ∈ Φ(σ).
The final assertion follows from the above.
The following corollary follows immediately from the preceding lemma.
The embedding of W(B n ) into W(A 2n ) allows us to define an inflation operation for Weyl groups of type B as follows. Let m ≤ n and let {1, 2, . . . , m} = I 1 ⊔ I 2 ⊔ . . . I r be a decomposition into intervals. Put z t = |I t | for t = 1, 2, . . . , r. Suppose that σ 0 ∈ W(B r ), τ r+1 ∈ W(B n−m ) and τ t ∈ S zt for t = 1, 2, . . . , r. We form the inflationσ = σ 0 [τ 1, τ 2 , . . . , τ r ,τ r+1 , τ r+2 , . . . , τ 2r+1 ] where τ 2r+2−t = w o τ t w o for t = 1, 2, . . . , r. Theñ σ ∈ W(A 2n ) is symmetric and so corresponds to an element σ ∈ W(B n ). We say that σ is an inflation in W (B n ).
An element σ ∈ W(B n ) which cannot be realized as such an inflation in W(B n ) except with r = 0 or r = n is said to be simple in W(B n ).
The proof of the following lemma is straight forward and left to the reader.
is symmetric then α must be symmetric, s is odd, and τ s+1−t = w o τ t w o for all t = 1, 2, . . . , s.
Proposition 4.5. Let σ ∈ W(B n ). Then σ is simple in W(B n ) if and only ifσ is simple (in W(A 2n )).
Proof. Ifσ is simple in W(A 2n ), thenσ cannot be realized as a non-trivial inflation and so cannot be realized as a non-trivial inflation in W(B n ). Conversely, suppose that σ is simple in W(B n ). Assume by way of contradiction thatσ is not simple. Thenσ = α[τ 1 , τ 2 , . . . , τ s ]. Sinceσ ∈ S 2n+1 is symmetric, Lemma 4.4 shows that σ is an inflation in W(B n ). . . .
where σ 1 , σ 2 , . . . , σ r ∈ W(B s ), β qt = w o β q(2s+2−t) w o for all q = 1, 2, . . . , r and all t = 1, 2, . . . , 2s + 1 and
is a decomposition ∀b = 1, 2, . . . , 2s + 1 and σ q = σ q+1 = · · · = σ r = Id with σ 1 = w o [2s + 1] and q = 2, if w 1 is minus-decomposable; σ 1 is W(B s ) simple,σ 2 = w oσ1 and q = 3, if w 1 is minus-indecomposable. Moreover, the above decomposition of ∆ + Bn is irreducible if and only if the decompositions ( †) are irreducible for all b, exactly one of β a1 , β a2 , . . . , β a(s+1) is not equal to Id for each a = q, q + 1, . . . , r, and s = 1 and β 11 = β 13 = Id z 1 and β 12 = Id z 2 , if w 1 is minus-decomposable; β 1b = β 2b = Id z b for all b = 1, 2, . . . , 2s + 1, if w 1 is minus-indecomposable.
Decompositions for Type C
In this section we consider root systems of type C n . We denote the positive roots for the root system of type C n by
The Weyl group W(C n ) is the set of signed permutations of the set {ε 1 , ε 2 , . . . , ε n , −ε n , . . . , −ε 2 , −ε 1 }.
For 1 ≤ i ≤ 2n we define i ′ := (2n + 1) − i and put
We embed W(C n ) in W(A 2n−1 ) by the group homomorphism σ →σ whereσ(e i ) = e k if σ(ε i ) = ε k . Again the condition that σ(−ε i ) = −σ(ε i ) implies that ifσ(e i ) = e k theñ σ(e i ′ ) = e k ′ . This condition is equivalent to the condition that the graph ofσ is invariant under a rotation of π radians about the point (n + 1/2, n + 1/2) ∈ R 2 . We say that a permutation in S 2n is symmetric if it satisfies these two equivalent conditions.
As in the previous section, we define µ to be the involution of ∆
induced by µ(e i ) = −e i ′ . Then µ has no fixed points in ∆
As in the previous section, this implies that
The following corollary follows the above considerations.
. Furthermore the element σ 1 ∈ W(C n ) is indecomposable if and only ifσ 1 ∈ W(A 2n−1 ) is indecomposable.
As before, the embedding of W(C n ) into W(A 2n−1 ) allows us to define an inflation operation for Weyl groups of type C as follows. Let {1, 2, . . . , n} = I 1 ⊔ I 2 ⊔ . . . I r be a decomposition into intervals. Put z t = |I t | for t = 1, 2, . . . , r. Suppose that σ 0 ∈ W(C r ) and τ t ∈ S zt for t = 1, 2, . . . , r. We form the inflationσ =σ 0 [τ 1, τ 2 , . . . , τ r ,τ r+1 , . . . , τ 2r ] where τ 2r+1−t = w o τ t w o for t = 1, 2, . . . , r. Thenσ ∈ W(A 2n−1 ) is symmetric and so corresponds to an element σ ∈ W(C n ). We say that σ is an inflation in W(C n ).
An element σ ∈ W(C n ) which cannot be realized as such an inflation in W(C n ) except with r = 1 or r = n is said to be simple in W(C n ).
As before we have have the following two results.
is symmetric then α must be symmetric, s is even and τ s+1−t = w o τ t w o for all t = 1, 2, . . . , s.
Proposition 5.3. Let σ ∈ W(C n ). Then σ is simple in W(C n ) if and only ifσ is simple (in W(A 2n−2 )).
Finally we obtain the analogue of Theorem 1.9 for type C.
Theorem 5.4. Let ∆ + Cn = Φ(w 1 )⊔Φ(w 2 )⊔· · ·⊔Φ(w r ) be a decomposition with all Φ(w a ) = ∅. Then (after possibly reordering) we havẽ
where σ 1 , σ 2 , . . . , σ r ∈ W(C s ), β qt = w o β q(2s+1−t) w o for all q = 1, 2, . . . , r and all t = 1, 2, . . . , 2s and
is a decomposition ∀b = 1, 2, . . . , 2s
and σ q = σ q+1 = · · · = σ r = Id with
and q = 2, if w 1 is minus-decomposable; σ 1 is W(C s ) simple,σ 2 = w oσ1 and q = 3, if w 1 is minus-indecomposable. Moreover, the above decomposition of ∆ + Cn is irreducible if and only if the decompositions ( †) are irreducible for all b, exactly one of β a1 , β a2 , . . . , β as is not equal to Id for each a = q, q + 1, . . . , r, and s = 1 and β 11 = β 13 = Id z 1 and β 12 = Id z 2 , if w 1 is minus-decomposable;
if w 1 is minus-indecomposable.
Enumerative Results
The inductive description for a decomposition provided by Theorems 1.9, 4.6, and 5.4 allows us to use generating series or recursion to enumerate many different types of decompositions. We give a few examples.
Let s n be the number of simple pairs in S n , i.e., the number of subsets {w, w o w} with w ∈ S n and both w and w o w simple (note that by Proposition 3.14, w is simple if and only if w o w is simple). Let S A (z) = n≥0 s n z n = z 2 + z 4 + 3z 5 + · · · be the corresponding generating function. By [AAK, page 5] we have the following description of S(z). Let F (z) = n≥1 n!z n and G(z) = n≥1 g n z n its functional inverse, i.e., the function defined by the relation G(F (z)) = z. Then s 1 = 0, s 2 = 1, and s n = −g n /2 − (−1) n for n ≥ 3.
Number of decompositions into irreducibles. Let a n be the number of decomposi-
, where each σ k ∈ S n is irreducible, and where we ignore the order in the decomposition. Set A(z) = n≥1 a n z n be the generating series. Theorem 1.9 leads to the relation A(z) = S A (A(z)) + z, which recursively determines the coefficients a n . Here are the low order terms of A(z):
Decompositions of Maximal length. If σ = e then the inversion set Φ(σ) must contain at least one simple root. Since there are only n − 1 simple roots, any decomposition
, with no σ a = e must satisfy r ≤ n − 1. Let Cat A (n − 1) denote the number of decompositions of ∆ + n into exactly n − 1 non-empty inversion sets. (Thus each inversion set appearing in the decomposition must contain exactly one simple root).
Lemma 6.1. Cat A (n) = 1 n+1 2n n , the n th Catalan number.
Proof. We consider decompositions of the form ∆ + n = Φ(σ 1 ) ⊔ Φ(σ 2 ) ⊔ · · · ⊔ Φ(σ r ) and compute Cat A (n − 1). Without loss of generality, the longest root e 1 −e n ∈ Φ(σ 1 ). Suppose that e k − e k+1 is the simple root in Φ(σ 1 ). Then σ 1 (k + 1) < σ 1 (k + 2) < · · · < σ 1 (n) < σ 1 (1) < σ 1 (2) · · · < σ 1 (k) and therefore σ 1 = (n − k + 1, n − k + 2, . . . , n, 1, 2 . . . , n − k) = (1, 2)[Id k , Id n−k ]. Let I 1 := {1, 2, . . . , k} and I 2 := {k 1 , k + 2, . . . , n}.
. Since Cat A (1) = 1 and Cat A (2) = 2 we see that Cat A (n) satisfies the usual recursion relation for the Catalan numbers.
This incarnation of the Catalan numbers does not currently seem to appear on Richard Stanley's list [S] of 198 combinatorial interpretations of the Catalan numbers.
Type B/C results. Theorems 4.6 and 5.4 lead to similar recursions in types B/C. Let S B (z) be the generating series for the number of simple pairs in type B n /C n . Equivalently the coefficient of z n in S B (z) is the number of pairs of simple elements in S 2n+1 each of which are symmetric. The isomorphism W(B n ) ∼ = W(C n ) implies that this is also the number of pairs of simple symmetric elements in S 2n+1 . One deduces the functional equation
(where F (z) = n≥1 n!z n as above) which determines S B (z). Here are some low order terms:
Decompositions into Irreducibles. Let b n be the number of decompositions of the positive roots in types B n /C n into disjoint unions of inversion sets, and set B(z) = n≥1 b n z n to be the generating function. Theorem 4.6 leads to the relation
, which completely determines B(z). Here are the low order terms of B(z):
B(z) = z + 3z 2 + 14z 3 + 100z 4 + 973z 5 + 11804z 6 + 168809z 7 + 2757930z 8 + 50522912z 9 + · · · B n /C n Catalan numbers. Let Cat B (n) be the number of decompositions of the positive roots of B n /C n into disjoint unions of inversion sets, where each inversion set contains a single simple root. The isomorphism W(B n ) ∼ = W(C n ) implies that the number of such decompositions is the same for types B n and C n . As in type A, these are the decompositions of maximal length (subject to the restriction that each inversion set is non-empty) and thus are irreducible decompositions.
Proposition 6.2. The numbers Cat B (n) satisfy the recursion Cat B (n) = Cat B (n − 1) + 2 n−2 k=0 Cat A (n − k − 1)Cat B (k), and thus
Proof. We consider the B n case. Suppose then that ∆ First suppose thatσ 1 = w o [3] and let {1, 2, . . . , 2n+1} = I 1 ⊔I 2 ⊔I 3 be the corresponding decomposition into intervals with |I 1 | = |I 3 | = n − k and |I 2 | = 2k + 1 where 0 ≤ k ≤ n − 1. Thenα j = Id 3 [β j1 , β j2 , β j3 ] for j = 2, 3, . . . , n. Furthermore, without loss of generality, ∆
is a maximal length decomposition of a root system of type A n−k−1 . There are Cat A (n − k − 1) such decompositions. (We also have ∆ 
Adding the contributions of the two cases gives
as claimed. This easily implies the stated form of the generating function.
Remark. We have chosen to call these numbers the "type B/C Catalan numbers", since they come from an enumerative problem about Coxeter groups which yields the usual Catalan numbers in the type A case. There is at least one other use of the term "Catalan numbers for other types" in the literature, again stemming from an enumerative problem (generalizing non-crossing partitions) valid for all Coxeter groups. In this second problem, the type B n /C n numbers are 2n n -different from the numbers given by the recursion and generating function above.
Number of decompositions into triples. The most important case -in any type -of the problems motivating these questions about decompositions is the case of decompositions into a disjoint union of three inversion sets. As described in §7 this corresponds to the the case of the eigenvalues of three Hermitian matrices summing to zero (respectively the cup product of two cohomology groups into a third, after a similar symmetrization). The corresponding enumerative/classification problem is to write down all triples σ 1 , σ 2 , σ 3 ∈ S n (again disregarding order) with ∆ + n = Φ(σ 1 ) ⊔ Φ(σ 2 ) ⊔ Φ(σ 3 ). We make the further restriction that no σ j = e (all such triples are of the form (w, w o w, e) and hence elementary to understand). Theorems 1.9, 4.6, and 5.4 provide a recursive way to generate and enumerate all such triples. Briefly, the method is a parallel recursion keeping track of not only the triples of the kind above, but also the subset of those triples where σ 1 = w o [m] for some m. At each step, the new triples of each kind depend on the triples of both kinds for smaller n. (We omit the exact description of the recursion since, although elementary, it is slightly messy.) Here is a small table of the number of such triples, and both the A n and B n /C n cases. In this section we explain our initial motivation for this work and give an application of Theorem 1.9. For clarity of exposition we discuss only the case of type A but everything carries over to the cases of types B and C. The two motivating problems both have versions involving an arbitrary number of factors (which lead to Problem 1.2) but for simplicity we only describe the case of two factors which leads to considering decompositions into three inversion sets.
Regular faces of the Littlewood-Richardson cone. To describe how our work relates to the Littlewood-Richardson cone we first convert the problem of eigenvalues of Hermitian matrices to its symmetric version, i.e., instead of Hermitian matrices A, B, C satisfying C = A + B we will consider Hermitian matrices A, B, C satisfying A + B + C = 0. It is clear that the cone C ′′ , analogous to the cone C ′ described in §1 is contained in the hyperplane V defined by
and contains the two-dimensional subspace W ⊂ V of (R n ) 3 spanned by (1, . . . , 1, 0, . . . , 0, −1, . . . , −1) and (0, . . . , 0, 1, . . . , 1, −1, . . . , −1). Denote by C image of C ′′ under the projection V → V /W . We will use again (λ, µ, ν) to denote the projection of a point in V to V /W . The natural coordinates in V /W are λ = (a 1 , . . . , a n−1 ), µ = (b 1 , . . . , b n−1 ), and ν = (c 1 , . . . , c n−1 ), where
, and c i = ν i −ν i+1 for 1 ≤ i ≤ n−1. Clearly V /W ∼ = (R n−1 ) 3 and S n acts naturally on each of the components of (R n−1 ) 3 : we fix the natural basis {e i − e i+1 | 1 ≤ i ≤ n − 1} of R n−1 and the action of S n is by permuting the indices of this basis. The cone C is a pointed polyhedral cone of full dimension. Each of the coordinate hyperplanes a i = 0, b i = 0, and c i = 0 for 1 ≤ i ≤ n − 1 is a facet of C. Let (R n−1 ) 3 + denote the dominant cone defined by a i ≥ 0, b i ≥ 0, c i ≥ 0. A face of C is regular if it intersects the interior of (R n−1 ) 3 + . N. Ressayre proved that the regular faces of C have codimension at most n − 1. Furthermore, the faces of codimension n − 1 are exactly the intersection of (R n−1 ) 3 + with the subspaces T w 1 ,w 2 ,w 3 defined by w
3 ν = 0 for (w 1 , w 2 , w 3 ) with the property that ∆ + n = Φ(w 1 ) ⊔ Φ(w 2 ) ⊔ Φ(w 3 ), see Theorem C in [R] . Let (w 1 , w 2 , w 3 ) be such a triple and denote by C w 1 ,w 2 ,w 3 the corresponding face of C, i.e. C w 1 ,w 2 ,w 3 = T w 1 ,w 2 ,w 3 ∩ (R n−1 ) 3 + = T w 1 ,w 2 ,w 3 ∩ C. Note that C w 1 ,w 2 ,w 3 is described by its defining hyperplanes -n − 1 from the equation w 3 ν = 0 and 3(n − 1) from a i = 0, b i = 0, and c i = 0. It is difficult to conclude from this description what its defining rays are. We will now show that Theorem 1.9 allows us to conclude that C w 1 ,w 2 ,w 3 is a simplicial cone and provides an algorithm for writing down its defining rays. (The fact that C w 1 ,w 2 ,w 3 is a simplicial cone also follows from some results in [DR] .) In this section it will be convenient to identify the elements of ∆ + n with the vectors e i −e j . Consider the inner product in R n−1 defined by (λ, e i −e j ) := λ i −λ j . It is immediate that, for 1 ≤ i < j ≤ n, (λ, e i − e j ) = a i + . . . + a j−1 .
This product is S n -invariant; in particular we have (w −1 λ, e i − e j ) = (λ, w(e i − e j )) for any w ∈ S n and e i − e j ∈ ∆ + n . To obtain defining a set of defining equations for T w 1 ,w 2 ,w 3 it is sufficient to chose a basis {α 1 , . . . , α n−1 of R n−1 consisting of elements of ∆ + n and write (w n . Exactly one of w 1 (α), w 2 (α), w 3 (α) is negative, say w 1 (α) = −(e i − e j ), w 2 (α) = e k − e l , and w 3 (α) = e p − e q . Then (w Proposition 7.1. Assume that ∆ + n = Φ(w 1 ) ⊔ Φ(w 2 ) ⊔ Φ(w 3 ). The set S w 1 ,w 2 ,w 3 = {α ∈ ∆ + n | − w 1 (α) is simple or − w 2 (α) is simple or − w 3 (α) is simple} is a basis of R n−1 . Furthermore, this set can be labeled {α 1 , . . . , α n−1 } so that, for i < j, the α i -pivot variable is not an α j -free variable.
Proof. Let w i = σ i [β i1 , β i2 , . . . , β im ] and let I = I 1 ⊔ I 2 ⊔ . . . ⊔ I m be the corresponding decomposition into intervals of I = {1, 2, . . . , n}. Assume α = e i − e j ∈ S w 1 ,w 2 ,w 3 . Define the level of α inductively as follows: if i and j belong to different parts of I, then the level of α is one; otherwise, i, j ∈ I k and the level of α is one plus the level of α for the decomposition ∆ + z k = Φ(β 1k ) ⊔ Φ(β 2k ) ⊔ Φ(β 3k ). Consider the projection I → {1, 2, . . . , m}. Under this projection the level one elements of S w 1 ,w 2 ,w 3 are sent to the elements of S σ 1 ,σ 2 ,σ 3 which form a basis since either σ 1 = w o or σ 2 = w o σ 1 . The elements of level greater than one are sent to zero. On the other hand, by a simple inductive argument, the elements of level greater than one form bases in the subspace generated by {e i −e j | i, j in the same I k }. Combining the above we conclude that S w 1 ,w 2 ,w 3 is a basis of R n−1 .
To prove the second assertion, we order S w 1 ,w 2 ,w 3 linearly so that elements of lower level come before elements of higher level. Notice first that if α 1 is of level one and α 2 is of level greater than one, than no α 1 -pivot variable is α 2 -free. Now assume that both α 1 and α 2 are of level one. Passing to the projection as above, we conclude again that no α 1 -pivot variable is α 2 -free.
We call the α i -pivot variables simply pivot variables of C w 1 ,w 2 ,w 3 and the rest of a i , b i , c i we call free variables.
Corollary 7.2. C w 1 ,w 2 ,w 3 is a simplicial cone.
Proof. It follows from Proposition 7.1 that there are exactly n − 1 pivot variables. Furthermore, by ordering them as above we can start from the bottom and replace any pivot variable appearing in the expression of another pivot variable by its expression. When we reach the top equation, every pivot variable will have become expressed with non-negative coefficients in terms of the free variables only.
Example 7.3. We continue with Example 1.10. Recall that w 1 = (5, 3, 4, 8, 1, 2, 6, 7), w 2 = (4, 5, 6, 1, 7, 8, 3, 2) , w 3 = (1, 3, 2, 4, 6, 5, 7, 8) and ∆ + 8 = Φ(w 1 ) ⊔ Φ(w 2 ) ⊔ Φ(w 3 ). The set S w 1 ,w 2 ,w 3 together with the corresponding equations by level is: Level 1: e 2 − e 6 : a 2 = b 5 + b 6 + b 7 + c 3 + c 4 e 4 − e 8 : a 7 = b 1 + c 4 + c 5 + c 6 + c 7 e 1 − e 7 : b 3 = a 5 + c 1 + c 2 + c 3 + c 4 + c 5 + c 6 Level 2: e 1 − e 3 : a 4 = b 4 + b 5 + c 1 e 5 − e 6 : c 5 = a 1 + b 7 e 7 − e 8 : b 2 = a 6 + c 7 Level 3: e 2 − e 3 : c 2 = a 3 + b 5 .
The pivot variables c 2 and c 5 appear in the expressions for a 7 and b 3 and need to be replaced. After the appropriate substitutions we obtain that the generating rays r 1 ,. . . , r 14 of C w 1 ,w 2 ,w 3 corresponding to the free variables a 1 , a 3 , a 5 , a 6 , b 1 , b 4 , b 5 , b 6 , b 7 , c 1 , c 3 , c 4 , c 6 , c 7
