For the complex quadratic family q c : z → z 2 + c, it is known that every point in the Julia set J(q c ) moves holomorphically on c except at the boundary points of the Mandelbrot set. In this note, we present short proofs of the following derivative estimates of the motions near the boundary points 1/4 and −2: for each z = z(c) in the Julia set, the derivative dz(c)/dc is uniformly O(1/ 1/4 − c) when real c 1/4; and is uniformly O(1/ √ −2 − c) when real c −2. These estimates of the derivative imply Hausdorff convergence of the Julia set J(q c ) when c approaches these boundary points. In particular, the Hausdorff distance between J(q c ) with 0 ≤ c < 1/4 and J(q 1/4 ) is exactly 1/4 − c.
Introduction
For the family of quadratic maps q c of C, z → z 2 + c, with c a complex number not locating on the boundary of the Mandelbrot set M, it is well-known that every point in the Julia set J(q c ) moves holomorphically with respect to c, i.e. the holomorphic motion [L, MSS] . Note that J(q c ) is a Cantor set when c ∈ M and is connected when c ∈ M. A parameter c is called hyperbolic if the orbit of the origin accumulates on an attracting cycle or diverges to infinity. A hyperbolic component is a connected component of C − ∂M containing hyperbolic parameters. It is conjectured that the set C − ∂M consists of only the hyperbolic parameters. See [DH, Exposé I] for example.
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Let D denote the open disk of radius one centered at the origin. There is a biholomorphic function Φ from C − M to C − D with which the set R(θ) := {Φ −1 (re i2πθ )| 1 < r ≤ ∞} is defined and called the parameter ray of angle θ ∈ T = R/Z of the Mandelbrot set M. Given θ, if lim r 1 Φ −1 (re i2πθ ) exists, then this limit is called the landing point of the parameter ray R(θ). A parameterĉ in ∂M is called semi-hyperbolic if the critical point is non-recurrent and belongs to the Julia set [CJY] . A typical example is a Misiurewicz parameter, that is, for which the critical point eventually lands on a repelling periodic point. The set consisting of semi-hyperbolic parameters is dense with Hausdorff dimension 2 in ∂M [S] . For each semi-hyperbolic parameterĉ ∈ ∂M, there exists at least one parameter ray R(θ) landing atĉ. (See [D, Theorem 2] .) In a recent paper [CK] , we proved the following result concerning the estimate for the derivative of the holomorphic motion. Theorem 1.1. Letĉ ∈ ∂M be a semi-hyperbolic parameter that is the landing point of R(θ). Then there exists a constant K > 0 that depends only onĉ such that for any c ∈ R(θ) sufficiently close toĉ and any z = z(c) ∈ J(q c ), the point z(c) moves holomorphically with dz(c) dc
This result enables us to obtain one-sided Hölder continuity of the holomorphic motion along the parameter ray (i.e. the holomorphic motion lands). More precisely, letĉ ∈ ∂M be a semi-hyperbolic parameter that is a landing point of R(θ), and let c = c(r) := Φ −1 (re i2πθ ) with r ∈ (1, 2]. Then for any z(c(2)) in J(q c(2) ), the improper integral
exists in the Julia set J(qĉ). In particular, z(c) is uniformly one-sided Hölder continuous of exponent 1/2 at c =ĉ along R(θ): There exists a constant K depending only onĉ such that
for any c = c(r) ∈ R(θ) with 1 < r ≤ 2. The primary aims of this paper are two-folds. The first is to show that the same estimate as (1) holds when c approaches 1/4, which is a parabolic parameter, along the real line in the interior of the Mandelbrot set, namely Theorem 1.2. For any point z = z(c) in the Julia set J(q c ), we have that z(c) moves holomorphically with derivative
as c 1/4 along the real line in the interior of M. The proof of Theorem 1.1 in [CK] relies on the hyperbolic metric, the hyperbolicity of the ω-limit set of a semi-hyperbolic parameterĉ, the John condition on C−J(qĉ), and the asymptotic similarity between J(qĉ) and M atĉ. To the best of our knowledge, the difficulty of the proof for parameterĉ = −2 is essentially the same as the general semihyperbolic parameter case. Moreover, the difficulty of proof remains unchanged even if we consider quadratic maps in the form of logistic maps for general semi-hyperbolic parameter case. To our surprise, however, we find that for the logistic map with µ = 4 case, the difficulty of the proof can be substantially reduced. We only need a singular metric, and the proof is very straightforward. This is one of the motivations of this paper.
Remark 1.4. The logistic map f µ is affinely conjugate to q c via the conjugacy
Fix a point z 0 ∈ J(f µ ), and let w 0 = G(z 0 , µ) ∈ J(q c ). When µ varies, let z(µ) be the holomorphic motion for f µ , and w(c) be the corresponding holomorphic motion for q c via the above relation (5). From the conjugacy (4), the derivative dw(c)/dc can be obtained from dz(µ)/dµ:
Also, we have
Theorem 1.1 forĉ = −2 can be derived by using (6): The fact that µ 4 means c −2 leads to
(by the identity (5)) as c −2, in which we have used −z + 1/2 = w/µ and the uniform boundedness of J(q c ). (An estimate of the size of the Julia set is given in Lemma 3.2.) Remark 1.5. The estimates in theorems 1.2 and 1.3 are optimal. For example, let z = z(c) be the repelling fixed point of q c for 0 ≤ c < 1/4, then
(This means that the equality in (3) is attained.) Also, let z = z(µ) be a pre-image point of 1
Hausdorff convergence and dynamical degeneration
In this section, we discuss the convergence of the Julia set J(q c ) and the degeneration of dynamics of q c on J(q c ) when c approaches the boundary points c = 1/4 or −2 of the Mandelbrot set. We also discuss corresponding properties for the map f µ on its Julia set J(f µ ) by using (4) exists in the Julia set J(q 1/4 ). In particular,
for any real c ∈ [0, 1/4). It is well-known that q c is hyperbolic for c in the hyperbolic components of M. Therefore, (J(q c ), q c ), the restriction of q c to J(q c ), is topologically conjugate to (J(q 0 ), q 0 ) via a conjugacy h c (·; 0) from J(q 0 ) to J(q c ) for c in the main cardioid of M. Inequalities (3) and (8) lead to a result that the conjugacy h c (·; 0) converges uniformly to a semiconjugacy h 1/4 (·; 0) : J(q 0 ) → J(q 1/4 ), z(0) → z(1/4), as c increases from 0 to 1/4. As a matter of fact, h 1/4 (·; 0) is a conjugacy (see [K] for example). So, (J(q 1/4 ), q 1/4 ) is topologically conjugate to (T, T ), where
is the angle-doubling map.
Hausdorff distance. The estimate (8) and the existence of the conjugacy above between (J(q c ), q c ) and (J(q 1/4 ), q 1/4 ) imply that the Hausdorff distance between J(q c ) and J(q 1/4 ) is at most 1/4 − c. The distance is also at least 1/4 − c, because the distance between the parabolic fixed point 1/2 ∈ J(q 1/4 ) and the Julia set J(q c ) is attained by the repelling fixed point (1 + √ 1 − 4c)/2 = 1/2 + 1/4 − c of q c . (Indeed, in the proof of Theorem 1.2 we will show that |z| ≥ (1 + √ 1 − 4c)/2 for any z ∈ J(q c ).) Hence we obtain the following:
Corollary 2.1. For 0 ≤ c < 1/4, the Hausdorff distance between the Julia sets J(q c ) and J(q 1/4 ) is exactly 1/4 − c.
Remark 2.2. From (7) and Theorem 1.2, when 1 < µ < 2 we get
(by the identity (5))
This unexpected result implies that the Hausdorff distance between J(f µ ) and J(f 1 ) is at most (2 + √ 2)(µ − 1)/2 as µ 1 along the real axis.
Notation. When variables X, Y ≥ 0 satisfy X/C ≤ Y ≤ CX with a uniform constant C > 1, we denote this by X Y .
Remark 2.3. Let dim H J(q c ) denote the Hausdorff dimension of J(q c ). It has been known from [HZ] that
) < 3 2 and that there exists c 0 < 1/4 such that for all c ∈ [c 0 , 1/4) one has
Therefore, the derivative of the Hausdorff dimension of the Julia set J(q c ) with respect to c tends to infinity from the left of 1/4, and the graph of dim H J(q c ) versus c has a vertical tangent on the left at 1/4. The unexpected result in Remark 2.2 suggests us to examine whether or not a similar vertical tangency holds for the graph of the Hausdorff dimension dim H J(f µ ) as µ decreases to 1. What we find is that the graph dim H J(f µ ) versus µ has a horizontal tangent on the right at 1. (See the proposition below.)
Proposition 2.4. There exists µ 0 > 1 such that
Proof. For µ = 0, the affine map G(·, µ) in (4) sends J(f µ ) to J(q µ(2−µ)/4 ), thus
Consequently, for µ = 0 or 1,
as asserted. The value of µ 0 can be obtained by solving c 0 = µ 0 (2 − µ 0 )/4 from (5) with the c 0 in Remark 2.3.
c −2 or µ 4
For c in the exterior of M, the restriction of q c to J(q c ) is topologically conjugate to the one-sided left shift with two symbols. Therefore, there exists a conjugacy h c (·; c 0 ) from J(q c 0 ) to J(q c ) for any fixed c 0 and c not belonging to M. The results (1) and (2) give rise to a consequence that for any semi-hyperbolic parameterĉ ∈ ∂M, any parameter ray R(θ) landing atĉ, and any c 0 ∈ R(θ), the conjugacy h c (·; c 0 ) converges uniformly to a semiconjugacy
as c →ĉ along R(θ). This further implies that the Hausdorff distance between J(q c ) and J(qĉ) is O( |c −ĉ|) as c →ĉ along R(θ). Let Σ := s = {s 0 , s 1 , s 2 , . . .}| s n = 0 or 1 for all n ≥ 0 be the space consisting of sequences of 0's and 1's with the product topology, and σ be the left shift in Σ, σ(s) = s = {s 0 , s 1 , s 2 , · · · } with s i = s i+1 . Fix θ ∈ T − {0}, the two points θ/2 and (θ +1)/2 divide T into two open semi-circles T
Note that the kneading sequence of non-recurrent θ is well-defined.
A point e ∈ Σ is said to be aperiodic if σ n (e) = e for any n ≥ 0. Two points a and s in Σ are said to be equivalent with respect to aperiodic e ∈ Σ, denoted by a ∼ e s, if there is k ≥ 0 such that a n = s n for all n = k and σ k+1 (a) = σ k+1 (s) = e.
In [CK] , we proved that the semiconjugacy hĉ(·; c 0 ) described in (10) leads to the following result. Letĉ be a semi-hyperbolic parameter with an external angle θ and e = E(θ) be the kneading sequence of θ. Then (J(qĉ), qĉ) is topologically conjugate to (Σ/∼ e ,σ), whereσ is induced by the shift transformation σ.
The dynamical degeneration for q c as c −2 along real axis, namely, along R(θ) with θ = 1/2 is the same as the one for the logistic map f µ as µ 4 along the real axis. Since E(1/2) = {0, 1, 1, . . .}, the dynamical degeneration of q c at c = −2 or f µ at µ = 4 is that both (J(q −2 ), q −2 ) and (J(f 4 ), f 4 ) are topologically conjugate to (Σ/∼ {0,1,1,...} ,σ).
Note that there is another way to interpret the kneading sequence: For the logistic map f µ , the Julia set J(f µ ) is a Cantor set contained in the real interval [0, 1] when µ is real and greater than 4. When µ = 4, J(f 4 ) is the whole interval [0, 1] . If the critical point 1/2 belongs to the Julia set, one can define the kneading sequence
(1/2) = 1/2 for all n ≥ 0. Then, it is not difficult to see that E(1/2) = I(f 4 ).
Proof of Theorem 1.2
Assume 0 ≤ c < 1/4. Let r = (1 + √ 1 − 4c)/2, the distance of the repelling fixed point of q c from the critical point 0. Suppose z ∈ J(q c ) and |z| < r. Then, |q c (z)| = |z 2 + c| < r 2 + c = r. Thus, |q n c (z)| < r for all n ≥ 0. Since this is an open condition, this means that z belongs to the filled Julia set but not to the Julia set, a contradiction. Therefore, inf
and |Dq c (z)| = 2|z| ≥ 1 + √ 1 − 4c for all z ∈ J(q c ) (where D = d/dz). For any c not belonging to M or in a hyperbolic component of M, and for any z = z(c) ∈ J(q c ), in [CK] we proved the following derivative formula
Remark 3.1.
(i) Compared with our proof of Theorem 1.1 in [CK] for c approaching a semi-hyperbolic parameter, or even with that of Theorem 1.3, to come in the next section, we find that the proof of Theorem 1.2 is surprisingly simple.
(ii) In fact, by combining with the lemma below, the Julia set J(q c ) locates inside the annulus {z| (1
Lemma 3.2. |z| ≤ (1 + 1 + 4|c|)/2 for any z ∈ J(q c ) and c ∈ C.
Proof. Let M = M (c) = (1 + 1 + 4|c|)/2 and notice that
This implies that the orbit of z tends to infinity thus z ∈ J(q c ).
Proof of Theorem 1.3
Note that f µ (1) = 0 and the origin z = 0 is a repelling fixed point of multiplier µ for any real µ ≥ 4. Hence there exists a linearizing coordinate φ µ :Ũ 0 → C defined on a fixed neighborhoodŨ 0 of 0 such that
2. |φ µ (z)| |z| when µ is sufficiently close to 4.
Fix a point z = z(µ) in the Julia set J(f µ ) for µ > 4. Set f := f µ and z n = z n (µ) := f n µ (z) (n ≥ 0). As in [CKLY] , we can derive
(where D = d/dz) and thus we have a 'formal' expansion
Now suppose that µ is sufficiently close to 4. We will show that the formal expansion above converges absolutely. The main idea is to consider a fixed 'singular' metric of the following explicit form γ(z)|dz| := |dz| |z| |z − 1| on C − {0, 1} (inspired by [Ka] ; see also [R] ). Let us fix a z ∈ J(f ) ∩ (0, 1). Then it is easy to see γ(z) ≥ 2. Moreover,
The right hand side takes its infimum as f (z) 0:
Hence for any fixed z = z 0 ∈ J(f ) whose forward orbit never lands on the fixed point 0, with the help of the identity
we obtain 1
Now we have
for such a z. This implies that if the forward orbit {z n } n≥0 is a certain distance away from 0 (and 1), then |z n |γ(z n ) 1 and the derivative dz dµ is uniformly bounded by a constant. More precisely, we have:
Proposition 4.1. For any real µ ≥ 4 and any forward orbit {z n } n≥0 , if there exists some δ > 0 such that δ ≤ z n ≤ 1 − δ for all n, then
Proof. By assumption we have |z n | ≤ 1 and γ(z n ) ≤ 1/δ. Thus (13) implies
Since µ = A 2 ≥ 4 we have the desired estimate.
Non-pre-fixed case. Next we suppose that {z n } n≥0 accumulates on 0 but never lands on 0. We may assume that f −1 (Ũ 0 ) is the union of disjoint neighborhoods U 0 of 0 and U 1 of 1. Now there exist N and m ≥ 1 such that
By the linearizing coordinate φ = φ µ :Ũ 0 → C, we have
Since γ(z) 1/ √ z when 0 < z < 1/2, we have
Hence the sum for 'near zero' orbit points z N , . . Moreover, by using (12) and z N −2 ≈ 1/2, we have
By assumption, we have infinitely many 'near singular' orbit points z N 1 −1 , . . . , z N 1 +m 1 , z N 2 −1 , . . . , z N 2 +m 2 , . . . ∈Ũ 0 ∪ U 1 with strictly increasing N j . Hence the original sum (11) can be estimated as follows:
zn / ∈Ũ 0 ∪U 1
Since the diameter ofŨ 0 is fixed for µ ≈ 4, one can check that the estimate above is independent of both µ and z = z(µ) ∈ J(f µ ).
Pre-fixed case. Next we consider the case where the orbit of z = z(µ) eventually lands on 0. Assume that z n = 0 if and only if n ≥ N ≥ 0. Then the derivative is written as a finite sum
and the sum is divided into 
