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Abstract: In modern power systems, load frequency control (LFC) scheme usually operates in the discrete mode, while the
most existing LFC schemes are designed in the continuous mode, such that those LFC schemes do not work usually in their best
manner in practice. In this paper, a method of state-feedback controller design of load frequency control (LFC) for one–area
system is discussed in continuous-discrete mode via sampled–data control scheme. At ﬁrst, the model of LFC is constructed in
continuous-discrete mode by using the input delay method. Then, a new method is present to design a state–feedback controller.
Finally, a case study is given to show the effectiveness and the beneﬁts of the proposed method.
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1 Introduction
With the rapid development of science, technology and e-
conomy, people’s demand of electricity is growing, which
makes the power systems equip more and more renewable
energy, such that the size of the power systems continues to
expand [1]. When the system is subjected to the load ﬂuctua-
tion or disturbances, the operating point of the power system
will change, and hence, system may experience deviations in
nominal system frequency and scheduled power exchanges
to other areas, which may degrade the performance of sys-
tem and even yield power grid accident. In order to maintain
the balance for the supply and demand of power, and thus
to restore the frequency of the power systems to an accept-
able range, load frequency control (LFC) was put forward to
accomplish successfully power system operation [2]–[3].
The LFC is a signiﬁcantly important means to regain the
rated frequency within a few minutes after power system
faults or disturbances [4]. Over the past few decades, a great
attention has been paid to LFC. And a lot of control strate-
gies have been applied in LFC, such as internal model con-
trol [5]–[6], sliding model control [7], optimal control [8],
adaptive and self-tuning control [9], active disturbance re-
jection control [10], robust control [11], PI/PID control [12]–
[13]. Almost all of those LFC controllers are designed based
on the continuous mode. However, the practical controllers
usually operate in the discrete mode with a sampling period
of 2s–4s. So, above controllers do not work usually in their
best manner in practice [14].
In practical power systems, open network control system-
s are commonly applied in LFC [16]. Such network con-
trol system (NCS) [15] is a system whose control loops are
closed through a communication network such that both con-
trol signals and feedback signals can be exchanged among
system components (sensors, controllers, and actuators). In
a power system [16], control error signals are ﬁrstly sam-
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pled by sensors, then transmitted to controllers via zero or-
der holders (ZOHs) and ﬁnally control signals are sent to
actuators via ZOHs. This forms a discrete link structure of
the sensor-controller-actuator (SCA), that is to say the power
system can be regarded as a sampled-data control system of
continuous-discrete.
During the last few decades, there have been some works
introducing some controllers design for LFC via sampled-
data strategy. In [17], a method of designing discrete-type
load-frequency regulators was presented using discretized
theory. Based on [17], a series of discrete-time controller-
s have been proposed in [18–20]. However, the design of
such discrete-time controllers was only based on the direct-
ly discretized plant model with regarding sampling period
as discretized period. It is worth mentioning that the con-
trol signal is updated almost every two seconds in power
system [14]. When the discretized period is two seconds,
it will be equivalent to the update period of control signal
such that the Shannon sampling theorem cannot be satisﬁed
[21]. This problem was well circumvented in [22], where
Kanchanaharuthai designed a sampled-data controller and
considered the intersample information using the technique
of sampled-data system. Such technique has been well de-
veloped by Fridman et al. [23, 24], who introduce an input
delay method to transform continuous-discrete sampled-data
system into continuous time-delay system. Note that mod-
ern LFC system is a typical sampled-data system, but the in-
put delay method has not been used in power system so far.
Whats more, the communication delay was ignored during
the above discrete-time controllers design. Therefore, there
will be much room to be improved for designing a sampled-
data controller.
According to the above discussions, this paper presents
a method of state-feedback controller design of LFC vi-
a sampled-data control scheme. Firstly, based on the in-
put delay method, the model of LFC of power systems is
established under the continuous-discrete structure. Then,
the state-feedback controller is obtained by using a nov-
el method. Finally, the accuracy of the obtained results is
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shown by Simulink simulation.
The remainder of the paper is organized as follows. Sec-
tion II gives the dynamic model of LFC for one–area power
system. Section III proposes a controller solving method.
In Section IV, a case study is given. Conclusion is given in
Section V.
2 Dynamic Model of LFC
This section describes the model of LFC for one-area
power system via state–feedback controller in traditional en-
vironment, which includes one control area. Such control
area has a number of generators, and all generators are sim-
pliﬁed as an equivalent generator unit [3]. The structure of
one-area power system is shown in Fig. 1. To simplify the
analysis, the time delays, including communication delays
and fault-induced delays can be integrated into one single
time delay and represented by an exponential block e−sτ
with τ ≥ 0, as shown in Fig. 1. For LFC scheme, the system
of one–area power system can be obtained
˙ˆx(t) = Aˆxˆ(t) + Bˆuˆ(t− τ) + Fˆ ωˆ(t) (1)
where
xˆT = [Δf ΔPm ΔPv] uˆ(t− λ) = ΔPc(t) ωˆ(t) = ΔPd
Aˆ =
⎡
⎣ −
D
M
1
M 0
0 − 1Tch 1Tch− 1RTg 0 − 1Tg
⎤
⎦
Bˆ =
[
01×2 1Tg
]T
Fˆ =
[− 1M 01×2]T
and Δf,ΔPm,ΔPv,ΔPd are the deviation of frequency,
1
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Fig. 1: LFC Structure for one-area power system via state–
feedback controller.
generator mechanical output, valve position, and load, re-
spectively;M,D, Tg, Tch,R represent the moment of inerti-
a of generator unit, generator unit damping coefﬁcient, time
constant of the governor, time constant of the turbine, and
speed droop, respectively; and τ represents the time delay.
In state feedback control, in order to force the steady s-
tate of Δf to tend to zero, the integral of Δf is used as an
additional state, it is deﬁned as
ΔE = KI
∫
Δf(t)dt (2)
where KI is the gain of integral controller.
Redeﬁne the state vector as follows
xT =
[
Δf ΔPm ΔPv ΔE
]
then the whole system is written as
x˙(t) = Ax(t) +Bu(t− τ) + Fω(t) (3)
where
A =
⎡
⎢⎢⎣
− DM 1M 0 0
0 − 1Tch 1Tch 0− 1RTg 0 − 1Tg 0
KI 0 0 0
⎤
⎥⎥⎦
B =
[
01×2 1Tg 0
]T
F =
[− 1M 01×3]T .
Based on Fig. 1, using tk, k = 0, 1, 2 · · · as sampling time
and 0 = t0 < t1 < · · · < tk, and deﬁning tk+1 − tk = hk
with sampling period 0 < hk ≤ hM , the state–feedback
controller is designed as follow:{
uSF (tk) = KSFx(tk)
u(t− τ) = uSF (tk − τ) tk ≤ t < tk+1 (4)
where hM represents the maximum sampling period (MSP).
By combining (3) and (4), the new closed-loop system can
be derived as follow:
x˙(t) = Ax(t) +BKSFx(tk − τ) + Fω(t)
tk ≤ t < tk+1 (5)
Studying the balance point’s inner stability of the system
(5) is equivalent to analyse the origin’s of the following sys-
tem
x˙(t) = Ax(t) +BKSFx(tk − τ) tk ≤ t < tk+1 (6)
In this paper, the objective is aimed to design an effec-
tive method to derive the state–feedback controller via the
sampled-data control scheme.
3 Main Results
In this section, an effective method is proposed to design
a state-feedback controller.Given the LFC scheme for one–
area in (6), the following result is developed.
Theorem 1. For a given maximum sampling period, hM >
0, and τ > 0, if there exist symmetric matrices P , Q, R ≥
0, Z ≥ 0 and P¯ =
[
P1 + P
T
1 − P1 − P2
∗ P2 + PT2
]
, and any
appropriately dimensioned matrices M = [MT1 M
T
2 ]
T and
Lj = [L
T
1j , L
T
2j , · · · , LT4j ]T , j = 1, 2, · · · , 4, such that the
following four LMIs hold:
P > 0 (7)[
Ψ −hMM
∗ Q
]
≥ 0 (8)⎡
⎢⎢⎣
Ξ1 + hMΞ2 −L3 −
√
τL2 −
√
hML3
∗ −R 0 0
∗ ∗ −Z 0
∗ ∗ ∗ −Z
⎤
⎥⎥⎦ ≤ 0 (9)
⎡
⎢⎢⎣
Ξ1 −L3 −
√
hML1 −
√
τL2
∗ −R 0 0
∗ ∗ −(Z +Q) 0
∗ ∗ ∗ −Z
⎤
⎥⎥⎦ ≤ 0 (10)
2
where
Ψ = diag{P, 0}+ hM (P¯ +ME + ETMT )
Ξ1=
⎡
⎢⎢⎣
R− P1 − PT1 P1 + P2 0 P
∗ −P2 − PT2 0 0
∗ ∗ 0 0
∗ ∗ ∗ ηZ
⎤
⎥⎥⎦
+
4∑
i=1
(
LiEi + E
T
i Li
)
Ξ2 =
⎡
⎢⎢⎣
0 0 0 P1 + P
T
1
∗ 0 0 −PT1 − PT2
∗ ∗ 0 0
∗ ∗ ∗ Q
⎤
⎥⎥⎦
E = [I, − I], E1 = [I − I 0 0] , E2 = [0 I − I 0] ,
E3 = [0 0 I 0] , E4 = [−A 0 −BKSF I]
then the closed-loop system (6) with a variable sampling pe-
riod h, satisfying h ≤ hM , is asymptotically stable. And,
P > 0 (≥ 0) means that P is a real symmetric and positive-
deﬁnite (semi-positive-deﬁnite) matrix; I and 0 represent the
identity matrix and a zero matrix, respectively; the super-
script T represents the transpose; diag{· · · } stands for a
block-diagonal matrix; the notation ∗ always denotes the
symmetric block in a symmetric matrix.
Proof. For the one–area system (6), the following candi-
date LKF is introduced
V (xt) =
∑3
i=1
Vi(xt), t ∈ [tk, tk+1) (11)
with
V1(xt) =x
T (t)Px(t) + (hk−dk(t))εT1 (t)P¯ ε1(t)
+ (hk−dk(t))
∫ t
t−dk(t)
x˙T (s)Qx˙(s)ds
V2(xt) = 2(hk − dk(t))εT1 (t)M
×
[
x(t)− x(t− dk(t))−
∫ t
t−dk(t)
x˙(s)ds
]
= (hk − dk(t))εT2 (t)
[
M¯T + M¯
]
ε2(t)
V3(xt) =
∫ t
t−ηk
xT (s)Rx(s)ds
+
∫ 0
−ηk
∫ t
t+θ
x˙T (s)Zx˙(s)dsdθ
where
dk(t) = t− tk ηk = hk + λ
ε1(t) =
[
x(t)
x(t− dk(t))
]
ε2(t) =
[
ε1(t)∫ t
t−dk(t) x˙(s)ds
]
P¯ =
[
P1 + P
T
1 −P1 − P2
∗ P2 + PT2
]
M¯ =
[
M −M −M
0 0 0
]
M =
[
M1
M2
]
.
Based on the proposed method of [24], for such LKF, the
following conditions can achieve the system (6) asymptoti-
cally stable
⎧⎨
⎩
V (xt) ≥ 0
limt→t−k V (xt) ≥ V (xt)|t=t+k
V˙ (xt) < 0
(12)
Firstly, from the above LKF, it is easy to obtain that
limt→t−k V (xt) ≥ V (xt)|t=t+k (13)
Secondly, rewriting the V1(xt) + V2(xt) by splitting
V2(xt) yields
V1(xt) + V2(xt)
=
dk(t)
hk
xT (t)Px(t) +
hk − dk(t)
hk
εT1 (t)Ψε1(t)
+
hk − dk(t)
hk
∫ t
t−dk(t)
[
ε1(t)
x˙(s)
]T [
0 −hkM
hkQ
]
×
[
ε1(t)
x˙(s)
]
ds
≥ dk(t)
hk
xT (t)Px(t) +
hk − dk(t)
h2k
×
∫ t
t−dk(t)
[
ε1(t)
x˙(s)
]T [
Ψ −h2kM
∗ h2kQ
][
ε1(t)
x˙(s)
]
ds
By using Schur complement,
[
Ψ −hkM
∗ Q
]
≥ 0 is equiv-
alent to
[
Ψ −h2kM
∗ h2kQ
]
≥ 0. Therefore, V (xt) ≥ 0 when
R ≥ 0, Z ≥ 0 and LMIs (7) and (8) hold.
Thirdly, evaluating the derivative of the LKF. Using
the Newton-Leibnitz formula, for any appropriately dimen-
sioned matrices Lj , j = 1, 2, · · · , 4, the following equations
are true:
0 = 2εT (t)L1[x(t)− x(t− dk(t))− dk(t)v1(t)]
0 = 2εT (t)L2[x(t− dk(t))− x(t− d¯k(t))− τv2(t)]
0 = 2εT (t)L3
×[x(t−d¯k(t))−x(t− ηk)−(hk−dk(t))v3(t)]
0 = 2εT (t)L4[x˙(t)−Ax(t)−BKSFx(t− d¯k(t))]
where
v1(t) =
1
dk(t)
∫ t
t−dk(t)
x˙(s)ds
v2(t) =
1
τ
∫ t−dk(t)
t−d¯k(t)
x˙(s)ds
v3(t) =
1
hk − dk(t)
∫ t−d¯k(t)
t−ηk(t)
x˙(s)ds
d¯k(t) = dk(t) + τ
ε(t) = [xT (t) xT (t− dk(t)) xT (t− d¯k(t)) x˙T (t)]T .
Then, differentiating V (xt) with considering of (6) for
tk < t < tk+1, using Jensen inequality [25] to process
3
Q and Z integral-term-derivative and applying above zero-
equations yield
V (xt) =
hk − dk(t)
hk
ξT1 (t)Ξaξ1(t) +
dk(t)
hk
ξT2 (t)Ξbξ2(t)
where
ξ1(t) =
⎡
⎢⎢⎣
ε(t)
x(t− ηk)
v2(t)
v3(t)
⎤
⎥⎥⎦, ξ2(t) =
⎡
⎢⎢⎣
ε(t)
x(t− ηk)
v1(t)
v2(t)
⎤
⎥⎥⎦
Ξa =
⎡
⎢⎢⎣
Ξ1 + hkΞ2 −L3 −τL2 −hkL3
∗ −R 0 0
∗ ∗ −τZ 0
∗ ∗ ∗ −hkZ
⎤
⎥⎥⎦
Ξb =
⎡
⎢⎢⎣
Ξ1 −L3 −hkL1 −τL2
∗ −R 0 0
∗ ∗ −hk(Z +Q) 0
∗ ∗ ∗ −τZ
⎤
⎥⎥⎦
Obviously, it is easy to check that Ξa ≤ 0 and Ξb ≤ 0 are
convex in hk, then LMIs (9) and (10) lead to Ξa ≤ 0 and
Ξb ≤ 0, respectively.
Combining the above analysis, it is able to prove that con-
ditions (12) hold to accomplish the asymptotical stability of
the closed-loop system.The proof is completed. 
Remark 1. The LMIs of Theorem 1 are afﬁne in the system
matrices and it can be used to deal with the system with poly-
type uncertainty. Moreover, as mentioned in [26], the expo-
nential stability of system can be directly analyzed based on
the asymptotical stability criterion by rewriting the original
system as a new system with polytype uncertainty, i.e., rep-
resenting system (6) as
˙¯x(t) =
2∑
i=1
μi(t) [(A+ λI)x¯(t) + ρiBKSF x¯(tk − τ)]
where
μ1(t) =
ρ2 − eλd¯(t)
ρ2 − ρ1 μ2(t) =
eλd¯(t) − ρ1
ρ2 − ρ1
ρ1 = e
λτ ρ2 = e
λ(τ+hM ).
Considering the LMIs of Theorem 1, due to the uncoupled
relationship between the matrices in the LKF and the system
matrices, this theorem can be easily extended to system sta-
bilization.
Theorem 2. For a preset hM and τ , and the given pa-
rameters a, b and c, the closed-loop system (6) is asymp-
totically stable and the control gain can be obtained by
KSF = V Sˆ
−T , if the following condition is satisﬁed: there
exist symmetric matrices Pˆ > 0, Qˆ, Rˆ ≥ 0, Zˆ ≥ 0
and ˆ¯P =
[
Pˆ1 + Pˆ
T
1 − Pˆ1 − Pˆ2
∗ Pˆ2 + PˆT2
]
, and any appropri-
ately dimensioned matrices Mˆ = [MˆT1 Mˆ
T
2 ]
T , Lˆj =
[LˆT1j , Lˆ
T
2j , · · · , LˆT4j ]T , j = 1, 2, 3, Sˆ, and V such that the
following LMIs hold:
[
Ψˆ −hMMˆ
∗ Qˆ
]
≥ 0 (14)
⎡
⎢⎢⎣
Π −Lˆ3 −
√
τLˆ2 −
√
hM Lˆ3
∗ −Rˆ 0 0
∗ ∗ −Zˆ 0
∗ ∗ ∗ −Zˆ
⎤
⎥⎥⎦ ≤ 0 (15)
⎡
⎢⎢⎣
Ξˆ1 −Lˆ3 −
√
hM Lˆ1 −
√
τLˆ2
∗ −Rˆ 0 0
∗ ∗ −(Zˆ + Qˆ) 0
∗ ∗ ∗ −Zˆ
⎤
⎥⎥⎦ ≤ 0 (16)
where
Π = Ξˆ1 + hM Ξˆ2
Ξˆ1 =
⎡
⎢⎢⎣
Rˆ− Pˆ1 − PˆT1 Pˆ1 + Pˆ2 0 Pˆ
∗ −Pˆ2 − PˆT2 0 0
∗ ∗ 0 0
∗ ∗ ∗ ηZˆ
⎤
⎥⎥⎦
+
3∑
i=1
(
LˆiEi + E
T
i Lˆi
)
+ ET5 Eˆ4 + Eˆ
T
4 E5
Ξˆ2 =
⎡
⎢⎢⎣
0 0 0 Pˆ1 + Pˆ
T
1
∗ 0 0 −PˆT1 − PˆT2
∗ ∗ 0 0
∗ ∗ ∗ Qˆ
⎤
⎥⎥⎦
E1 = [I − I 0 0] E2 = [0 I − I 0] E3 = [0 0 I 0]
Eˆ4 =
[
−ASˆT 0 −BV Sˆ
]
E5 = [I aI bI cI] .
Proof. Denote S2 = aS1, S3 = bS1, S4 = cS1
(where a, b and c are scalars), Sˆ = S−11 , Pˆ = SˆP Sˆ
T ,
Qˆ = SˆQSˆT , Pˆi = SˆPiSˆT , Mˆi = SˆMiSˆT , Lˆj = SˆLjSˆT ,
j = 1, 2, 3, and V = KSF SˆT . Pre- and post-multiply (7)
by Sˆ and SˆT , pre- and post-multiply (8) by diag{Sˆ, Sˆ, Sˆ}
and diag{SˆT , SˆT , SˆT }, and pre- and post-multiply (9) and
(10) by diag{Sˆ, Sˆ, Sˆ, Sˆ} and diag{SˆT , SˆT , SˆT , SˆT }, then
the above theorem is obtained. 
Remark 2. The controller gains obtained using Theorem 2
is dependent on parameters a, b and c tuned by the design-
er. Combining Remark 1, decay rate λ is introduced into the
design of controllers, and it can be regarded as the dynam-
ic speed performance index to evaluate the quality of con-
troller. The corresponding controller gains can be obtained
based on Remark 1 and Theorem 2.
Detailed procedure of the proposed method is summarized
as the following steps.
Step 1) Obtain the state-space model of the closed-loop
LFC scheme for one-area power system and transfor-
m it into a system providing with a state-feedback con-
troller, as introduced in Section II.
Step 2) Controller design. For given system parameters, the
sampling period h, the time delay τ and the decay rate
λ, the feasible controller KSF can be derived by com-
bining Theorem 2 and Remark 1 to realize the exponen-
tial stability of system (6).
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Step 3) Performance analysis. Based on Theorem 1 and
Remark 1, for given system parameters, the controller
KSF , the sampling period h, the time delay τ , the sys-
tem dynamic speed performance can be accessed by
maximizing the decay rate λ.
Step 4) Simulation veriﬁcation. Simulation studies are car-
ried out to verify the effectiveness of the method pro-
posed.
4 Case Studies
The simulation case is based on LFC scheme of one-area
power system with state-feedback controller. It is assumed
that such area contains one Genco and one Disco and the
relevant parameters shown in Table 1. Controller design and
system dynamic speed performance analysis are presented
for this system. In order to illustrate some existing con-
trollers do not work usually in their best manner in practice
and show the effectiveness of our method proposed, based
on Theorem 1, we calculate the maximum sampling period-
s (MSPs) of four existing state-feedback controllers, as de-
scribed in [27]. The simulation studies are completed on the
Simulink models based on Fig. 1 Based on Theorem 2 and
Table 1: Parameters of System
M D R Tch Tg KI
Value 1/6 1/120 2.4 0.3 0.08 1
Remark 1, by setting the time delay τ = 1s, hM = 2s and
choosing a = b = 0 and c = 4.63, the controller gains is
obtained by maximizing λ as
K1 = −[0.0311 0.0617 0.0110 0.2031] (17)
and λM = 0.2531.
By using the method given in Theorem 1 and Remark 1,
The maximal exponential decay rate (MEDR) of the closed-
loop system for controller K1 for different constant time de-
lays and sampling periods are calculated and listed in Table
2. Table 2 shows that the value of the MEDRs decreases with
Table 2: MEDRs for different sampling periods and time
delays
h τ
0.5 1 1.5 2
1 0.53 0.40 0.32 0.27
2 0.31 0.25 0.21 0.19
3 0.21 0.19 0.15 0.14
4 0.15 0.14 0.14 0.12
the increasing of the time delays or sampling periods. More-
over, the largest MEDR is 0.53 when h = 1 and τ = 0.5,
while the MEDR is lowest at 0.12 when h = 4 and τ = 2.
Four state-feedback controllers given in [27] (named as
K2 ∼ K5) and K1 in this paper and the corresponding M-
SPs calculated based on Theorem 1 (named as MSPT) and
simulation studies (named asMSPS) are listed in Table 3 by
setting τ = 0. The calculated values are closed to the ones
obtained by simulation studies, which shows the accuracy
of the proposed criterion. It is easy to see that controllers
K2 ∼ K5 cannot be used in practice because their MSPs are
much smaller than the commonly used sampling period of
2s. Compared with controllers K2 ∼ K5, the MSP of K1
can reach 4.5s more than double 2s. So, our controller is
superior to controllers K2 ∼ K5.
Table 3: Controllers K1 ∼ K5 and the corresponding MSP
Controller MSPT (s) MSPS (s)
K1 [in this paper] 4.50 4.65
K2=-[1.893 4.762 1.516 1.658] 0.10 0.11
K3=-[5.030 8.726 2.132 1.625] 0.07 0.07
K4=-[2.732 4.017 0.851 0.432] 0.17 0.17
K5=-[13.738 16.077 2.837 19.118] 0.05 0.05
The resulting closed-loop system is simulated in presence
of a 0.1 per unit step load demand at 0.5 s. For time de-
lay τ = 0 and sampling period h = 2s, the response sof
frequency deviation are shown in Fig. 2, where the results
provided by controllersK2 ∼ K5 are also given for compar-
ison. This ﬁgure shows that the controller K1 obtained by
the proposed method can work well in discrete mode with
the preset sampling period h = 2s and make the frequency
deviation converge to 0 within the desired time. For time
delay τ = 1s, the responses of frequency deviation are dis-
played in Fig. 3 for differen sampling periods. From Fig.
3, it can be seen that the controller K1 obtained by the pro-
posed method can generate effective actions to achieve the
system stable, regardless of h = 1s, 2s or 4s, which shows
that our controller can work well in practical LFC, though
time delays exist in LFC.
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Fig. 2: The responses of frequency deviation for τ = 0.
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Fig. 3: The responses of frequency deviation for τ = 1s.
5 Conclusion
In this paper, the problem that controller is designed in
discrete mode has been discussed. Firstly, the model of
LFC for one–area power system providing state–feedback
controller has been built via sampled-data control scheme.
Secondly, based on the model, an effective method has been
proposed to design a state–feedback controller and the con-
troller gains have been calculated by using the system stabil-
ity condition. Finally, the accuracy of the obtained result has
been demonstrated via simulation case.
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