We prove that if X and Y are two Gaussian fields with equivalent spectral densities, they have the same sample paths properties in any separable Banach space continuously embedded in C 0 (K) where K is a compact set of R d .
Introduction
In this note we are given two Gaussian random fields {X(x)} x∈R d and {Y (x)} x∈R d both admitting stationary increments. We also assume that these two fields Email addresses: marianne.clausel@imag.fr (Marianne Clausel), vedel@univ-ubs.fr (Béatrice Vedel).
admit a spectral density, that is there exists two positive functions
We are also given B a separable Banach space or a normed vector space, being the dual of a separable space. We assume that B is continuously embedded in C 0 (K) where K denotes a compact of R d (which is a separable Banach space). We aim at proving : Theorem 1.1 Assume that there exists some C > 0 such that
If the sample paths of {Y (x)} x∈R d a.s. belong to B then the sample paths of
Some classical results on probabilities in a Banach space
Here B 0 is a separable Banach space. We denote B 0 the Borel σ− algebra of B 0 . If (Ω, B Ω , P) is a probability space, a random element in (B 0 , B 0 ) is a measurable mapping from (Ω, B Ω , P) in (B 0 , B 0 ).
(2) There exists a P Z -negligible set N such that
(3) For all A ∈ B Ω , the mapping f → P(A|Z = f ) is P Z -measurable and
In separable Banach spaces, the distribution of regular conditional probability given Z exists and is unique. More precisely :
is another one, then the set {f, P(·|Z = f ) = P(·|Z = f )} is negligible. 
The proof of Theorem 1.1 relies on the following lemmas.
Lemma 3.1 Let X and Y be two Gaussian fields of the form (1) and (2) 
Proof. Let us consider the Gaussian random field Z defined on R d × R 2 by its covariance function
is positive definite. Set now for any x ∈ R d , X 1 (x) = Z(x; 1, 0) and X 2 (x) = Z(x; 0, 1). Hence one has Lemma 3.2 Let {X(x)} x∈K a Gaussian random field defined on K with a.s. continuous sample paths. Then, for any r > 0 and f ∈ C 0 (K)
Proof. Consider X as a Gaussian random element in B 0 = C 0 (K) which is a separable locally convex space. Observe that in Theorem 9 of [1] the set C need only to be a convex, symmetric Borelian set of B 0 (personal communication of M. Lifshits). Hence, we can apply Theorem 9 of [1] to the Gaussian measure P X and to the set C = {g ∈ B, g B ≤ r} which is convex (since · B is a norm), closed in B since B is either Banach either the dual of a Banach space and then a Borelian of B 0 = C 0 (K), and symmetric.
The following result can be deduced from Lemma 3.2 :
Lemma 3.3 Let {X 1 (x)} x∈K and {X 2 (x)} x∈K two independent Gaussian random fields defined on a compact subset K of R d with a.s. continuous sample paths. For any r > 0, one has
Proof. Since X 1 and X 2 are independent as random elements in C 0 (K), by definition of the conditional probability, one has P( X 1 +X 2 B ≤ r) = P( X 1 +f B ≤ r|X 2 = f )dP X 2 (f ) = P( X 1 +f B ≤ r)dP X 2 (f ) .
Lemma 3.1 applied to X = X 1 then implies that for any f ∈ B, P( X 1 +f B ≤ r) ≤ P( X 1 B ≤ r). Hence P( X 1 + X 2 B ≤ r) ≤ P( X 1 B ≤ r). Theorem 1.1 follows from these lemmas since the assumption f X ≤ Cf Y and Lemma 3.1 imply that
Lemma 3.3 then yields the required result.
