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Abstract
We give an algebraic version of the enumeration of combinatorial objects (ECO) method,
and of succession rules in general, by means of linear operators. Then, using the new algebraic
notations, we translate some known results about the relationship between ECO-systems and
generating functions into our language. Finally, we deal with the problem of the standard
form for succession rules, giving a general, though purely theoretical, solution, that is more
precisely, a “compact expression” for the desired standard form. © 2002 Elsevier Science Inc.
All rights reserved.
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Solving, or at least understanding, a problem in combinatorics means many things to
many people [. . .]. To me, understanding a problem in combinatorics means reducing it
to a problem in linear operators or at least to modules over a commutative ring.
Gian-Carlo Rota, Finite Operator Calculus
1. Introduction
Among the methods commonly applied in enumerative combinatorics to count
combinatorial structures, especially with some restrictive conditions, the enumera-
tion of combinatorial objects (ECO) method is a technique widely used in many
context (see [4] for a survey). Although the main tool used by this method, namely
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the succession rules, is very natural from a combinatorial point of view, it is not well
understood algebraically. The aim of the present work is to fit the theory of suc-
cession rules, and hence the ECO method, into the framework of linear operators by
defining a suitable linear operator, called the rule operator, for each set of succession
rules and thereby giving more algebraic transparency to the method. The concept of
rule operator, even if only implicitly assumed in many papers concerning the ECO
method, was explicitly introduced in [8], where it has been used in order to define
an algebraic structure (i.e., operations) on the set of ECO succession rules. Actual-
ly, while never carried out in any form, these ideas were hidden in some previous
papers by West; in particular, in [12], he derives the Fibonacci numbers by means
of the matrix of the linear operator representing the usual set of succession rules for
Fibonacci numbers, that is

(2)
(1) (2)
(2) (1)(2).
Here the corresponding rooted tree is such that its root has label (2); a node with
label (1) has one child with label (2); a node with label (2) has two children with
labels (1) and (2).
Other more recent works investigating the relationship between Riordan arrays
and succession rules, e.g. [9,10], are very close to our point of view, even if they do
not recognize explicitly the presence of a linear operator. More recently, Banderier
[2] defined the concept of “characteristic operator” in the context of walks on Zm.
Such a definition is essentially equivalent to our definition of rule operator when
we translate it into the setting of succession rules. Actually, in [2,3], some particular
ECO-systems, namely the so-called factorial systems, are studied by means of linear
algebraic tools very similar to these, but such tools are not exploited in their full
generality. We believe they could be useful in describing every ECO-system in a
suitable way. Moreover, our applications are new, and they illustrate the suitability
of the method of rule operators. Finally, we remark that this linear algebraic approach
naturally leads to the consideration of infinite arrays connected with a rule operator.
To tackle a problem in enumerative combinatorics by means of infinite arrays is
nowadays a standard method, as one can see e.g. in [1,5,11], to cite only a few. The
consideration of this point of view will be probably the subject of a subsequent work.
Section 2 is devoted to the presentation of the main definitions and properties
concerning rule operators. A first application of our formalism is given in Section 3,
where we translate the results on generating functions proved in [3] into our formu-
lation, providing a more natural setting for some of those results. In Section 4, we
deal with the specific problem of determining a standard form for succession rules.
We give a theoretical solution to this problem by finding a compact form for the
required standard form in terms of the rule operators associated with the given set of
succession rules.
In this paper we denote the set of nonnegative integers by N.
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2. Rule operators
Consider a set of succession rules  defined as usual [4]
 :
{
(a)
(k) (e1(k))(e2(k)) · · · (ek(k)), (1)
where the numbers a, k, ei(k) are positive integers.
It is well known [6] that  determines a labelled rooted tree, called the generating
tree of , in which the root is labelled (a) and every node labelled (k) generates k
sons, labelled (e1(k)) · · · (ek(k)), respectively. Such a set of rules is called an ECO-
system, as in [3], to distinguish it from a tree in which the label of a node does
not necessarily indicate the number of its sons. If we consider the sequence of the
cardinalities of the nodes on each level of this tree, we obtain a sequence of positive
integers, which we refer to as the sequence determined by . From a combinatorial
point of view, the use of succession rules to study a sequence of positive integers
is a very powerful tool (as extensively shown in [4]). However, from an algebraic
point of view it appears that working with the succession rules may be much more
difficult. Moreover, since a sequence of numbers might be described by different
sets of succession rules, it is often difficult to understand properties of the number
sequence by the form of a particular set of rules.
We now define a rule operator.
Let be the set of succession rules defined by (1). Consider the R-vector space of
polynomials R[x], where R denotes the real numbers. We define the linear operator
L on the basis {xn}n∈N of R[x], then extending it by linearity. We set
L(1) = xa,
L(x
k) = xe1(k) + · · · + xek(k), (2)
L(x
h) = hxh, if the label (h) does not appear in .
We say that L is the rule operator associated with ; in the following we will
write L for L when the rule is clear. Moreover, if xk is an eigenvector of L (i.e.,
L(xk) = kxk), we say that L acts trivially on xk .
Clearly, this theory could be equally developed over the semiring module N[x] of
the polynomials with nonnegative integer coefficients.
Obviously, the concept of a rule operator is equivalent to that of a set of succession
rules. The value of this algebraic enhancement lies essentially in the possibility of
handling operators by using their algebraic properties.
The first thing to observe is that we can now express in a closed form the numer-
ical sequence associated with  by means of its rule operator.
Proposition 2.1. If (fn)n∈N is the number sequence associated with , then
fn =
[
Ln+1(1)
]
x=1, (3)
where Lr(1) denotes the r-fold composition L ◦ · · · ◦ L operating on the constant
monomial 1.
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Proof. Set Ln+1(1) =∑k0 pnkxk . Every occurrence of xk in this sum denotes the
occurrence of a node labelled (k) at level n of the generating tree. Indeed, for n = 0
this is obvious. Now suppose, by induction, that the generating tree has pnk nodes
labelled k at level n; by applying L we get
L(Ln+1(1)) =
∑
k0
pnkL(x
k) =
∑
k0
pnk
(
xe1(k) + · · · + xek(k)),
that is, each of such nodes produces k sons, labelled e1(k), . . . , ek(k), respectively,
at level n+ 1. Hence fn =∑k0 pnk, as desired. 
As we are interested only in ECO-succession rules, i.e., rules in which every node
labelled (k) has exactly k sons, we find it easy to characterize the ECO-rule operators
among all the linear operators on R[x].
Proposition 2.2. A linear operator L : R[x] −→ R[x] is associated with a set of
ECO-succession rules if and only if the following conditions are satisfied:
1. ImL ⊆ N[x];
2. L(1) = xa for some a ∈ N;
3. [L(xk)]x=0 = 0 for every k > 0;
4. [L(xk)]x=1 = k for every k > 0.
If L is an ECO-rule operator (and from now on we will assume it is), we have a
second way to compute the numbers fn starting from L.
Proposition 2.3. If (fn)n∈N is the numerical sequence associated with the ECO-
system , then
fn = [DLn(1)]x=1, (4)
where D is the usual derivative operator.
Proof. If we set Ln(1) =∑k0 pnkxk , we immediately have
fn =
[
Ln+1(1)
]
x=1
=
∑
k0
pnk
[
L(xk)
]
x=1
=
∑
k0
kpnk
=
∑
k0
pnk
[
D(xk)
]
x=1
= [DLn(1)]
x=1. 
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Example. Here we give an example of a rule operator. One can find similar ex-
amples by considering the usual succession rules as found in [8]. We will provide a
more detailed collection of examples in the following sections.
It is well known that Bell numbers can be obtained by means of the following set
of succession rules:{
(2)
(k) (k)k−1(k + 1). (5)
From (5) we immediately obtain the associated rule operator
L(1) = x2,
L(xk) = (k − 1)xk + xk+1 = (xD + x − 1)(xk), k  1, (6)
where x denotes the linear operator of multiplication by x.
3. Generating functions
In the remarkable paper [3], the authors discuss the problem of relating the prop-
erties of the generating function of a numerical sequence with the form of a set of
succession rules which determines the sequence. In particular, some conditions on
the rule are given in order to have a rational, algebraic, or transcendental generating
function. In this section we would like to translate some of these results into the
vocabulary of rule operators.
3.1. Rational generating functions
It is known [3] that, if a set of succession rules has only a finite number of labels,
then the generating function of its sequence is rational. It is very simple to express
this result by means of the rule operators.
Proposition 3.1. If almost all the powers of x are eigenvectors of L (i.e. there is only
a finite set of n ∈ N such that xn is not an eigenvector of L), then  has a rational
generating function.
Proof. Since L is an ECO-rule operator, if xn is an eigenvector of L, then L(xn) =
nxn. This means that either the label (n) does not appear in  or it is the unique label
appearing in . 
Another result concerning rational generating functions is the following, which
appears as Proposition 2 in [3]. Recall that a function ϕ is called an affine function
of h whenever ϕ(h) = ah+ b for some a, b.
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Proposition 3.2. If σ(k) = [L2(xk)]x=1 = [DL(xk)]x=1 is an affine function of k,
then  has a rational generating function.
To clarify this last proposition, consider the following simple example taken from
[3]: {
(2)
(k) (2)k−1(k + 1).
It is immediate to see that, if L is the rule operator of the above set of rules, then[
DL(xk)
]
x=1 =
[
D
(
(k − 1)x2 + xk+1)]
x=1 = 3k − 1,
so that this set of rules has a rational generating function. By the way, it is known that
the numerical sequence determined by this set of rules is the sequence of Fibonacci
numbers of odd index.
3.2. Algebraic generating functions
In [3] a particular class of ECO-systems having an algebraic generating function
is studied, namely, the class of factorial systems. Our next result is a rigorous defi-
nition of a factorial rule, whi carried out in a very natural way in the setting of rule
operators.
We say that  is a factorial system when the production of each label (k) is a
finite modification of the integer interval {1, 2, . . . , k}, having the form
(k) (r0)(r0 + 1) · · · (r0 + k −m− 1)(k + d1) · · · (k + dm),
for k  r0  1. (7)
To express conveniently the rule operator of a factorial system (briefly, a factorial
operator) it is useful to define the following degree reducing linear operator:
T : R[x] −→ R[x]
: xn −→ 1 + x + · · · + xn−1 = 1 − x
n
1 − x . (8)
We will call T the factorial derivative operator. We remark that this operator was
also used in [3] to study factorial systems.
Proposition 3.3. If L is a factorial operator related to a set of rules as in (7), then
its nontrivial action coincides with that of the operator
xr0T
1
xm
+
m∑
i=1
xdi , (9)
where the di’s are the same as in (7).
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Proof. The hypothesis says that
L(xk) = xr0 + xr0+1 + · · · + xr0+k−m−1 + xk+d1 + · · · + xk+dm.
It is clear that xdi (xk) = xk+di ; moreover,(
xr0T
1
xm
)
(xk) = xr0T (xk−m) = xr0(1 + · · · + xk−m−1). 
In many cases the expression given in the above proposition can be simplified.
The following lemma states some basic properties of the factorial derivative operator
very useful in making computations.
Lemma 3.1.
1. T xn = T +∑n−1k=0 xk .
2. T 1
xn
= T −∑nk=1 1xk .
Examples.
(i) Catalan numbers. One set of rules defining Catalan numbers can be obtained
by setting r0 = 2, m = 2, d1 = 0, d2 = 1 in (7). Then the operator defined in
Proposition 3.3 has the form
x2T
1
x2
+ 1 + x,
which can be immediately simplified by using the above lemma to
x2
(
T − 1
x
− 1
x2
)
+ 1 + x = x2T . (10)
(ii) Motzkin numbers. In this case we set r0 = 1, m = 1, d1 = 1, thus we obtain the
operator
xT
1
x
+ x,
which immediately simplifies to
x
(
T − 1
x
)
+ x = xT + x − 1. (11)
Lemma 3.1 thus allows us to express formula (9) in a more simplified way for
every factorial operator. If L is a rule operator, then L is factorial if and only if there
exists a polynomial p(a, b, c), of degree 1 in the variable c having the form
p(a, b, c) = u0(a)+ v0(b)+ u1(a)c,
where the u’s and the v’s are polynomials of a single variable such that L =
p(x, 1/x, T ).
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3.3. Transcendental generating functions
The main result concerning transcendental generating functions stated in [3] is
the following:
Proposition 3.4. Consider an ECO-system as in (1) such that:
1. only a finite number of the functions ei’s are bounded;
2. for all k, there exists a forward jump from k (i.e., ei(k) > k for some i).
Then the (ordinary) generating function of the sequence fn determined by the ECO-
system, namely the series
∑
n0 fnt
n, has radius of convergence zero.
It is easy to see that condition 1 of the above proposition implies that the derivative
operator D is naturally involved in the definition of the rule operator associated with
such an ECO-system. Indeed, the following proposition holds:
Proposition 3.5. Let L be a rule operator which can be expressed as a polynomial
p(x, 1/x,D) of degree 1 in D. Then each of the ei is unbounded, which implies
condition 1 of Proposition 3.4.
Proof. Without loss of generality, we can suppose that monomials of the form Dxn,
n ∈ Z, do not appear in L (it is sufficient to prove an analog of Lemma 3.1 for D).
Thus applying L to xk gives an expression of the form
L(xk) = α(x, 1/x) · xk + β(x, 1/x) · kxk−1,
where α, β are polynomials in x and 1/x (i.e., Laurent polynomials in x). It is clear
from this expression that the powers of x contained in L(xk) grow like k, and hence
are unbounded. 
There is a strong analogy between factorial operators and operators having a tran-
scendental generating function. More precisely, we can pass from a factorial operator
in “standard” form (as described at the end of Section 3.2) to an operator like those
described in the above proposition simply by replacing every occurrence of the op-
erator T with the derivative operator D. In this way we can define a bijection by
saying that two rule operators L and M are linked when L(1) = M(1) and there
exists a polynomial p(a, b, c) such that L = p(x, 1/x,D) and M = p(x, 1/x, T ) on
the positive powers of x where they act nontrivially.
An example which clarifies this situation is given by considering the rule op-
erators L of factorial numbers (see for example [8] or Section 4.2 of this paper)
and M of Catalan numbers (see Example (i) of Section 3.2). We have L(1) = x2 =
M(1) and, if we set p(a, b, c) = a2c, then L(xk) = p(x, 1/x,D)(xk) and M(xk) =
p(x, 1/x, T )(xk) for k > 0. Thus the operator L corresponds to M in the above bi-
jection. This fact gives a suggestive interpretation of the term “factorial” chosen in
[3], Section 3, to denote Catalan rule.
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Further, observe that the rule operator of Motzkin numbers (see formula (11))
corresponds in the above bijection to the rule operator of Bell numbers given in (6),
provided that we replace L(1) = x2 with L(1) = x.
4. An application: towards a standard form for succession rules
We will try to apply the theory and the notations developed in the previous sec-
tions to the problem of finding a standard form for a given set of succession rules.
We will say that two sets of succession rules are equivalent if they determine
the same numerical sequence. It could be interesting to investigate if there exists
some “privileged” set of rules in each equivalence class, whose particular form could
reveal the essential properties of the numerical sequence and allow simple computa-
tions. For example, a natural problem is the following: given an ECO-system  as in
(1), find (if it exists) the unique equivalent set of succession rules of the form

(a)
(1) (1)
(ϕk) (1)ϕk−1(ϕk+1).
(12)
For instance, the following set of succession rules is given in its standard form

(3)
(1) (1)
(k) (1)k−1(k + 1).
It is easy to see that such set of rules determines the sequence of triangular numbers
1, 3, 6, 10, 15, 21, 28, 36, . . . Observe that the sequence of the differences between
consecutive triangular numbers (which is simply the sequence of natural numbers
greater than 1) coincides with the sequence of the ϕk’s in this particular case: we will
show that this holds in general.
The problem of equivalence for succession rules is mentioned in [8], where the
authors ask whether it is possible to determine the standard form (12) of a set of
succession rules  simply by working on its labels. Now we will show that, when 
admits such a standard form, we can work out two closed expressions for the labels
ϕk of (12) by means of algebraic operations on the rule operator of .
It is first necessary to determine under which conditions a set of succession rules
admits a standard form as in (12). More precisely, we need to know which numerical
sequences can be described by an ECO-system in standard form (12). The following
proposition gives the answer.
Proposition 4.1. Let  be the ECO-system defined by (1) and (fn)n∈N the numeri-
cal sequence determined by it. Then  can be expressed in standard form if and only
if there exists n ∈ N ∪ {∞} such that ( fn)n∈N is injective in [0, n[ and identically
zero or periodic in [n,∞[, where  fn = fn+1 − fn. In this case, the labels ϕk in
(12) are given simply by
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ϕ0 =  f0 + 1 = a = f1, ϕk =  fk + 1. (13)
Proof. Observe that, for every set of succession rules, ( fn)n∈N ⊆ N.
The first part is proved by induction on k ∈ N. Indeed, we have immediately
ϕ0 = f1 = f1 − f0 + 1. If we suppose that ϕn−1 = fn − fn−1 + 1, since fn+1 is
simply the sum of the labels at level n+ 1 of the generating tree, an easy computation
yields
fn+1 = (fn−1 − 1)+ (ϕn−1 − 1)+ ϕn
= fn−1 − 1 + fn − fn−1 + 1 − 1 + ϕn
= fn + ϕn − 1,
whence ϕn = fn+1 − fn + 1.
Now suppose that our numerical sequence can be expressed in standard form. If
the sequence (ϕn)n∈N is injective, then also ( fn)n∈N is injective. Otherwise, sup-
pose that k is the first index such that ϕk equals ϕn, for some n < k: then (ϕn)n∈N
(and therefore also ( fn)n∈N) is injective in [0, n[ and periodic in [n,∞[, since the
productions of ϕn and ϕk must be equal. 
Clearly the above proposition does not solve the problem of deciding whether a
given set of succession rules admits a standard form only by working on its labels.
It only tells us those numerical sequences which can be described by means of a
set of succession rules in standard form. From a combinatorial point of view, the
result obtained in the last proposition is quite interesting, since the sequences arising
in many combinatorial problems are strictly increasing together with the sequences
of their “increments”, i.e. the sequence ( fn)n∈N. In the remainder of this paper we
will be concerned with the problem of finding a closed form for the labels ϕk in terms
of the rule operator of the starting set of succession rules. We will work exclusively
with concrete examples, starting with a very detailed one, and then giving only the
final results for others.
4.1. Bell numbers
The sequence of Bell numbers, whose first elements are 1, 2, 5, 15, 52, 203, . . . ,
arises in many combinatorial situations. By definition the nth Bell number counts the
ways to partition an (n+ 1)-set into nonempty subsets. A set of succession rules de-
scribing Bell numbers and the associated rule operator are given in formulas (5) and
(6), respectively. For the first values of k, the polynomials Lk(1) are the following:
L(1) = x2,
L2(1) = x2 + x3,
L3(1) = x2 + 3x3 + x4,
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L4(1) = x2 + 7x3 + 6x4 + x5,
L5(1) = x2 + 15x3 + 25x4 + 10x5 + x6,
...
It is not difficult to show that, for every n ∈ N, we have
Ln(1) =
n−1∑
k=0
S(n−1)kxk+2, (14)
where Snk denotes the Stirling numbers of the second kind.
Obviously we can apply Proposition 4.1, since both the sequence of Bell num-
bers and the sequence 1, 3, 10, 37, 151, . . . of their increments are strictly increasing;
hence, it is possible to find a standard form for the set of succession rules (5).
From Proposition 2.1 we immediately deduce that ϕk−1 = [Lk+1(1)− Lk(1)+
1]x=1. This expression can be simplified by recalling the particular form of L in our
example, which allows us to write Lk+1(1) in terms of Lk(1)
Lk+1(1) = (xD + x − 1)(Lk(1))
whence
ϕk−1 =
[
(xD + x − 2)(Lk(1))+ 1]
x=1
= [(D − 1)Lk(1)+ 1]
x=1
= [DLk(1)− Lk(1)+ 1]
x=1.
Actually, the last expression for ϕk−1 could be derived immediately as a conse-
quence of Proposition 2.3. Obviously the same equality holds for any other ECO-
operator and does not depend on the particular form of L. However, if we replace
Lk(1) with its expression (14), a simple computation shows that
ϕk =
k∑
h=0
(h+ 1)Skh + 1, (15)
which is a very interesting closed form for the labels ϕk .
On the other hand, it is possible to find a different expression for ϕk in terms of
the polynomial Lk(1) which depends on the rule operator. This expression is more
interesting than the previous one since it yields the same conclusion by making fewer
computations with the operator L.
From Proposition 2.3 we immediately have that ϕk = [D(Lk+1(1)− Lk(1))+
1]x=1. Thus, recalling that Dx − xD = 1, in the particular case of Bell numbers we
have
ϕk =
[
D(xD + x − 2)Lk(1)+ 1]
x=1
= [(xD2 +D + xD + 1 − 2D)Lk(1)+ 1]
x=1
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= [(xD2 + xD −D + 1)Lk(1)+ 1]
x=1
= [(D2 + 1)Lk(1)+ 1]
x=1,
which gives us the desired expression for ϕk (for k  1). In this case it is also possible
to find a closed form for ϕk using (14)
ϕk =
k−1∑
h=0
(h2 + 3h+ 3)S(k−1)h + 1. (16)
Comparing (15) and (16) we obtain the identity
k∑
h=0
(h+ 1)Skh =
k−1∑
h=0
(h2 + 3h+ 3)S(k−1)h, (17)
which is also immediate from the well-known recursion of Stirling numbers of the
second kind, namely,
Skh = S(k−1)(h−1) + (h+ 1)S(k−1)h.
Finally, we observe that the results obtained for Bell numbers can be immediately
generalized since they do not depend on the fact that the coefficients in (14) are the
Stirling numbers. More precisely, we can derive the following result, which we state
without proof.
Proposition 4.2. Let L be a rule operator such that
Ln(1) =
n−1∑
k=0
c(n−1)kxk+a, (18)
where a is a positive integer. Then
ϕk =
k∑
h=0
(h+ a − 1)ckh + 1. (19)
4.2. Other examples
We now consider other succession rules occurring often in combinatorics and list
the analogous results for them. Of course each of the rules we consider admits a
standard form.
4.2.1. Factorial numbers
The most simple rule operator associated with the factorial numbers (n+ 1)! is
perhaps the “simplest” nontrivial rule operator
L(1) = x2,
L(xk) = kxk+1 = x2D(xk).
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With the usual notation we obtain immediately that
ϕk =
[
D(x2D − 1)Lk(1)+ 1]
x=1
= [(D2 +D)Lk(1)+ 1]
x=1.
Actually, this case is particularly simple. In fact, the polynomials Lk(1) can be ex-
plicitly computed as
Lk(1) = k! · xk+1.
Immediately this yields
ϕk =
[
(k + 1)!(D + 1)(xk)+ 1]
x=1 = (k + 1) · (k + 1)! + 1.
This result can also be obtained as an easy application of Proposition 4.2 by setting
a = 2 and cnk = (n+ 1)!δnk , where δnk denotes the Kronecher delta.
4.2.2. Injections
Consider the ECO-system{
(2)
(k) (k)(k + 1)k−1,
which immediately leads to the rule operator
L(1) = x2,
L(xk) = xk + (k − 1)xk+1 = (x2D + 1 − x)(xk).
Once again it is possible to express the polynomials Ln(1) in an explicit way. More
precisely, it can be proved that
Ln(1) =
n−1∑
k=0
(n− 1)kxk+2,
where (a)b denotes the falling factorial (a)(a − 1) · · · (a − b + 1). Thus it is possi-
ble to apply Proposition 4.2 to obtain
ϕk =
k∑
h=0
(h+ 1)(k)h + 1.
Moreover, in this case simple computations show that
ϕk =
[
D(x2D − x)Lk(1)+ 1]
x=1
= [(D2 +D − 1)Lk(1)+ 1]
x=1.
Observe that (n)k = k!
(
n
k
)
counts the number of injections from a k-set to an n-set.
Thus the sequence counted by the ECO-system under consideration denotes the total
number of injections into an n-set.
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4.2.3. Involutions
An involution is a permutation having order 2. The set of involutions can be gen-
erated by means of the following set of succession rules:{
(2)
(k) (k − 1)k−1(k + 1),
which is represented by the rule operator
L(1) = x2,
L(xk) = (k − 1)xk−1 + xk+1 = (D + x − x−1)(xk).
As in the above examples, we can easily determine the numbers ϕk starting from the
expression of the rule operator. In this case we also need to use the obvious equality
x−1D −Dx−1 = x−2, and we obtain
ϕk =
[
D(D + x − x−1 − 1)Lk(1)+ 1]
x=1
= [(D2 + xD + 1 + x−2 − x−1D −D)Lk(1)+ 1]
x=1
= [(D2 −D + 2)Lk(1)+ 1]
x=1.
In this case an explicit computation of the ϕk’s is more difficult, since it is not imme-
diate to determine the coefficients of the polynomials Ln(1): a closed form for them
will be probably given in a future work.
4.2.4. Catalan numbers
This example is slightly different from those above, because of the particular form
of the usual set of succession rules defining the Catalan numbers{
(2)
(k) (2)(3) · · · (k)(k + 1).
We recall that, in this case, the rule operator is the following:
L(1) = x2,
L(xk) = (x2T )(xk),
where T is the factorial derivative operator. It is interesting to notice that, in this
case, if we replace the derivative operator with the operator T, the computations are
greatly simplified. Indeed, it is immediate to observe that [T (xk)]x=1 = k; thus, the
role played by D can also be played by T without any substantial modification in the
theory. In particular, the coefficients ϕk can be obtained by means of the operator T
exactly in the same way, that is
ϕk =
[
T (Lk+1(1)− Lk(1))+ 1]
x=1. (20)
Clearly formula (20) is valid not only for the rule operator of the Catalan numbers,
but also for any other rule operator. However, in our special case, we get
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ϕk =
[
T (x2T − 1)Lk(1)+ 1]
x=1.
In order to simplify the above expression, we record some other easy properties of
T. First of all, as we did for D, we need to know how much the operators T x and xT
“differ”. The obvious equality we obtain is
T x − xT = c1, (21)
where c1 is the linear operator mapping every power of x to the constant 1. So the
role played by the identity operator 1 is now played by c1. Indeed, these two
operators possess some common properties; in this context, the main one is expressed
by
p(1) = [c1(p(x))]x=1, (22)
which holds for any polynomial p(x).
We now are ready to compute in a very easy way the coefficients ϕk
ϕk =
[
(T x2T − T )Lk(1)+ 1]
x=1
= [(x2T 2 + xc1T + c1xT − T )Lk(1)+ 1]x=1
= [(T 2 + T )Lk(1)+ 1]
x=1.
Once again we can derive a closed form for the ϕk’s by applying Proposition 4.2. It
is known that the coefficients in the polynomials Ln+1(1) are the ballot numbers
cnk = k + 1
n+ 1
(
2n− k
n− k
)
,
so formula (19) for Catalan numbers becomes
ϕk =
k∑
h=0
(h+ 1)2
k + 1
(
2k − h
k − h
)
+ 1.
4.2.5. Motzkin numbers
Recall from Section 3.2 that the Motzkin operator is
L(1) = x,
L(xk) = (xT + x − 1)(xk).
As far as the standard form is concerned, we easily obtain
ϕk =
[
(T 2 + 1)Lk(1)+ 1]
x=1.
Also in this case an explicit computation of the ϕk’s is not immediate.
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