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Abstract
It is well known by a classical result of Bourgain–Fremlin–Talagrand that if K is a pointwise compact set of Borel functions on
a Polish space then given any cluster point f of a sequence (fn)n∈ω in K one can extract a subsequence (fnk )k∈ω converging to f .
In the present work we prove that this extraction can be achieved in a “Borel way.” This will prove in particular that the notion of
analytic subspace of a separable Rosenthal compacta is absolute and does not depend on the particular choice of a dense sequence.
© 2008 Elsevier Inc. All rights reserved.
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This paper is written in a double aim: firstly to prove the results announced in the abstract above, secondly to
emphasize the interest of “effective” methods in the treatment of classical descriptive problems. The paper is indeed
conceived as an invitation to the non specialist reader for the use of these powerful methods. And though a thorough
reading of the paper necessitates clearly a great familiarity with Effective Descriptive Set Theory (for example as
developed in [9]) our deep hope is that the text will be comprehensible, at least in its general framework, by a reader
with a standard classical background. To that end we shall give in Section 1 a quick informal presentation of the main
effective concepts and results used in this work.
The basic topological properties of Rosenthal compacta, or more generally of compact spaces of Borel functions
on a given Polish space, were entirely elucidated by the fundamental works of Rosenthal [10] and later on Bourgain,
Fremlin and Talagrand [3]. The problems discussed in the present work concern the descriptive properties of these
spaces. This was actually initiated in [4], but it is only quite recently that the interest of such a study was highlighted
first by the work of Dodos in [5] and since then by several other interesting applications (see [1,2,7]). In fact our initial
motivation was to solve a natural problem left open in our earlier study [4]. Incidently the solution of this old problem
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of analytic subspace of a separable Rosenthal, introduced in [1].
In all the sequel X will denote some fixed Polish space. When effective notions are considered then X will im-
plicitly be assumed to be recursively presented or more simply that X = ωω. For all undefined effective notions and
notations we refer the reader to the brief introduction in Section 1 or to [9] for more details.
The space of all Borel functions on X will always be endowed with the pointwise convergence topology, that is, the
topology induced by the product topology on RX . We recall that even though this topology is highly non metrizable,
compact spaces of Borel functions possess metric-like properties. More precisely if K is a compact space of Borel
functions on X then:
(A) Any sequence (fn)n∈ω in K contains a converging subsequence.
This result initially proved by Rosenthal in [10] was strengthened later on by Bourgain–Fremlin–Talagrand who
proved in [3]:
(B) Given any cluster point f of a sequence (fn)n∈ω in K there exists a subsequence converging to f .
Let us point out here the peculiar fact that the proof of (B) in [3, Theorem 3F]—which is actually much more involved
than the proof of (A)—uses crucially the weaker form (A) as an intermediate step.
We now turn back to effective results and quote first the following effective version of (A) proved in [4]:
(A∗) Any Δ11 sequence (fn)n∈ω in K contains a converging Δ11 subsequence.
This property is actually stated in [4] for a Δ11 sequence of continuous functions, but the general case follows easily
since one can always enlarge the topology of X (in a Δ11 way) to force the continuity of the functions fn.
Notice that despite the formal similarity between (A) and (A∗) the proof of this latter result is not merely a kind of
adaptation of the proof of (A) but relies on some really new approach. For example deleting the “effective ingredients”
from the proof of (A∗) one gets a stronger conclusion than (A) and (B). Namely from the method of proof of (A∗) one
gets that any ultrafilter on K contains a converging filter with a countable basis (see [12, Section G]). This provides
in particular a new proof of (B) which is direct in the sense that it does not use (A).
In the present work we shall prove the following effective version of (B):
(B∗) Given any Δ11 cluster point f of a Δ11 sequence (fn)n∈ω in K there exists a Δ11 subsequence converging to f .
Observe that unlike (A) and (B) the statements (A∗) and (B∗) are not comparable on an arbitrary space K . More
precisely one cannot derive (A∗) from (B∗) since a Δ11 sequence (fn)n∈ω in K needs not a priori have a Δ11 cluster
point (which however is the case by (A∗)!).
Finally let us point out that as for (A∗) the property stated in (B∗) also holds if one replaces the class Δ11 by any
relativized class Δ11(α), for any given real α.
To explain the proof of (B∗) let us recall that one of the main ideas of the proof of (A∗) in [4] is to use a kind of
ultrafilter S on ω constructed by Solovay in [11] (and working with a genuine ultrafilter one gets the strong conclusion
mentioned above). In fact Solovay’s S is a filter which is Π11 (as a subset of P(ω)) and moreover for any Π11 subset M
of ω either M or its complement Mc (which is Σ11 ) is in S . Then given any Δ11 sequence (fn)n∈ω in K and using
the descriptive properties of U , one manages to construct a Δ11 sequence (Mn)n∈ω in S such that for any set M
which diagonalizes (Mn)n∈ω the subsequence (fn)n∈M is converging. But while in the proof of (A∗) the filter S is
constructed once and for all and is independent from the given sequence (fn)n∈ω, the first step towards proving (B∗)
will be to construct such a filter with some additional properties (depending on (fn)n∈ω and the given cluster point f )
which will force some suitable Δ11 subsequences of (fn)n∈ω to converge precisely to f . The second step will then be
to construct such suitable subsequences.
It is worth noting that the use of effective methods in this proof is not simply a matter of language, and that a
classical approach to the main result proved here seems to be far of reach.
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We present in this section the promised informal review on Effective Descriptive Set Theory and its relations to
the classical theory. We of course do not have the pretension to summarize in few lines the content of this elaborated
theory but only to give to the non expert a reading guide for this work. For a complete account we refer the interested
reader to [9].
All classical descriptive notions have effective replica which are finer (stronger) than the classical notions. Precise
definitions involve the fundamental notion of recursive function on integers. Following the practice in Logic we
denote the classical classes of Borel, analytic, coanalytic sets by Δ11, Σ11, Π
1
1 and their effective analog by Δ11, Σ
1
1 ,
Π11 , respectively. For this the Polish space X has to be “recursively presented” that is equipped with a dense sequence
x¯ = (xn)n∈ω and a compatible complete metric d such that all basic relations induced by d and x¯ on ω (such as the
set {(m,n,p) ∈ ω3: d(xm,xn) < 2−p}, etc.) are recursive.
All natural Polish spaces which arise in Analysis are naturally endowed with such a recursive presentation. In
fact any Polish space is recursively presented in some “parameter” (see below). But there is no reasonable notion of
recursive presentation for a general topological space such as a Rosenthal compact.
Notice that effective concepts can be considered even in a discrete space such as ω. In particular in this work we
shall be interested in Δ11,Σ
1
1 ,Π
1
1 , . . . subsets of ω while from a classical point of view one can claim that all infinite
subsets of ω are equally simple.
Effective classes possess properties very similar to the classical classes. For example the class Σ11 is preserved by
projections or more generally by Δ11 mappings, but not by Borel mappings. Similarly the class Δ11 is not closed by
arbitrary countable unions and intersections, but if (An) is a Δ11 family (i.e. such that the set {(n, x) ∈ ω×X: x ∈An}
is Δ11) then the sets
⋃
n An and
⋂
n An are Δ
1
1 too. A major difference (advantage) is however that all effective classes
are countable. More precisely classes such as Σ11 or Π
1
1 admit universal sets in ω × X; this will be crucial in this
work.
Also given any “parameter” α (element of an auxiliary recursively presented Polish space, for example α ∈ ωω)
one can define the “relativized” classes Δ11(α), Σ
1
1 (α), Π
1
1 (α) by admitting α as a parameter in all definitions, exactly
in the same way that for a given irrational number α the field Q(α) can be viewed as the rational field with parame-
ter α. The basic link between classical and effective classes is that any “boldface” class is precisely the union of all
corresponding relativized “lightface” classes; for example: Δ11 =
⋃
α Δ
1
1(α).
Presented in this sketchy way the effective theory might appear as a kind of sophisticated generalization of the
classical theory, with the same scheme of definitions and statements. But this is definitely not the case and many
effective results do not have classical analog, simply because their statements in classical language is meaningless.
A typical such example, which will actually play a fundamental role in this work, is the closure of the class Π11 under
some type of projections, which from a classical point of view is rather surprising, since by Kondo’s Theorem the
class Π11 is not preserved even by one-to-one projections.
More precisely this fundamental result, due to Kleene, asserts that if P ⊂X × Y is Π11 then the set
Q= {x ∈X: ∃y ∈Δ11(x), (x, y) ∈ P }
is Π11 too; we shall then say that Q is the Δ
1
1 projection of P . Moreover in this context, given any Σ11 subset R of Q
there exists a Δ11 function f : R → Y such that (x, f (x)) ∈ P for all x ∈ R; this is the Δ11 selection principle (see
[9, Theorem 4D.3]).
For example given any Δ11 sequence (fn) in a compact space of Borel functions one can easily check that the set
P = {(M,M ′) ∈ P(ω)× P(ω): M ′ ⊂M and (fn)n∈M ′ pointwise converges}
is Π11 . Now property (A) states precisely that the projection of P on the first factor is the whole space P(ω), while
it follows from the relativized version of (A∗) mentioned in the introduction, that P(ω) is actually the Δ11 projection
of P . Hence by Δ11 selection one can find a Δ
1
1 (so Borel) map Φ : P(ω) → P(ω) such that for all M ∈ P(ω),
M ′ =Φ(M)⊂M and (fn)n∈M ′ pointwise converges.
Thus using the Δ11 selection principle one can rephrase an effective statement in purely classical terms. However
we emphasize that this is not a formal translation from one language to another, as is for example the case for Non
Standard Analysis, but is the expression of a deep and fundamental result of the theory.
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Theory without the fundamental concept of ordinal, but here too one has to restrict this notion. An ordinal ξ is said
to be recursive if there exists some well-order of type ξ on ω, whose graph is a recursive subset of ω × ω. Recursive
ordinals form an initial segment of all countable ordinals and the first non recursive ordinal (which is countable) is
denoted by ωCK1 . Most of classical constructions and results involving countable ordinals have effective (sometimes
non trivial) versions where the role of the first uncountable ordinal ω1 is played by the countable ordinal ωCK1 . For
example one can give an internal description of the family Δ11 by an inductive procedure of length ω
CK
1 .
2. Inductive definability
The core of the proof of our main theorem is based on some deep definability results due to Moschovakis. These
results can actually be found by surfing among various exercises of [9] or in a very abstract form in [8]. The reader
can also find in [6] a complete and excellent exposition of all these topics. However since most of these references
are not easily available, we shall give in this section a brief synthetic presentation of the precise results needed for our
proof.
1. The set WO
The set WO ⊂ ωω of all codes of countable ordinals will play a major role in our study. We recall that one can fix
a Δ11 (even Π01 ) subset LO of ωω such that any α ∈ LO encodes recursively some linear ordering <α with domain
dom(α) ⊂ ω; and WO is precisely the set of all codes α ∈ LO such that <α is a well ordering on dom(α). We list
below the basic properties of this set; for more details see [9, Section 4.A].
We fix once and for all some Δ11 mappings which mimic on LO all elementary operations on linear orderings. In
particular we fix a Δ11 mapping (α,β) → α⊕β from LO×LO to LO which constructs a code for the sum of the linear
orders defined by α and β . Similarly we fix a (partial) Δ11 mapping (α, q) → αq from LO × ω to LO which assigns
to any α ∈ LO and any q ∈ dom(α) a code for the restriction of the linear order α to the set {p ∈ dom(α): p <α q}.
The fundamental fact about WO is that it is a Π11 subset of ω
ω
. Moreover if for any α ∈ ωω we define
|α| =
{
the ordinal coded by α if α ∈ WO,
ω1 if not,
then the mapping α → |α| is a Π11 -norm on WO, or equivalently the relations on WO ×ωω defined by “|α|< |β|” and
“|α| |β|” are both Π11 .
In fact the set WO is Π11 -complete. We shall actually need the recursive version of this latter result, also due to
Kleene, which asserts (see [9, Theorem 4A.3]) that if X = ω or ωω then for any Π11 set A⊂X there exists a recursive
mapping f :X → ωω such that
x ∈A ⇔ f (x) ∈ WO.
All descriptive notions can be transfered from the set WO to the abstract set ω1. For example when we will say that
some n-ary relation R(ξ1, . . . , ξn) on countable ordinals is Π11 in the codes of ordinals we will mean that there exists
some Π11 relation Rˆ on the set WO such that
Rˆ(α1, . . . , αn) ⇔ Rˆ
(|α1|, . . . , |αn|).
Finally as one can expect ordinal below ωCK1 are precisely those which admit a recursive code in WO, but it turns
out that this is equivalent to have a Δ11 code in WO. Thus the set Δ
1
1 ∩ WO, which is also Π11 , appears as a natural
parametrization for ωCK1 .
2. Π11 families in the codes
We first fix a standard notation: if A is a subset of some cartesian product X × Y then for any x ∈ X (the first
factor) we set
Ax =
{
y ∈ Y : (x, y) ∈A}.
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{n ∈ ω: Pn ∈ A} is Π11 .
Similarly we shall say that a given family A of Π11 subsets of X is Π11 in the codes if for any Π11 set P ⊂ ωω ×X
the set {α ∈ ωω: Pα ∈ A} is Π11 .
These notions coincide with the general notion of “Γ on Γ ” introduced by Moschovakis (for Γ = Π11 or Π11)
and possess both exactly the same structural properties. For simplicity we shall focus in this section on families of
Π11 sets.
2.b. One has to be slightly careful when X = ω in which case any subset is Π11, so a family of Π11 subsets of ω is just
any subset of P(ω). And if we identify P(ω) to 2ω then clearly any family of subsets of ω which is Π11 in the codes
is a Π11 subset of P(ω)≈ 2ω but the converse is not true, namely because of the following property.
2.c. If A is a family of Π11 subsets of X which is Π11 in the codes then for any A ∈ A and any A′ ∈Π11 if A′ ⊃A then
A′ ∈ A.
2.d. If A is a family of Π11 subsets of X which is Π11 in the codes then for any A ∈ A there exists B ∈ A ∩Δ11 such
that B ⊂A.
In fact we will need the following more precise version of 2.d which is obtained by essentially the same proof and
that we reproduce here for completeness. Let us recall that a subset G of ω ×X is said to be a good parametrization
for Π11 subsets of X if it is universal for this class and satisfies the Recursion Theorem (as stated in [9, Lemma 3.H.1]).
Lemma 3. Suppose that X = ω or ωω and let A be a family of Π11 subsets of X which is Π11 in the codes. Then given
any good parametrization G⊂ ω ×X for Π11 subsets of X and any recursive reduction g : ω ×X → ωω of G to WO
there exists a recursive mapping f : ω → ωω such that the following three conditions are equivalent:
(i) Gn ∈ A;
(ii) f (n) ∈ WO;
(iii) f (n) ∈ WO and {x ∈Gn: |g(n, x)| |f (n)|} ∈ A.
Proof. Since A is Π11 in the codes the set N = {n: Gn ∈ A} is Π11 and we can fix a recursive reduction h : ω → ωω
of N to WO. Consider then the Π11 set H defined by
(n,p, x) ∈H ⇔ x ∈Gn and
(
p /∈N or ∣∣g(n, x)∣∣ ∣∣h(p)∣∣).
Since G is a good parametrization for Π11 subsets of X then there exists a recursive function ϕ : ω → ω such that
H(n,ϕ(n)) =Gϕ(n) for all n. Finally define
f (n) := h(n)⊕ h(ϕ(n)).
(i) ⇒ (ii). If Gn ∈ A then n ∈ N so h(n) ∈ WO. Moreover it follows from the definition of H that since Gϕ(n) =
H(n,ϕ(n)) then necessarily ϕ(n) ∈N (for otherwise Gϕ(n) =H(n,ϕ(n)) =Gn ∈ A which implies that ϕ(n) ∈N ). Hence
h(ϕ(n)) ∈ WO and so f (n)= h(n)⊕ h(ϕ(n)) ∈ WO too.
(ii)⇒ (iii). If f (n) ∈ WO then h(ϕ(n)) ∈ WO hence ϕ(n) ∈N , and again it follows from the definition of H that
Gϕ(n) =H(n,ϕ(n)) =
{
x ∈Gn:
∣∣g(n, x)∣∣ ∣∣h(ϕ(n))∣∣}⊂ {x ∈Gn: ∣∣g(n, x)∣∣ ∣∣f (n)∣∣}
and since ϕ(n) ∈N then Gϕ(n) ∈ A, hence by 2.c, {x ∈Gn: |g(n, x)| |f (n)|} ∈ A too.
(ii)⇒ (iii). Follows also from 2.c. 
4. Π11 -inductions and Σ
1
1 -derivations
Following Moschovakis, by an operator on X we shall simply mean a mapping:
Φ : P(X)→ P(X).
736 G. Debs / J. Math. Anal. Appl. 350 (2009) 731–7444.a. The operator Φ is said to be monotone if for all A,B ⊂X:
A⊂ B ⇒ Φ(A)⊂Φ(B)
and Φ is said to be inductive if for all A⊂X:
A⊂Φ(A).
4.b. If Φ is a monotone and inductive operator one can define transfinitely for any ordinal ξ , a new monotone and
inductive operator Φ(ξ) by⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Φ(0)(A)=A,
Φ(ξ+1)(A)=Φ(Φ(ξ)(A)),
Φ(λ)(A)=
⋃
η<λ
Φ(η)(A) if λ is limit,
then the operator Φ(∞) defined by
Φ(∞)(A)=
⋃
ξ∈On
Φ(ξ)(A)
is also monotone and inductive.
4.c. We shall say that the inductive operator Φ is a Π11 -induction (Π11 on Π11 sets in Moschovakis’ terminology) if it
transforms any family of Π11 subsets of X which is Π11 in the codes into a family of Π
1
1 subsets of X which is Π11 in
the codes, or equivalently if for any Π11 set P ⊂ ωω ×X the set{
(α, x) ∈ ωω ×X: x ∈Φ(Pα)
}
is Π11 . Similarly to 2.c one can show that a Π
1
1 -induction operator is necessarily monotone.
4.d. If Φ is a Π11 -induction then it is a simple exercise to check that for each ξ < ω
CK
1 the operator Φ
(ξ) is also a
Π11 -induction, but Moschovakis Main Theorem asserts that Φ
(∞) is a Π11 -induction too.
In particular if A is Π11 then Φ
(∞)(A) is Π11 too. Moreover for any Σ11 set B ⊂Φ(∞)(A) there exists some ξ < ωCK1
such that B ⊂Φ(ξ)(A).
4.e. Actually for practical reasons we shall deal with the following dual notion. We shall say that the operator Φ on X
is a Σ11 -derivation if the dual operator A → X \ Φ(X \ A) is a Π11 -induction. We leave to the reader to reformulate
the previous properties in the context of Σ11 -derivations.
3. Some Solovay type filters
Let F be a filter (all filters considered in the sequel are on ω).
We recall that a subset M of ω is said to be compatible with F if M ∩N = ∅ for all N ∈ F , equivalently if Mc /∈ F .
More generally we shall say that a family A of subsets of ω is compatible with F if any element M ∈ A is so.
We shall say that a subset M of ω is decided by F , or that F decides M , if either M ∈ F or Mc ∈ F . So F is an
ultrafilter if F decides any subset of ω.
For all descriptive notions we identify as usual P(ω) with 2ω via characteristic functions. In particular a filter F
is thus identified with a subset of 2ω. We recall that by such an identification a free ultrafilter does not possess any
reasonable descriptive property (measurability, Baire property, etc.). Still we have the following result which can be
extracted from [11] (see [11, Lemma in Section 1.2]).
Theorem 5 (Solovay). There exists a Π11 free filter S on ω generated by its Δ11 members, which decides any Π11 subset
of ω.
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properties of this filter are not mentioned in [11], though they can be easily checked. On the other hand we neglected
here some additional properties (being “selective”) of S which are unessential for our purposes.
The basic idea for the construction of S is to mimic the construction of an ultrafilter by transfinite induction. In
fact in most common textbooks ultrafilters are presented as a miraculous application of Zorn’s Lemma. But there is a
much more natural procedure to construct an ultrafilter U on ω: enumerate first all subsets of ω as a transfinite family
(Mξ )ξ<c and then decide step by step whether Mξ is in U or not in an optimal way by refusing to put Mξ in U only
if it is not compatible with the previous choices. To construct the filter S one follows a similar procedure; but to get
the desired descriptive properties some subtle technical restrictions have to be taken into account in the transfinite
decision procedure. These technical restrictions which are however fundamental do not have any concrete meaning
and their only justification is the control of some complexity computations; this is probably the main difficulty in
looking for classical proofs for properties (A∗) and (B∗) discussed in the introduction.
We shall prove now a generalization of Solovay’s result (to recover Theorem 5 from Theorem 6 below take for A the
Π11 family of all Π
1
1 infinite subsets of ω). The construction will again follow a transfinite procedure, but the control
of the complexity computations which arise in this case necessitate the intervention of Moschovakis results recalled
in Section 2, and for this one has to work in the codes (of sets, ordinals, etc.). As a consequence our construction will
be quite different in its spirit from the set theoretical one in [11] and closer to the more descriptive proof of Theorem 5
given in [6].
Theorem 6. Given any family A of Π11 subsets of ω which is Π11 in the codes, there exists a filter basis B ⊂ A ∩Δ11
generating a Π11 filter which decides A.
Proof. Let G⊂ ω×ω be a good parametrization for Π11 subsets of ω, fix a recursive reduction g : ω ×ω → ωω of G
to WO, and set for all n ∈ ω and ξ < ωCK1 ,
Gn =
{
p ∈ ω: (n,p) ∈G} and Gξn = {p ∈Gn: ∣∣g(n,p)∣∣ ξ}.
Then by Lemma 3 we can also fix a recursive function f : ω → ωω such that
Gn ∈ A ⇔ f (n) ∈ WO ⇔ G|f (n)|n ∈ A.
We shall define by recursion a subset Ω of the product ordinal ωCK1 × ω (ordered lexicographically). Assuming
that for (ξ, n) ∈ ωCK1 ×ω the set Ω ∩ (ξ, n) is already defined we let
(ξ, n) ∈Ω ⇔
{
(1) |f (n)| ξ,
(2) {Gξn} ∪ {Gηm; (η,m) ∈Ω ∩ (ξ, n)} is a filter basis.
We recall that “|f (n)| ξ” is a shortening for “f (n) ∈ WO and |f (n)| ξ .”
Then we set for all ξ < ωCK1 ,
Nξ :=
{
n ∈ ω: (ξ, n) ∈Ω}.
Lemma 7.
(a) For all ξ < ωCK1 the family (Nη)η<ξ is Δ11 in the codes of ordinals.
(b) The family (Nη)η<ωCK1 is Π
1
1 in the codes of ordinals.
Proof. Fix some ξ < ωCK1 and observe that the definition of the set Ω provides actually a definition of the set Nξ by
an ω-induction with (Nη)η<ξ as a parameter. More precisely for M ⊂ ω we have
M =Nξ ⇔
{∀n′ /∈M, ∃n′′ > n′, n′′ ∈M,∀n ∈M, ∃n0 < · · ·< nh = n, (3) and (4),
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⎧⎪⎨
⎪⎩
∀i  h, |f (ni)| ξ,
∀(ηj ,mj )0jk with (ξj ,mj ) ∈ ξ ×Nηj ,⋂h
i=0 G
ξ
ni ∩
⋂k
j=0 G
ηj
mj = ∅,
and
(4)
⎧⎪⎨
⎪⎩
∀i  h, ∀m ∈ ]ni−1, ni[, |f (m)|> ξ or
∃(ηj ,mj )0jk with (ηj ,mj ) ∈ ξ ×Nηj ,
G
ξ
m ∩⋂i−1l=−1 Gξnl ∩⋂kj=0 Gηjmj = ∅,
where by convention n−1 = −1 and Gξ−1 = ω.
Now if α ∈ WO is a code for ξ then condition (3) above is equivalent to
(3′)
⎧⎪⎨
⎪⎩
∀i  h, |f (ni)| |α|,
∀(qj ,mj )0jk with (qj ,mj ) ∈ dom(α)×N|αqj |, ∃p ∈ ω,
∀i  h, ∀j  k, |g(ni,p)| |α| and |g(mj ,p)| |αqj |
(for the notation αq see Section 1) and condition (4) is equivalent to
(4′)
⎧⎪⎨
⎪⎩
∀i  h, ∀m ∈ ]ni−1, ni[, |f (m)|> |α| or
[∃(qj ,mj )0jk with (qj ,mj ) ∈ dom(α)×N|αqj |, ∀p ∈ ω,
(|g(m,p)|> |α| or ∃l < i, |g(nl,p)|> |α| or ∃j  k, |g(mj ,p)|> |αqj |)].
For the rest of the proof we shall identify any subset P of ω2 to the family (Pq)q∈Q where Q⊂ ω is the projection
of P on the first factor and for all q ∈Q, Pq = {m: (q,m) ∈ P }.
Since α → |α| is a Π11 norm on WO one can easily derive from conditions (3′) and (4′) above a Π11 relation
R ⊂ ωω × P(ω)× P(ω ×ω) such that firstly
α ∈ WO and M =N|α| ⇔ R
(
α,M, (N|αq |)q∈dom(α)
)
and secondly for all α ∈ WO the relation Rα induced on P(ω)× P(ω × ω) by fixing the first coordinate α is Δ11(α).
In particular if both α and the family N˜ := (N|αq |)q∈dom(α) are Δ11 then the set N|α| which is the unique M satisfying
R(α,M, N˜) is Δ11 too.
The proof of part (a) of Lemma 7 follows then by a straightforward induction on ξ from the latter conclusion.
We now claim that
α ∈ WO ∩Δ11 and M =N|α| ⇔
⎧⎪⎨
⎪⎩
α ∈ WO ∩Δ11, ∃(Mq)q∈dom(α) ∈Δ11,
such that R(α,M, (Mq)q∈dom(α)) and
∀q ∈ dom(α), R(αq,Mq, (Mr)r<αq)
The implication from left to right follows from part (a) by taking Mq =N|αq |. For the converse implication one easily
checks by induction on the ordinal |αq | that if it exists such a family (Mq)q∈dom(α) is actually unique with necessarily
Mq =N|αq | for all q , and then by the same argument that M =N|α|.
Finally observe that the relation in (α,M) defined by the right-hand side of the previous equivalence is the Δ11 pro-
jection of a Π11 relation, hence the relation defined by the left-hand side is Π11 , which proves part (b) of Lemma 7. 
It is quite clear from the definition of Ω that for all ξ < ωCK1 the set
Bξ = {Gηn: (η,n) ∈Ω with η < ξ}
is a filter basis, and we shall denote by Gξ the filter it generates.
Lemma 8. Gξ is a Δ1 subset of P(ω).1
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A ∈ Gξ ⇔
{∃η1  · · · ηk < ξ, ∃m1, . . . ,mk,
∀i, mi ∈Nηi and
⋂k
i=1 G
ηi
mi ⊂A.
It follows then from Lemma 7(a) that Gξ is the Δ11-projection of a Δ11 set, hence Gξ is Δ11. 
Finally let
B =
⋃
ξ<ωCK1
Bξ = {Gξn: (ξ, n) ∈Ω},
which is clearly a basis for the filter
G =
⋃
ξ<ωCK1
Gξ .
Then applying Lemma 7(b) we get by the same arguments as in Lemma 8.
Lemma 9. G is a Π11 subset of P(ω).
Lemma 10. B ⊂ A ∩Δ11.
Proof. Consider Gξn ∈ B for some (ξ, n) ∈ Ω . Since g is recursive then Gξn is Δ11. Moreover since f (n) ∈ WO then
by the choice of f we have G|f (n)|n ∈ A, and since |f (n)| ξ then G|f (n)|n ⊂Gξn hence by 2.c, Gξn ∈ A. 
Lemma 11. If Gn ∈ G then there exists ξ < ωCK1 such that Gξn ∈ Gξ .
Proof. Suppose that Gn ∈ G and pick some η < ωCK1 and B ∈ Bη such that B ⊂ Gn. Then by Σ11 -boundedness we
can find some ξ  η such that B ⊂Gξn hence Gξn ∈ Gη ⊂ Gξ . 
Lemma 12. G decides A.
Proof. We shall prove the following statement:
“If Gn ∈ A then G decides Gn”
by induction on n. So fix n and assume that the statement is true for all m< n.
Suppose now that Gn ∈ A is compatible with G: we have to prove that Gn ∈ G. Since Gn ∈ A then applying
Lemma 11 we can find ξ0 <ωCK1 with the property that whenever Gm ∈ G for some m< n then Gξ0m ∈ Gξ0 . Moreover
since f (n) ∈ WO we can assume that ξ0  |f (n)|.
Consider for ξ ∈ [ξ0,ωCK1 [ the family Hξ of all Π11 sets compatible with Gξ . Since Gξ is Δ11 one easily checks
that Hξ is Π11 in the codes. Observe also that if A ∈ Hξ and A′ ∈ Π11 with A ⊂ A′ then A′ ∈ Hξ too. Now since
Gn is compatible with G then Gn ∈ Hξ , hence by 2.d, boundedness and the previous observation, we can find some
η < ωCK1 , which we may take  ξ , such that G
η
n ∈ Hξ . So:
∀ξ  ξ0, ∃η ξ, Gηn ∈ Hξ ,
and this property on (ξ, η) is clearly Π11 in the codes, hence we can find a Δ
1
1-mapping ϕ : WO ∩ Δ11 → WO ∩ Δ11
such that if |α| ξ0 then G|ϕ(α)|n is compatible with B|α|.
Fix now any Δ11-code α0 ∈ WO for ξ0; for all k ∈ ω set: ηk = |ϕ(k)(α0)| and let λ= supk ηk < ωCK1 . We shall check
that (λ,n) ∈Ω :
(1) By construction we have λ ξ0  |f (n)|.
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⋃
k∈ω G
|ηk |
n is compatible with
Gλ =⋃k∈ω Gηk . Moreover if (λ,m) ∈ Ω with m< n then Gλm, and a fortiori Gm, is in G; so by the choice of ξ0,
G
ξ0
m ∈ Gξ0 ⊂ Gλ. Hence {Gλn} ∪ {Gηm; (η,m) ∈Ω(λ,n)} is a filter basis.
This proves that (λ,n) ∈Ω ; so Gλn ∈ B and it follows that Gn ∈ G. 
This finishes the proof of Theorem 6. 
Theorem 13. Given any Σ11 filter F on ω there exists a Π11 filter G satisfying:
(1) G is generated by its Δ11 members.
(2) G ⊃Π11 ∩ F .
(3) G is compatible with F .
(4) G decides any Π11 subset which is compatible with F .
(5) If M1, . . . ,Mk are Π11 subsets such that
⋃k
i=1 Mi ∈ G then some Mi ∈ G.
(6) If M1, . . . ,Mk are Π11 subsets such that Mi /∈ G for all i then
⋂k
i=1 Mci is compatible with F .
Proof. Let A be the set of all Π11 subsets of ω which are compatible with F . Since F is Σ11 one easily checks that
the family A is Π11 in the codes; so let G be the Π11 filter given by Theorem 6. Then by construction G satisfies (1),
(3) and (4).
If M ∈Π11 ∩ F then by (4) M is decided by G. But since M ∈ F then Mc is not compatible with F . Hence by (3)
Mc /∈ G and so necessarily M ∈ G. This proves (2).
We now prove (5) by induction on k. For k = 1 property (5) is trivial. So suppose that this property holds for k and
consider M =⋃k+1i=1 Mi ∈ G with Mi ∈Π11 for all i  k+1. By (3) M is compatible with F ; consequently there exists
some j  k + 1 such that Mj is compatible with F , and without loss of generality we may suppose that j = k + 1.
We now distinguish two cases:
– If Mk+1 ∈ G then we are done.
– If not then, since Mk+1 is compatible with F , by (4) we necessarily have Mck+1 ∈ G hence M ∩ Mck+1 ∈ G too;
and since M ∩Mck+1 ⊂M ′ =
⋃k
i=1 Mi then M ′ ∈ G and the conclusion follows from the induction hypothesis.
Finally to prove (6) observe that if Mi /∈ G for all i then, by (5) M =⋃ki=1 Mi is not in G, and since M is Π11 then
by (2) M /∈ F hence Mc =⋂ki=1 Mci is compatible with F . 
4. Main result
Theorem 14. Let K be pointwise compact set of Borel functions on a recursively presented Polish space X. Consider
in K an element f and a sequence (fn)n∈ω both Δ11(α) for some parameter α ∈ ωω, and suppose that for any ε > 0
and any finite family (Aj )1jk of nonempty Σ11 (α) subsets of X the set of integers:
N
[
ε, (A1, . . . ,Ak)
] := {n: ∀j ∈ [1, k], ∃xj ∈Aj , ∣∣fn(xj )− f (xj )∣∣< ε}
is infinite.
Then there exists an infinite Δ11(α) set M ⊂ ω such that the subsequence (fn)n∈M converges pointwise to f .
Proof. For simplicity we shall suppose that α = 0. Observe first that the family of all sets of the form N [ε, (A1, . . . ,
Ak)] ∩ [m,∞[ generates a filter F on ω which is clearly Σ11 , and fix a Π11 filter G satisfying the conclusion of
Theorem 13. Notice that since G is compatible with F then any set M ∈ G is necessarily infinite.
Let ξ denote the supremum of the Borel ranks of all the functions fn and f . We can fix a countable family (Vj )j∈ω
of Borel subsets of X, of Borel rank ξ , which form a basis of clopen sets for a Polish topology τ on X relatively to
which all the functions fn as well as f are continuous. Since (fn)n∈ω and f are Δ1 then ξ < ωCK and we can impose1 1
G. Debs / J. Math. Anal. Appl. 350 (2009) 731–744 741on the family (Vj )j∈ω to be Δ11. We shall admit this last observation which can be proved either by induction on ξ ,
or simply by observing that the classical construction of such a family (Vj )j∈ω can be achieved in the structure Lξ .
Finally we fix a complete metric d  1 on X compatible with the topology τ , and again we shall admit that since the
basis (Vj )j∈ω is Δ11 then d can be assumed to be Δ11 too.
We define now for any ε > 0 an operator Dε : P(X)→ P(X) on X by setting
x ∈Dε(A) ⇔
{
x ∈A and ∀V τ -neigbourhood of x,
{n: supV∩A |fn − f | ε} /∈ G.
Lemma 15. Dε is a Σ11 -derivation on X.
Proof. It is clear that Dε is a monotone operator on X and Dε(A)⊂A. Moreover since the filter G is generated by its
Δ11 elements then given any set Q⊂ ωω ×X we have for (α, x) ∈ ωω ×X,
x /∈Dε(Qα) ⇔
⎧⎨
⎩
(α, x) /∈Q or{∃j ∈ ω, ∃M ∈ G ∩Δ11, x ∈ Vj , ∀y ∈ Vj ,
∀n ∈M, ((α, y) /∈Q or |fn(y)− f (y)| ε).
Hence, by Δ11 projection, if Q is Σ11 then the relation in (α, x) above is Π11 . This proves that Dε is a Σ11 -derivation. 
Consider then the Σ11 -derivation D
∞
ε (see Section 4).
Lemma 16. D∞ε (X)= ∅.
Proof. Suppose that for some ε > 0 the set Y := D∞ε (X) is nonempty. Recall that by Moschovakis Theorem 4.d the
set Y is Σ11 . Also since for any τ -closed set A the derivative Dε(A) is also τ -closed, then Y is τ -closed.
To get a contradiction we shall construct a family (Ws)s∈2<ω of subsets of Y and an increasing sequence (nk)k∈ω
of integers satisfying:
(1) Ws is a nonempty Σ11 subset of Y which is relatively τ -clopen in Y and of d-diameter  2−|s|.
(2) If |s| = k then⎧⎪⎨
⎪⎩
Ws〈0〉 ⊂
{
x ∈Ws :
∣∣fnk (x)− f (x)∣∣< ε2
}
,
Ws〈1〉 ⊂
{
x ∈Ws :
∣∣fnk (x)− f (x)∣∣> ε}.
That such a construction violates the compactness assumption on K is a basic classical fact (see [10]) that we shall
admit.
The construction is by induction on k = |s|. For k = 0 take W∅ = Y which satisfies (1) and set by convention
n−1 = −1. Now assuming that (Ws)s∈2k and nk−1 are already defined consider for all s ∈ 2k set
Ms :=
{
n: sup
Ws
|fn − f | ε
}
.
Then each Ms is clearly Π11 , and since Dε(Y ) = Y and Ws is τ -open in Y then Ms /∈ G. Hence by clause (6) of
Theorem 13 the set L = [⋃s∈2k Ms]c = ⋂s∈2k Mcs is compatible with F and in particular L meets the set N =
N
ε
2 [(Ws)s∈2k ] ∩ ]nk−1,∞[.
Now pick any m ∈ L ∩ N : it follows from the very definition of L and N that we can find two families (as)s∈2k
and (bs)s∈2k such that as, bs ∈Ws , |fm(as)− f (as)|> ε and |fm(bs)− f (bs)|< ε2 . By the τ -continuity of fm and f
we can find for each s ∈ 2k two τ -clopen neighborhoods Vis and Vjs of as and bs , of d-diameter  2−|s|−1 and such
that ⎧⎨
⎩
∀x ∈Ws ∩ Vis ,
∣∣fm(x)− f (x)∣∣< ε2 ,
∀x ∈W ∩ V , ∣∣f (x)− f (x)∣∣> ε.s js m
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satisfied. 
Now fix ε > 0 and set for any ordinal η: Yη = Dηε (X) and Zη = Yη \ Yη+1 = Yη \Dε(Yη). Then by Lemma 16 we
can find some ξ such that Y ξ+1 = ∅, hence X =⋃η<ξ Zη. On the other hand from the definition of Dε each Zη can
be covered by sets of the form Vj ∩Zη with j such that the set {n: supVj∩Yη |fn − f | ε} is in G so containing some
Δ11 set in G. It follows from these observations that
∀ε > 0, ∀x ∈X, ∃M ∈ G ∩Δ11, ∀n ∈M,
∣∣fn(x)− f (x)∣∣ ε.
Since the relation “∀n ∈ M , |fn(x)− f (x)| ε” in (ε, x,M) is Δ11 then by Δ11 selection we can find a Δ11 sequence
(Mj )j∈ω of Δ11 sets in G such that
∀ε > 0, ∀x ∈X, ∃j ∈ ω, ∀n ∈Mj,
∣∣fn(x)− f (x)∣∣ ε,
and if M is any Δ11 diagonalization of such a sequence (Mj )j∈ω then clearly f (x)= limn∈M fn(x) for all x ∈X. 
Corollary 17. Let K be pointwise compact set of Borel functions on a recursively presented Polish space. Consider
in K an element f and a sequence (fn)n∈ω both Δ11(α) for some parameter α ∈ ωω. If f is a cluster point of (fn)n∈ω
then f is the pointwise limit of some Δ11(α) converging subsequence.
Proof. Without loss of generality we may assume that f = fn for all n, so that f is then an accumulation point of the
sequence (fn)n∈ω . Hence for any finite family (Aj )1jk of nonempty subsets of X if we fix for all i some ai ∈ Ai
then (with the notations of Theorem 14) for all ε > 0, N [ε, (A1, . . . ,Ak)] ⊃ N [ε, ({a1}, . . . , {ak})] and this latter set
is infinite by the assumption on f . The conclusion follows then from Theorem 14. 
5. Analytic codings for compact sets of Borel functions
The idea of coding compact sets of Borel functions by “nice” Polish spaces is due to Dodos and appears first in [5].
This coding, which can be formulated in totally classical terms, captures the full effective content of the statement (A∗)
and revealed to be very efficient. The reader can find interesting examples of applications in [1,5,7].
We shall describe now this coding but for more clarity we shall introduce the basic concepts in a general setting.
Let us first fix some notations. We denote by P∞(ω) the set of all infinite subsets of ω; this is clearly a Π02 subset
of P(ω)≈ 2ω hence a Polish space.
For practical reasons we shall use boldface symbols such as a to denote a sequence k → ak in some set E; then
for any M ∈ P∞(ω) we shall denote by aM the subsequence of a induced by M , that is, the sequence k → amk
where k →mk is the increasing enumeration of M . As usual when there is no possible ambiguity we shall sometimes
identify the sequence a with its range {ak: k ∈ ω}, though we do not impose on sequences to be one-to-one. For
example if E is a topological space, we shall say that the sequence a is dense, relatively compact, etc., whenever the
set {ak: k ∈ ω} is so.
Given any sequence a in a topological space E we shall consider the set:
L(a)= {M ∈ P∞(ω): aM converges in E}
and for any M ∈ L(a) we shall denote simply by lim aM the limit of the converging sequence aM .
Definition 18. Let a be a sequence in the topological space E. We shall say that a set M ⊂ P(ω) is a coding for
A⊂E relatively to the sequence a, or simply an a-coding for A, if M ⊂ L(a) and moreover:
A= {lim aM : M ∈ M}.
In this case the canonical mapping Φ : M → A defined by Φ(M) = lim aM is then a surjection, and we shall refer
to Φ as the coding mapping induced by M.
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rich enough, which is the case in compact spaces of Borel functions. Also one can roughly think to the sequence a
as being in some sense dense in A. Observe however that we do not require that a takes its values in A, and this will
actually not be the case in the main application.
(b) The notion of coding we introduce here diverges slightly from the one in [5] where the author focuses on
accumulation points rather than cluster points. Such a restriction is irrelevant in our context. The only (harmless)
constraint of our definition is that an isolated element of A, if any, should necessarily occur infinitely many times in
the sequence a.
We resume now the discussion started in the introduction. So let again K be a compact set of Borel functions on
a Polish space X. Assume first that K is separable and fix a dense sequence f in K . Then the Bourgain–Fremlin–
Talagrand Theorem (statement (B) of the introduction) can be reformulated by saying simply that the set L(f) is an
f-coding for K ; and by a straightforward computation one easily checks that the set L(f) is Π11. But combining (B)
with a “parametrized” reformulation of (A∗) (see [4, Theorem 2]) one gets
Theorem 20 (Dodos). A separable compact space of Borel functions admits a Σ11 coding relatively to any dense
sequence.
In their recent study on Banach spaces not containing 1 in [2] the authors were led to consider compact spaces of
Borel functions which are not necessarily separable but still admit Σ11 codings relatively to some sequences. We now
state in this more general frame some consequences of (A∗).
To lighten the statements let us say that f = (fk)k∈ω is a relatively compact sequence of Borel functions on the
space X whenever the set {fk: k ∈ ω} is contained in some compact set of Borel functions on X, or equivalently when
any cluster point of f is a Borel function.
Observe that in next result the assumptions on f and g are not identical. In particular we do not impose on f to be
relatively compact.
Theorem 21. Let f be a sequence of Borel functions on X and K be a compact space of Borel functions on X which
admits a Σ11 f-coding M. Let g be a relatively compact sequence of Borel functions on X such that any f ∈ K is of
the form f = lim gN for some N ∈ L(g).
Then there exists a Δ11 mapping ψ : M → L(g) such that lim fM = lim gψ(M) for all M ∈ M; in particular ψ(M)
is a Σ11 g-coding for K .
Proof. Fix some real α ∈ ωω such that Polish space X is Δ01(α) presentable and both sequences f and g are Δ11(α),
and let H be some compact space of Borel functions containing {gk: k ∈ ω}. For any M ∈ M the function f = lim fM
is Δ11(α,M) and by assumption f is a cluster point for the Δ
1
1(α) sequence g. Hence applying Corollary 17 in H to
the element f and the sequence g we have
∀M ∈ M, ∃N ∈ L(g)∩Δ11(α,M), fM = lim gN,
and since the set L(g) is Π11 (α) and the (M,N) relation “fM = lim gN ” is Δ11(α) then by Δ11(α,M) selection we get
a Δ11(α) mapping ψ : M → L(g) such that lim fM = lim gψ(M) for all M ∈ M. 
Corollary 22. Let K be a compact space of Borel functions. If K admits a Σ11 coding relatively to some relatively
compact sequence then K admits a Σ11 coding relatively to any relatively compact sequence.
Remark 23. In [1] Argyros, Dodos and Kanellopoulos consider actually the more specific situation where K is a (non
necessarily separable) closed subset of a separable compact space H of Borel functions. In this context they introduce
a notion which can be rephrased in our terminology as follows: the set K is said to be analytic (implicitly in H ) if
it admits a Σ11 f-coding relatively to some sequence f dense in H (observe that such a sequence f is automatically
relatively compact). In fact this notion is introduced in [1] for compact sets of Borel functions of the first class but, up
to a change of topology of the Polish space X, one can reduce the case of arbitrary Borel functions to this particular
case. In this same paper the authors point out that (for a given H ) the analyticity condition on K depends a priori on
744 G. Debs / J. Math. Anal. Appl. 350 (2009) 731–744the particular dense sequence f and they ask (Problem 1 at the end of Section 5) whether this condition is still realized
if f is replaced by another sequence g dense in H . In fact Corollary 22 ensures that this is indeed the case even if f is
replaced by any other relatively compact sequence g (not necessarily dense in H ). Hence being analytic is an absolute
notion and does not depend neither on the particular embedding in the separable compact space H nor on the choice
of the dense sequence f in H .
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