Introduction and discussion of the results
For the numerical computation of isolated eigenvalues of ordinary differential operators with singular boundary behaviour it is desirable to know that the Singular problem is well approximated by regul r problems, where the eigenvalues may be calculated with arbitrary accuracy. In mathematical terms this means that to a given singular operator A on an interval (a,b) ( -oo ^a< b^oo) there should exist a sequence of regul r operators A n on subintervals (a", b n ) such that the isolated eigenvalues of A are exactly the limits of sequences of eigenvalues of the A n s n -» oo, i.e. λ is an eigenvalue of A if and only if λ is the limit for n -> oo of a sequence (λ η ) of eigenvalues of A n .
In the case of Sturm-Liouville differential expressions τ on (a, b) this question was treated in [1] , where rather complete answers were given for all self-adjoint realizations A of τ in the following situations: (i) τ is limit circle (I.e.) at a and b,
(ii) τ is semibounded from below and limit point (Lp.) for at least one end point; in this case only isolated eigenvalues below the essential spectrum are treated.
The question of approximating eigenvalues of Sturm-Liouville operators in gaps of the essential spectrum, s well s the study of the corresponding problems for Dirac Systems, was left open. This exactly is the goal of the present note, where Sturm-Liouville expressions and Dirac Systems will be treated simultaneously; notice that the discussion of the Situation (i) of [1] carries over to Dirac Systems without any changes. In the following we use the notation of [5] .
In this paper let τ be either a Sturm-Liouville expression or a (generalized) Zh'rac System on an interval / = (a, i), where in the first case -, #, r are real valued functions, which are P locally integrable on /, while in the second case q and r are 2 χ 2-matrix-valued, real, symmetric, and locally integrable in (0,6), r(x) is positive definite a.e.; in the original Dirac System (which occurs in the study of the Dirac equation with spherically Symmetrie poten-
Our two main theorems to be stated below will concern the two cases where τ is -I.e. at a, Lp. at b,
-Lp. at a and b.
Of course the case "Lp. at a and I.e. at 6" is completely analogous to the first case.
In the first case every self-adjoint realization A of τ in L 2 (/; r) is given by
where weD(T)\D(T 0 ) is real, T and Γ 0 denoting the maximal and minimal operators corresponding to τ on /, and [v]* denotes the Lagrange brackets Given any sequence of intervals I n = (a", 6J with (α π , Α π ] c= (a, 6), a n -> a, 6 n -> b (possibly a n = a for all n) it is our aim to find self-adjoint realizations A n of τ in L 2 (I n \ r) such that the eigenvalues of A in / are exactly the limits of eigenvalues of A n which lie in J. Our first main result is the following Note that v with the properties required in Theorem l exists for every λ e Κ\σ β (Α)\ therefore every λ e / may be used in order to pose the boundary conditions at b n .
In the second case, when τ is Lp. at both end points, then A = T -T 0 is the only selfadjoint realization. Given any sequence of approximating intervals I n = (a", b n ) with [a n , bj c (a, b\ a n -> a, b n -> b we have Then the same condusion s in Theorem l holds.
The proofs of Theorem l and Theorem 2 will be given in Section 3.
From the viewpoint of numerical computations Theorems l and 2 may be not satisfactory, because a priori knowledge of L 2 -solutions of (τ -λ) ν = 0 is needed. For this reason the following Corollary, which follows easily by modifying the proof of Theorem l , is of interest: 
[ This is of particular interest for the computation of eigenvalues in the non-oscillatory region, e.g.:
1. τ/= -/" -f qfon (a, oo), τ I.e. at a, q(x) -> 0 s x -*· +00. The essential spectrum is [0, oo). With τ = τ -q, i.e. q = -q we see that for the approximation of negative eigen-values the boundary conditions at b n may be posed by means of v(x) = exp( -]/ -λχ) with any λ < 0:
The surprising result is, that this boundary condition is independent of n; the factor J/v aries in (0, oo) (negative factors are not allowed, s one can easily see). In the limit for λ -> -oo we get the Dirichlet boundary conditions f(b n ) = 0 (of course this observation does not prove that the Dirichlet condition can be used for the approximation of eigenvalues below the essential spectrum; but this we know already from [1] ; on the other hand we do not know if the Neumann condition f'(b n ) = 0, the limit for λ -» 0, may be used).
If we have only lim sup \q(x)\ -^ c, then the essential spectrum is certainly contained
x-+ oo in [ -c, oo) and we may choose any λ< -2c in the above considerations in order to approximate the eigenvalues below -c.
2-
The essential spectrum is (-oo, -m] u [m, oo). Again with τ = τ -q we see that the eigenvalues in ( -m, m) may be approximated by using the boundary conditions at b n , corresponding to the choice
As above these boundary conditions are independent of n. The factor [/ m -λ (0, oo). The boundary conditions fi(b") = 0 resp. f 2 (b n ) = 0 appear s limit cases for λ -* ± m. We do not know for either of them, if it can be used for the approximation of eigenvalues in (-m, m). It is interesting to compare this result with "practicable" ways of choosing the boundary condition at the I.e. end point a. It is known that all possible boundary conditions in (1.1) are found when w is chosen to be a non-trivial real solution of (τ -μ) w = 0 for an arbitrary μ E IR.lt is easily seen that the same holds if w is replaced by a solution of (f -μ) w = 0, if (f -τ)/ = 4/with ξ bounded near a. Results similar to Corollary 3 and the above remarks hold in the Situation described by Theorem 2.
The general new feature appearing in the approximation of eigenvalues in gaps of the essential spectrum is that the boundary conditions can, in general, no longer be chosen independent of the approximating intervals. This is in contrast to the results of [1] , where it was shown that in order to approximate the eigenvalues of Sturm-Liouville operators below the essential spectrum always Dirichlet boundary conditions can be used near Lp. end points. Now it turns out that in non-trivial gaps of Sturm-Liouville operators (i.e. gaps above the minimum of the essential spectrum) boundary conditions have to oscillate in the same way s eigensolutions (corresponding to eigenvalues in the same gap) are oscillating.
If nevertheless Dirichlet boundary conditions are used and [a, /?] c: R\a e ( ) is such that σ (A) has infinitely many points below a, then infinitely many eigenvalue branches of the approximating operators will come down through [oc,/J] in order to "fill up" the (essential) spectrum of the limit operator below [a, /?]. A closer look to this Situation shows the appearence of a "trapping-and cascading"-phenomenon, where eigenvalue branches of the approximating operators stay near an eigenvalue of the limit operator "for a long time" and then "jump" down to the next lower eigenvalue, and so on. This point is discussed in detail in Section 4 for mainly two reasons: first, it yields a better understanding of our main results. Second, trapping and cascading seems to be a quite common picture for eigenvalue branches. It was also detected in the large coupling limit for a compactly supported perturbation of a 1-dimensional Schr dinger operator, see [3] where the term "trapping and cascading" is taken from.
Related aspects can also be found in the work of Deift and Hempel [2] . It would be of interest to understand more about the general reasons of such phenomena.
Generalized strong convergence
For later use we introduce the notion of generalized strong convergence of selfadjoint operators. Let K be a Hubert space, A and A n (ne /V) self-adjoint operators in subspaces H and H n , resp., P and P n the orthogonal projections in K onto H and H n . We say that the sequence (A n ) converges to A in the sense of generalized strong convergence (gsc), if for some z e C \R
Part (a) of the following theorem implies that (*) holds for every ze C\R if it holds for some ze C\K.
For every bounded Borel measurable function u: R -> C we define the operator
where u (H} (-) is the usual function of a self-adjoint operator in H. Obviously we have
We use the corresponding definitions for A n with P n instead of P. 
Proof of Theorems l and 2
Before going into the proof of Theorem l, we note that A n is a well defined selfadjoint operator for large w, since the boundary condition In addition to the operators A n we now look at the self-adjoint realizations A' n of τ in L 2 (I' n \ r) with I' n = (a n , b) and Let P n and P w ' be the orthogonal projections in L 2 (/;r) onto L 2 (/";r) and respectively. We apply the results of the preceding section to A n and A' n with 
the isolated eigenvalues of A are exactly the limits of eigenvalues of A' n which He in IK\a e (A)\ the corresponding (\-dimensional) eigenprojections converge in norm.
Proof. The special form of the boundary condition at b n is not relevant for this result, actually any self-adjoint boundary condition could be posed at b". 
E An (J) ^-+ E A (J).
In part (ii) we shall prove dimE An (J) <Ξ dimE Ait (J) for large n .
Then we have
From this it follows that in every small neighbourhood of an eigenvalue λ e / of A there is, for large enough n, at most one, and therefore exactly one simple eigenvalue λ η of A n , i.e. λ η -» λ and
This implies the norm convergence of the eigenprojections.
(ii) Take n fixed; let A 1? ...,A fe be the eigenvalues of A n in /, and φ 1? ...,<p fc the corresponding normalized eigenfunctions. We construct a >dimensional subspace M of ;) such that for y »= -(a + j8) it is easy to see that A n converges to A in the sense of gsc. In analogy to the above proof it suffices to show dim E An (/) ^ dim E A (/) .
Together with Ε Αη (λ) --» E A (λ) for λ not an eigenvalue of A this implies the result.
If λ ΐ9 ...,λ κ are the eigenvalues of A n in /, and φ 1 ,...,φ 1ί the corresponding normalized eigenfunctions, then it is sufficient to give a >dimensional subspace M of
In this case we choose M to be the span of the k linearly independent functions
where c j and dj are such that \pj (and in the Sturm-Liouville case pipj) are continuous at a n and 6". The rest of the proof is almost the same s above and therefore may be neglected. D 
