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Abstract
A general theory of partial balayage on Riemannian manifolds is
developed, with emphasis on compact manifolds. Partial balayage is
an operation of sweeping measures, or charge distributions, to a pre-
scribed density, and it is closely related to (construction of) quadrature
domains for subharmonic functions, growth processes such as Lapla-
cian growth and to weighted equilibrium distributions.
Several examples are given in the paper, as well as some specific
results. For instance, it is proved that, in two dimensions, harmonic
and geodesic balls are the same if and only if the Gaussian curvature
of the manifold is constant.
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1 Introduction
Balayage, in its classical meaning, is a potential theoretic tool for sweeping
measures out of a given domain, where they initially are located, in such
a way that the external potentials do not change. This means that, after
sweeping, the measures have to sit on the boundary of the domain. The idea
goes back at least to C.F. Gauss (see [12] for some history) and is inspired
by considerations in electrostatics.
Partial balayage is a generalization of this classical balayage, and amounts
to incomplete sweeping, to a prescribed density which then will be attained
only in an a priori unknown set. Outside this set the potentials are required
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to remain unchanged. The first treatments, known to us, of ideas in such a
direction are papers and books in geophysics by D. Zidarov and collabora-
tors of him. See [52], where the terminology “partial gravi-equivalent mass
scattering” is used.
Subsequent developments include methods for constructing quadrature
domains by M. Sakai [41–43], construction of weak solutions to moving
boundary problems for Hele-Shaw flow (in a pure form nowadays often re-
ferred to as Laplacian growth) [13,23] and, later on, game theoretic aspects,
“toppling”, internal diffusion limited aggregation (IDLA) [11,34], etc. There
are close connections to weighted equilibrium distributions [40], this theory
being in fact essentially equivalent to partial balayage. Most of the above
mentioned developments were initiated independently of each other, and of
Zidarov’s work.
Partial balayage has so far mainly been considered in Euclidean space,
but it is natural, and important for applications, to extend the theory to Rie-
mannian manifolds. The main purpose of this article is to lay the ground for
such generalizations. We will concentrate on compact manifolds, for which
there are some initial difficulties caused by the fact that only (signed) mea-
sures of zero net mass can have globally defined potentials. The resolution
of such difficulties, on the other hand, sheds light also on the theory in the
Euclidean case.
Besides development of a general theory we obtain some specific results
and give a number of examples. One specific result is that, in the case of
two dimensions, harmonic balls (defined in terms of mean-value properties of
harmonic functions) are the same as geodesic balls if and only if the Gaus-
sian curvature of the manifold is constant. In the case of defining partial
balayage in bounded regions of Euclidean space by using Dirichlet bound-
ary conditions, we also obtain decisive estimates of much mass goes to the
boundary.
The paper is organized as follows. In Section 2 we explain some neces-
sary background material in Hodge theory and potential theory. Section 3
introduces partial balayage on compact Riemannian manifolds by using the
the physically intuitive idea of energy minimization, first directly in terms of
the charge distributions involved (Definitions 3.1) and then in terms of the
potential u of the difference between the final and initial charge distribution
(Definition 3.2). Partial balayage eventually boils down to a free boundary
problem, of obstacle type, for this potential u.
Section 4 contains several equivalent descriptions of partial balayage, for
example in terms of a quite useful complementarity system, and all this
ends up with the final definition of partial balayage in terms of an obstacle
problem, in Section 5 (Definition 5.2). This definition is made as general as
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possible, but still some assumptions on the charge distributions are needed
in order that the balayage shall exist.
In Section 6 we show that the result of partial balayage satisfies natural
bounds and has the expected structure, under some rather mild conditions.
These are on the other hand are necessary, as examples in Section 12 will
show. Most of the material in these first six sections is well-known in the
Euclidean case, but the Riemannian manifold setting requires some novel
issues to be handled.
The relation between partial balayage and weighted equilibrium distri-
butions, subharmonic quadrature domains and Laplacian growth processes
are briefly explained in Sections 7, 8 and 9, respectively. Related to this we
show in Section 10 the previously mentioned result on geodesic and harmonic
balls.
Partial balayage on non-compact Riemannian manifolds is discussed in
Section 11. For manifolds with boundary one has to choose which type of
boundary conditions to work with, and there are several possibilities in this
respect. In the case of Dirichlet boundary conditions some of the swept mass
will go to the boundary and there arises the question, in case one exhausts
for example Rn with a sequence of bounded regions, whether this excess mass
will eventually be swallowed by the larger regions or whether it be lost in the
limit. This question will be settled in Section 14, and it turns out that the
answer depends on the dimension: in dimension n ≥ 3 mass may be lost in
the limit, as is shown by examples, while in dimension n = 1, 2 we show by
estimates (Theorem 14.1) that all mass will be caught in the limit.
Section 12 contains some relatively elementary examples, with the pur-
pose of illustrating the general theory, and Section 13 discusses certain sym-
metric compact manifolds obtained by doubling a manifold with boundary.
The paper builds on, and is inspired by, many previous papers and
books in the area, for example (with an incomplete list, and partly repeat-
ing from the beginning of the introduction) D. Zidarov [52], M. Sakai [42],
A. Varchenko, P. Etingof [50], H.S. Shapiro [47], E. Saff, V. Totik [40],
H. Hedenmalm, S. Shimorin, N. Makarov [29, 31], T. Sjo¨din, S. Gardiner
[19, 20, 48], L. Levine, Y. Peres [34], F. Balogh, J. Harnad [2].
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1.1 Notations and conventions
• B(a, R) = {x ∈ Rn : |x− a| < R}, BR = B(0, R).
• Sn−1 = ∂B(0, 1) ⊂ Rn.
• ∗ω: the Hodge star acting on a differential form ω.
• voln = ∗1: the volume form on an n-dimensional Riemannian manifold.
• δ = (−1)n(p+1)+1∗d∗: the coexterior derivative (d is the exterior deriva-
tive).
• L
v
: Lie derivative by a vector field v.
• i(v)ω: interior derivation (contraction) of a differential form ω by a
vector field v .
• ∆ = −(δd + dδ): the Hodge Laplacian, with sign chosen so that it
agrees with the ordinary Laplacian in the Euclidean case. When u is a
function we usually work with the n-form d ∗ du = (∆u) voln instead.
• δa: Dirac current (point charge) at a point a, considered as an n-form.
• m(ω): normalized total mass of a differential form ω,
m(ω) =
1
vol(M)
ˆ
M
ω.
• m(ϕ): normalized total mass of the form ϕ voln for a function ϕ,
m(ϕ) = m(ϕ voln) =
1
vol(M)
ˆ
M
ϕ voln.
• Uµ: the Newtonian potential of a (signed) measure µ in Rn, normalized
so that −∆Uµ = µ and vanishing at infinity (when n ≥ 3; logarithmic
behaviour when n = 2).
• Gω: the Green’s potential of a charge distribution ω on a compact
manifold, satisfying −d ∗ dGω = ω − m(ω)voln and normalized by´
Gω voln = 0.
• G(a, b) = Gδa(b): Green’s kernel on a compact manifold.
• gM(x, a): Dirichlet Green’s function on a manifold M with boundary.
Defined by −d ∗ dgM(·, a) = δa in M , gM(·, a) = 0 on ∂M .
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• E(ω1, ω2) =
´
dGω1 ∧ ∗dGω2 = ´ Gω1 ∧ ω2: mutual energy.
• E(ω) = E(ω, ω).
• charge distribution = signed n-form current = signed measure consid-
ered as an n-form (on a manifold of dimension n).
• potential = function (defined a.e.) which locally is the difference be-
tween two subharmonic functions = δ-subharmonic function = function
u for which d ∗ du is a charge distribution.
• Bal(σ, λ): partial balayage of a measure or charge distribution σ to-
wards λ (see Definitions 3.1, 3.2 and 5.2).
• W 1,2(M), W−1,2(M)n, L2(M)p, etc.: Sobolev and Lebesgue spaces (of
functions, n-forms, p-forms, etc.), see Section 2.1.
2 Hodge theory and potential theory
2.1 Currents of finite energy
We shall recall a few concepts from Hodge theory and potential theory. For
more details and general notational conventions we refer to [1,3,12,16,32,36,
51]. We shall also enter into the terminology of currents (differential forms
with distributional coefficients), see [10, 15] on this matter.
We assume that M is a compact (closed) oriented Riemannian manifold
of dimension n ≥ 1. The coexterior derivative δ is defined on p-forms by
δ = (−1)n(p+1)+1 ∗ d∗ ,
where the star is the Hodge star, transforming p-forms to complementary
(n− p)-forms. Thus δ takes p-forms to (p− 1)-forms. The Hodge Laplacian
is the positive operator
−∆ = δd+ dδ.
A p-form ω is harmonic if ∆ω = 0, and on a compact manifold this is
equivalent to that the two equations dω = 0 = δω hold.
The natural inner product on the space of p-forms is
(α, β)p =
ˆ
M
α ∧ ∗β. (2.1)
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We denote by L2(M)p the Hilbert space of p-forms with (ω, ω)p < ∞ and
inner product (2.1). The Hodge theorem [51] says that any ω ∈ L2(M)p has
an orthogonal decomposition
ω = η + dα+ δβ, (2.2)
where η is a harmonic p-form, α is a coexact (p− 1)-form, and β is an exact
(p+ 1)-form. In (2.2), the forms α and β are not uniquely determined, only
dα, δβ, and η are. The decomposition can however be made more precise as
ω = η + dδτ + δdτ = η −∆τ, (2.3)
where the p-form τ becomes unique on requiring that it shall be orthogonal
to all harmonic forms. For this choice of τ we write
τ = G(ω), (2.4)
with G interpreted as the “Green’s operator” for solving the Poisson equation
−∆τ = ω−H(ω). Here H denotes the orthogonal projection onto the space
of harmonic forms (i.e. H(ω) = η in (2.3)).
The only harmonic functions onM are the constant functions, and hence
the only global harmonic n-forms are the constant multiples of the volume
form voln = ∗1. If ω is any n-form, its Hodge decomposition therefore is of
the form ω = t voln − ∆(ψ voln) for some t ∈ R and some function ψ. We
have ∆(ψ voln) = (∆ψ)voln = d ∗ dψ, so this becomes
ω = t voln − d ∗ dψ, (2.5)
where
t = m(ω) :=
1
vol(M)
ˆ
M
ω. (2.6)
The function ψ becomes uniquely determined on requiring that τ = ψ voln
shall be orthogonal to all harmonic n-forms, which means that
ˆ
M
ψ voln = 0. (2.7)
With the normalization (2.7) of ψ we have, in terms of the Green’s oper-
ator above,
G(ω) = ψ voln.
In the right member here only the function ψ carries any information, and
we single it out by writing the same relation also as
ψ = Gω. (2.8)
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Thus G(ω) = Gωvoln in general. We interpret the function Gω as a Green’s
potential of ω, for which
−d ∗ dGω = ω − t voln, (2.9)
where t = m(ω) and the term t voln = H(ω) shall be interpreted as an auto-
matic compensating background field balancing the right hand side to zero
net mass. In ordinary potential theory one asks Green’s potentials to vanish
on the boundary (or at “infinity”), but here there is no boundary, so our
normalization will just be the one in (2.7), i.e.
ˆ
M
Gω voln = 0. (2.10)
With (2.9), (2.10), Gω is uniquely determined by ω. However, ω is not
uniquely determined by Gω. In fact, since we can always rewrite (2.9) as
−d ∗ dGω = ω + s voln − (t+ s) voln
we have
Gω+s vol
n
= Gω (2.11)
for any s ∈ R. As a particular case, we notice that Gvoln = 0.
In our applications, the inner product (f, f)1, with f a 1-form, will have
the interpretation of being the energy of f as a field (like an electric field),
or of the n-form d ∗ f as a charge distribution. For a function (“potential”)
u we consider the Dirichlet integral (du, du)1 to be its energy. Thus constant
functions have no energy. Similarly, for n-forms (“charge distributions”) we
consider voln to have no energy, and the energy of ω in (2.5) is then defined to
be the energy (dGω, dGω)1 of its Green’s potential G
ω. For the corresponding
quadratic form, E(ω1, ω2) = (dGω1 , dGω2)1, we get, after a partial integration
and on using (2.9), (2.10),
E(ω1, ω2) =
ˆ
M
dGω1 ∧ ∗dGω2 =
ˆ
M
Gω1 ∧ ω2. (2.12)
We shall write also E(ω) = E(ω, ω), and note that E(ω) ≥ 0, with equality
holding if and only if ω is a constant multiple of voln.
The function theoretic interpretations of forms having finite energy can
be expressed in terms of their belonging to appropriate Sobolev classes. See
for example [45] for careful discussions of Sobolev spaces on Riemannian
manifolds. Specifically, the meaning of u, or du, having finite energy is
that u belongs to the Sobolev space W 1,2(M), and an n-form current having
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finite energy means that it is in W−1,2(M). Thus Gω ∈ W 1,2(M) when
ω ∈ W−1,2(M).
In some integrals which will come up, the integrand will be a product
between two currents, which in general is not well-defined. However, these
currents will in our cases usually belong to two Sobolev spaces which are
dual to each other, to the effect that the integral will have the interpretation
of representing the duality pairing. And when the integral in addition has
a measure theoretic interpretation, the two meanings of the integral will in
general agree. See [5] for some clarification of such matters.
The usual formulas for partial integration (like Stokes’ theorem) always
hold with appropriate interpretations, essentially as a consequence of the def-
inition of derivatives in the sense of distributions, or currents. For example,
if f is a 1-form current of finite energy and ϕ ∈ C∞(M) is a test function,
then by definition ˆ
M
ϕ ∧ d ∗ f = −
ˆ
M
dϕ ∧ ∗f,
and this formula remains valid when ϕ ∈ W 1,2(M).
As a summary, the main spaces and mappings which will show up are
exhibited in the sequence
W 1,2(M)
d−→ L2(M)1 ∗−→ L2(M)n−1 d−→W−1,2(M)n,
defined by u 7→ du 7→ ∗du 7→ d ∗ du, and where the subscript p = 1, n− 1, n
indicates the degree of the form or current (not written out when p = 0).
The first map above has a one-dimensional kernel, and the last map a one-
dimensional cokernel. As already indicated, the energy of an object at any
level in this sequence is defined as the squared norm of it when it is moved
to L2(M)1 by the above mappings, and constant functions and constant
multiples of the volume form are then left without energy. Similarly, the
mutual energy between two objects is related in the same way to the inner
product in L2(M)1 (which is defined by (2.1) with p = 1).
2.2 Charge distributions and potentials
We will need to go beyond the finite energy setting of currents described
above. On the other hand we shall also restrict a little, because we shall only
deal with n-form currents which can be considered as signed measures, i.e.
those which are differences between two positive n-form currents.
A positive measure is naturally associated to a positive functional,
L : C∞(M)→ R, with L(ϕ) ≥ 0 for ϕ ≥ 0, (2.13)
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and this can be thought of as an n-form current ω, i.e. an n-form with
distributional coefficients, by writing (formally)
L(ϕ) =
ˆ
M
ϕ ∧ ω (ϕ ∈ C∞(M)). (2.14)
As an example, the Dirac measure (point mass) at a point a ∈ M cor-
responds to the functional L(ϕ) = ϕ(a) and, notationally, δa will then refer
to the corresponding n-form current. A signed measure is the difference
between two positive measures, and the corresponding current will then be
called a signed n-form current or, for briefness, a charge distribution. Any
function, or 0-current, ψ for which d ∗ dψ is a charge distribution will be
called a potential.
Remark 2.1. What we call potentials have by S. Gardiner, T. Sjo¨din [21,22]
been named δ-subharmonic functions (to be interpreted as the difference
between two subharmonic functions). 
If ω is a positive charge distribution, then its Green’s potential Gω, which
so far has been considered just as a 0-current (or a function defined a.e.),
has a canonical representative in form of a lower semicontinuous function
with values in R ∪ {+∞}. This is also the largest lower semicontinuous
representative of Gω. Any charge distribution ω has a minimal decomposition
as a difference between two nonnegative charge distributions, namely the
Jordan decomposition ω = ω+ − ω−. If a 0-current ψ satisfies −d ∗ dψ = ω
then, necessarily,
ψ = Gω+ −Gω− + c (2.15)
(in the sense of currents) for some constant c. So this is the general form of a
potential in M . There may be a small set of points (of capacity zero) where
ψ cannot be assigned any particular value, because both Green’s potentials
above may take the value +∞ at the same point. Thus, in general, a potential
is defined only a.e. (or, more precisely, quasi everywhere) when considered as
a function. However, if ψ is bounded either from above or from below then
at most one of the Green’s potentials can attain the value +∞, hence ψ will
in this case have have a canonical representative as an everywhere defined
function, namely that function given by the right member in (2.15).
Since a charge distribution can always be decomposed into its positive
and negative parts one can in many cases define the mutual energy E(ω1, ω2)
even in cases when one or both of the individual charge distributions ω1, ω2
have infinite energy. In fact, the mutual energy can always be decomposed
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as
E(ω1, ω2) = E((ω1)+, (ω2)+)− E((ω1)+, (ω2)−)
− E((ω1)−, (ω2)+) + E((ω1)−, (ω2)−), (2.16)
where each individual term is either +∞ or a finite nonnegative number.
Thus the the mutual energy has a definite meaning as long as no two terms
of opposite signs in (2.16) are infinite.
For example, the Dirac current δa certainly has infinite energy, but if
a 6= b, then E(δa, δb) is still finite and has a natural interpretation: it is the
Green’s kernel G(a, b), which can be defined as
G(a, b) = Gδa(b). (2.17)
In fact, using (2.9) and (2.10) for ω = δa, δb we have
E(δa, δb) =
ˆ
M
dGδa ∧ ∗dGδb = −
ˆ
M
Gδa ∧ d ∗ dGδb
=
ˆ
M
Gδa ∧ (δb −m(δb) voln) = Gδa(b) = G(a, b),
which in addition shows that G(a, b) is symmetric. Note that the Dirichlet
integral above is absolutely integrable because the singularity of dGδa is rel-
atively mild (namely like |x−a|1−n), and that the use of Stokes’ formula can
easily be justified by classical methods (e.g. by performing partial integration
after having removed small balls around the singularities).
One advantage with G(a, b) is that it allows for an expression for the
energy as a double integral with a kernel. We have
Gω(x) =
ˆ
M
G(x, y)ω(y), (2.18)
and so
E(ω1, ω2) =
ˆ
M
ˆ
M
G(x, y)ω1(x)⊗ ω2(y). (2.19)
Slightly more generally, any potential ϕ can be represented as
ϕ(x) = m(ϕ) voln −
ˆ
M
G(x, y) d ∗ dϕ(y). (2.20)
The kernel representation (2.19) of the energy can be used sometimes to
replace a use of Stokes’ formula by an application of Fubini’s theorem, which
may be considered as more “robust”.
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An example is the formula
ˆ
M
ϕ1 d ∗ dϕ2 =
ˆ
M
ϕ2 d ∗ dϕ1, (2.21)
which should be true under general circumstances. If the ϕj have finite
energy it is true (at least if the integrals are interpreted as duality pairings
between W 1,2(M) and W−1,2(M)n), but if they are just potentials it need
not be true. Indeed, d ∗ dϕ2 may for example contain a point mass, while
it need not be possible to assign any particular value to ϕ1 at the location
of this mass, so even the meaning of the integral is in general ambiguous.
However, if each of ϕj (j = 1, 2) is bounded either from below or from above
then (2.21) does hold, provided the ϕj are defined pointwise as in (2.15) with
the canonical lower semicontinuous representatives of Gω+ and Gω− used.
Assume for example that ϕ1 ≤ C1 < ∞ and that ϕ2 ≥ C2 > −∞. Set
ωj = −d ∗ dϕj. For ϕ1 we conclude from (2.15) (for ψ = ϕ1) that G(ω1)+ is
bounded form above, hence that (ω1)+ has finite energy:
E((ω1)+) =
ˆ
M
dG(ω1)+ ∧ ∗dG(ω1)+ =
ˆ
M
G(ω1)+ ∧ (ω1)+ <∞.
Similarly it follows that (ω2)− has finite energy. Now the left member of
(2.21) becomes
ˆ
M
ϕ1d ∗ dϕ2 =−
ˆ
M
(G(ω1)+ −G(ω1)− + c) ∧ ((ω2)+ − (ω2)−)
=− E((ω1)+, (ω2)+) + E((ω1)+, (ω2)−)
+ E((ω1)−, (ω2)+)− E((ω1)−, (ω2)−).
The only term here which may be infinite is the third one, E((ω1)−, (ω2)+),
because every other term contains, after partial integration, a Green’s poten-
tial which is bounded either from above or below, which guarantees finiteness.
In conclusion,
´
M
ϕ1 d∗dϕ2 has a definite value, which may be +∞. And
in addition, the expression for it in terms of energies is symmetric under
changes 1 ↔ 2, which means that it must equal ´
M
ϕ2 d ∗ dϕ1. This proves
(2.21) under the stated assumptions.
3 Partial balayage by energy minimization
Partial balayage is a sweeping operation which depends on a measure λ,
which is kept fixed, and then sweeps any measure σ to a measure ν which
satisfies ν ≤ λ everywhere by using a minimum amount of work, i.e. so that
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the energy of ν−σ is minimized. This turns out to entail that the Newtonian
potentials of σ and ν agree on the set where ν < λ. Partial balayage can be
defined on arbitrary Riemannian manifolds, but in the literature full details
have so far been given only for cases of subdomains of Rn. Now we are ready
to define partial balayage in the finite energy setting.
Definition 3.1. Let σ and λ be two charge distributions of finite energy and
satisfying ˆ
M
σ ≤
ˆ
M
λ. (3.1)
Then there is a unique charge distribution ν which solves the minimum energy
problem
min
ν
E(ν − σ) : ν ≤ λ,
ˆ
M
ν =
ˆ
M
σ. (3.2)
We call ν the partial balayage of σ to λ and write
Bal (σ, λ) = ν.
Above one thinks of λ as being fixed, so the sweeping operation is really
the replacement σ 7→ ν, and the last side condition in (3.2) says that the total
mass shall not be changed under this operation. This is in fact a necessary
requirement in order that the solution of the minimization problem shall be
unique, because E not being positive definite means that one could otherwise
add an arbitrary multiple of voln to ν. As for the existence, it is clear
that (3.1) is the only assumption needed to ensure that the set of ν to be
minimized over is not empty, hence the minimization problem has indeed a
(unique) solution.
It is immediate from the definition that
Bal (σ + τ, λ+ τ) = Bal (σ, λ) + τ (3.3)
for any τ , hence it will be enough to deal with Bal (σ, 0), as far as the theo-
retical studies concern. The general case can then be recovered by
Bal (σ, λ) = Bal (σ − λ, 0) + λ. (3.4)
Thus we assume now ˆ
M
σ ≤ 0, (3.5)
and then ν = Bal (σ, 0) is defined as the solution of
min
ν
E(ν − σ) : ν ≤ 0,
ˆ
M
ν =
ˆ
M
σ. (3.6)
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To spell this out in terms of potentials we make Hodge decompositions of σ
and ν. Due to the last side condition in (3.6) these will, after a sign change,
be of the form
σ = −t voln + d ∗ dψ, (3.7)
ν = −t voln + d ∗ dv, (3.8)
with the same t ∈ R, and for some functions ψ and v. The value of t is
t = −m(σ) = − 1
voln(M)
ˆ
M
σ ≥ 0 (3.9)
and ψ may be normalized by (2.7), which then gives
ψ = −Gσ. (3.10)
We shall not normalize v in the same way, however, it will become fixed after
we have normalized the difference function
u = v − ψ (3.11)
in a special way (see (4.2) below).
Taking the difference between the two Hodge decompositions above gives
ν − σ = d ∗ du. From this we see that
E(ν − σ) =
ˆ
M
du ∧ ∗du.
The definition of partial balayage therefore boils down to the following.
Definition 3.2. (Reformulation of Definition 3.1 in the case λ = 0.) Under
the assumption (3.5) and when σ has finite energy,
Bal (σ, 0) = d ∗ du+ σ, (3.12)
where du is the unique solution of
min
ˆ
M
du ∧ ∗du : d ∗ du+ σ ≤ 0 (du ∈ L2(M)1). (3.13)
The above definition only refers to the 1-form du, required then to be
exact, but in the next section we shall find a convenient way of adjusting the
free additive constant in u.
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4 Variational and complementarity formula-
tions
If we have equality in (3.5), then, in the side condition for (3.13), du can be
chosen to satisfy −d ∗ du = σ, and there will be no other choice of du which
satisfies d ∗ du + σ ≤ 0. It follows that Bal (σ, 0) = 0 when ´
M
σ = 0. We
need not further discuss this case, so we assume now that
ˆ
M
σ < 0. (4.1)
Then also ˆ
M
d ∗ du+ σ < 0,
and it follows that we can fix the free additive constant in u by requiring
that ˆ
M
u ∧ (d ∗ du+ σ) = 0. (4.2)
Next we turn to the variational formulation of (3.13). After a partial
integration this becomes,
ˆ
M
u ∧ d ∗ d(u− ϕ) ≥ 0 for all ϕ satisfying d ∗ dϕ+ σ ≤ 0. (4.3)
Under the variations allowed here, the n-form
τ = −(d ∗ dϕ+ σ) (4.4)
is subject only to the constraint τ ≥ 0 and that the total mass of τ is fixed
by ˆ
M
τ = −
ˆ
M
σ > 0. (4.5)
Given any τ satisfying these constraints there exists (by the Hodge theorem)
a solution ϕ of (4.4). Thus, in terms of τ and on using (4.2), the variational
inequality (4.3) can be written in the form
ˆ
M
u ∧ τ ≥ 0 for all τ ≥ 0 satisfying
ˆ
M
τ = −
ˆ
M
σ.
Clearly this makes it impossible for u to attain negative values (on a set
of positive measure), hence we conclude that u ≥ 0. Thus we have proved
everything but the uniqueness statement in the following theorem.
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Theorem 4.1. Assuming (4.1), the linear complementarity problem

u ≥ 0,
d ∗ du+ σ ≤ 0,ˆ
M
u ∧ (d ∗ du+ σ) = 0.
(4.6)
has a unique solution u, and its exterior derivative du is the unique minimizer
of (3.13).
The uniqueness follows from the observation that starting from (4.6) one
can go backwards through the above steps to arrive at the variational for-
mulation (4.3), which is equivalent to the minimization problem (3.13) and
hence has a unique solution (first for du, after which u itself gets determined
by (4.2)).
Reformulated in terms of the function v in (3.8), the system (4.6) takes
the form 

v ≥ ψ,
d ∗ dv ≤ t voln,ˆ
M
(v − ψ) ∧ (d ∗ dv − t voln) = 0,
(4.7)
and the result of the balayage then is
Bal (σ, 0) = d ∗ dv − t voln. (4.8)
The functions u and v are Green’s potentials up to additive constants:

u = Gσ−Bal(σ,0) + C,
v = −GBal(σ,0) + C.
(4.9)
Since Bal(σ, 0) ≤ 0, v is lower semicontinuous with values in R ∪ {+∞},
in particular v is bounded from below. The constant C (the same in both
equations) is obtained from the normalization (4.2) of u, and it depends in
a nonlinear way on σ.
The latter way, (4.7), of writing the complementarity system connects to
the classical obstacle problem (see [17, 33], for example), i.e. the problem of
finding the smallest superharmonic function passing above a given obstacle,
here represented by ψ. The only difference in our case is that the solution
v is not really required to be superharmonic, only to satisfy ∆v ≤ t, where
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t > 0. Similarly, the function u can be characterized as the smallest function
u satisfying u ≥ 0 and d ∗ du+ σ ≤ 0.
Instead of asking for the smallest superharmonic (in the classical case)
function passing above the obstacle one may ask for a function of smallest
Dirichlet norm, i.e. energy, passing the obstacle. This will give the same
solution. Expressed in terms of u this gives (in our case) a minimization
problem which in a sense is dual to the previous one (3.13) and is equivalent
to it. It is
min
ˆ
M
(du ∧ ∗du− 2u ∧ σ) : u ≥ 0 (du ∈ L2(M)1). (4.10)
One easily checks that the variational formulation of this problem leads to
(4.6). Expressed in terms of v, (4.10) becomes
min
ˆ
M
(dv ∧ ∗dv + 2tv voln) : v ≥ ψ (dv ∈ L2(M)1). (4.11)
In summary, in the above set-up with σ having finite energy, the problems
(3.2), (3.13), (4.6), (4.7), (4.10), (4.11) are all equivalent, and they are also
equivalent to the obstacle problem of finding the smallest function v satisfying
∆v ≤ t, v ≥ ψ, or the smallest u satisfying u ≥ 0, d ∗ du + σ ≤ 0. An
additional equivalent minimization problem is that obtained by reformulating
(3.13) in terms of v, namely
min
ˆ
M
(dv ∧ ∗dv + 2v ∧ σ + 2tv voln) : ∆v ≤ t (dv ∈ L2(M)1). (4.12)
The above statements will be extended and be made more precise in the next
section.
5 Partial balayage by the obstacle problem
It is important to allow point masses (Dirac measures) in the theory of partial
balayage, but unfortunately these do not have finite energy (in dimension
n ≥ 2). Therefore a more general definition of partial balayage is desirable.
It turns out that it is possible to allow σ+ to be a completely arbitrary
positive charge distribution, but some assumptions on σ− are necessary, as
examples in Section 12 will show.
At first we shall assume that σ is a charge distribution such that σ− has
finite energy. With thus σ+ allowed to be a completely arbitrary positive
charge distribution there need not exist any du of finite energy satisfying
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the side condition in (3.13), and the functional to be minimized in (4.10)
need not be bounded from below. Hence these minimization problems do
not make sense in the present generality. However, it turns out that it is
possible to work with minimization problems formulated in terms of v, for
example (4.11). For this we define t by (3.9) and then the potential ψ by
(3.7) (or (3.10) after normalization), which we reproduce as
d ∗ dψ = σ + t voln. (5.1)
As the right member of (5.1) has zero net mass it follows from the general
theory of metric differential equations [10] that a potential ψ satisfying (5.1)
indeed exists. It becomes uniquely determined on demanding that (2.7)
holds, but it will not necessarily have finite energy anymore.
In order that the minimization problem (4.11) shall be useful we need to
make sure that there exists at least one competing function v for which the
functional to be minimized is finite. To that end, set{
ψ(+) = −Gσ+ ,
ψ(−) = −Gσ− .
(5.2)
Then the ψ(±) are upper semicontinuous with values in R ∪ {−∞}, in par-
ticular they are bounded from above. With C < ∞ being an upper bound
for ψ(+) we have
ψ = ψ(+) − ψ(−) ≤ C − ψ(−),
and it follows that the right member here is a competing function of finite
energy for (4.11), as desired.
We conclude that the constraint set for (4.11), namely
K = {v ∈ W 1,2(M) : v ≥ ψ}, (5.3)
is a non-empty closed convex cone in W 1,2(M), and standard Hilbert space
theory then ensures the existence and uniqueness of minimizer v of (4.11).
Notice that the problematic features of σ and ψ (that σ+ need not have finite
energy and that ψ need not be in W 1,2(M)) are now hidden in the set K and
so do not cause any problems (we only had to work a little to show that K
was non-empty). We have now proved most of the following theorem.
Theorem 5.1. Let σ be a charge distribution satisfying (4.1) and such that
σ− has finite energy, and let t > 0 and ψ be defined by (3.9) and (5.1),
respectively. Then there is a unique minimizer v of the functional
J(v) =
ˆ
M
(dv ∧ ∗dv + 2t v voln) (v ∈ K),
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and it satisfies the complementarity system (4.7), in particular ∆v ≤ t. In
the case that also σ+ has finite energy, so that Definition 3.2 applies, we have
Bal (σ, 0) = d ∗ dv − t voln = (∆v − t) voln. (5.4)
Proof. We just remark that the complementarity system (4.7) follows in a
straight-forward fashion from the variational formulation of the minimization
problem. Everything else has already been proved.
Thus we could use the minimizer of J and equation (5.4) as a way to
extend the definition of partial balayage. However, we shall go a little bit
further before extending the definition, but Theorem 5.1 will be an impor-
tant ingredient. In fact, the minimizer in Theorem 5.1 can be alternatively
characterized as the smallest function v ∈ K satisfying ∆v ≤ t (see more
precisely Theorem 5.7 below), and in this characterization we shall simply
remove the requirement v ∈ W 1,2(M) (appearing in the definition of K).
Accordingly, we now also abandon the assumption that σ− has finite energy.
In addition, we shall allow the equality case for (3.5) in the discussion below.
We then end up with the following, final, definition of partial balayage.
Definition 5.2. Given any charge distribution σ, let t and ψ be defined
by (3.9) and (5.1). Assume that there exists at least one function v which,
considered as a distribution or 0-current, satisfies

v ≥ ψ,
∆v ≤ t.
(5.5)
Then there is a smallest such v, and in terms of this we define
Bal (σ, 0) = (∆v − t) voln. (5.6)
The more general version Bal (σ, λ) is thereafter defined by (3.4).
Remark 5.3. We did not assume (explicitly) that (3.5) holds, but this is
equivalent to t ≥ 0, which is contained in the assumption (5.5). To be precise,
if t < 0 then there exists no v at all satisfying (5.5), and if t = 0 then only
constant functions v can satisfy (5.5). In the t = 0 case, Bal (σ, 0) exists and
= 0 if ψ is bounded from above, otherwise Bal (σ, 0) does not exist. 
Example 5.4. Assume that (3.5) holds and thatGσ− is a continuous function
(or even just that it is bounded from above). Then Bal (σ, 0) exists because
ψ = Gσ− − Gσ+ will be bounded from above and t ≥ 0, so a large constant
function v will do in (5.5).
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More generally, Bal (σ, 0) exists whenever σ− has finite energy, because
in this case the cone K is nonempty (as was shown before Theorem 5.1),
and when K is nonempty a function v satisfying (5.5) is obtained by solving
the minimization problem in Theorem 5.1. See more precisely Theorem 5.7
below.
Remark 5.5. As to continuity properties of the three functions in (3.11),
v is always lower semicontinuous (i.e. has such a representative), as is clear
from (4.9), but neither ψ nor u need to be semicontinuous in any direction.
However, if Gσ− is assumed to be continuous, then ψ is upper semicontin-
uous and u lower semicontinuous (by (3.10 and (4.9)). A less obvious fact
is that v is fully continuous (not only lower semicontinuous) when Gσ− is
continuous. See Lemma 3 in [20] for the proof. (The conclusion also follows
from Lemma 6.1 below, but the proof of that lemma uses the result in [20].)

Now we want to show explicitly that Definition 5.2 is consistent with the
previous definitions of partial balayage. This is stated in Theorem 5.7 below,
but first we need a lemma.
Lemma 5.6. Let v1, v2 be functions (or distributions) satisfying ∆vj ≤ t
and v1 ≤ v2. Then
J(v1) ≤ J(v2).
Proof. Assume first that v1, v2 have finite energy. Then
J(v1) =
ˆ
M
(dv1 ∧ ∗dv1 + 2t v1) voln =
ˆ
M
(−v1 ∧ d ∗ dv1 + 2t v1) voln
=
ˆ
M
(v1(t−∆v1 + t v1) voln ≤
ˆ
M
(v2(t−∆v1) + t v1) voln
=
ˆ
M
(v1(t−∆v2) + t v2) voln ≤
ˆ
M
(v2(t−∆v2) + t v2) voln
=
ˆ
M
(dv2 ∧ ∗dv2 + 2tv2 voln) = J(v2).
When v1, v2 are allowed to have infinite energy, the inequality J(v1) ≤ J(v2)
remains valid, with +∞ as possible values. In fact, if C is any constant then
min(vj , C) (j = 1, 2) have finite energy and satisfy the remaining assumptions
above, so we obtain J(min(v1, C)) ≤ J(min(v2, C)). Letting here C → +∞
gives the desired inequality, by monotone convergence.
Theorem 5.7. Assume, for a given charge distribution σ, that Bal (σ, 0)
exists as in Definition 5.2, and let v be the function in (5.6). Then there are
two possibilities:
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(i) v ∈ W 1,2(M). In this case v ∈ K and v is the unique minimizer of J
in Theorem 5.1.
(ii) v /∈ W 1,2(M). In this case the cone K is empty and there is no mini-
mizer at all of J .
If σ has finite energy (i.e. ψ ∈ W 1,2(M)), then the first case (i) above applies
and the new definition (Definition 5.2) of partial balayage agrees with the old
one (Definition 3.1 or Definition 3.2).
Proof. Assume that K is nonempty and let w ∈ K be the minimizer of
J . Then ∆w ≤ t by Theorem 5.1, and since also ∆v ≤ t it follows that
∆min(v, w) ≤ t. Similarly, ψ ≤ min(v, w). Since v was the smallest function
with these properties it follows that v ≤ min(v, w), i.e. v ≤ w.
Now Lemma 5.6 shows that J(v) ≤ J(w), hence that v = w, since the
minimizer of J is unique. All statements of the theorem now follow.
In the setting of Definition 5.2, the function u = v − ψ still exists, even
though it need not have finite energy, and (5.6) becomes (3.12) when ex-
pressed in terms of u. The two complementarity systems (4.6), (4.7) (which
are equivalent) remain valid, but need some reinterpretation. Previously
they arose from the variational formulations of minimum norm problems in
a Hilbert space, and they more exactly express that the function involved, u
or v, is the result of an orthogonal projection onto a convex cone (for example
K). Setting
µ = −(d ∗ du+ σ) = −Bal(σ, 0) (5.7)
and writing the complementarity system (4.6) (for example) as
u ≥ 0, µ ≥ 0,
ˆ
M
u ∧ µ = 0, (5.8)
the last identity exactly expresses the orthogonality.
For the approach taken in Definition 5.2 there is another kind of vari-
ational formulation, namely saying that wherever the solution v is not in
contact with the obstacle ψ, it could have been made smaller, by a Poisson
kind modification, unless ∆v is already at its maximum value, ∆v = t. This
gives the following version of (5.8):
u ≥ 0, µ ≥ 0, ω ∩ suppµ = ∅. (5.9)
Here we have introduced the non-coincidence set ω for the obstacle problem,
defined as that open set in which there is definitely no contact between the
solution v and the obstacle ψ:
ω = {x ∈M : ∃ϕ ∈ C∞(M) such that 0 ≤ ϕ ≤ u, ϕ(x) > 0}. (5.10)
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On the complementary set M \ ω, the coincidence set, the solution v may
exert a pressure on the obstacle, and this pressure is represented by the
measure µ. It may happen that there is a nonempty set M \ (ω∪ supp µ) left
over, and on that set v is in contact with the obstacle but exerts no pressure.
In [29] points in that set are called “shallow points”.
One may remark that (5.9) is a somewhat crude version of (5.8), but (5.8)
itself need not make sense in the present generality. The original meaning of
this integral is actually as a duality pairing 〈µ, u〉 between µ ∈ W−1,2(M)n
and u ∈ W 1,2(M), but one might also try to interpret it as a measure theoretic
integral, which then could be written
´
u dµ. However, u is just the potential
of a charge distribution, which means that it is locally the difference between
two superharmonic functions. Such a function may at a small set (of capacity
zero) be of the form (+∞)− (+∞), hence have no definite value there. And
if µ loads such a point the integral will not be well-defined.
If Gσ− is assumed to be continuous the situation is better. Then u is lower
semicontinuous (see Remark 5.5), which means that the auxiliary function ϕ
in (5.10) is not needed and ω can be defined directly as
ω = {x ∈M : u(x) > 0}. (5.11)
In this case the integral in (5.8) makes sense as a measure theoretic integral,
and (5.8) and (5.9) then are equivalent.
The following simple lemma shows that the smaller σ is, the bigger is the
chance that Bal (σ, 0) exists.
Lemma 5.8. Let σj (j = 1, 2) be charge distributions such that σ1 ≤ σ2.
Then, if Bal (σ2, 0) exists so does Bal (σ1, 0).
Proof. Let tj , ψj be defined in terms of σj as in Definition 5.2. By assumption
there exists a function v2 satisfying v2 ≥ ψ2, ∆v2 ≤ t2. Set v1 = v2−ψ2+ψ1.
Then v1 ≥ ψ1 and
d ∗ dv1 = d ∗ dv2 − (σ2 + t2voln) + (σ1 + t1voln)
= d ∗ dv2 − t2voln + σ1 − σ2 + t1voln ≤ t1voln.
Thus Bal (σ1, 0) exists.
The above result shows (among other things) that Bal (σ, 0) may exist
even if σ− has infinite energy: starting from any σ (= σ2 in the lemma) for
which Bal (σ, 0) exists one may subtract any positive n-form current, even
one with infinite energy, and the partial balayage still exists. On the other
hand, it is easy to give examples (satisfying (4.1)) for which Bal (σ, 0) does
not exist. If for instance, in dimension n ≥ 2, σ− just consists of point
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masses, then Bal (σ, 0) will not exist, because even though σ+ fits into σ−
in principle, it becomes too expensive to move it there (the cost in terms of
energy would be infinite).
Illustrations will be given in Section 12. The following result may be close
to sharp.
Theorem 5.9. Assume that there exists a charge distribution τ of finite
energy such that
0 ≤ τ ≤ σ− and
ˆ
M
σ+ ≤
ˆ
M
τ.
Then Bal (σ, 0) exists.
Proof. By Lemma 5.8 it is enough to show that Bal (σ+ − τ, 0) exists. And
that follows from Theorem 5.1.
6 Structure of partial balayage
In the sequel we shall always work with Definition 5.2 of partial balayage.
The natural bounds for it are given by
Lemma 6.1. Whenever Bal(σ, 0) exists it is subject to the bounds
−σ− ≤ Bal (σ, 0) ≤ 0. (6.1)
More generally,
min(σ, λ) ≤ Bal (σ, λ) ≤ λ. (6.2)
Proof. In view of (3.4) the two bounds (6.1) and (6.2) are equivalent, so we
need only discuss the first one. The upper bound holds by definition, but
the lower bound, which can be written as
Bal (σ+, σ−) ≥ 0, (6.3)
is not completely trivial. However, it turns out that the proof used in [20]
(see Theorem 4 there) for the Euclidean case carries over with minor changes.
A sketch of the proof goes as follows. The Green’s potential of Bal (σ+, σ−)
above is V = Gσ− − v + C, where C is the constant in (4.9), and it satisfies
V ≤ Gσ+ . First one proves the statement (6.3) under the assumption that
Gσ− is continuous. This entails that also V is continuous (see Remark 5.5
above). The assertion to be proved amounts to showing that ∆V ≤ s, where
s =
´
M
σ+, and that can be verified by checking a corresponding mean-value
property. See [20], or [25] (proof of Theorem 2.1), for details.
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In case Gσ− is not continuous one approximates V from below by an
increasing sequence of potentials (superharmonic minus a smooth compen-
sating term) and applies the previous argument to each of these. The details
are given in [20].
The more detailed structure of partial balayage says, roughly, that only
the two extremal values in (6.1) or (6.2) are really attained. Various ways of
formulating such a result, in the terminology of either the obstacle problem
or some form of balayage, appear in [17,20,25,29,33,40,48], to mention just
a few sources. Working in the general setting of (6.2) we can always write
Bal (σ, λ) = λ|Ω + σ|M\Ω + ν, (6.4)
where Ω is defined to be the largest open set in which Bal (σ, λ) = λ, i.e.
Ω =M \ supp (λ− Bal (σ, λ)).
This makes the first two terms in the right member of (6.4) well-defined,
so the equation as a whole can be viewed simply as the definition of the
unspecified term ν (for which supp ν ⊂M \ Ω by definition of Ω).
Recall now the expression for partial balayage in terms of the potential
u:
Bal (σ, λ) = d ∗ du+ σ
Here we remark that u, as well as ω, Ω and ν, remains unchanged under
transformations as in (3.3). So there is no ambiguity when speaking about
u, ω, Ω, ν when changing between Bal (σ, λ) and Bal (σ− λ, 0), for example.
From the complementarity (4.6) or (5.9) (where suppµ = M \ Ω) we see
immediately that ω ⊂ Ω, ω being the noncoincidence set (5.10). Hence
u = 0 in the open set M \ (Ω ∪ ∂Ω), so
supp ν ⊂ ∂Ω. (6.5)
Now we want to make this more precise, and eventually prove that ν = 0
under mild conditions. Because of the gauge freedom (3.3) we may assume
that σ, λ ≥ 0. This simplifies reference to other work, in particular [48]
and [20], which will be crucial.
A first assumption needed is that Gλ is a continuous function. Under
this condition (5.10) takes the simpler form (5.11). In addition, (6.5) can
be sharpened to saying that ν lives on a subset of ∂Ω having voln measure
zero, in other words, ν is singular with respect to voln. In fact, when Gλ is
continuous, partial balayage can be connected to the reduction operation in
classical potential theory, as shown in [20] (see Theorem 7 there). And by
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using either a direct argument (as in Theorem 10 in [20]) or by referring to
known results [4, 28, 35] saying that harmonic measure (defined in terms of
reduction) lives on sets of Lebesgue measure zero, it follows that ν is singular
with respect to voln.
Remark 6.2. The reduction operation in potential theory is, like partial
balayage, defined in terms of an obstacle problem. However, that obstacle
problem goes in the opposite direction (compared to that for partial bal-
ayage), and for this reason some minor assumptions (like continuity of Gλ
above) are needed to connect the two theories. 
Next, in [20] (again Theorem 7 there) the authors obtain bounds for ν:
0 ≤ ν ≤ λ. (6.6)
Here the upper bound is actually a direct consequence of (6.2), but the lower
bound is not that easy to prove, despite it looks very natural (it amounts to
saying that d ∗ du ≥ 0 on the set where u = 0; cf. [6]). Now, if we make the
additional assumption that λ is absolutely continuous with respect to voln,
then (6.6) together with ν being singular with respect to voln forces ν to be
zero. Hence we have the following theorem, which essentially is a restatement
of Theorem 10 in [20].
Theorem 6.3. If σ, λ ≥ 0, Gλ is continuous and λ is absolutely continuous
with respect to voln, then the structure formula
Bal (σ, λ) = λ|Ω + σ|M\Ω, (6.7)
holds.
In particular, with σ a general charge distribution, if Gσ− is continuous
and σ− is absolutely continuous with respect to vol
n, then the measure
µ = −Bal (σ, 0), (6.8)
has the simple structure
µ = σ−|suppµ. (6.9)
In Section 12.1 we will give an example in one dimension showing that ν
need not vanish if (in the setting of (6.8)) σ− has point masses, even if G
σ−
is continuous. So at least the assumption that σ− is absolutely continuous is
really necessary.
Remark 6.4. A slightly more general version the structure formula is
Bal (σ, λ) = λ|D + σ|M\D, (6.10)
where D is any set in the interval ω ⊂ D ⊂ Ω. In fact, S. Gardiner, T. Sjo¨din
[20, 48], as well as many other authors, work with the choice D = ω. 
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Remark 6.5. Here we mention two ways of replacing the two assumptions
on σ in the second part of Theorem 6.3 by one single assumption.
First, in terms of the function u, (6.9) says that d∗du = 0 (as a measure)
on supp µ, so to prove (6.9) it is by (5.9) enough to prove that d ∗ du = 0 on
the coincidence set M \ ω. If σ is absolutely continuous with respect to voln
with a density function in Lp(M) for some p > 1, then u ∈ W 2,p(M) by the
regularity theory for variational inequalities [17, 33, 37] (this regularity can
also be derived from (6.1)). Then the second derivatives of u are in Lp(M),
and they vanish a.e. on the set where u = 0 (see again [33], Appendix A to
Ch. II). So (6.9) follows if σ ∈ Lp(M), p > 1 (cf. also Theorem 4.10 in [29]).
Alternatively, to make an assumption only on σ−, we may assume that σ−
is absolutely continuous with respect to voln with a density function which
belongs to Lp(M) for some p > n/2. Then Gσ− is in the Sobolev space
W 2,p(M), hence is continuous by the Sobolev embedding theorem. This
makes both assumptions in Theorem 6.3 fulfilled. 
Remark 6.6. For the sake of completeness we mention a couple of further
properties of partial balayage. First, the balayage operation can always be
broken up in smaller steps, in the precise sense that if λ1 ≤ λ2 + σ2 then
Bal(Bal(σ1, λ2) + σ2, λ1) = Bal(σ1 + σ2, λ1).
Combining this with the estimates (6.2) easily gives the monotonicity
σ1 ≤ σ2 =⇒ Bal(σ1, λ) ≤ Bal(σ2, λ).
See [25] for proofs and some more properties. 
7 Weighted equilibrium distributions
In [40] the theory of weighted equilibrium measures, i.e. measures minimizing
a certain energy functional under the influence of some external field, is
developed in the setting of two-dimensional logarithmic potential theory. The
energy functional used is
IQ(µ) =
ˆ
C
Uµ dµ+ 2
ˆ
C
Qdµ, (7.1)
where µ is a Borel probability measure on C, Uµ is the (Newtonian) poten-
tial of µ, and Q is a function on C, thought of as an external field. One
interpretation of (7.1) is that the first term is the self-energy of the measure
µ, and the second term the interaction energy of µ with the field Q. Under
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suitable assumptions on Q it is known that there exists a unique probability
measure µQ, the weighted equilibrium measure, that minimizes IQ over the
set of all Borel probability measures.
In this section we utilize the a complementarity relationship developed
in [39] between weighted equilibrium measures and measures obtained from
partial balayage operations to define a similar notion of weighted equilibrium
n-forms on compact Riemannian manifolds.
Let M be an n-dimensional compact Riemannian manifold, and let Q be
a potential on M , assumed bounded from below. We are going to treat the
potential Q as an external field that is applied on the manifold, and as such
there will in a natural way arise an n-form with similar properties as the
weighted equilibrium measure in the complex setting. Let t > 0 be arbitrary
but fixed—this will become a parameter that in essence tunes the total mass
of the resulting n-form—and define
σt := −d ∗ dQ− t voln. (7.2)
From Example 5.4 we know that Bal(σt, 0) exists as Q is assumed to be
bounded from below and since we have
Q = Gσt+t vol
n
+ c = Gσt + c (7.3)
for some constant c. We now simply define the weighted equilibrium n-form
µQ,t to be
µQ,t := −Bal(σt, 0). (7.4)
As a justification for this definition, we saw in the end of Section 4 that in the
context of energy minimization the calculation of Bal(σt, 0) essentially boils
down to finding the n-form ν that minimizes the difference E(ν)− 2E(ν, σt)
over the set of ν satisfying ν ≤ 0 and ´
M
ν =
´
M
σt = −t (< 0). This
is equivalent to minimizing E(−µ) − 2E(−µ, σt) over the set of n-forms µ
satisfying µ ≥ 0 and ´
M
µ = − ´
M
σt = t (> 0), and an expansion of the
energy difference shows that
E(−µ)− 2E(−µ, σt) =
ˆ
M
G−µ ∧ (−µ)− 2
ˆ
M
Gσt ∧ (−µ)
=
ˆ
M
Gµ ∧ µ+ 2
ˆ
M
Gσt ∧ µ.
Since Q = Gσt + c this is, up to a constant that does not matter in the min-
imization problem anyway, a clear analogue to (7.1). Moreover, definition
(7.4) implies the following result, highly related to an important charac-
terization result for weighted equilibrium measures in the logarithmic set-
ting [40, Theorem I.3.3].
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Proposition 7.1. Let Q be a potential on M , bounded from below, let t > 0
be arbitrary and let µQ,t be the resulting weighted equilibrium n-form as in
(7.4). Then there exists a constant cRobin, the modified Robin constant, such
that
Q+GµQ,t ≥ cRobin everywhere, (7.5)
Q+GµQ,t = cRobin on suppµQ,t. (7.6)
Proof. The proposed result essentially follows immediately from (5.9) and
(5.11) as we here have
u = Gσt−Bal(σt,0) + c′ = Gσt +GµQ,t + c′ = Q +GµQ,t − cRobin (7.7)
for some constants c, c′, where cRobin := c− c′. Inequality (7.5) follows from
the nonnegativity of u, and {u > 0} ∩ supp µQ = ∅ yields (7.6).
8 Quadrature domains for subharmonic func-
tions
There is an equivalent description of partial balayage in terms of quadrature
formulas for subharmonic functions. Construction of quadrature domains for
subharmonic functions was actually one of the main incentives for developing
a theory of partial balayage, see [24,25,41–43,47]. The following theorem is a
simple result in this respect, adapted to the formalism of the present paper.
Theorem 8.1. Let σ, ν be charge distributions in M , and assume that Gσ−
is continuous and that (4.1) holds for σ. Then ν = Bal(σ, 0) if and only if
−σ− ≤ ν ≤ 0 and ˆ
M
ϕ ∧ (ν − σ) ≥ 0 (8.1)
for every upper semicontinuous potential ϕ in M which satisfies d ∗ dϕ ≥ 0
in M \ supp ν.
Remark 8.2. The test functions ϕ are assumed to be upper semicontinuous,
hence to be bounded from above. We then agree that the canonical represen-
tative (2.15) shall be used. It follows that the integral in (8.1) has a definite
meaning, with the value possibly being +∞ (σ+ may have point masses and
ϕ may attain the value −∞). In addition, it follows that ϕ is subharmonic as
a function in M \ supp ν. The uses of partial integration in the proof below
is justified by the potential u being bounded from below (in addition to ϕ
being bounded from above), as explained in the discussion after (2.21). 
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Proof. Assume first that ν = Bal(σ, 0). Using (6.1) we then have −σ− ≤ ν =
σ + d ∗ du ≤ 0, where u ≥ 0 is lower semicontinuous (by Remark 5.5) and
vanishes on supp ν (see (5.8), (5.9)). Hence
ˆ
M
ϕ ∧ (ν − σ) =
ˆ
M
ϕ ∧ d ∗ du =
ˆ
M
u ∧ d ∗ dϕ
=
ˆ
M\supp ν
u ∧ d ∗ dϕ ≥ 0
for every ϕ as in the statement of the theorem.
In the other direction, assuming −σ− ≤ ν ≤ 0 and that (8.1) holds we
may first choose ϕ = ±1, by which (8.1) gives that ´
M
ν =
´
M
σ. Therefore
there exists a potential u such that ν − σ = d ∗ du. This u is determined
only up to an additive constant, and since
´
M
ν =
´
M
σ < 0 we can adapt
this constant so that
´
M
u ∧ ν = 0. Moreover, u can be chosen to be lower
semicontinuous since Gσ− is assumed to be continuous.
Next, let τ ≥ 0 be a positive charge distribution inM . Then ´
M
(τ+cν) =
0 for a suitable c > 0, hence τ + cν = d∗dϕ for some potential ϕ. Because of
the assumed lower bound on ν and the continuity of Gσ−, ϕ can be chosen to
be upper semicontinuous. As d ∗ dϕ = τ ≥ 0 in M \ supp ν, ϕ is an allowed
test function in (8.1) and it follows that
0 ≤
ˆ
M
ϕ ∧ (ν − σ) =
ˆ
M
ϕ ∧ d ∗ du =
ˆ
M
u ∧ d ∗ dϕ
=
ˆ
M
u ∧ (τ + cν) =
ˆ
M
u ∧ τ.
Since τ ≥ 0 was arbitrary it follows that u ≥ 0 in M . Together with ν ≤ 0
and
´
M
u ∧ ν = 0 this shows that ν = σ + d ∗ du = Bal (σ, 0).
A typical application is obtained by choosing σ = µ−voln, where µ ≥ 0 is
sufficiently concentrated to a small set, for example is singular with respect
to voln, or satisfies µ ≥ voln on some open set and vanishes outside that set.
In these cases the structure formula (Theorem 6.3) shows that
Bal(µ, voln) = χΩ vol
n (8.2)
for some saturated open set Ω ⊂ M . And by Theorem 8.1 this is equivalent
to Ω being a subharmonic quadrature domain (or open set) for µ, in the sense
that µ = 0 outside Ω and ˆ
Ω
ϕ voln ≥
ˆ
ϕ ∧ µ (8.3)
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for all potentials ϕ which are subharmonic in Ω. See [26, 42, 47] for further
information.
Choosing µ of the form µ = tδa + χD vol
n (t > 0) one gets the weak
formulation of a standard version of Laplacian growth, to be discussed in the
next section.
9 Laplacian growth
Laplacian growth refers to domain evolutions driven by gradients of harmonic
domain functions. The standard case, which may also be named “motion by
harmonic measure”, is that the domain function is the Green’s function of the
domain with pole at a fixed point and zero Dirichlet boundary data. Detailed
information and many references for Laplacian growth can be found in [27].
The original connection between Laplacian growth, in the context of a fluid
dynamical interpretation of it in terms of Hele-Shaw flow, and quadrature
domains (or more exactly moment preservation) was made by S. Richardson
[38]. Laplacian growth on manifolds has previously been discussed in [9, 14,
30, 31, 50], for example.
To make everything precise in the above standard case, let for any subdo-
main D ⊂ M with nontrivial complement (say with voln(M \D) > 0), and
any a ∈ D, gD(·, a) be the Dirichlet Green’s function of D, determined by{ −d ∗ dgD(·, a) = δa in D,
gD(·, a) = 0 on ∂D.
Then the dynamical law for the corresponding time evolution t 7→ D(t),
Laplacian growth, can be expressed as
d
dt
ˆ
D(t)
ϕ voln = −
ˆ
∂D(t)
ϕ ∗ dgD(t)(·, a), (9.1)
which is to hold for every smooth test function ϕ inM . The law says that the
velocity of the boundary ∂D(t) in the outward normal direction equals minus
the outward normal derivative of the Green’s function. Otherwise said, the
velocity vector v(·, t) by which the boundary moves is
v(x, t) = −∇gD(t)(x, a), (9.2)
for x ∈ ∂D(t).
The formula (9.2) can be alternatively expressed, in the language of dif-
ferential forms, as
i(v(x, t))voln = − ∗ dgD(t)(x, a), (9.3)
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where i(·) denotes interior derivation (see [16]). Recall also that (minus) the
(n− 1)-form ∗dgD(·, a) represents the harmonic measure on ∂D with respect
to a, or the result of classical balayage of δa to ∂D. It should be emphasised
that the test function ϕ in (9.1) is to be independent of t. The relationship
between (9.1) and (9.3) then becomes immediate from H. Cartan’s formula
for the Lie derivative L
v
acting on forms, combined with Stokes’ theorem:
d
dt
ˆ
D(t)
ϕ voln =
ˆ
D(t)
L
v
(ϕ voln)
=
ˆ
D(t)
(d(i(v)(ϕ voln) + i(v)d(ϕ voln)) =
ˆ
∂D(t)
ϕ i(v) voln.
For test functions ϕ which are subharmonic in D(t) one has
−
ˆ
∂D(t)
ϕ ∗ dgD(t)(·, a) ≥ ϕ(a).
Hence on using only such functions and integrating (9.1) from time zero to
some positive time t one getsˆ
D(t)
ϕ voln −
ˆ
D(0)
ϕ voln ≥ tϕ(a).
This inequality, holding for test functions ϕ which are subharmonic in D(t),
represents a weak formulation of the Laplacian growth law. It says that D(t)
is a subharmonic quadrature domain for the measure tδa+χD(0)vol
n, and by
Theorem 8.1 it is equivalent to the balayage statement
Bal(tδa + χD(0) vol
n, voln) = χD(t) vol
n.
In the above weak formulations one may start with an arbitrary initial
open set D(0) ⊂ M and allow any 0 < t < voln(M \D(0)). In addition, the
point a need not be in D(0), in fact D(0) may even be the empty set. This
gives rise to what will be called harmonic balls in the next section.
10 Harmonic and geodesic balls
There are two kinds of balls to consider, geodesic balls and harmonic balls.
The geodesic balls are simply the ordinary balls defined in terms of the Rie-
mannian distance function, while the harmonic balls are defined by partial
balayage, or by mean-value properties for harmonic functions. In the Eu-
clidean case these two kinds of balls coincide. Here we shall prove that, in
two dimensions, geodesic and harmonic balls agree if and only if the Gaussian
curvature of the manifold is constant. We begin with the definitions.
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Definition 10.1. Let M be a Riemannian manifold. The geodesic ball with
centre a ∈M and radius r > 0 is
Bgeod(a, r) = {x ∈M : dist(x, a) < r},
where dist(x, a) denotes geodesic distance between x and a.
The harmonic ball with centre a ∈ M and volume t > 0 is the open
saturated set B = Bharm(a, t) defined by
Bal (tδa, vol
n) = χB vol
n. (10.1)
In the above definition, the balayage statement (10.1) can be replaced by
the quadrature property (see Section 8) that
ˆ
B
h voln ≥ th(a)
holds for all integrable subharmonic functions h in B. At least for small
values of t (and we shall consider only such values), it is known that the a
priori weaker mean-value property that
ˆ
B
h voln = th(a) (10.2)
holds for all integrable harmonic functions h in B is enough to ensure (10.1).
In general, the study of mean-value properties such as (10.2) has a long
history, which can be traced back even to I. Newton. In fact, Newton proved
that the exterior gravitational field of a homogeneous ball is the same as that
of a point mass in the centre, and that statement is equivalent to (10.2). Some
general discussion of mean-value properties, as well as further references, can
be found in [47]. The specific notion of harmonic ball was introduced in [46]
in the Euclidean case, and studies for curved manifolds, in the context of
the corresponding Hele-Shaw flow problem (Laplacian growth), can be found
in [31, 50], for example.
In the (locally) Euclidean case, i.e. with ds2 = dx21+ · · ·+ dx2n, we clearly
have Bgeod(a, r) = Bharm(a, t) with r and t related by
t = rn
pin/2
Γ(n/2 + 1)
. (10.3)
Here the last factor is the volume of the unit ball in n dimensions. It is easy
to see, however, that geodesic and harmonic balls cannot always be the same
in the case curved manifolds. The main result in the present section is the
following.
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Theorem 10.2. Let M be a Riemannian manifold of dimension two. Then
(small) geodesic and harmonic balls with the same centre coincide, as fam-
ilies, if and only if the Gaussian curvature κ of M is constant. When this
holds, then the relationship between the balls is more precisely
Bgeod(a, r) = Bharm(a, t) (10.4)
with r, t > 0 related by
t =


pi
κ
sin2(
√
κr) if κ > 0,
pir2 if κ = 0,
−pi
κ
sinh2(
√−κr) if κ < 0.
(10.5)
Remark 10.3. The theorem is local in nature, and we do not require M to
be compact. It may be just a small subdomain of a compact manifold, for
example. 
The natural framework for dealing with geodesic balls in two dimensions
is geodesic polar coordinates, and we start by giving a short discussion of such
coordinates. Some more details can be found in [16, Section 10.3] and [36,
Section 5.6].
Geodesic polar coordinates (r, ϕ) centred at a point a ∈ M bring the
metric to the form
ds2 = dr2 + ρ(r, ϕ)2 dϕ2 (10.6)
for some function ρ(r, ϕ) > 0. Here ϕ is an angular parameter with period 2pi
and r equals the geodesic distance from the coordinate origin (i.e. the point
a ∈ M) to the point with coordinates (r, ϕ). Geodesic polar coordinates
exist only in a neighbourhood of a, so small that that geodesic balls are still
topological balls, more precisely up to the injectivity radius, the largest radius
for which the exponential map is a diffeomorphism (see [36, Section 5.9.2]
and [3, Section 6.5]). Since there are no mixed terms in (10.6) the coordinates
are orthogonal. The point a itself is singular for the geodesic coordinates. To
account for this singularity, the function ρ has to satisfy, in the limit r → 0,

ρ = 0,
∂ρ
∂r
= 1.
(10.7)
More precisely, Taylor expansion of ρ with respect to r gives
ρ(r, ϕ) = r + r2σ(r, ϕ)), (10.8)
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for some smooth function σ(r, ϕ), 2pi-periodic in ϕ.
The level lines of ϕ are exactly the geodesic curves emanating from a ∈M ,
and the level lines of r are the geodesic spheres (the boundaries of the geodesic
balls) centred at a. Thus the geodesic ball with radius R > 0 is given in
geodesic polar coordinates by
Bgeod(a, R) = {(r, ϕ) : 0 < r < R} ∪ {a}.
The Gaussian curvature κ of the metric (10.6) is obtained from
∂2ρ
∂r2
+ κρ = 0, (10.9)
see again [16].
Example 10.4. If κ is independent of r then (10.9), (10.7) can be immedi-
ately integrated to give
ρ(r, ϕ) =


1√
κ
sin(
√
κr) if κ > 0,
r if κ = 0,
1√−κ sinh(
√−κr) if κ < 0.
(10.10)
For κ = 0 we can identify (10.10) with the standard polar coordinates in the
Euclidean plane. As an example with κ > 0 we may let a be the north pole
on the sphere M = ∂B(0, R) in R3 (R > 0 being a fixed radius). On that
sphere we have the ordinary spherical coordinates (θ, ϕ) with 0 < θ < pi and
ϕ being 2pi-periodic. Then the coordinate origin (0, 0) corresponds to the
point a, and the metric on M is
ds2 = R2 dθ2 +R2 sin2 θ dϕ2.
This is of the form (10.6) with

r = Rθ,
ϕ = ϕ (unchanged),
ρ(r, ϕ) = R sin
r
R
.
With κ = 1/R2 we can identify this with the first option in (10.10). Compare
similar examples in [3].
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In the example above, neither ρ nor κ depends on ϕ. This signifies that
motions by the vector field ∂/∂ϕ are rigid transformations. The following
lemma gives some equivalent statements in this respect,
Lemma 10.5. For arbitrary geodesic polar coordinates centred at a point
a ∈M , the following statements are equivalent.
(i)
∂
∂ϕ
ρ(r, ϕ) = 0.
(ii)
∂
∂ϕ
κ(r, ϕ) = 0.
(iii)
∂
∂ϕ
is a Killing vector field.
(iv) ϕ is a harmonic function (locally).
Recall that the meaning of (iii) is that the Lie derivative by the vector
field ξ = ∂
∂ϕ
acting on the metric tensor vanishes:
Lξ(dr ⊗ dr + ρ(r, ϕ)2 dϕ⊗ dϕ) = 0,
and that this can be interpreted as saying that the flow defined by ξ is a
one-dimensional flow by isometries.
Proof. The equivalence (i)⇐⇒ (ii) is obvious from the system (10.9), (10.7),
which is an initial value problem on standard form for ρ as a function of r,
having ϕ as a parameter.
As for (iii) we simply compute the Lie derivative in the local coordinates
given. The result is
Lξ(dr ⊗ dr + ρ(r, ϕ)2 dϕ⊗ dϕ) = ∂(ρ(r, ϕ)
2)
∂ϕ
dϕ⊗ dϕ,
from which we immediately obtain (i)⇐⇒ (iii).
Turning to (iv), a function h is harmonic if and only if d ∗ dh = 0, and in
geodesic polar coordinates this spells out to
∂
∂r
(
ρ(r, ϕ)
∂h
∂r
)
+
∂
∂ϕ
(
1
ρ(r, ϕ)
∂h
∂ϕ
)
= 0.
Thus h = ϕ is harmonic if and only if ∂
∂ϕ
( 1
ρ(r,ϕ)
) = 0, i.e. if and only if (i)
holds.
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When the equivalent conditions in Lemma 10.5 hold, then the conjugate
harmonic function of ϕ is, up to additive and multiplicative constants, the
ordinary Green’s function gR = gR(·, a) (with pole at a) for Bgeod(a, R), for
any small R. In fact, if the conjugate harmonic function of ϕ is denoted ψ
the defining relationship is
dψ = ∗dϕ.
Now, using that ρ does not depend on ϕ (by assumption),
∗dϕ = 1
ρ(r)
(∗ρ(r)dϕ) = − 1
ρ(r)
dr,
so
ψ = −
ˆ
dr
ρ(r)
. (10.11)
This indefinite integral contains a constant of integration, which may depend
on ϕ, and that constant can be adjusted so that ψ = 0 on ∂BR. The strength
of the singularity of ψ at the point a is linked to the increase of ϕ by 2pi as
a is encircled. Altogether we find that the function
gR =
1
2pi
ψ,
is exactly the (ordinary) Green’s function for BR, in the sense that it satisfies
−d ∗ dgR = δa in BR and has boundary values gR = 0 on ∂BR.
Example 10.6. If κ is constant we can evaluate the integral (10.11) by using
the explicit expressions (10.10) for ρ. When κ > 0, for instance, this gives
ψ = log
∣∣∣∣cot
√
κr
2
∣∣∣∣+ constant,
and so
gR(r) =
1
2pi
(
log
∣∣∣∣cot
√
κr
2
∣∣∣∣− log
∣∣∣∣cot
√
κR
2
∣∣∣∣
)
(0 < r < R).
Now we turn to the proof of the theorem.
Proof of Theorem 10.2. Assume first that κ is constant and fix a point a ∈M .
Lemma 10.5 shows that, for geodesic polar coordinates (r, ϕ) centred at a,
ξ = ∂
∂ϕ
is a Killing vector field. Thus the flow by ξ consists of rigid transfor-
mations which keep a fixed. But it is obvious from construction that both
types of balls, geodesic and harmonic balls centred at a, are uniquely de-
termined by their radii or volumes and that they are invariant under such
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transformations. It follows that the two families of balls are the same. The
relationships (10.5) between r and t are obtained by elementary calculations.
For the other direction of the theorem, assume that (10.4) holds for all
small r, t > 0 and all a ∈M . We start by fixing one point a ∈M and choosing
geodesic polar coordinates (r, ϕ) centred at a. The mean-value property
ˆ
BR
h vol2 = vol2(BR) h(a)
holds (by assumption (10.4)) for BR = B
geod(a, R), for every small R > 0
and all integrable harmonic functions h in BR. Differentiation of this identity
with respect to R gives the corresponding mean-value identity in terms of
boundary integrals:
ˆ
∂BR
h vol1 = vol1(∂BR) h(a).
This holds for harmonic function h which are, say, continuous up to ∂BR.
The differentiation gives more precisely the one-dimensional volume element
in form of an interior derivative of the two-dimensional volume element, as
vol1 = i
(
∂
∂r
)
vol2 = i
(
∂
∂r
)
ρ(r, ϕ) dr ∧ dϕ = ρ(r, ϕ) dϕ.
On the other hand, we have quite generally a similar identity with the
boundary integral weighted with the normal derivative of the Green’s func-
tion. In the language of differential forms this looks
−
ˆ
∂BR
h ∗ dgR = h(a).
On comparison we conclude that
− ∗ dgR = 1
vol1(∂BR)
ρ(r, ϕ) dϕ along ∂BR. (10.12)
In general terms we have
∗dgR = ∗
(
∂gR
∂r
dr +
1
ρ(r, ϕ)
∂gR
∂ϕ
ρ(r, ϕ) dϕ
)
= − 1
ρ(r, ϕ)
∂gR
∂ϕ
dr +
∂gR
∂r
ρ(r, ϕ) dϕ,
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so (10.12) spells out to

−∂gR
∂r
=
1
vol1(∂BR)
on ∂BR,
∂gR
∂ϕ
= 0 on ∂BR.
(10.13)
Now gR is harmonic in BR \ {a} and has a fixed singularity at a. Thus, if
we differentiate gR with respect to R we obtain a harmonic function ∂gR/∂R
in BR without singularities. On the boundary ∂BR we have
gR(R,ϕ) = 0,
and differentiating this with respect to R gives
∂gR
∂R
+
∂gR
∂r
= 0 on ∂BR.
In view of (10.13) and the harmonicity of ∂gR/∂R in BR this entails
∂gR
∂R
=
1
vol1(∂BR)
in BR.
Integrating the above identity from some R0 < R to R1 = R gives, for
0 < r < R0,
gR(r, ϕ)− gR0(r, ϕ) =
ˆ R
R0
dt
vol1(∂Bt)
.
On letting r → R0 the second term disappears and we get the explicit formula
gR(r, ϕ) =
ˆ R
r
dt
vol1(∂Bt)
.
In particular we see that gR does not depend on ϕ and that the gradient
of gR in addition does not depend on R:
∇gR = − 1
vol1(∂Br)
∂
∂r
.
A side remark here is that this says that the Hele-Shaw flow moving bound-
ary problem, which has (minus) the gradient of the Green’s function as its
velocity field in the fluid region, is a stationary flow in the present situation,
namely when the flow is driven a point source and starts from empty space
in a constant curvature (two-dimensional) manifold.
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Knowing now that gR is independent of ϕ, the fact that gR(r, ϕ) = gR(r)
is a harmonic function (for 0 < r < R) becomes
∂
∂r
(
ρ(r, ϕ)
∂gR(r)
∂r
)
= 0.
From this it follows that ∂
∂r
log ρ(r, ϕ) is a function only of r, so that
∂2
∂ϕ ∂r
log ρ(r, ϕ) = 0.
But the general solution of the latter equation is of the form
log ρ(r, ϕ) = A(r) +B(ϕ),
and using the behaviour (10.8) of ρ as r → 0 one deduces that the function
B(ϕ) must be constant. Thus ρ(r, ϕ) depends only on r.
Using Lemma 10.5 it now follows that also κ depends only on r. But so
far we have used the assumption (10.4) only at one point, a ∈M . Repeating
the same procedure for a nearby point gives the final conclusion that κ indeed
is constant.
Remark 10.7. It is possible to prove the easy direction the theorem (that
constant curvature implies coincidence of balls) by using a local version of the
(rather deep) uniformisation theorem, namely by introducing a local complex
coordinate z in which the metric takes the form
ds =
2|dz|
1 + κ|z|2 . (10.14)
Taking then z = 0 to correspond to the point a ∈M the proof becomes very
easy.
A somewhat related observation is the following. Consider again the
constant curvature metric (10.14), restricting to |z| < 1/√−κ if κ is negative.
Then, by Theorem 10.2, the class of geodesic balls coincides with the class
of harmonic balls, and their centres agree. What we wish to remark here is
that this class of balls in addition coincides with the usual Euclidean disks,
but that the centres then will be different. In other words, any Euclidean
disk |z − a| < r in the complex plane is a geodesic and harmonic ball with
respect to (10.14), but its centre as such a ball will depend on κ, and will in
particular not coincide with a unless κ = 0 (or a = 0). 
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11 Remarks on noncompact manifolds
We remark here on the modifications needed for the case of a manifold M
with boundary ∂M , which then itself is a manifold (of one dimension lower).
For simplicity, we shall stay within the finite energy setting, and then the
treatment can be based on Hodge decompositions for manifolds with bound-
ary, see [45]. We shall make no attempt of giving a complete theory of partial
balayage on open manifolds in this paper.
Having a boundary means that boundary conditions have to be taken into
account. Starting out from Definition 3.2 there are several natural options
on what to impose on u:
• Dirichlet data: u = 0 on ∂M .
• Relaxed Dirichlet data: u = free constant on ∂M , together with
ˆ
∂M
∗du = 0. (11.1)
• Hydrodynamic type data: du = 0 along ∂M , together with the zero
flux condition (11.1) holding for each individual component of ∂M . (If
∂M has only one component this case is the same as the previous.)
• Neumann data: ∗du = 0 along ∂M .
The case of Dirichlet data is quite straight-forward: u is then to belong to
the Sobolev space W 1,20 (M), where now the subscript 0 signifies zero bound-
ary values, and the theory becomes based on the isometric isomorphism
−d ∗ d :W 1,20 (M)→W−1,2(M)n. (11.2)
Not all elements of W−1,2(M)n are charge distributions, but those which are
make up a dense subset of W−1,2(M) (see [49] for the Euclidean case). The
Green’s operator, or rather the map taking charge distributions to Green’s
potentials, is simply the inverse of (11.2),
G :W−1,2(M)n →W 1,20 (M).
Green’s potentials are defined accordingly, and everything works out with
minor modifications (simplifications actually), compared to the compact case.
As for the balayage process, say in the form σ 7→ Bal(σ, 0), it is impor-
tant to take into account that some (or even all) of the mass may go to the
boundary, and this mass should be kept track of, even though, in the present
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paper, the notation Bal(σ, 0) refers only to the mass within M . The assump-
tion (3.5) is not needed in the case of Dirichlet boundary conditions, and one
may even start with a positive current: σ ≥ 0. In that case all mass will
go to the boundary and partial balayage will simply be the same as classical
balayage of σ to ∂M . The resulting measure is absolutely continuous with
respect to (n− 1)-dimension measure on ∂M and its density is (minus) the
outward normal derivative ∂u/∂n of the function u in (4.6). In other words,
it is represented by (minus) the (n− 1)-form ∗du on ∂M .
The other three types of boundary conditions all ensure mass balance
within M : ˆ
M
Bal(σ, 0)−
ˆ
M
σ =
ˆ
M
d ∗ du =
ˆ
∂M
∗du = 0.
Therefore (3.5) will be a necessary assumption in these cases. It should
also be noted that all four kinds of boundary conditions guarantee partial
integration free of boundary terms: if u satisfies anyone of the mentioned
boundary conditions and v satisfies the same, thenˆ
M
du ∧ ∗dv =
ˆ
∂M
u ∧ ∗dv −
ˆ
M
u ∧ d ∗ dv = −
ˆ
M
u ∧ d ∗ dv. (11.3)
This is important because it makes the theory for compact manifolds carry
over smoothly, with only minor changes, to the case of manifolds with bound-
ary. For example, the potential u in the definition of partial balayage will
in all cases be characterized by the complementarity system (4.6), together
with the given boundary conditions.
The difference between vanishing Dirichlet data and those which are “re-
laxed” is essentially the requirement of mass conservation (11.1) within M ,
which may be expressed as ˆ
M
d ∗ du = 0. (11.4)
If one adds this condition directly to the zero Dirichlet data, then one can
no longer infer that u ≥ 0, and the complementarity system fails in the way
it is written in (4.6). However, one can recover these properties if one just
adjusts the additive level of u in the same way as was done in the beginning of
Section 4, so that (4.2) holds. But then u will (in general) not be zero on the
boundary, it may take another constant value, which cannot be prescribed
in advance.
So this is the meaning of the relaxed Dirichlet data. It is closely related
to boundary conditions which are used for the stream function in two dimen-
sional fluid mechanics. This stream function takes free constant values on
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each boundary component, expressing that the flow is parallel to the bound-
ary. This is then complemented by prescribing the circulations around the
holes, in accordance with Kelvin’s theorem (conservation of circulations).
Thus hydrodynamic data requires that du = 0 along ∂M , and that ∗du
is exact in a neighbourhood of ∂M . The case of Neumann data is more or
less a dual version of this: ∗du = 0 along ∂M , while du is exact already from
outset. There is a rather elegant way of reducing boundary value problems
with zero Neumann data to the case of a compact manifold by means of a
doubling procedure of P.E. Conner [7, 8] and K.O. Friedrichs [18]. In the
case of two dimensions, the corresponding idea goes back to F. Schottky [44].
The doubling procedure means more precisely that one adds, to M ∪ ∂M , a
copy M˜ of M and glues it along the boundary so that a compact manifold
Mˆ = M ∪ ∂M ∪ M˜ is obtained. The differentiable structure of Mˆ requires
that the gluing is made via coordinate maps which (locally) take ∂M into
{xn = 0} ⊂ Rn and neighbouring parts of M into {xn > 0}; such maps are
postulated in the definition of a manifold with boundary (see [45]). Then M˜
has the corresponding maps, and before gluing one changes the orientation
of M˜ by composing its coordinate maps with the reflection xn 7→ −xn. Even-
tually one pastes along xn = 0 in coordinate space. The resulting compact
manifold (with its metric) will in general not be smooth across the boundary,
but for appropriate choices of coordinates one can ensure that the metric ten-
sor becomes Lipschitz continuous (see again [8,18]), which is good enough for
the idea to work. An example, and some further discussion will be provided
in Section 13.1.
As for the partial balayage in the Neumann case, one turns it into a
problem in Mˆ by taking the same data on M˜ as on M . Then, on Mˆ , one
has data which are symmetric with respect to the natural involution on Mˆ .
This enforces homogeneous Neumann data on ∂M .
For open manifolds in general, a natural method is to try exhaust the
manifold by manifolds with boundary and select suitable boundary conditions
for these. It turns out that Dirichlet boundary conditions for the exhausting
sequence is not a good choice because some mass is moved to the boundary,
and this mass may eventually be lost in the limit. In Section 14 we give an
example showing that this can occur in dimension n ≥ 3, with M = Rn. On
the other hand, we also show (Theorem 14.1) that this does not happen in
dimensions n = 1, 2.
The Euclidean case M = Rn can also be treated directly. It is natural
to insist on mass conservation, i.e. that (11.4) holds. As indicated by (4.9)
one expects the function u to behave at infinity as a Newtonian or logarith-
mic (n = 2) potential of a compactly supported zero net mass distribution,
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modulo an additive constant. This means that
du(x) = O
(
1
|x|n
)
as x→∞, (11.5)
from which follows that du ∈ L2(Rn)1. Thus Definition 3.2 can be used
as stated, with just the additional requirement of mass balance (11.4) (the
asymptotics (11.5) need not be required explicitly). These assumptions en-
sure partial integration without boundary contributions, as in (11.3), and
then existence and uniqueness of partial balayage follow (assuming (3.5)).
Also (4.2) follows, after normalization of the additive constant in u as in the
beginning of Section 4.
Most of previous treatments of partial balayage in Euclidean space have
been based either on Dirichlet boundary conditions in bounded domains (or
at least domains admitting an ordinary Green’s function), or else on full
space Rn with the simplifying assumption that σ− is so big that the function
u automatically vanishes in a full neighbourhood of infinity.
12 Simple examples of partial balayage
12.1 A one-dimensional example
Even though the one dimensional case is not of primary interest, it gives a
possibility to construct simple examples and to build up the intuition. There
is only one (up to diffeomorphisms) closed manifold of dimension one, and
this can be represented by the unit circle S1, or by R/Z. Using the latter,
functions, currents (etc.) on M get represented by periodic functions (etc.)
on R, or as the corresponding objects defined on the single period interval
[0, 1) in such a way that they have good periodic extensions. The Riemannian
metric will be ds2 = dx2, where x is the coordinate on R.
The situation in dimension one differs from all higher dimensions in that
all charge distributions have finite energy and all potentials are continuous
functions. Thus partial balayage always exists whenever (3.5) holds. The
point with the example below is partly just to illustrate the general theory
by computing all functions involved, but it is also good to see the difference
between one dimension and two (and higher) dimensions by comparing it
with the example in Section 12.2.
Representing M by the single period interval [0, 1) we shall compute
Bal(σ, 0) with
σ = δa − 2δb, (12.1)
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where 0 ≤ a < b < 1. Since vol1(M) = 1 and ´
M
σ = −1, the parameter t
in (3.9) is t = 1. Therefore, the equation (5.1) for the potential ψ becomes
ψ′′ = δa − 2δb + 1. Integrating twice, taking into account that ψ must be
extendable to a periodic function without this causing extra contributions to
ψ′′, gives, for 0 ≤ x < 1,
ψ(x) =
1
2
|x− a| − |x− b| + 1
2
x2 + (a− 2b)x+ C,
where C = 1
12
− a2
2
+ b2 if the normalization (2.7) is imposed.
In order to compute u and v we must know the outcome of the balayage
process. But there is actually not much choice, the mass at a must go into
the only available hole, at b. This gives
Bal(δa − 2δb, 0) = −δb, (12.2)
from which we easily get u and v: they have to satisfy u′′ = −δa + δb and
v′′ = −δb + 1, and integrating these equations twice taking into account
periodicity constraints gives, with C as above,

u(x) = −1
2
|x− a|+ 1
2
|x− b| + (b− a)x+ (b− a)
(
1
2
− b
)
,
v(x) = −1
2
|x− b|+ 1
2
x2 − bx+ (b− a)
(
1
2
− b
)
+ C.
In the notations of Section 6 we obtain, within the period [0, 1),
ω = [0, 1) \ {a}, Ω = [0, 1),
µ = δb, σ− = 2δb.
In particular we see that the structure formula (6.9) does not hold in this
case.
12.2 A singular case on the sphere
Here we takeM = S2, the unit sphere in R3, and with the Riemannian metric
inherited from R3. This means that in standard spherical coordinates (θ, ϕ),
with 0 ≤ θ ≤ pi, 0 ≤ ϕ < 2pi, the metric is given by
ds2 = dθ2 + sin2 θ dϕ2.
The volume (or area) form is
vol2 = sin θ dθ ∧ dϕ.
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We shall try to perform the partial balayage Bal(σ, 0), for a choice of σ
of the same kind as in the previous example (Section 12.1), namely
σ = δN − 2δS. (12.3)
Here N and S denote the north and south poles, given in spherical coordi-
nates by θ = 0 for N , θ = pi for S, and with ϕ being indeterminate in both
cases. The energy of σ is infinite, both at N and at S. Now vol2(M) = 4pi,
t = −m(σ) = 1/4pi, and the equation for ψ becomes
d ∗ dψ = δN − 2δS + 1
4pi
vol2.
This can be solved explicitly, and the result is the potential
ψ =
1
4pi
(
log sin2
θ
2
− 2 log cos2 θ
2
− 1
)
, (12.4)
where the additive level is adjusted so that (2.7) holds.
If everything were as in the one-dimensional case above, then we would
have
u =
1
4pi
(
− log sin2 θ
2
+ log cos2
θ
2
)
,
v = − 1
4pi
(
log cos2
θ
2
+ 1
)
.
However, these potentials do not have the right properties, for example u is
not bounded from below, so it is impossible to make it satisfy u ≥ 0, even
after adjustment of constants. Hence v does not satisfy v ≥ ψ.
In fact, in the present case there is no function v whatsoever which satis-
fies the requirements in Definition 5.2 in the sense that it satisfies v ≥ ψ and
∆v ≤ t. For if v is to be as big as ψ at S, then ∆v has to have at least the
negative contribution −2δS at S, which then has to be compensated by the
same amount of positive contribution somewhere else. And that is not pos-
sible under the constraint ∆v ≤ t. The conclusion is that Bal(δN − 2δS, 0)
does not exist.
Similarly, Bal(δN − δS, 0) does not exist, despite what was said about the
case
´
M
σ = 0 in the beginning of Section 4.
12.3 A mixed case on the sphere
Here we shall soften up the previous example by introducing a volume term.
We consider
σ = δN − 2δS − α vol2 (12.5)
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for suitable values of α > 0. Even though none of σ± have finite energy we
shall see that the results are better, provided α is large enough.
As a preparation we consider the more regular case
σ = δN − α vol2, (12.6)
for which σ− has finite energy. When 0 ≤ α < 14pi the partial balayage
Bal(σ, 0) of σ in (12.3) does not exist because (3.5) is violated. So assume
that
α ≥ 1
4pi
. (12.7)
Then everything is straightforward, for example ψ has to satisfy
d ∗ dψ = δN − α vol2 +
(
α− 1
4pi
)
vol2 = δN − 1
4pi
vol2,
which gives
ψ = −GδN = 1
4pi
(
log sin2
θ
2
+ 1
)
,
and the balayage of the excess mass δN fills up the available “hole” (repre-
sented by −α vol2) in a circular neighbourhood of N . Precisely:
Bal(δN − α vol2, 0) = −α vol2|K , (12.8)
where K is the unfilled part, defined by an equation θ0 ≤ θ ≤ pi with θ0
chosen so that α vol2(M \ K) = 1. The equation for θ0 becomes, more
precisely,
2piα (1− cos θ0) = 1.
A perhaps more intuitive way of writing (12.8) is
Bal(δN , α vol
2) = α vol2|Ω,
where Ω = S2 \K.
Remark 12.1. Translating the above formulae to the complex plane by
stereographic projection from the north pole to the equatorial plane (to be
identified with C), so that
z = eiϕ cot
θ
2
,
gives
ds2 =
4|dz|2
(1 + |z|2)2 , G
δN = − 1
4pi
(
log
1
1 + |z|2 + 1
)
.

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Now, with the same lower bound (12.7) on α we return to (12.5). The
hole becomes bigger in the presence of the term −2δS, but it has infinite
energy. Does this change anything? No, it turns out to that the new term
−2δS is just left untouched. The equation for ψ is the same as in Section 12.2,
because the value of the parameter t (see (3.9)) changes as a compensation
for the volume term. The new value is t = 1
4pi
+ α and we have
d ∗ dψ = δN − 2δS − α vol2 +
(
1
4pi
+ α
)
vol2.
Thus ψ is again given by (12.4). However, when (12.7) holds it is now possible
to find functions v satisfying v ≥ ψ and ∆v ≤ t, this due to t now being
bigger. In fact,
v = − 1
2pi
log cos2
θ
2
is a competing function, and it follows that Bal(σ, 0) exists.
As a remark, any function v satisfying v ≥ ψ has, at S, a singularity at
least as big as that of ψ, hence cannot have finite energy. Thus the cone K
in (5.3) is empty, and we conclude that Definition 5.2 is in fact more general
than what a definition based directly on Theorem 5.1 would have been.
12.4 Examples on spheres in higher dimensions
Let us consider M = S3, the unit sphere in R4, with the inherited metric.
For coordinates on M we use the hyperspherical coordinates (ξ, θ, φ) defined
by 

x1 = cos ξ,
x2 = sin ξ cos θ,
x3 = sin ξ sin θ cos φ,
x4 = sin ξ sin θ sin φ,
(12.9)
where 0 ≤ ξ ≤ pi, 0 ≤ θ ≤ pi and 0 ≤ φ ≤ 2pi. The metric then becomes
ds2 = dξ2 + sin2 ξ dθ2 + sin2 ξ sin2 θ dφ2 (12.10)
in the hyperspherical coordinates, and so the volume form on M is
vol3 = sin2 ξ sin θ dξ ∧ dθ ∧ dφ. (12.11)
Let N = (1, 0, 0, 0) be the north pole on the sphere, corresponding to ξ = 0
and both θ and φ indeterminate, and once more consider the partial balayage
of the charge distribution σ defined by
σ = δN − α vol3. (12.12)
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The volume of M is
vol3(M) =
ˆ pi
0
sin2 ξ dξ
ˆ pi
0
sin θ dθ
ˆ 2pi
0
dφ = 2pi2, (12.13)
hence
t = −m(σ) = − 1
2pi2
ˆ
σ = α− 1
2pi2
. (12.14)
We thus assume that α ≥ 1/2pi2 to ensure t ≥ 0.
In the hyperspherical coordinates the Laplacian becomes
∆f =
1
sin2 ξ
[
∂
∂ξ
(
sin2 ξ
∂f
∂ξ
)
+
1
sin θ
∂
∂θ
(
sin θ
∂f
∂θ
)
+
1
sin2 θ
∂2f
∂φ2
]
. (12.15)
The equation for ψ in the decomposition of σ is
d ∗ dψ = δN − α vol3 +
(
α− 1
2pi2
)
vol3 = δN − 1
2pi2
vol3. (12.16)
For sake of finding ψ we thus need to solve the equation
∆f = − 1
2pi2
, (12.17)
in the region 0 < ξ < pi, which, assuming f = f(ξ) for symmetry, becomes
1
sin2 ξ
∂
∂ξ
(
sin2 ξ
∂f
∂ξ
)
= − 1
2pi2
⇒ f(ξ) = ξ cot ξ
4pi2
+ A cot ξ +B, (12.18)
where A, B are constants of integration. For the potential of δN we require
that the coefficient of ξ−1 in the series expansion of its potential around ξ = 0
is −|S3−1|−1 = −1/4pi. It follows that
ψ =
1
4pi2
(
(ξ − pi) cot ξ + 1
2
)
, (12.19)
where the additive constant is chosen so that (2.7) holds. As it is easily seen
that ψ is bounded from above in ξ, it follows from Example 5.4 that Bal(σ, 0)
exists. Precisely as in (12.8) the resulting balayage form is given by
Bal(δN − α vol3, 0) = −α vol3|K , (12.20)
with K = S3 \ Ω and Ω is a ball around N with boundary ξ = ξ0 for some
constant ξ0, determined explicitly by the equation
piα(2ξ0 − sin(2ξ0)) = 1. (12.21)
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Note that the function h(ξ) := piα(2ξ − sin 2ξ)− 1 is continuous and mono-
tonically increasing on [0, pi], satisfies h(0) = −1, and that h(pi) ≥ 0 holds if
and only if α ≥ 1/2pi2, ensuring that (12.21) has a unique solution.
The above example can rather easily be generalized further to even higher
dimensions. For the n-sphere M = Sn ⊂ Rn+1 we can use the hyperspherical
coordinates (φ1, φ2, . . . , φn) defined by x1 = cosφ1, xj =
(∏j−1
k=1 sinφk
)
cosφj
for all j = 2, 3, . . . , n, and xn+1 =
∏n
k=1 sinφj, where 0 ≤ φ1, . . . , φn−1 ≤ pi
and 0 ≤ φn ≤ 2pi. With N = (1, 0, 0, . . . , 0) and σ = δN − α voln, using
α ≥ 1/voln(M) to ensure (3.5), one can find the potential for σ by finding
solutions ψ = ψ(φ1) to
1
sinn−1(φ1)
∂
∂φ1
(
sinn−1(φ1)
∂ψ
∂φ1
)
= − 1
voln(M)
. (12.22)
It turns out that the solutions are of the form
ψ(φ1) =
1
voln(M)
ˆ
cos(φ1)
sinn−1(φ1)
2F1
(
1
2
, 1− n
2
;
3
2
; cos2(φ1)
)
dφ1
+ A cos(φ1) 2F1
(
1
2
,
n
2
;
3
2
; cos2(φ1)
)
, (12.23)
where 2F1 is the Gaussian hypergeometric function,
2F1(a, b; c; z) =
∞∑
n=0
(a)n(b)n
(c)n
zn
n!
(12.24)
with (k)n = k(k+1) . . . (k+n−1), (k)0 = 1 the Pochhammer symbol, and A
is a constant of integration. The resulting balayage n-form exists, and again
has the form
Bal(δN − α voln, 0) = −α voln|Sn\Ω, (12.25)
where Ω is the open ball aroundN with boundary {φ1 = Φ} for some constant
Φ determined uniquely by the equation
α voln−1(Sn−1)
ˆ Φ
0
sinn−1(φ1) dφ1 = 1. (12.26)
13 Examples of doubling technique
13.1 The double of a ball
In order to illustrate some matters in Section 11, let M = BR = B(0, R) be
the open ball in Rn with radius R. We first construct the compact manifold
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Mˆ = M ∪ ∂M ∪ M˜ , the double of M . In M we use the ordinary Euclidean
metric
ds2 = dx21 + · · ·+ dx2n,
and with x˜1, . . . , x˜n the corresponding coordinates on M˜ , the metric there
will be
ds˜2 = dx˜21 + · · ·+ dx˜2n.
The general recipe for gluing these involve first choosing local coordinates,
y1, . . . , yn, say, near the boundary so that ∂M corresponds to yn = 0 and M
to parts of the upper half space. For M˜ one does the same, and then flips
y˜n 7→ −y˜n before gluing.
Suitable coordinates in the ball case are spherical coordinates r, θ, ϕ, . . . ,
which we in general may write as (r, ω), where r > 0, ω ∈ Sn−1. Then the
Euclidean metric becomes (symbolically)
ds2 = dr2 + r2 dω2,
for example ds2 = dr2 + r2(dθ2 + sin2 θ dϕ2) in dimension n = 3. For the
local coordinates y1, . . . , yn above we can choose y1, . . . , yn−1 to be various
polar angles (e.g. y1 = θ, y2 = ϕ when n = 3) and yn = R − r. This renders
the metric on the form
ds2 = dy2n + (R − yn)2 dω(y1, . . . , yn−1)2 (yn ≥ 0).
The same expression is valid for M˜ , with tilde on all coordinates, and then
one allows yn to take negative values by setting yn = −y˜n ≤ 0. The resulting
metric on (part of) Mˆ now becomes, for yn in a full neighbourhood of yn = 0,
ds2 = dy2n + (R− |yn|)2 dω(y1, . . . , yn−1)2.
Here one sees clearly that the metric tensor only becomes Lipschitz continu-
ous, and this is the best one can achieve in general (see [18], [8]). In fact, the
above choice of coordinates is already optimal in the sense that, in terms of
a general expression ds2 =
∑
gijdyi ⊗ dyj, we have gin = 0 for all i 6= n. In
cases when such mixed terms are present the coefficients gij need not even
be continuous (this occurs with the coordinates for the ball chosen as in the
example after Definition 1.1.1 in [45]).
In the somewhat trivial case of dimension n = 1, the metric tensor actu-
ally becomes smooth (e.g. in the above example there are no polar angles),
but already in dimension n = 2 one has to treat Lipschitz continuous coeffi-
cients. The two dimensional case is on the other hand favourable in the sense
that the conformal structure of the double remains smooth (for arbitraryM),
which makes Mˆ become a true Riemann surface, the Schottky double of M .
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As an alternative to the coordinates (x˜1, . . . , x˜n) or (y1, . . . , yn) on M˜ one
can use the original Cartesian coordinates (x1, . . . , xn) in the region outside
BR. Such a point x = (x1, . . . , xn), hence with |x| > R, is then identified
with a point x˜ = (x˜1, . . . , x˜n) in M˜ (i.e. |x˜| < R) via the reflection map
(x1, . . . , xn) 7→ (x˜1, . . . , x˜n) = R
2
|x|2 (x1, . . . , xn). (13.1)
These coordinates turn out to be quite useful and intuitive, for example
the full Euclidean space Rn then represents all of Mˆ except for the “north
pole”, 0˜ ∈ B˜R. Straight-forward computations give that, in these Cartesian
coordinates, the Riemannian metric on Mˆ \ {0˜} takes the form
ds2 =


dx21 + · · ·+ dx2n 0 ≤ |x| ≤ R,
R4
|x|4 (dx
2
1 + · · ·+ dx2n) R < |x| <∞.
(13.2)
Again we see that the metric is only Lipschitz continuous across ∂M . We
also see that the metric is very small at infinity, in fact so small that the one
point compactification of Rn becomes a smooth manifold at infinity.
One may compare the above with the spherical metric on Rn, i.e. with
the metric obtained from the standard metric on Sn ⊂ Rn+1 by stereographic
projection from the north pole in Sn to Rn ∼= {xn+1 = 0} ⊂ Rn+1. This is
given by
ds2spherical =
4(dx21 + · · ·+ dx2n)
(1 + |x|2)2 , (13.3)
hence is equally small at infinity, which certainly represents a smooth point
of Sn. For the spherical metric, the curvature is uniformly spread out over
the manifold, while for the double of a ball the curvature is concentrated as a
singular distribution on ∂M . Indeed, the curvature tensor is an expression in
the second order derivatives of the components of the metric tensor, and these
being just Lipschitz continuous means that the components of the curvature
tensor will consist of measures sitting on ∂M . On the other hand M and M˜
are completely flat, but for topological reasons the manifold has to be curved
somewhere.
As an example of function theory on the double we have
Example 13.1. If u is a harmonic function, with some singularities, on a
manifold with boundary,M∪∂M , and u = 0 on ∂M , then u can be extended
to an odd function to the double Mˆ by setting u(x˜) = −u(x) at the point
x˜ ∈ M˜ opposite to x ∈ M , and with this extension u remains harmonic in
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Mˆ , except for its original and reflected singularities. A main example is the
Green’s function gM(·, a) for M with pole at a ∈ M , which extends in this
way to be harmonic on the double, with a corresponding counter-pole at the
opposite point a˜ ∈ M˜ . This results in the following formula, which relates
the Dirichlet Green’s function to the Green’s kernel (2.17) for the double:
gM(x, a) =
1
2
E(δx − δx˜, δa − δa˜)
=
1
2
[G(x, a)−G(x, a˜)−G(x˜, a) +G(x˜, a˜)].
To prove the formula one just need to act by −d∗d (with respect to x) on the
right member, to see that it becomes δa, and to check that the right member
vanishes when x ∈ ∂M .
13.2 On equilibrium distributions
The classical equilibrium distribution of a compact set K ⊂ Rn is the prob-
ability measure µ on K that minimizes the (unweighted) energy
´
Uµ dµ
among all probability measures on K. The corresponding equilibrium po-
tential Uµ is constant (quasi everywhere) on K and behaves at infinity as
Uµ(x) = O(|x|2−n) (n ≥ 3), Uµ(x) = − 1
2pi
log |x|+O(1) (n = 2).
If γ is the constant value of Uµ on K, then the function
V (x) = γ − Uµ(x)
coincides, in the case n = 2, with the Green’s function gΩ(x,∞) of Ω =
(R2 ∪ {∞}) \K. Here R2 ∪ {∞} = S2 is the Riemann sphere with its usual
conformal structure, and in two dimensions one need not specify the metric
in order to define harmonic functions, like the Green’s function. It follows,
as is well-known, that the equilibrium distribution µ of K coincides with the
harmonic measure, ν = −d ∗ gΩ(·,∞), of the complementary domain with
respect to infinity (equivalently, with classical balayage of the point mass δ∞
to ∂Ω).
If one wishes something similar in higher dimension then one must first of
all compactify Rn when n ≥ 3, and then choose a Riemannian metric on it.
Compactification to a sphere Rn∪{∞} = Sn with its spherical metric, which
in Rn becomes (13.3), does not work, because V is simply not harmonic with
respect to this metric.
Another possibility is to choose a large ball BR, which contains K, and
then compactify by completing BR to the double BˆR. This has the advantage
that the original metric in BR is kept unchanged. Again, this works well
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in two dimensions. Indeed, the Euclidean, the spherical and the metric of
the double are all conformally equivalent, hence the choice does not matter
when extending harmonic functions. However, in higher dimensions it does
not work perfectly well. One could say that the difference compared to the
spherical metric is that all curvature now is concentrated to ∂BR, and when
trying to extend V |BR harmonically to BˆR, with a necessary pole at the
“point of infinity” 0˜, one gets a distributional contribution to d∗dV on ∂BR.
It is in fact easy to check this statement, because the only way to make
such a continuation of V is to fold the original V |Rn\BR over ∂BR by means
of the Kelvin transform [1,12,32] and then possibly add a harmonic function
in B˜R \ {0˜} which vanishes on ∂BR. The latter function must be of the form
A(|x˜|2−n−R2−n) for some A, but no matter how one chooses A there will be a
jump of the normal derivative of V on ∂BR, i.e. there will be a distributional
contribution to d ∗ dV on ∂BR. (We omit the computational details.)
For weighted equilibrium distributions, the choice of Riemannian metric
matters also in two dimensions, because the volume form is involved. We
recall from Section 7 and [39] the connection between partial balayage and
weighted equilibrium distributions: if Q is a potential, bounded from below,
on a compact manifold M , and we let, for any t > 0,
σt = −d ∗ dQ− t voln, (13.4)
then Bal(σt, 0) exists and relates to the t-equilibrium measure µQ,t for Q by
µQ,t + Bal(σt, 0) = 0.
We have µQ,t ≥ 0, m(µQ,t) = t, and
Q+GµQ,t ≥ cRobin in M,
Q+GµQ,t = cRobin on suppµQ,t
for some constant cRobin. With u = Q+G
µQ,t− cRobin this system is the same
as (5.9), together with the fact that µQ,t and −σt have the same normalized
net mass (namely t).
Assume now that Q is such that
d ∗ dQ = s voln − τ, (13.5)
where τ ≥ 0 (and hence s ≥ 0). This form of Q is common in applications,
where then τ may consist of finitely many point masses and the volume term
means, in Euclidean settings, that Q(x) contains a term α|x|2 with α > 0.
In the case (13.4), (13.5) in general, (σt)− is the positive constant s+ t times
voln, hence the structure theorem (Theorem 6.3) gives that
µQ,t = (s+ t) vol
n|suppµQ,t .
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We give below some more specific examples.
Example 13.2. Let M = S2 = C ∪ {∞} with the metric
ds2 = dθ2 + sin2 θ dϕ2 =
4|dz|2
(1 + |z|2)2 .
The Green’s kernel (see (2.17)) is in complex coordinates given by
G(a, b) = Gδa(b) = − 1
4pi
(
log
|a− b|2
(1 + |a|2)(1 + |b|2) + 1
)
(a, b ∈ C). (13.6)
We then choose, for some α, β > 0, a ∈ C,
Q(z) = αG(z,∞) + βG(z, a)
= − 1
4pi
[
α log
1
1 + |z|2 + β log
|z − a|2
1 + |z|2 + α + β − β log(1 + |a|
2)
]
.
This Q is an attempt to imitate, in the spherical case, the Euclidean version
QEuclidean(z) = α|z|2 + β log 1|z − a| , (13.7)
used in [2, 39], for example. (The names of the constants do not match
perfectly.)
The above choice of Q for S2 gives
σt = −d ∗ dQ− t vol2 = αδ∞ + βδa −
(
α + β
4pi
+ t
)
vol2
= αδ∞ + βδa − (α + β + 4pit)
pi(1 + |z|2)2 dxdy,
and µQ,t = −Bal(σt, 0). On adding the constant multiple of the volume form
which appears above, and using also the structure formula (6.7), one gets
Bal(αδ∞ + βδa,
(
α + β
4pi
+ t
)
vol2) =
(
α+ β
4pi
+ t
)
vol2|Ω,
where Ω can be viewed as two spherical disks, with centres ∞ and a respec-
tively, “smashed” together. By Theorem 10.2 these disks are geodesic as well
as harmonic balls with these centres. As a subset of C, the spherical disk
with centre a will also be a Euclidean disk, or possibly a half-plane, but as
such a disk the centre will not be a. The spherical disk with centre ∞ will
of course be the complement of an ordinary Euclidean disk.
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For µQ,t we get, from the above,
µQ,t =
(
α + β
4pi
+ t
)
vol2|S2\Ω.
The point with this approach is that it gives a good intuition for what the
support of µQ,t looks like, namely that it is the complement of some kind of
quadrature domain [26, 42, 47], in the present case a two point quadrature
domain. In general, good information is available on topology, geometry and
regularity of boundaries of quadrature domains.
Example 13.3. We try to repeat the previous example in the caseM = BˆR,
i.e. that M is the double of a ball, in n ≥ 2 dimensions, and with
Q(x) = αG(x, 0˜) + βG(x, a).
Here 0˜ ∈ B˜R plays the role of point of infinity and a ∈ BR.
Clearly, G(x, 0˜) will only depend on the radius r = |x|, and it shall satisfy
−d ∗ dG(·, 0˜) = δ0˜ −m(δ0˜) voln,
where
m(δ0˜) =
1
voln(BˆR)
=
Γ(n/2 + 1)
2pin/2Rn
In dimension n ≥ 3 this gives
G(x, 0˜) = an|x|2 + bn
Rn−2
+ cn x ∈ BR,
G(x˜, 0˜) = an|x˜|2 + bn|x˜|n−2 + cn x˜ ∈ B˜R,
where an =
Γ(n/2+1)
4npin/2Rn
, bn =
Γ(n/2+1)
n(n−2)pin/2
and with the constant cn adapted to
achieve the normalization (2.10). In fact, the above expression are of the right
type, and the coefficients are chosen so that the two functions take the same
value on ∂BR and their normal derivatives there have equal absolute values
but are of opposite signs. All this makes the combined function continuously
differentiable across ∂BR, meaning that the Laplacian of it will have no
distributional contributions on ∂BR.
On modelling the above function in Rn ∪ {∞}, with B˜R represented by
(Rn∪{∞})\ B¯R, and with the metric (13.2), it becomes, in dimension n ≥ 3,
G(x,∞) =


an|x|2 + bnR2−n + cn, |x| ≤ R,
anR
4|x|−2 + bnR2(2−n)|x|n−2 + cn, |x| > R,
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where now ∞ = 0˜ really becomes a point of infinity.
In dimension n = 2 we get instead, denoting the variable by z,
G(z, 0˜) = a2|z|2 − b2 logR + c2 z ∈ BR,
G(z˜, 0˜) = a2|z˜|2 − b2 log |z˜|+ c2 z˜ ∈ B˜R,
with a2 = 1/(8piR
2), b2 = 1/2pi, hence in R
2 ∪ {∞} = C ∪ {∞},
G(z,∞) =


a2|z|2 − b2 logR + c2, |z| < R,
a2R
4|z|−2 + b2 log |z| − 2b2 logR + c2, |z| > R.
It is possible to compute also the more general two point Green’s function
G(z, a), with a ∈ BR say, in two dimensions. In fact, one need only to
subtract b2 log |z − a| from the last expression for G(z,∞), this will add a
pole of the right strength at z = a and simultaneously kill the pole at z =∞.
Recall that log |z−a| is harmonic in all R2\{a} with the metric (13.2), despite
this metric changing behaviour on |z| = R. The resulting Green’s potential
is, with an a-dependent constant d2 = d2(a),
G(z, a) =


a2|z|2 − b2 log |z − a|+ d2, |z| < R,
a2R
4|z|−2 − b2 log |z − a|+ b2 log |z|
R
+ d2, |z| > R.
One can directly verify that (2.9) holds (with ω = δa).
The above is exactly what we wanted to achieve, namely that the Green’s
potentials
Gαδ∞+βδa(z) = αG(z,∞) + βG(z, a)
that we have constructed on the compact Riemannian manifold BˆR repre-
sent, within BR, exactly those Euclidean external potentials which appear in
(13.7). One may view all this as a way of extending, and regularizing at infin-
ity, a basic background potential (13.7) in a similar way as was done in [39].
We emphasise, however, that we could arrange these matters perfectly well
only in two dimensions.
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14 Examples of partial balayage in Euclidean
balls
14.1 Partial balayage with Dirichlet boundary condi-
tions
We shall discuss in detail a specific balayage problem in a ball, with the aim
of illustrating some subtleties and dependence on boundary conditions in the
theory of partial balayage on open manifolds.
Let η denote hypersurface measure voln−1 on the unit sphere Sn−1 =
∂B(0, 1), and let ρ, R be radii satisfying 0 < ρ < 1 < R < ∞. Our basic
manifold will beM = B(0, R) ⊂ Rn. Since we are in Euclidean space, voln is
ordinary Lebesgue measure, and for simplicity we suppress it from notation,
i.e. we represent, for example, absolutely continuous n-forms by their coef-
ficients with respect to voln. We shall study partial balayage Bal(σ, 0) with
Dirichlet boundary conditions (see Section 11) of
σ = tη − χB(0,ρ)
for various t > 0, and eventually with R→∞. We recall that
Bal(σ, 0) = σ + d ∗ du,
where u ∈ W 1,20 (M) is the unique solution of the complementarity system
(4.6).
As all data are rotationally symmetric we have effectively a one dimen-
sional problem, with the radius r = |x| as independent variable. For general
reasons, namely the structure formulas in Theorem 6.3, the balayage will be
of the form
Bal(σ, 0) = −χB(0,s) (14.1)
for some radius 0 ≤ s ≤ ρ. This s will depend on R, t and ρ, but ρ will be
kept fixed all the time. For t we shall put an upper bound which guarantees
that s > 0 for all values of R, even in the limit R → ∞. Such an upper
bound is obtained from (4.1) which, while not being a necessary assumption
in the case of Dirichlet boundary data, is sufficient for ensuring the existence
of a free boundary (represented in this example by s > 0). In the present
notations (4.1) becomes
0 < t <
voln(B(0, ρ))
voln−1(∂B(0, 1))
=
ρn
n
, (14.2)
henceforth assumed.
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The above data means that the potential u = u(r), which we extend by
zero for r > R, shall be a continuous function in 0 < r <∞ and satisfy the
following additional requirements.
u(r) = 0 0 < r < s,
[u′(r)]jump = 0 r = s,
u′′(r) +
n− 1
r
u′(r) = 1 s < r < ρ,
[u′(r)]jump = 0 r = ρ,
u′′(r) +
n− 1
r
u′(r) = 0 ρ < r < 1,
[u′(r)]jump = −t r = 1,
u′′(r) +
n− 1
r
u′(r) = 0 1 < r < R,
u(r) = 0 R ≤ r <∞.
Jumps are generally defined by
[u′(r)]jump = lim
εց0
(u′(r + ε)− u′(r − ε)) .
At r = s, representing the free boundary, as well as at r = ρ, also u′ (in
addition to u) has to be continuous, while at r = R this is not required.
Instead, the jump of u′(r) at r = R represents excessive mass moved to the
boundary of the manifold.
In the above system, s is not known in advance, and for only one value
of s there exists a solution u of the system, a solution which then is unique.
Each of the three differential equations is easily solvable, indeed the solutions
will be of the form
u(r) =


Ar2−n +B (n 6= 2),
A log r +B (n = 2)
in the two homogeneous cases, with an additional term r
2
2n
for the inhomo-
geneous case. These general solutions then contain three sets of constants
{A,B} (as there are three differential equations), and in addition we have
the unknown s. So there are seven unknowns. The equations we have for
these unknowns are those which express continuity of u at r = s, r = ρ,
r = 1, r = R and the prescribed jumps of u′ at r = s, r = ρ, r = 1. So
there are also seven equations. These are linear in the constants {A,B}, but
nonlinear in s.
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To give some details, let the constants be {Aj , Bj}, where j = 1, 2, 3
for the three differential equations in the order they are written above. In
dimension n 6= 2 one may first express these constants in terms of s as
A1 =
sn
n(n− 2) ,
B1 = − s
2
2(n− 2) ,
A2 =
sn − ρn
n(n− 2) ,
B2 = − s
2 − ρ2
2(n− 2) ,
A3 =
t
n− 2 +
sn − ρn
n(n− 2) ,
B3 =
1
Rn−2
(
t
n− 2 +
sn − ρn
n(n− 2)
)
,
which uses all requirements above except the continuity of u(r) at r = 1.
That requirement gives
A2 +B2 = A3 +B3,
which then becomes an equation for s, namely(
1 +
1
Rn−2
)(
t
n− 2 +
sn − ρn
n(n− 2)
)
+
sn − ρn
2n
= 0. (14.3)
The main question is how much of the mass of σ+ = tη goes to the outer
boundary ∂B(0, R), in particular in the limit R → ∞. The density of this
mass is, for finite R,
−u′(R) = (n− 2)A3
Rn−1
,
hence the total mass is
−
ˆ
∂B(0,R)
∗du = (n− 2)|Sn−1|A3. (14.4)
To pass to the limit R → ∞, recall that ρ and t are fixed and s = s(R)
stays in the interval 0 < s(R) < ρ. It then follows from (14.3) that s(∞) =
limR→∞ s(R) is given by
s(∞)n = ρn − 2t,
provided n ≥ 3. When n = 1, the first factor in (14.3) behaves in a different
way, and one ends up with
s(∞) = ρ− t.
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Inserting the above expressions into previous equations gives A3 = t/n
when n ≥ 3. Hence the amount of mass disappearing at infinity is
− lim
R→∞
ˆ
∂B(0,R)
∗du = (n− 2)|S
n−1|
n
t.
This makes up the fraction (n− 2)/n of the total amount ´ σ+ = t|Sn−1|
available for balayage. When n = 1 one gets instead A3 = 0 (in the limit
R→∞), so no mass disappears at infinity in this case.
When n = 2 one gets slightly different equations, which result in
A1 = −s
2
2
,
B1 =
s2
2
log s− s
2
4
,
A2 =
ρ2 − s2
2
,
B2 =
s2
2
log s− ρ
2
2
log ρ+
ρ2 − s2
4
,
A3 =
ρ2 − s2
2
− t,
B3 =
(
t− ρ
2 − s2
2
)
logR.
Here we have used all equations in the system of jump conditions except
the one which expresses continuity of u(r) at r = 1. That equation gives
B2 = B3. Since B2 is a bounded function of s and ρ (with 0 < s < ρ < 1), so
is B3, hence it follows that the first factor in B3 has to go to zero as R→∞.
This gives
s(∞)2 = ρ2 − 2t.
Thus A3 = 0 in the limit R→∞, which gives
− lim
R→∞
ˆ
∂B(0,R)
∗du = 0,
i.e. that no mass is lost in the limit.
As a summary of the above example, dimensions n = 1, 2 are special in the
sense that net mass is preserved under the balayage process σ 7→ Bal(σ, 0) in
R
n, when this is treated as a limiting case of balayage with Dirichlet boundary
conditions in bounded domains, while in dimension n ≥ 3, a fraction (n−2)/n
of the available mass disappears at infinity.
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14.2 Other boundary conditions
In the beginning of Section 11, three other types of boundary conditions were
mentioned, besides vanishing Dirichlet data, namely relaxed and hydrody-
namic Dirichlet data, and Neumann data. With any of these conditions no
mass disappears, even in the case of finite R. The assumption (3.5) is now
necessary, and the mass balance gives immediately that s in (14.1) is given
by
sn = ρn − nt,
for arbitrary values of R > 1 (and n ≥ 1).
The vanishing Dirichlet data u(r) = 0 for R ≤ r < ∞ will in all three
cases be replaced by vanishing Neumann data u′(R) = 0. Then u is naturally
extended by u(r) = u(R) for R ≤ r < ∞. The so obtained solution u(r)
will then not depend on R, and it will also give the solution of the balayage
problem in entire space M = Rn.
14.3 Excess mass in Dirichlet case
We here give upper bounds for how much mass in general is moved to the
boundary in case of partial balayage in a bounded domain M ⊂ Rn with
Dirichlet boundary conditions. Thus we consider
Bal(σ, 0) = σ + d ∗ du,
where u ∈ W 1,20 (M) minimizes
´
M
du∧∗du under the constraint σ+d∗du ≤ 0.
The notation Bal(σ, 0) stands only for the mass within M , and the excess
mass is represented by (minus) the (n − 1)-form ∗du on ∂M . Taking this
into account gives full mass balance:
ˆ
M
σ =
ˆ
M
Bal(σ, 0)−
ˆ
∂M
∗du.
The main result in this section will be a confirmation in general of what
we saw in the example in Section 14.1, namely that in dimension one and
two, the excess mass disappears in the limit as M grows to Rn. It is easy to
see, using properties as in Remark 6.6, that the total excess mass decreases
whenever M is enlarged, so it will be enough to discuss the case that M is a
ball, say M = BR = B(0, R).
Theorem 14.1. Given any charge distribution σ with compact support in
Rn, say supp σ ⊂ Bρ, and satisfying (4.1), consider partial balayage of σ
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with Dirichlet boundary conditions in balls BR with R > ρ. Writing the
result as
νR = BalR(σ, 0) = σ + d ∗ duR,
and setting
qR = −
ˆ
∂BR
∗duR, (14.5)
we have the estimates
q2R ≤
(n− 2)|Sn−1|(Rρ)n−2
Rn−2 − ρn−2 E(ν˜ − σ) when n 6= 2, (14.6)
q2R ≤
2pi
logR − log ρ E(ν˜ − σ) when n = 2. (14.7)
Here
ν˜ =
(´
σ+´
σ−
− 1
)
σ−, (14.8)
which is independent of R, has finite energy and satisfies ν˜ ≤ 0, ´ ν˜ = ´ σ.
It follows that qR → 0 as R→∞ when n = 1 or n = 2.
Proof. By general properties of partial balayage, for example the structure
formulas in Theorem 6.3, the function uR ∈ W 1,20 (BR) is harmonic in BR\Bρ,
which is a subset of BR \ supp σ, and it satisfies (14.5). Ignoring everything
else we now look for that function U = UR which minimizes
´
M
dU ∧ ∗dU
among all functions U ∈ W 1,20 (BR) having these two properties (with qR kept
fixed). Then obviously
ˆ
BR
dUR ∧ ∗dUR ≤
ˆ
BR
duR ∧ ∗duR. (14.9)
The point here is that UR can be easily computed, because it will be pro-
portional to the conductor potential associated to the pair of conductors ∂Bρ
and ∂BR. In fact, the variational formulation of the minimization problem
for UR gives that UR has to be constant in Bρ, besides being harmonic in
BR \Bρ. Straight-forward calculations then give the expressions, valid in the
harmonic region ρ < r < R,
UR(r) =


qR
(n− 2)|Sn−1|
(
1
rn−2
− 1
Rn−2
)
(n 6= 2),
qR
2pi
(logR− log r) (n = 2).
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By thisˆ
BR
dUR ∧ ∗dUR =
ˆ
BR\Bρ
dUR ∧ ∗dUR
=


q2R
(n− 2)|Sn−1|
(
1
ρn−2
− 1
Rn−2
)
(n 6= 2),
q2R
2pi
(logR− log ρ) (n = 2).
(14.10)
Recall next that ˆ
BR
duR ∧ ∗duR = E(νR − σ).
Besides the lower bound (14.9), (14.10) for this quantity there are some fairly
obvious upper bounds. Among the competitors ν for minimizing E(ν − σ)
one can simply choose any ν which rearranges σ directly, and independently
of R, by putting the mass σ+ into parts of the available holes represented
by σ−. Recall that we have assumed that (4.1) holds and that σ has finite
energy. One such choice of ν is given by ν˜ in (14.8). Thus
E(νR − σ) ≤ E(ν˜ − σ) <∞.
Combining this with (14.9) and (14.10) gives the assertions of the proposition.
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