ABSTRACT Due to the dynamic characteristics of mobile wireless ad hoc networks, a node may join or leave/fail at any time, and links are usually intermittently unavailable. The destruction of the network connectivity would dramatically degrade the performance. To resolve this challenge, topology control is an efficient way to maintain network connectivity, which focuses on the adjustment of node transmit power in the past few decades. However, the adjustment of node movement has not been adequately addressed to restore the connectivity in mobile wireless ad hoc networks. In this paper, we propose three hybrid recovering algorithms, namely, cascade movement based on nearest nodes, cascade movement based on connected dominating set, and cascade movement based on critical nodes. With the adoption of Kalman filter, all these schemes can predict the movement of nodes so as to identify and maintain connectivity of mobile wireless ad hoc networks. Meanwhile, once a node fails or a link breaks down, they can also recover the connectivity immediately. We conduct extensive simulations on the metrics of the average number of participating nodes, the deviation from original direction, and the ratio of cascade movement for the three proposed algorithms, and the algorithm of cascade movement based on critical nodes achieves the best results.
I. INTRODUCTION
Mobile wireless ad hoc networks (MANETs) are gaining continuous interest because of characteristics such as centerfree, self-organizing and multi-hop routing. They have been widely used in fields of military, agriculture, environment surveillance [1] , where there are no fixed infrastructures. Since all nodes are mobile, some nodes may move out of the transmission ranges of their neighbors [2] , and the links become intermittently unavailable. The disconnected links may be critical and partition the network into disjoint segments [3] , [4] , which would degrade the performance of MANETs dramatically. Unmanned aerial vehicle (UAV) networks are usually considered as a sort of MANETs. In hierarchical networks, the nodes are usually divided into clusters and the connectivity between cluster heads, which can collect and forward messages, is crucial to reduce the network overhead and improve the network performance.
If a link breaks down, some nodes may not communicate to other nodes in networks, which would result in network failure. So the network requires the capability of restoring the connectivity automatically.
Topology control is an efficient way to maintain the network connectivity. Existing studies have focused on minimizing energy consumption, reducing interference, and shortening end-to-end delay [5] , by adjusting the amount of transmit power to maintain the network connectivity. Reference [6] presents two distributed heuristics that adaptively adjust node transmit power in response to topological changes and attempt to maintain a connected topology using minimum power. Reference [7] analyzes the critical transmission range for connectivity in wireless ad hoc networks, and provides tight upper and lower bounds on the critical transmission range to ensure that the resulting network is connected with high probability. Reference [8] proposes an adaptive topology control algorithm to improve the network performance, which changes the transmission range by controlling transmit power. Besides, some literatures adopt mobility management to maintain the overall topology of the network. A decentralizing adaptive algorithm is proposed in [9] . If a node detects that one of its neighbors leaves out of its transmission range, a rush call would be made to get the neighbor back within the range. Reference [10] presents an improved flocking algorithm to maintain the connectivity of a MANET using autonomous and intelligent agents, which update their behavior parameters dynamically based on the size of their neighborhoods.
In the past few years, mobility management is mainly used in wireless sensor and actor networks (WSANs) to join the partitioned segments because of the failure of some nodes [11] - [18] . All these techniques adopt similar steps to recover the network. According to the information of neighbors, a node determines whether it is critical or not. If yes, it chooses an appropriate neighbor as its backup. The failure of a critical node would segregate the network into several segments [19] . Once a critical node fails, its backup would move to the original position of the critical node to recover the connectivity. [20] presents a round table decision-making process. Each survivor cluster sends a negotiator to participate in the process, which would decide upon reconnection paths between clusters. All these algorithms can restore the connectivity, but cannot be applied in MANETs. The nodes in WSANs are stationary most of the time, and dynamic only during the recovery process. But the nodes in MANETs are dynamic all the time.
In order to restore the network connectivity rapidly, or take measures to maintain the connectivity before links break, simply increasing the transmit power is not an optimal solution. All nodes in MANETs can move freely, and the distance between nodes may be further and further. However, the transmit power of a node is finite, and larger transmit power would bring in more interfere to the network. Adding some agents to the network is a feasible method, but it would lead to increasement on the network investment [21] . In this paper, we adopt mobility management to control network topology. As each node has its own mission, we can only change its movement within limited range and directions, which is a challenging task. Three recovering algorithms are proposed, which are cascade movement based on nearest nodes (CMNN), cascade movement based on connected dominating set (CMCDS) and cascade movement based on critical nodes (CMCN) respectively. The performance comparison is illustrated in Section IV, and the results show that CMCN can achieve the best performance.
The main contributions of this paper are as follows.
• The algorithms we proposed are all localized, which only require one-hop or two-hop neighbor information. That is essential for dynamic networks.
• We present a cascade movement algorithm, which does not destroy the network connectivity in the restoration process.
• We propose two schemes to avoid more nodes to participate in cascade movement, which are the CDS-based and critical-node-based schemes respectively. They can efficiently decrease the impact of restoration process on directions of nodes, and improve the network performance.
The remainder of this paper is organized as follows. In section II, the system model and problem formulation are introduced. Section III presents our algorithms. Simulation results are discussed in Section IV and Section V gives conclusion.
II. SYSTEM MODEL AND PROBLEM FORMULATION
A. SYSTEM MODEL In this paper, we consider a hierarchical wireless network, and all nodes in the network move in an open area without obstacles. The nodes with larger transmission ranges are assigned as cluster heads (CHs), and are responsible for collecting and forwarding messages. Other nodes are cluster members (CMs), which are randomly deployed around the CHs. CMs calculate the Euclidean distance between them and nearby CHs, and join a nearest cluster. A CM simply collects messages and transmits them to its CH. When necessary, it could forward messages from another CM in the same cluster to the CH. But a CM does not forward messages from other clusters. This scheme could reduce the communication overhead and energy consumption. In this paper, if the links between a pair of CHs broke down, the transmitting CH would modify the type of messages, which could be forwarded by CMs in other clusters only in this case. As shown in Fig. 1, nodes A, B are CHs, and other nodes are CMs. The transmission ranges of CHs are larger than that of CMs, so some links are unidirectional and the network is directed. To better describe system model, we first introduce some important definitions and assumptions. The notations used in this paper are listed in Table 1 . 
Definition 1 (Strongly Connected):
A directed graph G = (V , E) is strongly connected, only if there is at least one path between any pair of nodes in V .
Definition 2 (Critical Nodes):
If the failure of a node segregates the network into several segments, the node is critical. Since the global topology is unavailable in MANETs, we adopt the information of one-hop neighbors to achieve a sub-optimal result in this paper.
Definition 3 (Connected Dominating Set (CDS)):
A CDS is a connected node set. Each node not in the CDS is adjacent to at least one node in CDS [22] , [23] .
Definition 4 (Strongly Connected Dominating and Absorbent set (SCDAS)):
A SCDAS is a CDS, and each node not in SCDAS has at least an absorbent neighbor and a dominating neighbor in SCDAS [22] , [23] .
Assumption 1: Initially, each cluster is strongly connected, and there is a path between any pair of CHs. So the whole network is strongly connected.
Assumption 2: The nodes of each level are equipped with the same devices and possess equal capabilities. So the transmission ranges of CHs are the same and the ranges of CMs are also the same. But the ranges of CHs are far larger than that of the CMs.
Assumption 3:
The velocity of all nodes in a cluster is the same.
Assumption 4: The movement of each cluster is independent of that of other clusters. That is to say, if a CH detects the link to another CH fails, only the nodes in this cluster can adjust directions to the optimal position to restore the connectivity.
Assumption 5: Each node is aware of its own position with positioning devices.
In Fig. 1 , the black, blue and green nodes are positions of cluster A and cluster B at time t, t + 1, and t + 2 respectively. At time t, we have d AB < r A , so the CH A can transmit messages to CH B. But at time t + 1, we have d AB > r A , and the direct link between A and B fails. To restore the connectivity, some nodes in cluster A begin to adjust the former route. At time t +2, the CHs A and B can communicate with the help of nodes a and b. At the same time, node c moves to a new position to maintain the link between A and b to guarantee that the cluster A is strongly connected. The red dotted lines are the trajectories of nodes b and c.
B. PROBLEM FORMULATION
As the network is dynamic, the new positions of each node which we calculate to restore the connectivity according to topology at time t may not be applied to time t + 1. We need to predict new positions at time t + 1, and determine new moving directions of each node. Deep learning [24] is a way to address the problem, but the algorithm is complex and the resource of nodes is limited. In this paper, we adopt Kalman filter [25] , [26] to predict new positions. Each cluster has its own task to address, the nodes cannot move directly to another cluster in order to restore connectivity. So the objectives of the problem in this paper can be described as follows.
• Minimize the average number of nodes participating in the recovery process: since the chosen nodes would adjust their directions, which has a great impact on the original task and increase the computation and communication overhead.
• Minimize the distance which nodes deviate from original direction: if the distance is larger, the original task of a node may not be finished.
• Maintain the connectivity in a cluster: each node needs to communicate with other nodes in the cluster, and forwards the messages from other clusters to its CHs when necessary.
• Localized algorithm: since the network is dynamic, each node needs to compute its next position on the basis of its neighborhood in real time.
III. FAULT TOLERANT AND CONNECTIVITY RESTORATION ALGORITHMS
In this section, we present three localized algorithms to recover the connectivity, which are all hybrid algorithms, including proactive and reactive strategies. First, each CH maintains a redundant path to other CHs, which is proactive. Second, once a CH detects the direct link or the last redundant path to another CH is broken down, the CH chooses an appropriate CM to trigger the recovery process. Finally, a cascade movement is adopted to maintain connectivity in a cluster. The second and third steps are reactive.
A. FAULT TOLERANT ALGORITHM
Since the deployment environment of MANETs is harsh and the nodes are dynamic, outage probability of a link between two nodes is higher, which can be better handled by establishing and maintaining a fault tolerant network. In our model, there is a direct connectivity between two CHs, and at least one multi-hop path with the help of some CMs initially. During movement, we adopt a scheme to maintain multiple paths. As the transmission ranges of CHs are much larger than VOLUME 6, 2018 that of CMs, when the direct link between two CHs interrupts, the distance of two nearest CMs in different clusters may be quite far away. If there is a redundant path, it would be the last broken link, and the recovery process is easy. As each cluster is strongly connected initially and the velocity is the same, the link between nodes in the boundaries of different clusters would first interrupt. Each node would periodically send a heartbeat message, including its position, to its neighbors to ensure that it is functional. Once a node in the boundaries of transmission clusters predicts the link to neighbors in another cluster would break down, or cannot receive heartbeat messages from neighbors in another cluster for a period of time, it may trigger the maintaining process, which is shown in Algorithm 1.
Algorithm 1 Maintain and Recover a Fault Tolerant Network
Input: All nodes in transmission cluster and their neighbors at time 
CascadeMove(v, p t+1 (v)); 16: end 17: elseif count == 0 18:
CascadeMove(v, p t+1 (v)); 21: end 22:end The maintaining process includes line 10 to 15 and the recovery process includes line 16 to 20 in Algorithm 1 respectively. If the link between v and w breaks down at time t + 1, we adopt Kalman filter to predict the position of the node w, where node v would move directly to. During the recovery process, as all nodes in the transmission cluster cannot connect to any nodes in another cluster, the CH in transmission cluster also adopt Kalman filter to predict the position of another CH, and transmit the new position to node v. Node v would move to this new position.
According to Assumption 1, there is a link between two CHs initially. In this paper, we adopt multipath to enhance robustness. If there are no redundant paths at the beginning, the CH can adjust some CMs to establish a path. According to Algorithm 1, once the distance between two nodes, which belong to two different clusters and lie on the last redundant path, is larger than r − 2 * V , cascade movement begins and the node in transmission cluster would move to the predictive position of the node in receiving cluster. As we know, the distance between two nodes increase 2 * V at most in a slot. So the last redundant path would keep connected in the next slot, which enhances robustness of the network.
B. CASCADE MOVEMENT
In order to improve robustness of MANETs, we maintain redundant paths between two CHs except the direct link, which would also reduce the time of recovery process. If the last redundant path breaks down, the relevant node in the transmission cluster would trigger the cascade movement. There are two different methods to control nodes to recover the connectivity, namely, block movement and cascade movement respectively. The block movement is that all nodes in the transmission cluster move to the direction of the receiving cluster. Since all nodes participate in the process and adjust their former directions, this would have a great impact on the original task. The cascade movement is that the node, which detects the last redundant path breaks down, moves to the next position of the node at the end of the corresponding link. Meanwhile, it sends a notification message to all one-hop neighbors, which includes the next position it would move to. Other nodes in the transmission cluster, which are still in the transmission range of the node triggering cascade movement, continue to move according to the designed direction. The nodes, not in the transmission range, only adopt a slight change of direction to maintain the connectivity.
As shown in Fig. 2 , there are two clusters, A and B. The blue nodes are the positions at time t, and the green nodes are 
Based on the above ideas, we present three algorithms.
1) CASCADE MOVEMENT BASED ON NEAREST NODES
If a node rearranges its direction to a new position, some neighbors may disconnect, and the network may be not strongly connected. If these nodes also adjust their directions to maintain connectivity, the network can keep connected. The movement process is shown in Algorithm 2, and only needs one-hop neighbor information. In order to avoid that two adjacent nodes simultaneously influence the direction of each other, the flag ''flagmove'' is introduced for each node. If a node has adjusted its direction, its flag would be 1. Otherwise, it is 0. A node, whose flag is 0, cannot make an impact on the node whose flag is 1. 
Calculate the new position of u according to the common transmission ranges of nodes in M . 8.
Send own new position to N (u) 9.
flagmove(u) = 1 10. else 11.
Calculate the new position according to the designed direction. 12.
flagmove(u) = 0 13. end
In a MANET, a node may have more than one neighbors which would adjust directions and disconnect with it, shown in Fig. 3a and Fig. 3b for the case of two and three neighbors, respectively. In Fig. 3a , node E has two neighbors B, C, which adjust their directions and would disconnect with it next time. So node E needs to move to the common transmission range of B, C to restore the connectivity. There are two points e, f , at which the blue circle of radius V and centered at E intersects the boundary of the common transmission range. The black arrow represents the original velocity of node E. We choose E→e as the new direction of node E, because the change is slighter. Fig. 3b illustrates this scenario that a node determines its new direction when there are three neighbors, B, C, D. We also calculate the common transmission range. In this way, we maintain all links between nodes. So the cluster is connected during cascade process.
According to CMNN, if one node adjusts its direction, all neighbors, which may disconnect with it, must appropriately adjust their directions to maintain the connectivity. In reality, there are some redundant neighbors, which do not need to adjust directions. As shown in Fig. 2 , if node c does not adjust its direction, the link between a and c would interrupt at time t + 1. But if we have d Aa < r(a), there is a path a→A→c. Node c can continue to move according to the designed direction.
2) CASCADE MOVEMENT BASED ON CONNECTED DOMINATING SET
As shown in Fig. 2 , node a is a leaf node, and its movement may not trigger all neighbors to adjust directions. Some neighbors, which node a can communicate with the help of other nodes, do not need to adjust directions. As we know, CDS can maintain the network connectivity as virtual backbone nodes [27] , and the nodes not in CDS can communicate with other nodes with the help of nodes in CDS. If a node not in CDS adjusts directions, and it can still communicate directly with a node in CDS, all of its neighbors do not need to adjust directions.
As shown in Fig. 4 , nodes A, B constitute a CDS. All the nodes are moving according to designed ways. At time t, node C adjusts its direction and the link between C and D breaks down. If they still connect with node A, node D can continue to move according to designed way. In this way, we can reduce the number of nodes participating in the recovery process. As our network model is hierarchical and the VOLUME 6, 2018 transmission ranges of CHs are larger than that of CMs, our algorithm adopts two-hop neighbor information to construct a SCDAS, shown in Algorithm 3. 
for w ∈ N (u) 8.
if flagmove(w) == 0 and isSCDAS(w) == 1 9.
for m ∈ M Calculate the new position according to the designed direction. 21 .
flagmove(u) = 0 22. end In this paper, we adopt SCDAS construction algorithms Rule 1 and Rule 2 in [28] and [29] , which are localized, and only need two-hop neighbor information. The differences of CMCDS and CMNN are that we make a judgement on the state of neighbors of a node adjusting its direction from line 8 to 15. If a neighbor m of node u, which is not in SCDAS, would adjust its direction, and there is another neighbor, which is in SCDAS, would still connect with node m and node u at time t + 1, node m would have no impact on node u.
Even if the link between u and m breaks down, the network is still connected. Because node m is not in SCDAS, and maintains the connectivity with a node in SCDAS. There is a multi-hop path between u and m. Node u does not need to adjust its direction. In this way, we can reduce some nodes to participate in the recovery process, and still maintain the connectivity of a cluster.
3) CASCADE MOVEMENT BASED ON CRITICAL NODES
As the SCDAS constructed by Rule 1 and Rule2 is still larger, we hope to achieve a smaller node set to reduce the number of nodes participating in the recovery process. In WSANs, critical nodes are often used to determine whether the network is partitioned. In this paper, we also adopt critical nodes to improve the network performance. As shown in Fig. 5 , the nodes in N (A) construct a partition, and node A is noncritical. But the nodes in N (I ) and N (B) construct two different partitions, they are one-critical. With the help of node J , the nodes in N (B) can construct a partition, and it is further determined as a non-critical node. But this process needs three round information exchanges to obtain the connectivity between nodes in N (N (B)), which is not applicable to dynamic networks. In this paper, we adopt two-hop information to determine whether a node is an one-critical node. Depth-first search (DFS) algorithm is used here. If node u needs to judge whether it is a critical node, DFS process grows a DFS tree from any neighbor of node u as the root node. All neighbors reachable from the root node are added to the DFS tree. After the construction of a DFS tree, if there are still nodes unvisited, node u is critical. Otherwise, it is non-critical. The CMNN algorithm is shown in Algorithm 4.
The biggest difference between Algorithm 4 and Algorithm 3 is from line 8 to 17. In Algorithm 4, if a non-critical neighbor m of node u would adjust its direction, and there is another neighbor w, which would still connect with node m and u at time t + 1, node m would have no impact on node u. Even if the link between u and m breaks down, the network is still connected. Because node m is not critical, and maintains a link with another neighbor of u. As shown in Fig. 5 , node A is in SCDAS, but it is not an one-critical node. The adjustment of node A may not make an impact on the network in Algorithm 4, but it would have a great impact in Algorithm 3. In this way, we can further reduce the number of nodes participating in the cascade process. 
if flagmove(w) == 0 9.
Calculate the new position of u according to the common transmission ranges of nodes in M .
19.
Send own new position to N (u) 20.
flagmove(u) = 1 21. else 22.
Calculate the new position according to the designed direction. 23 .
flagmove(u) = 0 24. end
IV. SIMULATION RESULTS
We conduct simulation experiments to compare the performance of CMNN, CMCDS and CMCN. Firstly, we appoint two nodes as cluster heads with transmission range, 1000 m, and designate their original trajectories. Secondly, vary number of nodes as cluster members are randomly deployed around the CHs, and join in the nearest cluster. The transmission ranges of CMs are all 500 m, and each cluster is strongly connected. The number of CMs is changed from 10 to 40 by the step of 10. The velocity of all nodes in a cluster is the same, and only adjusts direction during recovery process. Thirdly, we change velocity from 10 m/s to 30 m/s by 5 m/s and the number of CMs is set to 20. Finally, we assume that only one of all links between a CH and other CHs is broken in a slot. If there are more than one disconnected links, they would be recovered one by one. The simulation time is 200 seconds. The results are averaged by Mote Carlo simulations of 1000 times. The performance is assessed using the following metrics:
• The average number of nodes participating in the recovery process (ANNPRP), defined as:
where T is a time slot set of cascade movement, M t is the number of nodes participating in the recovery process at time t, and Num(T ) is size of set T . ANNPRP makes a great impact on the speed of convergence and communication overhead. The larger ANNPRP is, the slower the speed of convergence is and the heavier communication overhead is.
• The average distance deviated from original direction (ADDOD), defined as:
where T is a time slot set of cascade movement, S is a node set constructed by a cluster, Dis t (v i ) is offset distance which node v i deviates from designed route at time t, Num(S) and Num(T ) are the size of set S and T respectively. ADDOD reflects the variation of coverage of each cluster. The larger ADDOD is, the greater the variation of coverage is.
• The ratio of cascade movement (RCM), defined as:
where T is a time slot set of cascade movement, I is a time slot set when the direct link between two CHs interrupts, Num(T ) and Num(I ) are the size of set T and I respectively. RCM reflects the efficiency of recovery process. If RCM is smaller, a successful restoration can keep a longer time. Fig. 6 depicts the impact of node density on ANNPRP. We can observe that the performance of CMCN is optimal. In CMNN algorithm, if a node adjusts its direction, the neighbors, which may disconnect with it, would all adjust directions but only some neighbors need to adjust in other FIGURE 6. The impact of node density on ANNPRP. VOLUME 6, 2018 two algorithms. In CMCDS algorithm, we adopt Rule 2 to achieve a SCDAS, which is localized, but node number in SCDAS is still larger. If one node is non-critical, it may still in SCDAS according to Rule 2, as shown in Fig. 5 . So the CMCN can further reduce ANNPRP. The ANNPRP achieved by CMCN is 12.5% of that achieved by CMNN and the ANNPRP achieved by CMCDS is 18.6% in dense networks. Meanwhile, we can also observe that in CMNN algorithm, ANNPRP always increases as the number of CMs increases, but ANNPRP begins to reduce after rising briefly in CMCDS and CMCN algorithms. After several adjustments, the distances between many nodes are in a critical state, e.g. 500m in our simulation. If a node adjusts its direction, nearly all of its neighbors need to adjust their directions in CMNN. That would bing in larger latency in dense networks. But in CMCDS and CMCN algorithms, some nodes adjust their directions, which may not lead to adjustments of other nodes, such as the nodes not in SCDAS and the non-critical nodes. As the density of a network increases, a node may have more neighbors and the probability to become a node not in SCDAS or a non-critical node is higher. That is to say, there are more nodes which may not influence other nodes. So the curve declines in dense networks. Fig. 7 presents the impact of node density on ADDOD. Three curves all decrease as the number of CMs increases, which illustrates that the adjustment of a node has a less impact on other nodes in dense networks. The average distance between each pair of nodes is shorter in dense networks than that in sparse networks, and a node only needs to adjust a little direction to recover connectivity. Meanwhile, the performance of CMCN is far better than CMNN all the time, and is slightly better than CMCDS in dense networks, which is consistent with the result in Fig. 6 . In CMNN algorithm, there are more nodes participating in the recovery process, but a lot of nodes do not participate or only adjust a little direction in CMCDS and CMCN algorithms. So the CMCN curve falls fastest, the CMCDS curve falls secondly and the CMNN curves falls slowest. CMCN curve is smoothest. When the velocity is slow, from 10 to 15, CMCDS is similar to CMCN. But the faster the velocity is, the greater the difference between them is. That is because ANNPRP in CMCN algorithm is less than that in CMCDS algorithm, when the number of CMs and the velocity are all the same, as shown in Fig. 6 . Once the velocity increases, there would be more nodes moving out the transmission ranges of neighbors in a time slot. In order to maintain the connectivity, our algorithm would proactively adjust directions of these nodes. So ANNPRP in CMCDS algorithm increase faster. Since ANNPRP in CMNN algorithm is most, there would be a lot of nodes moving out the transmission ranges of neighbors in each time slot. The CMNN curve increases fastest. Meanwhile, the slope of three curves in dense networks is less than that in sparse networks. That is to say, the more nodes there are in a network, the smaller impact of node velocity on ANNPRP is. Fig. 9 depicts the impact of node velocity on ADDOD. The result is similar to Fig. 8 . If the velocity of nodes increases, ADDOD also increases, and CMCN is also optimal. Meanwhile, we can observe that the velocity has a great impact on ADDOD. When the velocity is slow, e.g. 10 m/s, the ratio of ADDOD to velocity is smaller, 25.3%, 17.6%, and 16.2% respectively. But when the velocity is fast, e.g. 25 m/s, the ratio is very high, 90.7%, 61.9%, and 51.7% respectively. The nodes almost entirely adjust their original directions in CMNN algorithm, which would significantly influence designed task of each node, and even lead to failed task. But CMCN algorithm performs better than CMNN and CMCDS, whether the velocity is slow or fast. Even in highspeed environment, the nodes can still keep a small offset, which can ensure that there is a small impact on the original task. Table 2 and Table 3 respectively present the impact of node density and node velocity on RCM. As the number of CMs increases, RCM becomes smaller and smaller. Since there are more redundant paths between nodes in dense networks, one adjustment can satisfy several time slots, which reduces the frequency of cascade movement. As node velocity increases, RCM becomes larger and larger. If one node with a high speed adjusts its direction, it is perfectly possible to move out transmission ranges of its neighbors, which would trigger cascade movement. 
V. CONCLUSION
In this paper, we study the problem of fault tolerant and connectivity restoration in mobile wireless ad hoc network. Furthermore, we propose three hybrid algorithms, CMNN, CMCDS and CMCN, to recover connectivity. They can proactively maintain at least one redundant path to increase robustness of networks, and reactively restore connectivity when links break down. Extensive simulations show that CMCN is optimal, which tremendously reduces the number of nodes participating in the recovery process and distance deviated from original direction. 
