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Abstract
Eye tracking for pervasive displays in everyday computing is an emerging area in
research. There is an increasing number of pervasive displays in our surround-
ings, such as large displays in public spaces, digital boards in offices and smart
televisions at home. Gaze is an attractive input modality for these displays, as
people naturally look at objects of interest and use their eyes to seek information.
Existing research has applied eye tracking in a variety of fields, but tends to be in
constrained environments for lab applications.
This thesis investigates how to enable robust gaze sensing in pervasive contexts
and how eye tracking can be applied for pervasive displays that we encounter in
our daily life. To answer these questions, we identify the technical and design
challenges posed by using gaze for pervasive displays.
Firstly, in out-of-lab environments, interactions are usually spontaneous where
users and systems are unaware of each other beforehand. This poses the technical
problem that gaze sensing should not need prior user training and should be ro-
bust in unconstrained environments. We develop novel vision-based systems that
require only off-the-shelf RGB cameras to address this issue.
Secondly, in pervasive contexts, users are usually unaware of gaze interactivity
iii
of pervasive displays and the technical restrictions of gaze sensing systems. How-
ever, there is little knowledge about how to enable people to use gaze interactive
systems in daily life. Thus, we design novel interfaces that allow novice users to
interact with contents on pervasive displays, and we study the usage of our sys-
tems through field deployments. We demonstrate that people can walk up to a
gaze interactive system and start to use it immediately without human assistance.
Lastly, pervasive displays could also support multiuser co-located collabora-
tions. We explore the use of gaze for collaborative tasks. Our results show that
sharing gaze information on shared displays can ease communications and improve
collaboration.
Although we demonstrate benefits of using gaze for pervasive displays, open
challenges remain in enabling gaze interaction in everyday computing and require
further investigations. Our research provides a foundation for the rapidly growing
field of eye tracking for pervasive displays.
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With the emergence of ubiquitous computing, it is foreseeable that computing
devices will become invisible and input sensing will shift from the foreground to
the background in everyday life [35]. The environments around us (such as homes,
offices and public spaces) will be equipped with smart sensing capabilities that
understand human behaviours and can serve human needs unobtrusively, without
deliberate user actions.
As sensing devices integrate into the background, user input moves away from
traditional keys, mice and styluses, where human input is explicit, unambiguous
and fully attentive while controlling information and command flow [131], to natu-
rally occurring activities or actions (e.g., gesture, voice or location) [13, 23]. Ubiq-
uitous sensing systems should understand the interaction intended by users, and
the interface should respond accordingly to satisfy the users’ actions. To achieve
such systems, an open challenge is to sense human intended actions, to interpret
1
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their behaviours, and to design appropriate reactions to serve human needs.
While researchers have extensively studied body movements and verbal be-
haviour (e.g., gestures, speech), gaze is also an efficient input for interaction [28,
196, 88, 58, 79, 155, 175, 48]. Gaze provides rich context information. The use
of gaze (i.e. what and where users see, how their eyes move) plays important
roles in human daily activities [103]. Our gaze is a good indicator of human in-
terests and attention, and the motion of our eyes is tightly coupled with human
cognitive and perceptual processes [191, 90, 76]. Gaze has also been considered as
an attractive hands-free input modality as we naturally look at objects of inter-
ests [28, 196, 88, 58, 79]. Our eyes can move very fast with minimal fatigue and
we can express our gaze from a distance. By integrating gaze sensing capability
in everyday computing, it can enhance the way we interact with the environment.
Our surroundings can then accommodate human attention and interests, adjust
to our visual perception, and adapt to the cognitive states of users.
Despite the advantages of eye tracking, it has largely been employed in con-
strained environments for lab research [86]. With the advances in sensing tech-
nologies, eye tracking technologies are becoming affordable, compact and flexible
to set up [74]. It is foreseeable that gaze sensing capabilities will be integrated in
our daily life in the near future. Recently, eye tracking applications are expanding
from diagnostic tools [132] and desktop user interface [28, 81, 156, 87, 196, 22] to
new applications in the real-world contexts, such as life logging [84], activity recog-
nition [33, 55] and attentive user interfaces [155, 175, 48]. These applications show
that gaze can be useful in our daily life. However, there is only limited research
and understanding of how gaze is used in everyday computing.
2
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Currently, the computing paradigm is shifting from desktop computing to ubiq-
uitous computing [13, 23]. The goal of this thesis is to explore the use of eye
tracking in daily life applications where people can seamlessly interact with their
surroundings by gaze. We aim to contribute new knowledge to the design of gaze
interactive systems in the new paradigm. In our daily life, we encounter many
displays around us (e.g. in museums, shopping malls and offices) which provide
information or services [123, 43]. This work particularly explores the use of gaze
information for these pervasive displays. As we naturally use our eyes to look
around and seek information, we believe eye tracking can enhance people’s inter-
action with these displays. For example, people look for information or interact
with media contents in public spaces (e.g., shopping malls, train stations) or at
home (e.g., living room). We envision that pervasive displays can sense human
gaze, so that people can simply walk up to a display and use their eyes to interact
with it spontaneously.
1.1 Eye Tracking for Pervasive Displays
The objective of this thesis is to inform the design of eye-based systems1 for perva-
sive display applications. The scenarios considered in this thesis are public spaces,
offices and home environments in contrast to constrained lab settings. To achieve
this goal, we explore both the sensing techniques and interface design aspects for
applying eye tracking in everyday environments.
Eye tracking systems and devices exist either as research prototypes [74] or
commercial products (e.g., Tobii, LC Technologies, SMI, Ergoneers). They are
1Systems that take users’ gaze and eye movements as input.
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available in two forms: wearable and remote. Wearable eye trackers require users
to attach electrodes on their skin around their eye areas (e.g., [33]) or wear a
headset (e.g., [84]). Remote eye trackers are non-intrusive standalone devices that
require users to face tracking sensors from a distance.
For pervasive display applications, users encounter these displays spontaneously.
It is desirable to sense users’ gaze non-intrusively, without anything attached to
the user. In this thesis, we are interested in sensing users’ gaze remotely using
sensors that are commonly available, are flexible to setup and can accommodate
diversity users in real-world environments. We are also interested in eye tracking
systems that are deployable in large scale so that many people are able to use them
in realistic settings (e.g., public spaces). Existing eye tracking systems are usually
optimised for accurate and high-speed gaze estimation, but require additional il-
lumination and a tedious calibration for each individual [120, 74, 38]. In addition,
users are required to remain in front of the device and accuracy is only possible
when users maintain their positions in a confined tracking area. For example, the
state-of-the-art supports the range of approximately 35cm in any direction [1].
Besides using specialised hardware for high-fidelity eye tracking, researchers
in computer vision have been investigating alternative approaches using off-the-
shelf cameras [167, 25, 190, 165, 60]. However, much of these works focus on
off-line algorithm optimisation for existing datasets (i.e., a prior training process)
but neglect the developments of robust and unobtrusive real-time continuous eye
tracking. No existing solutions satisfy the needs of eye tracking in real-world
conditions. Our goal is to develop new robust systems that support continuous gaze
sensing, with the potential for wide deployment, and require no prior user setup.
4
CHAPTER 1 1.2. Research Statements
To address this, we explore computer vision and machine learning techniques for
eye tracking.
The application of eye tracking for pervasive displays also raises new challenges
for human-computer interaction (HCI) research. The second goal of this thesis
is to design pervasive display interfaces that respond to human gaze behaviour
and react to our needs appropriately. One of the difficulties is to move away
from constrained lab settings where users perform well instructed tasks [13]. In
pervasive contexts, interactions occur in spontaneous, short phases where systems
have no prior information of their users. At the same time, users are often unaware
of systems’ interactivity, as human assistance is not always available.
Using gaze for interaction has a long history in HCI research, but much of the
previous works focus on the WIMP (windows, icons, menus, pointer) graphical user
interface [196, 152, 86, 57, 101, 100]. Their gaze interface designs are optimised for
user performance that use gaze as a pointer for desktop input, such as typing [104]
and selection [196, 152]. There is little knowledge of how to design gaze interfaces
for everyday computing situations and to accommodate opportunistic behaviour.
To enable user interactions in pervasive contexts, we explore the design of suitable
gaze-based user interfaces and interaction techniques.
1.2 Research Statements
To address the research challenges set above, this work integrates knowledge from
the research domains of eye tracking, computer vision, machine learning, ubiqui-
tous computing and human-computer interaction. This thesis aims to explore eye
tracking for pervasive display applications in out-of-lab environments, and intends
5
CHAPTER 1 1.2. Research Statements
to address the following two research questions:
1. How to enable robust gaze sensing for everyday usage?
Existing eye tracking solutions focus on accurate gaze sensing using spe-
cialised hardware. These systems often require the use of additional illu-
mination and an explicit calibration procedure. In pervasive contexts, the
users and the environments are unconstrained, such as uncontrolled lighting
conditions and variable user positions. For large scale deployment and long
term usage, sensing systems should provide robust real-time performance for
diverse users and out-of-lab environments. Towards these goals, this thesis
targets real-time performance and robustness for pervasive display applica-
tions in daily life settings. We aim to answer which technologies, methods
and systems can be used for gaze sensing when no prior user information is
known, and do not require additional illumination, while remaining flexible
to set up and deployable in the wild.
2. How to design gaze interfaces for everyday pervasive displays?
The previous question addresses technical challenges, which leads to new
forms of gaze tracking systems that are suitable for pervasive display ap-
plications. The second issue addressed in this thesis is the design of gaze
interactions and interfaces. Pervasive displays could be used by single users
to acquire information (e.g., large screens like a television at home or in
public environments) and could also be shared among multiple users for col-
laboration (e.g., digital boards in office environments). This thesis considers
how to accommodate opportunistic behaviour in everyday computing situ-
ations. Our objective is to enable spontaneous interaction, such that users
6
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can walk up and use their eyes to interact with digital contents without any
human assistance. In addition, we aim to find out how people interact with
gaze-based interfaces in uncontrolled settings.
1.3 Methodology
This thesis addresses technical and design challenges of applying eye tracking for
pervasive displays (illustrated in Figure 1.1).
Applying Eye Tracking for Pervasive Displays
Gaze Sensing Techniques Gaze Interface
Part I: Develop Part II: Design
coarse-grained calibration-free







Chapter 6 Chapter 7 Chapter 8
Figure 1.1: Overview of the thesis structure
To enable robust real-time eye tracking under uncontrolled conditions, we ex-
plore gaze sensing techniques with off-the-shelf web cameras, as they are widely
available. We employ computer vision and machine learning techniques to develop
novel gaze estimation methods (described in Chapter 3). The adopted approach
is data driven. However, datasets for gaze estimation recorded with normal web
cameras are limited 2. To address this, we collect gaze datasets which cover di-
2Some datasets have also become available while we are conducting this research. These
datasets include: UT Multiview [165], Eyediap [61], Columbia gaze data set [154] and MPI-
IGaze [197].
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verse users in naturalistic environments. We use machine learning techniques to
develop gaze estimation methods that use the collected data for prior training. We
then optimise our methods based on the datasets to achieve robustness across indi-
viduals. In everyday environments, systems sometimes have no prior information
about the users. To address the challenge of prior training for individual users,
we explore eye movement symmetry using facial features detected from the user’s
video images for person-independent eye tracking (described in Chapter 4). We
achieve calibration-free horizontal gaze detection which require only a single RGB
web camera. We further conduct lab experiments to evaluate the gaze detection
accuracy and robustness of our methods. These techniques provide the foundation
for developing gaze-interactive applications for pervasive display.
To address the design challenges of enabling gaze interaction in pervasive con-
texts, we need user interfaces that support spontaneous interaction, where users
can simply walk up to a gaze-interactive display and start using it immediately.
We therefore design new interaction techniques and interfaces that employ the
proposed person-independent gaze sensing system. One restriction of the system
is that it only supports the detection of coarse gaze directions. To exploit this, we
propose gaze interactions that are based on display regions (described in Chap-
ter 6). To understand user performance and subjective experience, we conduct lab
studies to understand how people use our new gaze interfaces design.
Gaze interactive systems are usually evaluated in conditions where users are
fully informed of the system’s functionality and in controlled usability laboratories.
To integrate eye tracking into pervasive displays, we aim to find out how to inform
novice users to use a gaze-based interactive system without expert assistance. To
8
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address this, we deploy a novel gaze interface based on the proposed system in a
public setting (described in Chapter 7). We conduct a series of field studies to
gather information from passers-by to understand what guidance people need to
comprehend the operation of the system. Finally, we integrate this guidance into
the user interface and deploy the system in the wild. We observe users’ behaviours
in naturalistic environments. The knowledge gained from this experience provides
a foundation for deploying eye-based technology for public displays.
Pervasive displays also support multi-user collaboration. In everyday life, there
are many scenarios that people need to find information together, e.g., look for a
parking lot on the map. This raises the open question of how we can apply gaze
to improve co-located collaboration on a shared screen. To explore multi-user
gaze interfaces, we select a collaborative search task where users look for infor-
mation together (described in Chapter 8). We conduct lab studies to understand
how sharing gaze information on a shared screen can improve users’ performance,
and we also find out people’s subjective experience for gaze-assisted co-located
collaboration.
1.4 Contributions
This dissertation makes the following contributions:
• Two novel person-independent vision systems that support low-fidelity gaze
tracking in unconstrained environments. The systems are lightweight. They
employ efficient computational algorithms that can process gaze estimation
in real time. In addition, they need only a single monocular RGB webcam,
and they are robust across diverse users. One of the systems enables re-
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mote calibration-free gaze sensing in dynamic real world conditions that are
deployable in public spaces.
• The design of multiple novel gaze-based interaction techniques for pervasive
displays. These techniques support spontaneous interactions where people
can walk up to a display and control displayed information using only their
eyes. The techniques enable intuitive, fast and hands-free interactions that
are suitable for numerous scenarios (e.g., retail, exhibition and workplaces).
• The results and understanding from studies of multiple novel gaze interfaces
for pervasive displays. These provide foundation for the rapid growing field
of applying eye tracking in ubiquitous computing.
– Our lab evaluations provide quantitative measurements on user perfor-
mance and subjective feedback. We identify the challenges and limi-
tations posed by these new form of gaze interfaces. These results are
valuable for designers in early application development, as we cover a
broad range of design aspects that the designers could refer to, such
as system parameters, interface options, feedback mechanisms and user
preferences.
– We develop and evaluate the first walk-up-and-use gaze interface through
three iterative field studies with over 190 users. Our in the wild deploy-
ment let us gain insights on users’ natural behaviours and derive design
considerations for applying our systems in public environments.
– Our studies of using gaze for collaborative search show that visualising
gaze on a shared display can enhance co-located collaboration. Our
10
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results inform the challenges and considerations of designing multi-user
gaze interfaces.
1.5 Structure of The Thesis
This thesis consists of two parts (illustrated in Figure 1.1): Part I focuses on the
technical aspects of developing real-time gaze sensing systems; and Part II focuses
on the design aspects of novel interaction techniques and interfaces.
Chapter 2 summarises state-of-the-art eye tracking techniques. The chapter
covers existing commercial systems and methods proposed in research literature.
Chapter 3 describes the technical details of a novel vision-based algorithm
that tracks coarse gaze directions using computer vision and machine learning
techniques. This chapter is a revised version of two publications [199, 200].
Chapter 4 describes the technical details of a remote calibration-free system
(called PCR) that is based on eye movement symmetry to track coarse gaze direc-
tions using vision techniques. This chapter is a revised version of [201, 202, 198].
Chapter 5 reviews existing gaze interfaces and interaction techniques.
Chapter 6 describes the design and evaluation of a novel interface (called Side-
ways) that allows spontaneous gaze interaction with large display. This chapter is
a revised version of [201].
Chapter 7 describes the design and deployment of a novel interface (called
GazeHorizon) that enables passers-by to interact with a public display using gaze.
This chapter is a revised version of [204, 203].
Chapter 8 describes the exploration of multiple users sharing gaze on a display







Eye tracking is the process of tracking the motion of our eyes or the directions
of our gaze in a visual scene (i.e. where a person is looking). In psychology and
cognitive science, eye tracking has been demonstrated to be a useful method for
studying human behaviours in daily activities [56, 191, 90], for example, reading
and binocular vision training. Driven by lab research [80, 56, 191, 194, 90], the
primary goals of eye tracking development are to achieve high speed and high
accuracy in analysing eye movement patterns and what people are looking at.
These goals are challenging because our eyes are never completely stable and,
move rapidly [36, 149] and they have a very high visual acuity only at the fovea,
which covers only a small area of the retina.
In recent years, tremendous engineering efforts have aimed to develop less in-
trusive eye trackers that allow free body movements [120, 38, 164, 59, 165, 60, 197].
In this chapter, we first introduce the basics of how the human visual system works.
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Fovea
Parafovea
Figure 2.1: The human eye anatomy (Source: [2]) and fovea vision
Then, we review existing eye tracking devices and explain state-of-the-art systems.
We then focus on the technical aspects of video-based eye tracking methods that
are most relevant to this thesis. In particular, we describe works that have the
same goal as our research, which aim to achieve robust eye tracking in uncon-
strained environments. At the end of this chapter, we identify open challenges of
sensing gaze in pervasive contexts.
2.1 Human Vision
Our eyes are the perceptive organs of human vision. The retina is the light-sensitive
inner layer at the back of the eye. It acts like an image sensor and converts optical
images into signals (see Figure 2.1). The optic nerve then transmits these signals
to the visual cortex that controls our sense of sight. Light focused by the cornea
(which acts like a camera lens) reaches the retina. By automatically adjusting the
size of the pupil, the iris of the eye controls the amount of light that can reach the
back of the eye. The ciliary body of the eye controls the contraction of the ciliary
muscle to adjust the lens. This helps the eye to automatically focus on near or far
14
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objects through a process called accommodation.
Human eyes have a fovea vision feature due to different light sensitivity at the
retina as illustrated in the right picture of Figure 2.1. The fovea is the area at the
retina with the eye’s sharpest vision that is most sensitive to colour perception.
The fovea area is about 1.5 mm wide (5◦ of visual angle) and provides the greatest
acuity [3]. Foveola is located in the centre of fovea with a diameter of around 0.2
mm (1◦ of visual angle) [3]. The area on the retina further away from the fovea -
peripheral vision - has lower resolution, and is weak at distinguishing colour and
shape but is good at detecting motion.
2.2 Overview of Eye Tracking Systems
The developments of eye tracking devices have progressed tremendously within
the last decade. There are multiple mechanisms to track eye movements and
gaze positions for different applications, such as clinical and lab research, as-
sistive technologies, etc. These methods can be categorised into the following
three types: eye attached methods which apply special contact lenses to the eye-
balls [144, 191, 92, 39], Electrooculogram (EOG) based techniques that measure
the electric potential of the skin around the eyes [32] and video-based techniques
that use optical sensors to measure eye movements and gaze without attaching
anything on the users [74]. The first two types are usually used by specialists for
clinic applications and laboratory research. Video-based eye trackers are widely
used in many applications [74]. The majority of modern eye trackers have sampling
rates ranging from 25 - 2000 Hz [16].
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A B
Figure 2.2: Search coil (A) A user is wearing a special contact lens for eye tracking
(Source [4]) (B) A contact lens connected with a search coil (Source [5])
Eye Attached Eye Tracking
In this category, eye tracking is achieved by attaching a contact lens to the eye ball.
The contact lens can be connected to an external device, for example small mirrors
[191] or magnetic search coils [144, 92] (see Figure 2.2). The eye trackers with
magnetic search coils require users to stay in a magnetic field. The eye movements
can be recorded at high precision from the voltage generated in the coil on the
lens. Although these methods provide high temporal and spatial accuracy, the
devices are intrusive and eye tracking can only last for a short period of time
before corneal swelling occurs. Recently, commercial companies are beginning to
invest in eye tracking contact lenses without external connectors (e.g., Sony). For
example, magnetic sensors can be placed on a video game console to track the
location and polarisation of the magnetized contact lenses worn by the users [39].
EOG Eye Tracking
EOG techniques measure the resting potential of the retina in the eye. The basic
principle is based on the fact that the human eye ball is polarised, with the front
of the eye being positive and the back being negative (see Figure 2.3 (A)). Eye
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movements can cause changes in the electric fields. These changes generate EOG
signals that can be recorded using electrodes. By recording this signal, the eye
movements and gaze directions can be determined. The EOG signals are usually
acquired with two pairs of electrodes, one pair for horizontal direction signals and
the other pair for vertical direction (see Figure 2.3 (B)).
A
B C
Figure 2.3: (A) EOG signals change during eye movements (Source [114]). (B) The place-
ment of electrodes to record EOG signals (Source [32]). (C) An eyewear system inte-
grates electrodes on to a commercially available smart glasses to capture the EOG
signals (Source [21]).
EOG systems are primarily adopted for clinical applications because they pro-
vide high frequency eye tracking. Recently, some research prototypes [21] (see
Figure 2.3 (C)) and some commercial products (e.g., JINS) have integrated EOG
eye tracking into normal daywear glasses.
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Video-based Eye Tracking
This type of eye tracker uses video cameras to track eye positions and analyse the
video images to extract eye features, such as pupils and corneal reflections [74].
Most of these systems require additional illumination (e.g., infrared (IR) light) to
make pupils easy to detect and to track.
A B C
Figure 2.4: Commercial video-based eye trackers (source [6])
Both research and commercial eye trackers come in different forms: wearable
and remote (see Figure 2.4). With remote eye trackers, camera sensors and light
sources are placed at a distance from the user (see Figure 2.4 (A,B)). To track users’
gaze positions on a screen (e.g., desktop monitors or tablets), they are required to
directly face the eye tracking sensors [206, 72, 209, 166, 190, 118]. The sensors are
usually fixed to a monitor and users need to maintain their position within the
tracking range in front of the sensor (see [41] for comparison of tracking range in
existing systems). With wearable eye trackers, users wear a headset and can move
freely in 3D space (see Figure 2.4 (C)). Video cameras are attached to the headset
to track eyes. These are combined with a scene camera to determine where people
are looking at in the scene [84, 169]. In both types of video-based eye trackers, a
calibration procedure is required before a new session starts.
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2.3 Video-based Gaze Estimation Methods
The previous section gives an overview of the existing eye tracking systems. We
now describe the general approaches of gaze estimation to achieve video-based
eye tracking systems. Although this thesis mainly focuses on eye tracking using
off-the-shelf components, we provide a general overview of existing methods that
require and do not require specialised hardware.
Gaze estimation systems are capable of exclusively recording the foveal vision.
As illustrated in Figure 2.5, the gaze direction - line of sight (LoS) - is defined as
the direction connecting the fovea to a fixation point in the outside world. The
line of sight is the approximation of the visual axis of the eye. The pupillary axis
is the line perpendicular to the cornea that intersects the pupil centre, and is an
approximation to the optical axis. Angle κ is the angle between the pupillary axis












Figure 2.5: Gaze model based on eye anatomy.
Gaze estimation is used to determine where people are looking in the scene.
It consists of two processes: gaze tracking (the direction of the gaze1) and eye
1The visual axis of the eye
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movements tracking (the motion of the eye). There are two main types of video-
based gaze estimation methods: feature-based and appearance-based [74]. The
majority of existing eye tracking systems are feature-based and offer high accuracy
and fine-grained detection of eye gaze. Appearance-based methods stem from the
vision community and are still at early stage. These methods aim to achieve eye
tracking using low-cost off-the-shelf components, e.g., web cameras without active
illuminations.
2.3.1 Feature-based Methods
Feature-based approaches use explicit geometric features of the eye to estimate
gaze direction and are based on local features and patterns of eye images, such as
limbus contour, pupil centre, eye corners, and corneal reflections [74].
IR-based
The majority of existing IR-based feature gaze estimation methods are based on
the anatomy and reflectivity of the human eye. When infrared light shines into
the human’s eye, reflections occur on the lens and cornea. The light that passes
into the eye through the pupil is reflected off the back of the retina. As illustrated
in Figure 2.6, pupil detections use the red-eye effect [194], i.e., the difference in re-
flection between the cornea and the pupil, to extract the pupil centre from infrared
illuminated eye images.
An established principle in feature-based methods is to use infrared light for
corneal reflections (glint), and gaze estimates are derived from techniques such as
Pupil Centre Corneal Reflection (PCCR) techniques [121, 193, 25, 207, 120, 68,
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Figure 2.6: The bright and dark pupil response under IR illumination (Source [7])
209]. Corneal reflection serves as a static reference point for the moving pupil,
because the position of the glint remains constant when the eye moves. Gaze
direction is subsequently estimated by measuring the moving pupil centre of the
eye and the corneal reflection (see Figure 2.7).
Figure 2.7: The Pupil Centre Corneal Reflection (PCCR) techniques (Source [107])
As the curvature at the edge of the cornea varies, the performance of the glint-
based methods degrade when the gaze tracking range increases. For example,
when people look at extreme angles the glint can be missed [102]. Some methods
employing stereo approaches show potential to alleviate this problem [95, 102].
The approaches first reconstruct the position and the orientation of the pupil in
a 3D-space. Gaze is then determined by the direction which connects the pupil
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centre and the eye centre.
The robustness of IR-based feature gaze estimation methods primarily depends
on the intensity and the size of pupil response in the infrared images. However,
various factors affect the robustness, e.g., ambient light, people’s cognitive state,
and individual differences [128]. One of the main effects is that the size of our
eye pupil varies depending on the amount of light that goes through it [8]. In
bright conditions the pupil gets smaller to let less light in and vice versa in dark
conditions. These limitations make it hard to apply infrared-based methods for
outdoor environments or uncontrolled conditions.
Many existing commercial video-based eye trackers require additional IR illu-
mination and adopt glint-based methods. These systems can achieve high accuracy
gaze tracking in controlled settings when users remain within the optimal tracking
range. For example, some products report an accuracy of < 0.5◦ with a highest
temporal resolution of 300 Hz at a working distance between 55-75 cm2.
Nautral Light
Previous works have investigated the use of feature-based gaze estimation meth-
ods with low resolution face images under natural lighting conditions (e.g. [206,
72, 190, 151]). While these approaches eliminate the use of IR illumination, gaze
estimation becomes more challenging. Firstly, eye features (e.g. pupil centres)
are less detectable in normal video eye images compared to the bright or dark
pupil response in infrared images under active IR illumination. Secondly, the ap-
pearance of eye features varies in scale and with different users, and so detecting
certain features reliably requires immense prior training data [190, 169, 60]. Con-
2http://www.tobii.com/en/eye-tracking-research/global/
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sequently, the gain in accuracy of the approach is achieved at a significant cost of
computational speed and flexibility.
2.3.2 Appearance-based Methods
Another common gaze estimation approach is to use computer vision techniques to
analyse video eye images captured using normal RGB cameras [20, 167, 186, 130,
164, 200, 109, 59, 165, 110, 60, 197]. These methods are appearance-based and
use mapping functions to estimate gaze directly from cropped eye image contents,
without explicitly extracting features. As illustrated in Figure 2.8, the appearance
of eyes from captured images is different when people look at different positions
on the screen. The general principle of appearance-based methods is to map this
high dimensional image input data to 2D or 3D gaze point.
Figure 2.8: The appearance of eyes from captured images is different when people
look at different screen positions. Appearance-based methods estimate gaze directly
from cropped eye image contents, without explicitly extracting features (Source [109])
Calibration of the cameras is typically not required as gaze mapping is learned
directly from raw image data [74]. Early appearance-based approaches are largely
based on neural network methods in which the intensities of eye images are used to
map directly to screen coordinates [20, 163, 188]. However, gaze estimation under
23
CHAPTER 2 2.3. Video-based Gaze Estimation Methods
natural lighting conditions is challenging due to low contrast images, which can
contain multiple specular and diffuse components. In addition, the appearance of
the eyes can change easily with different head poses. Other shortcomings of these
approaches are that they require a large training data set and they are computa-
tionally intensive for high resolution images as increasing amounts of hidden nodes
are required in the network.
To overcome the limitations posed by large amounts of training data, Williams
[186] proposed a sparse, semi-supervised Gaussian process regression method to
map input images to the gaze coordinates with partially labeled training samples.
Basilio et al. [130] developed a calibration-free eye gaze detection system which is
also based on gaussian processes. While they investigated techniques that estimate
gaze from low resolution images without IR illumination, in real-world settings
their approaches face considerable challenges from influences of head and body
movements.
Recent efforts focus on improving robustness of head movements by utilising
rich datasets that are either synthesised [165] or collected from a large amount of
users under natural head movements [59, 197]. These works integrate the model
of 3D head poses in the training of their approaches to improve robustness in
unconstrained settings.
Compared to feature-based methods, appearance-based methods are less accu-
rate (with gaze accuracy around 2◦ to 4◦), are usually not robust to head move-
ment, and many of them are processed offline rather execute in real-time. The
advantage is that appearance-based methods require only a standard camera as
sensor without the need of any special-purpose hardware. Hence, it is more flexible,
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easier to setup and less sensitive to influences from the environment.
2.3.3 Gaze Mapping and Calibration Procedure
In order to know where the user is looking on a computer screen, gaze estimation
usually requires a calibration procedure to obtain gaze mapping. Gaze mapping is
the process of deducting the function of descriptors from the eye images to inferred
gaze. The majority of existing eye tracking methods require an explicit procedure
for calibrating system parameters to fit individual users. During the calibration
process, users are asked to follow or fixate on screen stimuli (usually nine points
on the screen). The eye tracker then collects data to generate the underlying
gaze mapping model for individual users. Various models have been proposed for
obtaining an optimal mapping that achieves both accuracy and robustness under
large head movements. The underlying gaze mapping methods can be classified as
2-D mapping-based and 3-D model-based.
Mapping-based approaches model the mapping relationship from eye features
to gaze points. Polynomial interpolation is one of the most commonly used in
gaze estimation [120, 37]. Corner-iris vectors and pupil-glint vectors are commonly
employed in interpolation methods. A detailed description of polynomial interpo-
lation methods based on different feature inputs can be found in Cerrolaza et al.’s
paper [37]. Although polynomial interpolation method is easy, fast and simple to
implement, it is usually not robust to large head movements. Other methods adopt
a non-linear regression model to establish direct mapping from either raw pixels
or image features to gaze points, i.e., Neural Networks [20, 208, 200], Gaussian
Regression [186, 130, 164], Adaptive Linear Regression [110], Random Regression
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Forest [165] and Multimodal Convolutional Neural Networks [197].
Model-based mappings model the 3D physical structures of the human eye geo-
metrically to calculate 3D gaze direction [209, 74]. The gaze direction is expressed
as a function of the 3D configuration of the system and the user, based on ge-
ometry and eye physiology. Therefore, a calibration process is required to obtain
user-dependent parameters, e.g., cornea curvature, the angular deviation of the vi-
sual axis from the optical axis (see Figure 2.5). Model-based mapping methods can
accommodate natural head movements, but they generally require complex sys-
tem setup. It is essential to calibrate the eye tracking hardware, e.g., the camera
parameters or the position between the screen, camera and light sources.
2.4 Eye Tracking in Unconstrained Environments
The objective of this work is to enable robust gaze sensing under uncontrolled con-
ditions when no prior user information is known. We aim to develop systems that
do not require additional illumination, are flexible to set up and are deployable.
Gaze estimation in unconstrained environments has been a challenging problem
in eye tracking research. Previous works investigate different aspects of overcoming
the difficulty of tracking gaze in the wild. The main objectives of these approaches
are eliminating the requirements of IR illumination to improve robustness under
different lighting conditions, using off-the-shelf components to make eye tracking
easy to set up and widely available, easing or removing the calibration procedure
to improve usability and increasing tracking range and robustness to allow free
user movements.
Hansen and Pece [72] propose an active counter tracker which is based on im-
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age statistics. Their method requires only off-the-shelf components and are robust
to light changes and camera defocusing, however, to estimate gaze, a calibra-
tion with small sets of points is required before each use. As identified in previ-
ous work, the calibration process to obtain gaze mapping takes time and hinders
eye tracking applications in daily life settings [120]. To overcome this challenge,
various research works propose the use of machine learning to achieve person-
independence [130, 154]. These methods learn a generic person-independent model
from a large number of eye images collected from different users. Other works
propose the use of a visual saliency map to achieve calibration free gaze estima-
tion [164, 38]. The calibration procedure is implicitly integrated from a person
watching a video clip. The idea is based on treating saliency maps of the video
frames as the probability of gaze distributions, but their setup requires a chin
rest [164] or active illumination [38].
Other works attempt to explore eye tracking in mobile contexts [118, 46]. The
EyePhone system [118] tracks users’ eye movements using a camera mounted on the
front of the phone. It tracks users’ gaze position on the mobile phone display and
allows users to activate an application via eye blinks. To estimate where a user is
looking, the system requires calibration prior to each use. In other mobile contexts,
prior research proposes wearable eye tracking systems for daily life logging [84, 168]
and monitoring high-level contextual cues [33].
Another type of system is specifically designed to detect people’s attention to-
wards an object (direct gaze) [174, 154, 49]. Some of these systems use an infrared
(IR) tag and are commercially available (e.g., eyebox2 [9]). The eye contact with
the objects embedded with the IR tag can be estimated by determining whether
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the reflection of the tag on the user’s eye appears central to the pupil. Direct
gaze detection can also be achieved using machine learning methods with a nor-
mal web camera, such as cameras integrated on mobile tablets [154]. However,
one restriction of this approach is that each object needs to be fit with a tracking
sensor.
Recently, researchers attempted to bring eye tracking for large displays, e.g.,
smart TV in the living room [77, 106], digital boards in shopping malls [126,
153, 146]. These works show promising results of gaze tracking in less controlled
environments; however, the majority still require specialised hardware and addi-
tional illumination and user calibration [146, 77, 106]. Other systems use only an
off-the-shelf video camera and infer users’ gaze from their head poses [126, 153].
2.5 Open Questions and Opportunities
Eye trackers have a long history of application in lab research. For most lab appli-
cations, high accuracy and sampling rate are required for eye movements analysis.
As a result, work in eye tracking generally aims to achieve best possible accuracy
(e.g., [207, 186]) with hardware optimized for the task and careful calibration to
the individual user. These systems require specialized hardware including high
resolution video cameras and infrared illumination. Despite considerable advances
in tracking accuracy and speed, most video-based eye trackers are still stationary
and restrict free movements of the user’s head and body. The trade-off of high
accuracy and high sampling rate results in constraining natural human movements
which prevent eye tracking systems from being widely adopted for daily usage.
To use eye tracking in daily life applications, existing IR-based eye tracking
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methods face considerable challenges in unconstrained environments. For example,
robustness is largely influenced by ambient light sources and sunlight in outdoor
environments. Secondly, the hardware and the calibration procedure are tedious to
setup. Daily life settings require eye trackers that are easy to setup and adaptable
for new users. The aim of this work is to design eye tracking systems that supports
walk up and use applications. The techniques should be robust across different
users. In addition, it should be lightweight and able to run in real-time.
With the wide adoption of video cameras, computer vision and machine learn-
ing have played an important role in developing vision systems for daily life ap-
plications. We have seen tremendous improvements in robustness and efficiency
of vision systems that run in real time. This progress enables ample applications
that employ vision-based systems (e.g., body movement tracking, face recognition).
To address the challenges of enabling robust gaze sensing in pervasive contexts,
we apply the knowledge in computer vision and machine learning to advance eye





Computer vision and machine learning have made great progress in recent years
in terms of accuracy and real-time performance. This holds promise to investigate
how to apply the knowledge in these fields to advance eye tracking techniques.
Work in eye tracking generally aims to achieve best possible accuracy with hard-
ware optimised for the task. One of the research problems investigated in this work
is to achieve eye gaze estimation with pervasive equipment, such as web cameras
we might find mounted on large displays. The motivation is to use equipment
that we expect to find in our environments for eye gaze interaction. As cameras in
our everyday environments are not optimised for gaze tracking, the challenge is to
advance methods that are capable of estimating gaze using eye images captured
with real-world constraints.
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In this chapter, we introduce a novel gaze estimation technique, which is adapt-
able for person-independent applications. This technique is data driven and em-
ploys computer vision and machine learning techniques. We first describe the
details of our approach and the data collection process. Finally, we report an
evaluation of the robustness of the proposed method with respect to a diverse user
population and discuss the application of our approach in pervasive contexts.
3.1 Motivation
In computer vision, researchers have investigated a large variety of image features
for applications such as object detection and tracking or image segmentation. Com-
mon features describe intensity and colour of image pixels or are based on filter
responses. These feature types have been widely used in computer vision but
haven’t been extensively explored in eye tracking research.
The proposed approach for processing eye images is appearance-based. Appearance-
based approaches work under normal illumination and directly infer gaze from
video images. Previous works have shown the potential of this approach for esti-
mating gaze from low resolution images, under laboratory conditions [20, 188, 186,
166]. These works are based on raw pixel images - by representing images as input
vectors with raw pixel values for machine learning. Williams et al. combine the
use of steerable filters on eye images and raw pixel data to achieve better accuracy
for regression-based gaze estimation [186].
As described in Section 2.3.2, image intensity provides powerful features that
are widely used in appearance-based gaze estimation methods (see [20, 163, 188,
186] for examples). Similar to intensities, the colour distribution in the eye region
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is different for different gaze directions. While RGB histograms are often used
to represent image colour information, the RGB colour system depends on image
characteristics. Gevers et al. [64] found that while converting to a colour invariant
system such as normalized rgb the colour model is less sensitive to illumination
and object pose. A survey by Hansen et al. [74] showed that applying different
filters on images will result in enhancing particular image characteristics while
suppressing others. Daugman et al. [47] showed that a set of Gabor filters with
different frequencies and orientations can be used for iris recognition. Williams et
al. [186] applied steerable filters to the eye images for gaze estimation.
This chapter introduces a method based on extraction of low-level features
from images of the eye. Through image transformation into feature space, we are
encoding information such as texture and edges in a feature vector that represents
an image more compactly (i.e. with reduced dimensions) than a raw pixel image.
The feature vector serves as input for a two-layer regression neural network that
produces gaze estimates. The neural network requires a priori training to learn
the relationship between image features and gaze direction.
3.2 Gaze estimation using Image Features
Typical appearance-based approaches use the entire eye image for gaze estima-
tion. Among them, approaches that use raw pixel values can only represent the
raw appearance information (colour/intensity) of the overall image. However, in
unconstrained environments, the raw colour and intensity pixels vary largely under
different light conditions and head poses. These values also differ across users due
to the diversity of eye appearance. By transforming the image into another feature
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space allows us to encode information such as texture, edges, etc., and potentially
reduce the data dimension.
Feature Description
Colour (C) fC extracts the red-green (RG) and blue-yellow (BY)
colour.
Intensities (I) fI extracts the grey scale intensities.
Orientation (O) fO is obtained by convolving the intensity image with a set
of Gabor filters in four orientations {0◦,45◦,90◦,135◦}.
Haar (H) fH represents Haar features using two rectangular patterns
which extracts local borders.
Spatiogram (S) fS encodes RGB colour histogram and their spatial distri-
bution.
Table 3.1: The five types of low-level image features used in this work.
3.2.1 Feature Extraction and Selection
In this approach, five different types of features, namely colour, intensities, ori-
entation, haar-like features as well as spatiogram (see Table 3.1) were adopted.
These features were chosen because of their low computational complexity as well
as their prevalent application in computer vision.
For calculating colour fC , intensities fI , and orientation fO features, the system
used the method from Walther and Koch [182]. The input image I was processed
for low-level features at multiple scales, and centre-surround differences were com-
puted. Three individual feature vectors fK∈{C,I,O} = {f {i}}1200i=1 were extracted to
represent I in colour, intensities and orientation feature space respectively.
Haar-like features have a low computational cost and provide local edge infor-
mation of an image [177]. They consist of a set of simple rectangular features.
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Figure 3.1: Extraction of haar-like features. The image was first normalised and then
sub-sampled into a Gaussian pyramid by convolution with a 3x3 Gaussian smoothing
filter and decimation by a factor of two. Two rectangular patterns were used which
detect where the border lies between a dark region and a light region, horizontally
and vertically. Each value in the resulting Haar feature vector fH is a response of the
rectangular patterns at a certain position and scale in the image.
Rectangles can be placed at any position and scale within the original image. The
sum of the pixels which lie within the white rectangles is subtracted from the sum
of pixels in the dark rectangles (see Figure 3.1). Each feature type can indicate
the existence of edges or changes in texture.
While human look at different directions, the colour distributions and shape
configuration between the pupil and the sclera of the user’s eye appeared in im-
ages from the camera change. To represent pixel values and spatial distribution
of colours in an image simultaneously, we employed the spatio-histogram (spa-
tiogram) [26]. It expresses local colour patches over entire image. This allows us
to encode object information about the texture and shape, as well as the spatial
relationships between the pixels, such as the average locations of different colour
patches. Given an input RGB image I, let H{k} represent the total number of
pixels in the kth bin of an ordinary colour histogram. We define the mean of the
x,y coordinates of all pixels in the kth bin as C
{k}
x and C{k}y . The spatiogram of
the image is a vector fS = {H{k}, C{k}x , C{k}y }(24,24,24)k=(0,0,0) where the quantisation level
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was fixed to M = 25 for each colour channel in this work.
Five feature vectors fK∈{C,I,O,H,S} were computed from each image I in the
database. To yield a fast and efficient gaze estimation, a feature selection pro-
cedure was followed instead of directly using the high-dimensional raw vector as
input to the neural network. By selectively choosing the essential elements in
the feature vector, we can reduce the input dimension and minimise redundancy,
while maximising features’ relevance. We employed mRMR (minimum Redun-
dancy Maximum Relevance [134]) feature selection on the original feature vector
extracted from I, thus reducing the high dimensional image data I into a low
dimensional feature vector zK∈{C,I,O,H,S} = {f {i}}mi=1 where m = 50.
3.2.2 Gaze Estimation Using Regression Neural Network
Gaze estimation was performed by mapping extracted feature vector z = {f {i}}mi=1
from image I to output gaze location g = (x, y) of the user’s. Using raw eye image
pixels as the input to a 3 layer feed-forward Artificial Neural Network (ANN) for
gaze estimation has been proposed in previous work [20, 188]. In this study,
the dimension-reduced feature vector z = {f {i}}mi=1 extracted from raw image was
supplied as the input to the Regression Neural Network (RNN). The input vector
was first normalised to ensure all input features were in the same data range. We
adopted a feed-forward neural network model using a 2-layer perceptron with linear
output unit activation function to learn the gaze mapping function g(z). This is
a two-layer network where the first layer has tanh() unit and the second layer is
linear. The RNN was trained on a set of labelled eye image/gaze coordinates pairs
by minimising a sum-of-squares error function using the scaled conjugate gradient
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A B
Figure 3.2: (A) Participant wearing the Dikablis eye tracker. (B) The additional webcam
is mounted on the head unit to record close-up left eye images.
optimizer. The number of hidden units was decided by averaging the input and
output units size.
3.3 Experiment
We conducted an experiment to collect a data set of naturalistic eye images and
to evaluate the performance and accuracy of our gaze estimation technique. 17
participants (five female, 12 male), aged between 18 and 40 years (mean=26.9±6.8)
took part in the study. We took particular care to include participants of different
ethnicities, with different eye lashes and pupil colours. Specifically, we had nine
participants with dark (i.e. brown or black) and eight with bright eyes (i.e. green or
blue)). None of the participants wore glasses, but two wore contact lenses during
the experiment.
We used a standard webcam (Microdia Sonix USB 2.0) with a resolution of
640x480 pixels and a frame rate of 30Hz. In addition, we used a Dikablis eye tracker
from Ergoneers GmbH for collecting gaze data (see Figure 8.2). The webcam was
mounted to the eye tracker on a plastic frame attached to the head unit. The
camera recorded images of the participant’s left eye.
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The experiment took place in a real office environment with fluorescent illumi-
nation. Participants were seated about 60cm away from a 23-inch LCD monitor
with visual angles of 43◦ horizontal and 27.6◦ vertical (see Figure 3.3). Free move-
ments of the head and the upper body were allowed at any time but we encouraged
the participants to move as little as possible during the experiment.
A B C
Figure 3.3: Examples of recorded data. (A) Eye image from the webcam. (B) Eye image
from the Dikablis eye camera. (C) Scene image from the Dikablis field camera. The
point of gaze obtained from the Diskablis eye tracker was plotted in red on the scene
image.
The visual stimulus consisted of a red dot with a radius of 20 pixels (i.e. 0.5◦
of visual angle) shown in front of a light grey background. The system guided
each participant through a sequence of 13 different predefined gaze locations. Par-
ticipants were asked to fixate on the red dot at each location for five seconds
(see Figure 3.4). After five seconds, the stimulus was shown at the next location.
Thereafter, the participant was asked to follow a moving stimulus along several
predefined paths. For each path, the stimulus moved horizontally, vertically and
diagonally at constant speed. The entire procedure was performed three times.
While the data was recorded, the system labeled the recorded images according to
the stimulus’s gaze point on the screen (see Figure 3.3 (C)).
We define the gaze direction by two rotation angles: Θh and Θv, for horizontal
and vertical directions, respectively. The origin, (Θh,Θv) = (0, 0), is the eye
position when the gaze direction is perpendicular to the screen surface. Each
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Figure 3.4: Experimental stimulus. (A) A red point is displayed on the screen. It stays
at each location for 5 seconds and moves to the next location. (B) The point moves
horizontally, vertically and diagonally at constant speed.
direction of gaze (Θh, Θv) corresponds to only one gaze point g = (x, y) on the
screen. d denotes the distance of the users from the monitor. Given an estimation
g′ = (x′, y′), the angular error was calculated by:
(∆Θh,∆Θv) = (|tan−1(x− x
′
d





Around 1900 images/gaze coordinates pairs were collected for each participant. We
first evaluated our system using a person-dependent evaluation scheme. For each
participant 70% of the images were randomly selected for training (the “training
set”); the remaining 30% (i.e. the test set) were used for gaze estimation on the
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Feature Horizontal [◦] Vertical [◦]
Individual Colour (C) 4.21± 0.56 2.41± 0.69
Intensities (I) 4.03± 0.65 1.89± 0.62
Orientation (O) 4.02± 0.65 2.04± 0.57
Haar (H) 3.73± 0.56 1.52± 0.49
Spatiogram (S) 5.48± 0.51 1.97± 0.53
Combined All 3.44± 0.48 1.37± 0.40
Table 3.2: Person-dependent mean and standard deviation of the gaze estimation an-
gular error in horizontal and vertical direction averaged over the 17 participants for
different feature types.
Feature Horizontal [◦] Vertical [◦]
Individual Colour (C) 11.29± 3.10 9.11± 1.59
Intensities (I) 10.59± 2.71 8.26± 1.44
Orientation (O) 10.59± 2.47 8.95± 1.03
Haar (H) 15.37± 3.86 11.21± 1.77
Spatiogram (S) 15.66± 1.82 9.17± 2.39
Combined All 13.89± 3.84 8.63± 2.58
Table 3.3: Person-independent mean and standard deviation of the gaze estimation
angular error in horizontal and vertical direction averaged over the 17 participants for
different feature types.
same participant. The random splits of training and testing data were conducted
5 times for each participant.
Table 3.2 shows the average results for the different image features (cf. Ta-
ble 3.1). The errors were calculated under the assumption that the participant
looked at the centre of the stimulus on the screen. Using person-dependent evalu-
ation the system achieved an average gaze estimation angular error of 3.44◦ hori-
zontally and 1.37◦ vertically (1◦ corresponds to about 1.1cm on the screen plane).
Figure 3.5 illustrates the angular errors for each participant using the five types
of image features individually and all combined. Figure 3.6 shows the error distri-
bution of each instance in both horizontal and vertical directions.
To test the algorithm’s robustness across different people we further performed
a leave-one-person-out cross-validation. In this scheme, gaze data of 16 partic-
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Figure 3.5: Gaze estimation angular errors of 17 participants in horizontal (A) and verti-
cal (B) directions. The sold lines represent angular errors using the five types of features
individually, while the dashed lines illustrate the errors when using all the features com-
bined.
ipants was used for training the regression neural network and the data of the
remaining person was used for testing. This was performed repeatedly over all
17 participants. The resulting gaze estimation performance averaged across all
iterations and participants are summarised in Table 3.3.
Our data set includes outliers (e.g. image blurring and blinks), noises (e.g. re-
flection from bright objects, such as the monitor), as well as human errors (e.g.
a participant failed to follow the stimulus). Despite these challenges our results
show that estimating gaze with a small set of low-level image features from webcam
images is feasible. A survey by Hansen and Ji identified that the accuracy of ex-
isting systems using web camera without any additional illumination is 2-4 ◦ [74].
Our system achieved similar accuracy with a user-dependent setup. Furthermore,
the angular error was influenced by squinting (occlusions by eyelids) and frequent
blinking. In our post-study analysis, we observed that participant 12 blinked fre-
quently and participant 16 squinted his eyes (see Figure 3.5). A blinking detection
method can be developed to increase the robustness of the system. The stimulus
spreads less in vertical direction (10.75 ◦ horizontally, 6.9 ◦ vertically) which result
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in less error vertically. This suggests that our system can be improved by using
more spatially closed training points.
































Figure 3.6: The error distribution of each instance in both horizontal and vertical direc-
tions.
Figure 3.6 shows that although several individual features achieve better accu-
racy, overall the best performance is achieved by combining all features. Among
the individual features, colour, intensities, and orientation perform similarly, while
spatiogram performs worst in horizontal direction. Haar features achieve better
performance in person-dependent than in person-independent evaluation. This
suggests Haar features are sensitive to eye appearance variance.
3.5 Discussion
This chapter presents a novel appearance-based technique that uses a small set of
low-level image features and regression neural network for gaze estimation. This
41
CHAPTER 3 3.5. Discussion
technique has the benefits of no calibration, non-intrusiveness and adaptability to
new users. Results from a 17-participant user study show that the technique is
robust across users with diverse characteristics and achieve decent performance for
discrete gaze estimation.
Our dataset covers a large variance of eye appearance from people with different
ages, gender and races. Consequently, person-independent gaze estimation shows
higher angular errors than person-dependent. Although eye appearance differs
across people, by using machine learning, our method learned common features
which are effective in estimating gaze. Without re-calibration our method is able
to provide sufficient accuracy to distinguish different areas of the monitor.
The results on different visual feature analysis show that it is difficult to select
a single best feature set for different users. We plan to investigate other features
that are potentially robust to different image scales (varying distance from eye
to camera) and lighting variance, as well as methods to optimally select features
for different applications. In addition, further improvements include adopting
advanced gaze regression methods.
The optimisation of the method rely on the collected datasets. Although we
include a variety of users’ in the data collection, it is not clear how the method
perform with unknown eye appearance. Especially in pervasive contexts, people
might wear different glasses and their eyes might be occluded by eye lashes. This
could potentially pose challenges to apply the system in scenarios where no prior
training data from users can be obtained.
Another aspect that we didn’t consider is the condition where users move their
heads freely. Our data is collected using camera attached on a wearable headset.
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The camera moves along with the headset as users turn their heads. This could
potentially influence the performance of the method on a remote setup where
camera sensors are fit on the screen and away from the user. Also, in mobile
settings, other challenge are changes in the geometry relationship between the
actual plane of visual gaze. To address this issue, future work can include prior
geometric information in the learning process.
This method has the limitation that it does not provide fine grained gaze
position estimations. The person-dependent eye tracking achieves an accuracy of
3.44 degrees, which is about one tenth of the screen size in a desktop setting. For
person-independent eye tracking, the accuracy is about one third of the screen size.
Although the accuracy is not comparable to existing commercial eye trackers, this
method could be useful for applications that do not require selections of small
targets, such as scrolling content.
3.6 Conclusion
This work shows that by applying knowledge from the field of computer vision
and machine learning it is possible to design eye tracking applications using off-
the-shelf web-cameras. The method has the flexibility of easy setup and do not
need dedicated hardware and infrared lights. These initial results are promising
and open up interesting applications in pervasive eye tracking. Example usage of
the method can be in home or public environments. Accurate eye tracking might





The objective of this work is to enable robust remote gaze sensing, so people can
interact with pervasive displays spontaneously without any preparation. Our goal
is to have a gaze sensing system that is widely deployable, non-intrusive, and can
accommodate unknown users. This chapter addresses the problem of sensing gaze
using off-the-shelf components that require no user calibration.
Many existing eye tracking systems aim to offer fine-grained detection of eye
movements but are primarily designed for lab research. These systems employ
specialised hardware that requires additional illumination (e.g. infrared) and con-
strains users’ head movement for optimal performance [86]. However, they face
considerable challenges in pervasive contexts, as it is impractical to control external
settings, such as lighting, users’ position and their body movements. In addition,
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these systems require an explicit calibration procedure for individual users before
each use. The calibration process hinders eye tracking applications in daily life
settings, as it is often cumbersome and unnatural [38, 120].
Calibration-free eye tracking using off-the-shelf cameras remains a challenge.
Previous works proposed to integrate the calibration procedures into normal ac-
tivities (e.g., watch videos) instead of being a separate procedure [164, 38]. These
methods employ visual saliency from monocular images for auto-calibration, but
they require users to watch videos before each use, which is inherently an implicit
calibration. Alternative solution is to use machine learning techniques to construct
a generic person-independent model [130, 154]. As we have investigated in the pre-
vious chapter, these approaches are data driven and use supervised learning. Their
performance relies heavily on sufficient labelled training data that can represent
the general population. However, obtaining such datasets is highly challenging
and costly.
This chapter introduces a calibration-free solution that requires no specialised
hardware, works across different users, and is suitable for deployment in uncon-
trolled environments. We present a geometric feature-based approach to address
the challenge of requiring no prior training of individual user. To achieve this,
we exploit the characteristics of geometric eye features similarity across different
users. We define Pupil-Canthi-Ratio (PCR), a novel feature for tracking horizontal
eye movements based on the symmetry of our eyes. Specially, our method uses
the inner eye corner as a reference point, and it calculates a displacement vector
from the moving pupil centre. PCR is calculated as a ratio of the displacement
vectors of both eyes (see Figure 4.1). The changes of PCR describe the degree
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A B C
Figure 4.1: Eye symmetry: our method exploits the symmetry of eye movements. (B)
With ‘looking straight ahead’ as a default state, the pupil centres of both eyes will be
similarly distant from the respective inner eye corners. (A) and (C) When looking away
from the centre, one eye will move further away from the inner eye corner while the
other eye will move closer to it.
of users’ eye movements towards left or right, and we leverage this characteristic
for detecting horizontal gaze directions person-independently. The PCR feature
is lightweight and can be obtained in real time by extracting eye features from
users’ video images. To evaluate performance, we compare three regression meth-
ods for gaze estimation using the PCR feature to compute its gaze mapping. To
further understand the robustness of the PCR features, we test its performance
against different eye images from diverse users, noises from feature detection, and
variations in image scales.
4.1 Gaze Tracking using Eye Movement Symmetry
In this chapter, we present a remote calibration-free gaze tracking system using
a single web camera. The method is based on the symmetry of eye movements
(illustrated in Figure 4.1). We consider both left and right eyes at the same time.
Similar to other feature-based methods, an analytical gaze estimation algorithm
employs at least one moving point on the eye ball and one stationary facial ref-
erence point to compute a gaze direction. We choose the inner eye corners as
the stationary reference points because it is the most stable feature in a face and
relatively insensitive to facial expressions [206], and the iris centre as the moving
point on the eye ball.
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The system requires only a single off-the-shelf RGB video camera. The system
takes video frames as its input and analyses them in real time using a sequence of
image processing steps.
4.1.1 Eye Features Extraction from Colour Images
In the following paragraphs, we describe the image processing pipelines to obtain
the pupil centre and inner eye corner features.
Eye Region Extraction
Figure 4.2: Extraction of eye regions: we apply the camshift algorithm for face tracking.
The eye detectors are only run at the top third of the face region.
The images from the video camera are subject to variable lighting conditions,
such as shadows, bright lights, low contrast, motion blur or noise. To tackle these
problems, we first apply a bilateral smoothing filter to smooth continuous image
regions while preserving and enhancing the contrast at sharp image intensity gradi-
ents. After the image is pre-processed, we use a Viola-Jones face detector provided
by the OpenCV library1 to detect the user’s face and eyes in real time [177] (see
Figure 4.2). The face detector identifies a rectangular area of the largest face in
the scene. In order to improve performance and reduce the computational cost,
we only search for eyes in the top half region of the face.
1http://opencv.org
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B1 B2 B3 B4
Figure 4.3: Detection of the inner eye corners: our system first applies a Harris corner
detection to each eye image patch separately and further applies a Canny edge
detector. The (B3)&(B4) eye corner is obtained by considering only those candidate
points that lie on the detected eyelid edges.
We use the haarcascade_frontalface_alt2.xml haar cascade for detecting the
presence of frontal faces with a minimum size of 150x150 pixels. Face tracking is
performed on consecutive video frames using the camshift algorithm. To reduce
computational costs and improve real-time performance, the system assumes that
the eyes are located in the upper third region of the face and only searches there.
A histogram equalisation is conducted separately to the left and right half of the
face region to minimise the influence of uneven lighting condition.
We compare different haar cascades eye detectors for extracting the eye regions.
All cascade sets achieve good results with forward looking open eyes. However,
some of them fail in eye detection at extreme gaze directions. The combination of
haarcascade_mcs_lefteye.xml for the left eye and haarcascade_mcs_righteye.xml
for the right eye provides the best accuracy and optimal processing speed. Our
system finally extracts two image patches that represent the output of this first
processing step, one for each eye.
Detection of the Inner Eye Corners
At the core of our gaze estimation approach is a method to measure and track
the horizontal distance between the inner eye corners, where the upper and lower
eyelids meet (the so-called eye canthi). Our system first applies a Harris corner
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detection to each eye image patch separately (see Figure 4.3). The method detects
the locations of interesting windows which produce large variations when moved
in any direction in an image. Locations which are above a threshold are marked as
corners. Besides eye corners, the output could also include other feature points of
local maximum or minimum intensity, line endings, or points on a curve where the
curvature is locally maximal in the image. As this may result in several candidate
eye corner points, the system further applies a canny edge detector (Figure 4.3
(B2)). A canthus region should exhibit strong edges where the upper and lower
eyelid edges meet. Accurate canthi locations can then be obtained by considering
only those candidate points that lie on the detected eyelid edges (Figure 4.3 (B3)).
All other candidate points are discarded.
Localisation of Eye Centres
For eye centre detection we exploit the semi-circular structure of the iris and pupil
as described in Valenti and Gevers’ method [172]. To reduce negative effects from
shadow cast and screen reflections our system obtains colour edges from cropped
RGB eye images using a Gaussian colour model [63] (Figure 4.4 (C1)). To detect
eye centres, our system then computes an isophote curvature map to calculate the
isophote radius on the edges (Figure 4.4 (C2)). The isophotes of an image are
curves connecting points of equal intensity. The eye centre is finally detected as
the location with maximum isophote centre votes (Figure 4.4 (C3)).
In summary, the output of the image processing are the eye corners and eye
enters (See Figure 4.5).
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C1 C2 C3 C4
Figure 4.4: Localisation of eye centres: we compute the isophote centre votes on the
cropped eye image. The eye centre is detected as the location with the maximum
votes. We only take account of locations where the eye centre is likely to occur, hence
locations around the edges of the cropped eye image (around 5 pixels) are not con-
sidered.
4.1.2 Definition of Pupil-Canthi-Ratio (PCR)
The horizontal distances between the inner eye corners and pupil centres from the
right and left eye dR and dL are calculated as (see Figure 4.6):
dR = |cR − pR|
dL = |cL − pL| (4.1)
where cR and cL denote the x coordinates of inner eye corners from the right and
left eye images and pR and pL denote the x coordinates of pupil centres from the
right and left eyes. We define the PCR feature as the distance ratio between dL





− 1), if dL − dR > 0;
dR
dL
− 1, if dL − dR < 0;
0
(4.2)
A negative r indicates a gaze direction to the left while a positive r indicates
a gaze direction to the right.
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4.1.3 Horizontal Gaze Estimation using PCR
In the last phase, we describe how to use the PCR feature for continuous gaze
estimation. Gaze mapping functions determine the gaze direction or coordinates
on the screen based on interpolation or approximation from input eye images or
features. We denote θ as a visual angle variable, which corresponds to the hori-
zontal gaze point on the display that a user is looking at, and r as the observation
value of the PCR feature (see Figure 4.7).
As discussed in Section 2.3.3, there is no generic model that can estimate gaze
from obtained eye feature information. Various gaze mapping functions have been
adopted in eye tracking research to achieve both accuracy and robustness of head-
movements. To gain a deeper understanding of the general applicability of the PCR
features, we consider most commonly employed gaze mapping functions. Specifi-
cally, to investigate the underlying mapping relationship between θ and PCR along
the continuous horizontal space, we consider the following three commonly used
gaze mapping methods: Gaussian Process Regression [186, 130, 164], Polynomial
Regression [120], and Neural Networks [20, 208, 200].
cR cLpR pL
dR dL
Figure 4.6: The distances of the pupil centres from the inner eye corners are measured
to calculate a ratio that captures horizontal gaze. When the user moves their eyes to
the left, the pupil-corner distance increases for the left eye, and decreases for the right
eye. The ratio will increase the further the user moves their eyes.
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Gaussian Process Regression
We assume a noisy observation model θ = f(r) +N(0, σ2n) with independent noise
function. f(r) is assumed to be a zero-mean gaussian process with a squared
exponential covariance function k(r, r′) = σ2f exp(
−|r−r′|2
2l2
) [143]. We use the GPML
toolbox.2 Given a set of labeled training samples {(ri, θi)|i = 1, ...,M}, the goal
is to infer gaze visual angle θ∗ for unseen PCR r∗ calculated from an input test
eye image. The parameters {l, σf , σn} are learned during the training process by
maximising the marginal likelihood. With this assumption, the best estimate for
θ∗ is:
θ∗ = k(r∗)>(K + σ2nI)
−1θ (4.3)
where Kij = k(ri, rj), ki(r∗) = k(ri, r∗) and θ represents the vector of observations
{θi|i = 1,M} from the training samples.
Polynomial Regression
We assume the mapping from PCR to gaze direction has a second order or cubic
polynomial parametric form. With this assumption, the estimate for θ∗ is:
θ∗ =
(
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The parameters of the polynomial function (a1, a2, a3, a4) (a4 = 0 for a second
order polynomial function) are trained during the training process by minimising
the sum of the squares of the residuals.
Neural Networks
Similar to [200], we adopt a feed-forward neural network model using a 2-layer
perceptron with the following specific parameters: 5 hidden neuros, the coefficient
of weight decay prior (0.01), and maximum iterations of 100.
As a final step, we convert gaze direction in visual angles to display coordinates.
If the user is at a distance d from the display (with a width of W mm and a
horizontal resolution of HR pixels), the screen coordinates can be approximated
by intersecting the gaze direction characterised by the visual angle θ and the screen
plane as:
pθ =
HR× d× tan θ
W
(4.5)
For consistency with the visual angle representation, we denote the screen coordi-





4.2 Experiments and Results
To evaluate the performance of the proposed method, we implement the system on
a computer with 2.7 GHz quad-core Intel Core i7 processor with 16 GB of RAM.
The data collection application is implemented in Visual Studio C++ in Windows
8, using the image processing procedures described in the previous section. Our
recorded data is analysed offline in the MATLAB environment.
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Figure 4.7: The participants stand at a distance of 1.2m in front of the display. They are
asked to look at the visual stimulus shown on the display which appears at one of the
eleven locations in a randomised order. The eleven locations are horizontally distributed
across the display (12cm apart).
4.2.1 Data Collection
In this study, we use a 55 inch (121cm×68.5cm) display, with a resolution of
1920x1080 pixels, mounted on a wall at the height of 120cm (lower bezel) above
ground (see Figure 4.7). To record eye images, we use a Logitech HD Pro Webcam
C920 with a resolution of 1280x720 pixels and a frame rate of 30Hz. The camera is
mounted on a tripod and positioned at a distance of 50cm in front of the display.
The study is conducted in an office environment under normal lighting condi-
tions. We recruit 12 participants (seven female), aged between 19 and 33 years.
None of them wear glasses during the study. The participants stand at a distance
of 1.2m in front of the display (hence, the visual angles of the display are 53.5◦
horizontal and 31.9◦ vertical). The captured eye image resolution is 80×70 pixels,
which varies slightly across the participants.
The participants’ task is to look at eleven visual stimuli shown on the display
one at a time, in a randomised order. Each stimulus consists of a red circle with a
diameter of 40 pixels (i.e. 1◦ of visual angle) shown on a light grey background. The
centre of the red circle is marked with a small black dot with a diameter of 5 pixels.
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The eleven locations are horizontally distributed across the display (12cm apart),
which corresponds to the horizontal visual angles of 26.6◦, 21.8◦, 16.7◦, 11.3◦, 5.7◦,
0◦, -5.7◦, -11.3◦, -16.7◦, -21.8◦, and -26.6◦. The stimulus location changes every
five seconds. To minimise errors, images collected during the first and the last
second are discarded for each stimulus location caused by the participants moving
their eyes to the next location.
4.2.2 Evaluation over Multi-subject
We test the performance of using PCR for gaze estimation with three different
regression methods as described in the previous sections. To evaluate the accuracy
of our proposed method, we adopt the leave-one-out cross validation method over
the data of the 12 subjects. We first use training data of 11 subjects to learn
the parameters of the mapping function, and then test all the frames from the
remaining subject. We vary different training data sizes (3 iterations of random
sampling) and achieve a mean accuracy of 3.9◦. Table 4.1 summarises the gaze
estimation error. The accuracy of the gaze point on screen is computed at a 1.2m
user-display distance. Table 4.1 shows that the proposed method converges very
Training data frame size (max. 4000 frames)
100 (2.5%) 200 (5%) 300 (7.5%) 1000 (25%) 2000 (50%)
(deg.) (mm) (deg.) (mm) (deg.) (mm) (deg.) (mm) (deg.) (mm)
Gaussian Regression
M 4.00 90.41 3.96 89.77 3.94 89.38 3.9 88.51 3.89 88.29
SD 0.37 8.22 0.33 7.17 0.37 8.16 0.31 6.58 0.31 6.55
Neural Networks
M 4.00 90.54 3.93 90.64 3.87 88.33 3.88 88.40 3.86 88.10
SD 0.35 8.62 0.40 7.95 0.36 7.86 0.38 8.47 0.40 9.03
Cubic Polynomial
M 4.16 92.97 4.22 94.20 4.13 92.53 4.16 92.82 4.14 92.41
SD 0.49 10.60 0.50 10.87 0.50 10.95 0.52 11.25 0.51 11.15
Second-order Polynomial
M 5.55 121.37 5.65 123.39 5.39 117.86 5.45 119.10 5.45 118.96
SD 0.86 19.06 0.90 19.89 0.85 18.66 0.82 18.22 0.82 18.10
Table 4.1: Summary of gaze estimation errors of 12 subjects, standing at a distance of
1.2m away from the display, with different fractions of training data for learning. We used
the leave-one-subject-out cross validation to test three different regression methods.
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fast and requires few training samples for learning the model. The training is only
performed once for obtaining a set of parameters for the model. Once the model
is trained, only a small amount of sample points and pre-trained parameters are
required to be saved to make real-time predictions.
4.2.3 Computation Time Comparison
We further compute the training time required by the three regression methods.
For the gaussian process, the computation time is normalised over different num-
bers of minimisation iterations at 15, 20, 30 and 100. For neural networks, the
latency is normalised over 100 echoes. Table 4.2 shows the computational expense
of the gaussian process and neural networks increases drastically with the train-
ing data sizes. In contrast, the average computational time for training is 1.18ms
(SD = 0.13ms) for the second order and 1.25ms (SD= 0.52ms) for the third order
polynomial function. The gaussian regression, neural networks and cubic poly-
nomial regression methods using 7.5% training data were chosen for subsequent
experiments considering both the accuracy and computation time.
Latency (ms)
Training data frame size 100 200 300 1000 2000
(max. 4000) (2.5%) (5%) (7.5%) (25%) (50%)
Gaussian Regression 4.9 8.1 14.6 308.6 1304.6
Neural Networks 1.3 2.5 2.5 3.0 3.8
Cubic Polynomial 1.1 1.2 1.2 1.2 1.6
Second-order Polynomial 1.2 1.1 1.1 1.2 1.3
Table 4.2: Summary of computation time of three regression methods with different
fraction of training data for learning.
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4.2.4 Different Image Resolutions
The potential influences of the method performance come from: 1) the user stand-
ing at different distances to the camera; 2) camera parameters such as sensor
resolution. This experiment evaluates the robustness over different image scales.
We simulate the effect of image resolution variation by downsampling and enlarg-
ing the original pictures without any smoothing. We use the model trained at
its original scale and tested with features extracted from different scaled images.
Table 4.3 shows the gaze estimation errors at different image resolutions. In these
experiments, the original eye pictures of the collected data has an average size of
75x67 (SD 9.0x9.5) pixels. We found that the feature detection algorithms could
not detect eye centre (e.g., detection is outside of the iris area) when the resolution
is reduced to 40% of the original size, which is approximately 30x27 pixels.
Average Accuracy (degrees)
Image resolution (percentage) – -60% -40% -20% +20%
Gaussian Regression 3.94 4.50 4.21 4.02 3.99
Neural Networks 3.87 4.59 4.22 4.14 4.01
Cubic Polynomial 4.13 4.61 4.15 4.03 4.11
Table 4.3: Gaze estimation error in effect of different image resolutions. The "–" column
represents original image resolution.
4.2.5 Detection Noise Sensitivity
In order to characterise the robustness of the method, we investigate the average
accuracy in the effect of noise in the extracted image features. We add random
Gaussian noise with zero mean and a fixed standard deviation to the x coordinates
of the extracted eye feature from only one eye (left or right) respectively. The
gaze estimation error is calculated on the data with added noises. The process is
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Noise SD in Image Feature Extraction (pixels)
Left Right Both
Figure 4.8: System accuracy in effect of noises in the eye corner and pupil centre de-
tection in the video images.
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repeated with increasing values of the standard deviation. The same procedure is
repeated to extracted features from both left and right eyes. The system accuracy
results are illustrated in Figure 4.8.
(1) Uneven Illumination (2) Different Eye Colour (3) Eyelid Occlusion
(4) Image Blur (5) With Glasses (6) Failed Detections
Table 4.4: The table illustrates different examples. The system can process images un-
der various conditions as illustrated above. However, performance decreases in dark
lighting conditions and detection error rate increases if the user is wearing glasses.
4.2.6 Uncontrolled Conditions
To understand the robustness of the system, we conducted an out-of-the-lab study,
where we deployed our system in an open public area. In addition, by putting the
system in the field, the study evaluated robustness with uncontrolled conditions,
such as lighting, users, etc. Over a two-day period we invited a total of 30 partici-
pants (8 female, 22 male). Of these participants, twenty-two had dark eye colours
(i.e. brown or black) and the other eight had bright eye colours (i.e. grey, green
or blue). Seven participants wore glasses, but five of them removed their glasses
during the study. Our system captured the participant’s face at an average resolu-
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tion of 245×245 pixels (SD=40). The purpose of this study is to collect data in a
realistic scenario to understand potential challenges under uncontrolled conditions.
Table 4.4 illustrates different example eye images recorded during the field study.
Our study illustrates that the eye centre is sometimes falsely detected when
the image is blurry (see Table 4.4 (4)) or with thick eye lashes (see Table 4.4 (6)).
The system response also decreases with thick eye glasses (see Table 4.4 (5)).
Another influence factor is head movements. We observed that in uncontrolled
conditions some people will turn their head while moving their eyes to the side
(see Figure 4.9).
Figure 4.9: Influence of rotation parallel and perpendicular to the image plane
4.3 Discussion
We present a simple and efficient solution for estimating gaze from web camera
images without calibration. Our goal is to develop a non-intrusive, calibration
free system with minimum hardware cost. Our results show that the method is
robust and computationally efficient. Hansen and Ji [74] provide a summary of
different existing gaze estimation approaches, and identify that systems using a
single webcam without additional illumination have an accuracy of between 2◦
to 4◦ with individual user calibration [72, 186]. Our method achieves a similar
accuracy of 3.9◦. The accuracy is comparable to current state-of-art methods, but
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has the advantage of being able to work in real time without prior calibration with
each individual user. This is promising for application scenarios where rigid setup
and user calibration are less desirable.
We compare the system performance of three commonly used gaze mapping
methods for learning the generic model. The results suggest a non-linear mapping
relationship from the PCR feature to gaze direction. We show that a second order
polynomial is not sufficient to approximate the underline mapping. Overall, the
gaussian process and neural networks achieve better accuracy than 4◦ which is
approximately 0.2◦ to 0.3◦ lower than the cubic polynomial. Over different train-
ing data sizes (see Table 4.1), similar accuracy can be achieved even using a very
small amount of training samples (e.g., 100 frames consisting of 100 pairs (r, θ)
). Regarding the computational efficiency, the polynomial regression outperforms
the other two methods with a minimum latency of 1.2ms. The process of learning
the mapping function presented in Table 4.2 is required only once to train the
model. Once the training process is done offline, the model could be applied for
real-time detections. Cubic polynomial is a suitable approximation of the under-
lying mapping function from PCR to gaze if short training time is required. The
computation time of neural networks and gaussian regression increases drastically
with more training date, but they provide better accuracy.
To evaluate the robustness, different factors influencing the gaze tracking ac-
curacy are investigated by determining the effect of feature detection noise and
image scale variance. As illustrated in Figure 4.8, the system accuracy declines
linearly as the error of noise in the eye corner and pupil centre detection in the
video images gets larger than 2 pixels. With an error of 4 pixels, the gaze direction
62
CHAPTER 4 4.3. Discussion
tracking error increases from approximately 4◦ to 5◦ in the most optimal cases.
Zhu and Yang point out that an error of 1 pixel in iris detection will generate
a gaze direction tracking error of about 3◦ when using a method based on relative
positions of the iris and any facial features that serve as a stationary reference
point [206]. Our results suggest that the PCR feature is less sensitive to the noises
in the feature detection (a gain of about 1◦ with an error of 4 pixels). This could be
due to the PCR feature being a ratio measure. For example, if the iris detection has
an error of 1 pixel this can bring in errors of a2∆r+2a3∆r+a3∆r2 in Equation 4.4
for a second order polynomial. Using the x coordinates of the iris centre to eye
corner vectors as input feature introduces ∆r = 1 in the error function. In contrast,
using the PCR feature will introduce ∆r = 1/dL or ∆r = 1/dR which has a
normalising factor.
In order to understand the observed error, the effects of different image resolu-
tion are studied through simulations. As shown in Table 4.3, although the generic
model was trained at its original scale, it is applicable on different image scales
and can work with very low resolution eye images. An average gaze error of 4◦
at its original scale of 75x67 pixels is increased to 4.6◦ at 30x27 pixels . A reason
for this could be that PCR is a relative ratio measure. Also, our data set covers
variance in image scales from multiple users. During the data collection, although
the 12 users are standing at the same distance there are variations from 90x85 to
60x50 pixels in the sizes of captured eye images.
As PCR is based on the horizontal symmetry of eye movements, which requires
both eyes to be on the same horizontal level, the performance of PCR can be
influenced by head tilting. For a very few cases, the height of two eyes are different
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by 20 pixels. Similar to existing gaze estimation methods, PCR works best when
a user is facing forward towards the camera. When the user turns their head, this
results in ambiguity of the PCR features. Due to the 2D representation of the
feature points, a change in dL and dR could come from eye movements or head
turning as shown in Figure 4.9. Also, the eye corner feature might be occluded at
extreme head turning positions. Future work could focus on combining head pose
and gaze direction to extend PCR so that head movement and eye movement are
seamlessly accommodated.
We notice that our gaze tracking system has consistent performance under
uneven illumination (see Table 4.4 (1)) and with users having different eye colours
(see Table 4.4 (2)). However, the current eye detection algorithms cannot handle
blinks or eyelid closure. One of the main sources of the tracking failure is from
cases when large part of the eyes are occluded by eyelids (see Table 4.4 (3)). Future
work would include integrating a blink detection to improve performance.
In this work, we did not calibrate the Logitech Webcam C920. The manu-
facturer already provided the webcam with an internal default calibration (i.e.,
minimise distortion), which uses the RightLight Technology [10]. However, with
different hardware, camera calibrations might be required to achieve similar results
as in this work. We would assume limited influence without an external calibration,
as our approach only predicts 2D gaze coordinates on a planar surface. However,
an external calibration for extrinsic parameters is necessary if 3D gaze information
is computed. This process can be done through basic geometric equations and only
needs to be done once, which is available in the OpenCV library [11].
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4.4 Conclusion
In this chapter, we presented a lightweight method for person-independent tracking
of horizontal gaze directions. Our method requires no prior adaption to individual
users, and it tracks people’s eye gaze in real time by analysing eye images captured
using an RGB camera. The system detects gaze directions by examining the
distance symmetry between iris centres and eye corners from both eyes. With
"looking straight ahead" as a default state, we define PCR as a novel measure of
how far a user looks towards the left or to the right. Our data analysis shows
that using PCR to estimate continuous gaze achieved an average accuracy of 3.9
degrees, with minimum gaze estimation latency of 1.2ms. Our empirical study
further shows that PCR is robust against different eye images from diverse users
and noise in the detection of eye corner and pupil centre. The proposed method
is computationally efficient and works with low resolution eye images. It requires
only a single off-the-shelf camera, which makes it potentially ready for wide scale
deployment.
The advantages of being lightweight and calibration-free make our method suit-
able for out-of-lab applications, where control setup and individual user calibration
are not feasible. We believe that the proposed method has a great potential in
handsfree applications, such as gaze controlled interfaces when hands are busy
(e.g. in an operating room) or when hygiene is required (e.g. in a hospital). Our
system is computationally efficient, which makes it potentially ready for wide scale
deployment. In the future, we envision such vision-based methods can be installed
in public places (e.g., museums).
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Our results demonstrate the possibility of enabling robust gaze tracking that
is suitable for pervasive display applications. While this approach overcomes some
challenges of robust eye tracking in uncontrolled environments, it should be noted
that the method can only provide coarse horizontal gaze estimation and has certain
limitations, e.g., minimum required image resolution. These are important factors







The first part of this thesis addresses the technical challenges of enabling robust
gaze sensing in uncontrolled environments. The focus of the second part is to an-
swer the question of how to design gaze interfaces for everyday pervasive displays.
Although eye tracking has a long history in HCI, prior works on gaze interfaces and
interactions are primarily designed and evaluated in constrained lab environments
for desktop computing. As the computing paradigm shifts from desktop comput-
ing to ubiquitous computing, there is little understanding of how to design gaze
interfaces to support spontaneous interaction and to accommodate opportunistic
behaviour in pervasive contexts.
In this chapter, we first provide an overview of eye tracking research in HCI.
Then we review state-of-the art gaze interfaces and interaction techniques. Our
focus is to analyse the design challenges of eye-based systems for interactive dis-
plays and existing solutions. Finally, we highlight the unaddressed issues and open
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challenges in gaze interface design for pervasive displays.
5.1 Early Adoption of Eye Tracking in HCI
Eye tracking technologies have a long history in HCI and contribute considerably
to our understanding of human perception and cognition. The use of eye tracking
started in the 1880s. At that time researchers attached lenses to people’s eyes to
observe where they were looking and which words they paused on while reading
text [80]. The results revealed people’s eye movement patterns and reading pro-
cess. For example, eye tracking reveals that readers’ eyes make a series of short
pauses (i.e. saccades) at different places. Since then, numerous studies have been
carried out to understand why people’s gaze stops at certain places, eye movement
durations, and strategies during reading. Their results demonstrate early evidence
that eye movements provide insights into understanding human behaviours in per-
forming well structured tasks.
In 1947, Fitts et al. conducted studies that used eye tracking for usability
testing in a human-machine interface [56]. They analysed the eye movements of
pilots to examine how they used cockpit controls and instruments when landing
a plane (see Figure 5.1). They found out that the dwell time on each instrument
reflected the difficulty of interpreting the instrument and individuals with different
experiences had different scan patterns. Their research demonstrated that eye
tracking can be an effective tool for understanding the usage of visual interface
design. However, at that time, data collection and analysis required tremendous
manual effort and were done offline due to lack of computerised tools. With the
advances in eye tracking devices, researchers can employ real time eye tracking
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to study the usability of web pages and evaluate advertisement quality [45, 139,
129, 34]. Nowadays, eye tracking measures (e.g., number of fixations, fixation
durations) are commonly applied in different domains to evaluate product designs
[139, 129] and to develop training programs [178].
Figure 5.1: Fitts et al. analysed the eye movements of pilots while using cockpit controls
and instruments (Source [56]). Their results provided understanding of pilot’s scanning
habits and performance which led them to identify shortcomings in the cockpit display
design.
Figure 5.2: Eye tracking has been commonly used in user research to evaluate the
effectiveness of visual design (Source [129]). For example, a gaze heatmap illustrates
contents that are being looked at the most (coloured area).
Other information can be observed from eye movements such as underlying
perceptual and cognitive processes. In 1967, Yarbus conducted an influential study
to explore the link between eye movements and people’s cognitive tasks in an
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image viewing experiment [191]. He found out that eye movements are highly
task dependent and are linked to our cognitive goals. The arguments were further
strengthened in later investigations when people perform different activities such as
reading [90], real-world scene perception [76] and complex control actions in daily
life [103]. Their research provides foundations that eye movements can be applied
to infer context information, such as people’s interests, attention and mental states.
With the advent of real-time eye tracking in the 1980s, researchers in HCI
started to investigate the use of eye movements as computer input [27, 81, 156, 87,
196]. For instance, people can use their eyes to enter texts on a screen [58, 184, 113]
and to perform a point and click action [87]. Over the last two decades, eye trackers
have become less intrusive, easy to use, and affordable. The use of eye tracking for
interactive applications has progressed rapidly towards the general public in areas
such as desktop user interfaces [86], mobile devices [125, 118] and public display
interaction [54, 146]. In the following section, we describe different gaze interfaces
in detail.
5.2 Eye Tracking for Interactive Applications
Gaze input has been widely applied in assistive technologies with special-purpose
visual interfaces. The idea is to replace manual inputs with eye tracking for per-
forming computer-based tasks such as typing [184, 75, 111, 112] and drawing [79]
(see Figure 5.3). Likewise, using gaze as an input has been explored in a variety
of user interfaces, but has mainly focused on using gaze in the "windows, icons,
menus, pointer" (WIMP) paradigm for desktop computers.
There are two ways to utilise eyes for interactive applications: using gaze ex-
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A B
Figure 5.3: Gaze interfaces for text entry: (A) A commonly used gaze interface for text
entry lets users enter text by looking at elements on a onscreen keyboard [113]. (B)
Dasher lets users enter text by looking at directions to zoom in, and each direction is
corresponding to a piece of text. [184].
plicitly by directly applying momentary gaze positions or directions as a one-to-one
stylus input; using gaze implicitly by interpreting gaze behaviours to infer context
information. In this section, we first discuss the characteristics of gaze input and
review eye-based graphical user interfaces in desktop settings. Then we cover re-
cent progress on gaze interfaces in non-desktop contexts, such as mobile, wearable
interfaces, large interactive surfaces, and interactions with physical objects. Lastly,
we review existing works on using gaze in multi-user interfaces, which provides a
background on prior works on gaze in shared display.
5.2.1 Characteristics of Gaze Input
While eye tracking has been used primarily for behavioural studies in lab research,
prior research works have investigated different designs of applying eyes as an
input for interactive systems. Researchers and designers consider eye gaze as an
attractive hands-free modality for several reasons:
1. Eye movement patterns (e.g., eye fixations) have been considered as a good
pointer. Our eyes can move very fast with minimum efforts [88, 196]. When
changing the point of fixation, our eyes make ballistic movements (e.g., sac-
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cades). These movements can be very fast with velocities up to 900 degrees
per second. Using gaze has the potential to make interactions faster and
reduce physical fatigue compared to other modalities such as hands. In ad-
dition, people always look at what they are working on in well-structured
tasks. Our eyes are proactive and move prior to manual input while working
in combination with other modalities [87, 103]. Combining gaze interac-
tion with other input modalities requires little additional effort and enables
natural interaction [152].
2. People naturally look at objects of interest [27, 28]. The amount of time
looking at an object reflects different levels of interestedness towards objects
in the scene. Aggregating gaze data in a time interval can infer users’ in-
terests. These implicit cues can be used to tailor contents that are most
relevant to users’ interests in interactive systems [156, 96, 15].
3. Eye gaze indicates people’s visual attention and what they focus on [195,
22, 175]. The point-of-regard corresponding to the centre of our fovea vision
has the highest acuity, while the vision becomes less sharp in our peripheral
vision (see Figure 2.1). This suggests that a user can only attend to a
relatively small part of a visual scene at a time and has a limited perceptual
span within the fovea [90]. Hence, gaze can provide the context of users’
attention. For example, this has been exploited in gaze contingent displays
to address hardware issues that demand high rendering power and display
resolution (e.g., to accelerate graphics computation) [22, 67].
Although using gaze as input is appealing, multiple challenges exist. A classic
challenge is the Midas Touch Problem [88]. We use our eyes to obtain visual
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information, but our eyes as a perceptual organ cannot issue explicit actions (e.g.,
like clicking with a mouse) without causing ambiguity. Thus, gaze-only interfaces
are susceptible to accidentally triggering.
Figure 5.4: Our eyes are not completely stable. They make small and involuntary move-
ments during fixations including micro saccades and drifts (Source [12]).
Another challenge associated with gaze pointing is that gaze only works with
large targets [196, 100], because eye movements are noisy and jittery. Due to
physiological properties of our eyes, they never stay completely stable (see Figure
5.4). When we fixate at a target, our eyes make small movements such as drifts and
microsaccades [191]. Besides the physiological properties, the tracking accuacy is
also limited by current technologies. The state-of-art video eye tracking systems
can only provide an accuracy of 0.5 degree of visual angles, which is about a
thumbnail size when the arm is fully extended [74].
Triggering explicit actions by gaze is challenging, as eye movements can be
involuntary and often subconscious. It is also undesirable to overload the visual
perceptual channel with motor tasks [196]. In gaze interfaces, balancing the use
of gaze input with other input modalities still remains an open challenge.
The main goal in previous HCI research of different gaze interface designs is
to address a central problem: how to employ gaze input use by the general public.
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While the majority of previous interfaces and interactions are designed to be used
by a user sitting in front of a monitor, researchers are beginning to explore the
use of gaze in other contexts such as mobile devices, interactive surfaces (e.g.,
tabletops, large displays) and physical objects. In the following sections, we review
the existing gaze interfaces. We do not intend to cover all existing works but rather
focus on representative interfaces that overcome some of the above interface design
challenges.
5.2.2 Gaze for Desktop Interfaces
Prior research largely focuses on using gaze explicitly and aim to integrate gaze
into desktop GUI to improve pointing, selection, window switching and navigation.
Other works use gaze implicitly, e.g., to adapt content in interactive graphics.
Pointing and Selection
Early work on eye gaze interaction demonstrated selection on menu grids [81] and
gaze-based techniques within the WIMP paradigm for desktop computers [87].
The underlying interaction model is to treat gaze as a pointing (target acquisition)
device, for example as an alternative to a mouse to move a cursor in conventional
interfaces [152, 104]. The primary focus of these works is to integrate gaze into
applications in traditional graphic user interfaces (GUI).
To find out the effectiveness of gaze input, Sibert and Jacob conducted studies
to compare mouse versus eye gaze for object selections in desktops computers [152].
In their studies, the onscreen position of where people were looking at (i.e. fixation)
indicated object of interests (i.e. target acquisition) and a dwell time threshold
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was used to confirm a selection. Although their results demonstrated that gaze
was faster than mouse in object selection tasks, normal users are still more efficient
with traditional interfaces (e.g., mouse or keyboard) [52].
Researchers proposed a variety of designs to optimise the speed and accuracy
to improve user experience of gaze interfaces for selection tasks. In the gaze-only
interfaces, dwell time and explicit eye movements (e.g., blinks, gaze gestures) are
common techniques to overcome the Midas Touch Problem.
Dwell time is based on fixations [104]. However, the threshold of dwell time
is difficult to adjust. If the interval is too short, it risks unintentional commands,
e.g., a fixation during casual observations can activate a false selection. If the
interval is too long, the interaction becomes slow, and prolonged fixations induce
eye fatigue and cause user frustration [89, 73]. It is unnatural for humans to keep
staring at an object once it is found [87].
Gaze gesture is based on saccades and lets users issue commands by performing
a sequence of predefined eye motion patterns [51, 82]. Gaze gestures overcome the
eye tracking accuracy issue as it uses relative eye movements [51]. However, the
gaze gesture design requires prior training of a predefined gesture set, sometimes
including complex patterns, so that the motions are not confused with uninten-
tional eye movements. Another challenge is that users have higher cognitive load
in gesture based than in dwell time based techniques [53].
In traditional HCI research, gaze-only solutions are less appealing. In particular
in desktop GUI, target sizes can be small (e.g., less than half of the fovea size)
and targets can be cluttered together. Using eyes to trigger explicit actions is
considered to be unnatural [88], as Zhai et al. suggested that it is undesirable
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to overload the visual channels with motor controls [196]. Therefore, researchers
explored using gaze as an augmented input and in combination with other inputs
(e.g., keyboard, mouse, touch), for example, to speed up pointer input [196, 100,
52], to assist head pointing [180]. In these interfaces, other modalities are treated
as a clutch for gaze input or for fine motor control. The benefits of combing gaze
and manual input reduced fatigue due to less manual work and also made the
interaction faster [196].
Figure 5.5: EyePoint lets users perform accurate selection with a look-press-look-release
action (Source [100]). Users first look at a desired target and then press and hold a
hotkey. Users’ focus point is magnified with overlaid visual anchors (red grid dots) to
ease hyperlink selection in the text box. Finally, users look at a target in magnified view
and release the hotkey.
To improve the accuracy of gaze pointing, existing solutions increase the target
size, expand target selection in motor space [119], or use magnified views such as a
distorted fish-eye lens [18] and a zoom lens [100]. EyePoint, for example, presents
a practical gaze selection in windows GUI [100] (see Figure 5.5). The design aims
to overcome the Midas Touch Problem by using keyboard to confirm a selection.
To select small targets, the user’s focus point is zoomed in with an overlaid visual
anchor (e.g. a grid of dots). However, multi-modal coordination is challenging due
to synchronisation and can cause errors [99].
77
CHAPTER 5 5.2. Eye Tracking for Interactive Applications
Window Switching
Eye tracking has been proposed as an alternative channel for sensing attention. In
the EyeWindows system, users can select and switch between windows using eye
gaze [57]. The technique allows parallel manual inputs (e.g., keyboard) in focus
selection tasks, which accommodates continuous shifts in user attention. For ex-
ample, the user can select a focused window by looking at its title by pressing a
space bar key or by eye fixation. The focused window is restored to full dimen-
sion while the other windows are shrunk, for example, using an elastic windowing
algorithm (see Figure 5.6). A similar concept has been exploited to switch in-
put devices between multiple computers [48] and change visualisations in multiple
displays [49].
A B
Figure 5.6: Two example applications of the EyeWindows: users select a focus window
by looking at a window while pressing a space bar on the keyboard. The window
focussed on is enlarged while the other windows are shrunk(Source [57])
Navigation: Pan and Zoom
As we move our eyes to navigate in the real world and information space, re-
searchers also explored gaze input for navigation interfaces such as pan and zoom,
including gaze typing [73], navigating in large scale images (e.g., maps) [14, 159],
controlling camera’s viewpoint in teleoperation [205], and enhancing text scrolling [101].
For example, users can perform pan actions by looking at different areas over-
laid on the border of the display (see Figure 5.7 (A)). The zooming interactions
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A B
Figure 5.7: Pan and zoom (Source [14]): (A) The image zooms in when users stare in the
central region. When they look at the pan region, the zooming is also accompanied by
panning towards the screen centre. (B) The zooming rate is controlled by head-screen
distance which is combined with gaze to control pan and zoom directions.
adopt a "fly-where-I-look" approach. Gaze-only pan and zoom interfaces have a
"one-way zoom" problem so users cannot go back to the previous zoom level [73].
This issue can be overcome by using another input such as moving the head forward
and backward to control the zoom actions (see Figure 5.7 (B)) [14].
Implicit Use of Gaze Input
Gaze provides context information about users’ current interests and focus. By
analysing fixation patterns, displayed items and areas can provide customised
realtime services according to users’ interests, such as revealing additional de-
tails [156, 141] and displaying relevant ads for digital advertising [15]. Instead
of providing direct real-time gaze cursor feedback, the interfaces implicitly adjust
content that are presented to the users. Another system uses a camera to monitor
users’ blink rate to infer eye fatigue caused by long term use of computer moni-
tors. The system presents eye-blink stimulus (e.g., screen blurring, screen flashing)
when users have not blinked for a while [46].
Another implicit use of gaze is to make a graphical display gaze contingent (see
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A B
Figure 5.8: Gaze contingent display in 2D (A: Source [22]) and 3D (B: Source [67])
graphic displays.
Figure 5.8). By exploiting the falloff of acuity in the visual periphery, displays
can be rendered dynamically with the sharpest resolution at where people are
looking [27, 28, 22, 67]. In contrast to rendering a display at our fovea vision, Bailey
et al. developed the subtle gaze direction technique that draws users’ involuntary
gaze by modulating the image area in their peripheral vision [19]. Other interfaces
employ gaze data as a previous focus marker in attention-demanding contexts (i.e.
driving) to ease attention switching [93] or to set prior focus regions to assist image
cropping in desktop tasks [147].
While the majority of the gaze-based interaction techniques focused on 2D
user interfaces, there are some works that has considered using gaze input for
3D interfaces [94, 73, 192, 140, 158]. Some research works have applied similar
techniques as 2D interfaces [192, 140, 158], while other works require 3D gaze to
enable interaction with content at different depths [94].
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5.2.3 Gaze for Mobile and Wearable Interfaces
Besides desktop interfaces, researchers investigated the use of gaze input for small
hand-held (e.g., mobile phones) [50, 118, 125] and wearable devices [84]. Some
researchers proposed to use dwell-time and gaze gestures to issue a selection com-
mand (e.g., initiate a phone call from contact lists) or to trigger a scroll on mobile
phones [50, 91]. For instance, four gesture patterns are assigned to trigger four
commands: scroll up, scroll down, select and cancel. Users can scroll through the
contact list and select a contact to initiate a call by using these gestures. To scroll
up, users need to look across the top edge of the device and move the selection
one position upwards in the list. Other work used eye movements (i.e. wink)
to activate applications that users look at on the mobile phone [118] (see Figure
5.9 (A)). In addition to the gaze-only approaches, Nagamatsu et al. proposed
a gaze-and-touch interface which supports a map browser application on mobile
devices [125] (see Figure 5.9 (B)).
5.2.4 Gaze for Large Surfaces
With the recent advances in large interactive surfaces, researchers started to ex-
plore gaze input for remote interaction, such as in settings where a display is
unreachable or cannot be manipulated directly [160, 170, 176]. A plethora of re-
search focused on the combination of gaze and touch inputs. The interactions are
based on the concept of using gaze for indicating an object of interest on a distant
screen and touch gestures for precise positioning and manipulation. For example,
gaze input is combined with touch on a mobile device for target selection and ma-
nipulation [160, 161] and content transfer across devices [170, 171]. Some research
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A
B
Figure 5.9: (A) EyePhone: users can launch an app by looking at an icon and wink
(Source [118]). (B) MobiGaze supports gaze and touch interaction on mobile devices
(Source [125]). For example, users’ gaze indicates region of interests, and they can
touch the area near the thumb to perform touch actions (e.g., swipe to zoom).
also explored the combination of gaze and hand gestures to manipulate 3D media
contents on a smart TV [192]. In addition to remote interaction, researchers also
investigated novel gaze enhanced interaction techniques on touch surfaces such as
tabletops [78, 189, 136].
5.2.5 Gaze for Human-Object Interaction
A person’s eye movements and fixations correlate strongly with their attention
and focus on their surroundings. For example, we tend to look at a person we are
talking to. Based on this concept, researchers introduced eye contact sensors to
make displays or devices attention-aware [175, 154] (see Figure 5.10 (A)). This has
been realised by detecting gaze direction towards infrared tags placed on devices
and objects [155, 174] or cameras embedded in the devices [154]. Prior research
82
CHAPTER 5 5.2. Eye Tracking for Interactive Applications
A B
Figure 5.10: Gaze interactions with physical objects: (A) The GazeLock system allows
users to unlock a screen when the tablet detect their direct gaze towards it. (Source
[154]) (B) GazeCoppet enables a stuffed-toy robot to react to a user’s eye contact by
voices and gestures and joint attention by facing the direction towards the same object
that the users look at. (Source [190])
also considered gaze in daily life applications. For example, the "Gazecoppet"
system (see Figure 5.10 (B)) is designed to enable a robot to react to users’ gaze
for enticing communications with people who have lost their desire to communicate
(e.g., those with dementia or trauma patients) [190].
5.2.6 Gaze for Multi-user Interfaces
Eye Contact for Video Conference
Gaze has been shown as an important cue for face-to-face communication [44, 31].
One of the major challenges in remote communication systems is to enable gaze
awareness, because gaze cues can get easily lost in video conferences when users
move freely in spaces. A plethora of research in HCI has investigated how gaze
cues, mainly eye contact and mutual gaze, affect communication in video confer-
encing systems [150] and in immersive virtual environments [162]. One example of
such systems, the GAZE Groupware, conveys gaze in multiparty communication
and cooperative work, such as in meetings [173] (see Figure 5.11). Their work
suggest that eye contact and gaze cues can help regulate conversation flow, pro-
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vide feedback for understanding, and improve deixis in remote video conferences
systems.
Figure 5.11: The GAZE Groupware system is designed to support gaze awareness in
multiparty video conferences (Source [173]). Personas rotate to where users look to
provide eye contact cues. Each user’s gaze is also displayed on shared documents
using colour coded cursors.
Gaze for Remote Collaboration
In collaborative work systems, the use of gaze has been investigated in remote se-
tups. Similar to using gaze in remote communication systems, the Clearboard sys-
tem enables gaze awareness between remote collaborators by using the metaphor
of a transparent glass window [85]. Users are virtually located opposite each other
to work on a shared board and can look through the transparent board to see what
their partner is looking at. Although mutual gaze and the perception of eye con-
tact can enhance the perception of co-presence, it seems to be far less important
than the view of a group’s shared work space on collaborative activities [62].
Some studies investigated the role of shared gaze in collaborative systems.
The motivation comes from allowing remote collaborators to share their gaze over
each other’s screen space (i.e., seeing a collaborator’s visual focus of attention).
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Previous research has pointed out that gaze plays a role as a "conversational
resource"’ during spatial reference [97]. Gaze has been proposed to assist verbal
collaboration in remote setups, due to the verbal communication problems like
misunderstandings and noise. In a tourist planning application, Qvarfordt and
Zhai applied gaze in a dialogue system [142]. They discovered that a remote
assistant that is following remote users’ gaze patterns while conversing with them
can detect the users’ interest. In a remote collaborative visual search task, Brennan
et al. demonstrated that sharing gaze is more efficient than speech for the rapid
communication of spatial information [29]. Similar results were found in [127]
where shared gaze was shown to be more efficient than speech during collaborative
tasks that require rapid communication of spatial information. Shared gaze has
also been found useful to detect misunderstanding to overcome the lack of deixis
at a distance [40].
5.3 Open Questions and Opportunities
The second part of this thesis aims to enable gaze interactions for pervasive dis-
plays. While previous research designed prototype interfaces for gaze-based inter-
actions, their designs were optimised for their selected controlled environments. To
advance gaze interfaces in pervasive contexts, we need appropriate interfaces that
support the new paradigm of gaze interactions in ubiquitous computing. However,
to enable gaze in pervasive contexts poses several challenges that have not been
addressed in prior research.
Firstly, several issues are induced by the current eye tracking technologies. Pre-
vious research focused on gaze pointing, where gaze is used as an alternative or
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complement to other pointing devices [87, 196]. However, gaze pointing requires
careful adaptation to individual users who need to complete a calibration proce-
dure prior to interaction, which hampers spontaneous use [120]. In Part I, we
developed the PCR method which is particularly designed for gaze tracking on
pervasive displays without any prior calibration. Instead of tracking fine grained
gaze positions, the system tracks rough gaze regions on a display. This has led
us to develop novel interfaces for this new form of eye tracking system to support
spontaneous interaction.
Secondly, users engage with pervasive displays spontaneously, driven by op-
portunity or emerging information needs. Users and displays come together as
strangers, and yet interactions have to work without preparation, as they are usu-
ally unplanned. Therefore, when a system is deployed in pervasive contexts, it is
impractical to assign an expert to provide assistance for novice users. This presents
a design challenge, as novice users are unaware of the interactivity of the inter-
face. Hence, another open question is how to design a gaze interface for pervasive
displays that users are able to use without any prior awareness of how the system
works.
Thirdly, pervasive displays can be shared by more than one person for collab-
orative tasks, such as people looking for information together. However, existing
eye tracking hardware can only support gaze estimation of a single user. While
existing research has mainly designed gaze interfaces for single-user operations or
remote-user collaborations, designing multi-user interaction on a shared interface
remains an open challenge. This raises the open question of how gaze can be useful
for co-located collaboration that we aim to explore in this thesis.
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Techniques for Spontaneous Gaze
Interaction
In the previous chapter, we summarised existing gaze interfaces. We realised that
current designs cannot support spontaneous interaction in pervasive contexts. as
they usually require specialised hardware and calibrated gaze position. To address
this issue, we exploit the PCR method introduced in Chapter 4. The PCR method
is particularly designed for gaze tracking on pervasive displays without any prior
calibration, however it can only track rough gaze regions and cannot estimate fine
grained gaze positions. To overcome this challenge, this chapter aims to answer
how to design interfaces for the PCR system to support spontaneous interaction.
Public display applications vary in their need for input. There are many sce-
narios in which gaze control of low complexity can improve interaction with in-
formation displays. Arrival/departure screens in airports, mounted overhead and
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Figure 6.1: SideWays enables spontaneous gaze interaction with displays: users can just
walk up to a display and immediately interact with it using their eyes, without any prior
calibration or training. In this example, the user controls a cover flow with looks to the
left and right.
out of reach, display content that is split over a number of pages which could
be navigated by gaze. Situated map displays could be made gaze-responsive to
provide more detail on areas of interest. Shop displays could employ gaze to let
window-shoppers scroll through offers of interest. These scenarios have in common
that they describe spontaneous interactions, where users walk up to a display that
they may never have seen before and should be able to interact without further
ado.
We envision walk-up gaze interaction, where eye tracking will be pervasively
embedded in everyday interactive systems. Without specialised devices and cali-
bration, people can spontaneously walk up to a system and start interacting with
it immediately, while at the same time the system implicitly tracks its users’ gaze
in the background. Based on this information, the system could customise realtime
services according to the users’ interests, such as digital advertising.
In this chapter, we present a novel eye gaze interface, designed for users to be
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able to just walk up to a display and casually assume control, using their eyes
only. Our system, SideWays, requires only a single off-the-shelf camera and distin-
guishes three gaze directions (to the left, right and straight ahead) as input states.
The interface and interaction is developed based on the PCR system described in
Chapter 4. Using the PCR system, these input states are detected in a sponta-
neous, robust and person-independent manner. There is no training or calibration
involved, and no adaptation to individual users. Any user can step up to the dis-
play, and the system will be able to respond immediately to their attention (see
Figure 6.1).
We propose three techniques for Sideways: users can use their eyes to select an
object, scroll contents and control a slider on a large display. We describe a study
in which we evaluated SideWays with 14 participants on three interactive tasks
(selection, scrolling, and slider control). The selection task served to characterise
the system in terms of correct detection of input depending on time window of
observation of the eyes, while scrolling and slider control assessed usability of the
interface and interaction model for control tasks. We analyse the participants’
behaviours in performing the different tasks. This lets us gain insights on users’
gaze control strategies, and derive design considerations for application of our
system.
6.1 Design of SideWays
SideWays targets pervasive settings and adopt a deliberately simpler gaze model
to facilitate spontaneous and calibration-free interaction, between users and dis-
plays that have never seen each other before. We argue that public display settings
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require a different approach to eye tracking and gaze input, less fixated on high
fidelity but optimised for instantaneous usability by any user without prior con-
figuration, calibration or training steps.
6.1.1 Interaction Model
The interaction model we have designed for SideWays assumes a central region
of interest on the display to which users align their gaze (e.g. guided by visual
design of the interface), and adjacent areas to the left and right that users can
select with “sideways glances”. A look straight ahead is interpreted as attention to
the centrally displayed content. In this state, the interface is kept stable, and the
eyes do not trigger any action. In contrast, glances to the left or to the right are
associated with input actions. In terms of application logic, these glances are like
pressing (and holding) a button, but the user experience may be more subtle and
fluid with interface designs that have such actions appear natural and implicit.
Prior research have considered eye contact detection in pervasive settings [175,
154]. In SideWays, we likewise detect gaze for attention to pervasive displays but
in addition enable users to provide input with looks to the left or right from their
centre of attention. Beyond eye contact, Vidal et al. showed that content displayed
in motion can be gaze-selected without calibration by exploiting smooth pursuit
eye movement, however relying on higher fidelity tracking of gaze with specialist
hardware [176].
A variety of projects have used head orientation towards large displays in pre-
sumed approximation of what people look at [122, 126, 153]. However, Mubin
et al. found in an “interactive shop window” study that only few users aligned
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their heads with their gaze [122]. Other work has focused on low-cost extension
of public displays for gaze pointing however still requires a calibration phase prior
to interaction [146]. EyeGuide [54] explored the use of a wearable eye tracking
for interaction with pervasive displays. In contrast, our focus is on enabling in-
teraction with public display without any instrumentation of the user. Magee et
al. reported a vision-based system that is similar to ours as it detects rapid eye
movements to the left and right as command input [112]. However their system
was specifically designed for a user with severe cerebral palsy and was primed to
detect occurrences of a left/right movement, while we continually classify eye gaze
direction.
6.1.2 Apply PCR for Discrete Gaze Tracking
We adopt the PCR method to robustly detect three horizontal gaze directions
in a person-indepdent manner. Using the image processing method described in
Chapter 4, we obtain the pupil centre and the inner canthi in each video frame.
Figure 6.2 illustrates how we use these to derive gaze direction. Consider first
that we look straight ahead. In this case the pupil centres of both our eyes will
be similarly distant from the respective inner eye corners. If we look to the left,
then the distance of our left pupil from its inner eye corner increases, while the
distance of the right pupil from its inner corner decreases. Conversely, a look to the
right means that the left pupil moves closer to its inner eye corner, while the right
pupil moves further away. Consequently, to determine different gaze directions,
we calculate the ratio r of the eye-centre Pcx to inner canthi Cix distances of both
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Figure 6.2: Three gaze directions are determined by the distance ratio of eye-centre Pcx
to inner canthi Cix for both eyes.
eyes as
r = |CiR − PcR
CiL − PcL | (6.1)
where CiR and CiL are the x coordinates of inner eye corners from the right and
left eye images, PcR and PcL are the x coordinates of pupil centres from the right
and left eyes.
For each video frame, we calculate the inner canthi to pupil centre distances
for both eyes. At time t (t = 1, 2.., T ), we denote the measurement of our observed
gaze direction for frame ft as Ot. A general threshold Tr is set for classifying frame
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Figure 6.3: The activation of a gaze direction is based on a smoothing window. As the
camera captures images in real-time, a stream of gaze directions fill the frames in the
sliding window. An activation is triggered when the same gaze direction is detected
consecutively.
where Tr = 1.3 is optimised for the user study (derived from the preliminary study)
and TrMAX is a constant upper bound.
Activation Using a Smoothing Window
To smooth the decision made for each video frame, we adopt a sliding window
approach (as shown in Figure 6.3). We perform a smoothing window with a size of
W over the observations of W image frames. We consider all observations within
time span [t, t+W −1]. The input to the decision system is a set of measurements
O1:W = {Ot|1 ≤ t ≤ W} where Ot ∈ {L,C,R} in a sliding window of W frames
within time span [t, t + W − 1]. We process all images frame by frame from the
start. For each incoming frame, we collect new observations denoted as Ocurrent.
The set of measurements O1:W corresponding to time span [t + 1, t + W ] in the
buffer is updated. We only consider valid observations when both eye corners and
centres are detected. As shown in Figure 6.3, an activation is triggered when the
same gaze direction is detected consecutively in the sliding window.
We distinguish two different activation approaches: discrete and continuous.
Discrete activation clears all measurements O1:W in the sliding window after an
event is triggered. This causes delay as a new stream of measurements in the
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sliding window need to be collected. Continuous activation only updates the last
measurement in the sliding window with every incoming frame, hence, allowing
for fast response.
6.2 User Study: Selecting, Scrolling and Sliding
The interaction model proposed for the SideWays system is to treat gaze straight
at the display’s centre as a default state in which the eyes do not trigger any
action, while “sideways” glances to the left or right are foreseen for user input. We
designed a user study to evaluate our system and the proposed interaction model
on three generic tasks: Selecting, Scrolling and Sliding. For each task, we run a
separate experiment to evaluate different aspects of our system.
Selecting was always conducted first as it was designed to fundamentally char-
acterise the interface in terms of correct classification of input depending on size
of the sliding window used in the process. A smoothing window of five frames
was used but data was collected for post-hoc analysis of detection accuracy versus
speed (shorter smoothing windows). The other two experiments were conducted in
counter-balance. Scrolling tested the users’ ability to use our system for discrete
scrolling through a list of items. A window size of four was used with discrete
activation, so that a scroll step was executed only if the user’s gaze dwelled for
four valid frames on the left/right control. Sliding tested control of a continuous
slider and the users’ ability to move a slider to accurately hit a target position.
A window size of three was chosen with continuous activation, which meant that
that a sliding step was executed in each frame, for as long as the detected gaze
direction matched the previous two frames. Three different speeds of the slider
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Figure 6.4: A snapshot of a study session.
were used, and data captured to analyse how often users needed to change sliding
direction to reach the target.
6.2.1 Setup
Fourteen paid participants (six female, eight male), with body heights ranging from
1.65m to 1.96m (M=1.77, SD=0.10), aged between 21 and 47 years (M=28.79,
SD=7.27), and various eye colours took part in the study. Three participants wore
contact lenses during the study.
The hardware setup for our study consisted of a 55 inch (121cm×68.5cm) LCD
display from Philips with a resolution of 1920x1080 pixels, mounted on the wall at
120cm height (lower bezel). A Logitech HD Pro Webcam C920 with a resolution
of 1280x720 pixels and a video frame rate of 30Hz was mounted on a stand and
positioned 60cm in front of the screen (see Figure 6.4). The real-time image
processing and gaze estimation software was implemented in OpenCV, and ran on
a laptop with a 2.67GHz processor and 4GB of RAM.
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The study was conducted in office space under normal lighting conditions. We
asked participants to stand at a distance of 1.3m in front of the display (visual angle
of the display 49.9◦ horizontal, 29.5◦ vertical). A marker on the floor indicated
where the participant should stand. However, during the user study, participants
were free to fine tune the distance for their own comfort. The distance between the
camera and the user was 70cm±5cm. The captured image resolution was 300x300
for faces, and 80x70 for eye images, slightly varying across users. In a real world
deployment, cameras would typically be mounted on the display but we positioned
it closer to the user as we aimed to evaluate interaction with our system, not the
limits of eye pupil and corner detection.
6.2.2 Procedure
Each session lasted for approximately 45 minutes. Participants were first intro-
duced to the system and allowed to complete one trial of each task. All participants
then first completed the Selecting experiment, while the remaining two experiments
were counter-balanced. After each experiment, user feedback was collected with a
questionnaire. The questionnaire asked for the participants’ subjective experience,
problems they encountered, and strategies to overcome issues of the system.
Experiment 1: Selecting
In the selecting task, participants had to look at either the left or the right region
of the display. Participants were asked to initially focus on the centre region of the
display. Once the system had detected the participants’ gaze, the system indicated
the desired gaze region using a green arrow pointing either left or right. In addition,
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Figure 6.5: Selection task
a red circle was shown in both the left and right region to assist participants in
fixating on that region (see Figure 6.5). The system continuously estimated the
gaze direction with a smoothing window of five frames. Upon detection of gaze on
the correct target, the target colour would change from red to green. Participant’s
were instructed to return their gaze to the centre after each completion of a trial.
With a short delay, the next trial would be triggered by display of an arrow. In
total, this was repeated twelve times (six for each direction, randomised).
Experiment 2: Scrolling
In the scrolling task, participants were asked to scroll through a list of objects
using their gaze and to find the object that matched a predefined target. We
used a combination of four shapes (circle, square, triangle, and star) and four
colours (red, green, blue, and yellow) to represent a set of sixteen scrolling objects
(see Figure 6.6). At the beginning, the sixteen objects were randomly placed
horizontally at equal distances, arranged as a flow with the display as viewport
showing the current selection in the middle, and one adjacent object on either side.
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Figure 6.6: Scrolling task
Participants then had to scroll through the objects to find a preselected object that
was indicated by a coloured dash-bordered shape and shown at the centre of the
display. Participants had to look left or right of the display to scroll items from that
direction toward the centre. Arrows were displayed on both sides of the display to
help participants fixate. The task was repeated six times, and each time with a
different target shape. For each iteration, the browser starting position alternated
between the left-most and the right-most positions of the object collection.
Experiment 3: Sliding
In the sliding task, the participant’s objective was to control a horizontal slider
by moving the slider indicator either left or right onto a target position with their
eyes. For this task, the display showed a horizontal slider widget in the centre
region (see Figure 6.7). The slider target was represented by a black line, and it
contained a red circle as slider indicator. Green arrows on the left and right display
regions represented the slider’s controls. At the start of the task, the indicator was
placed at either the left-most or the right-most slider position, and the distance to
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Figure 6.7: Sliding task
the target was always 480 pixels. When participants looked at the left controller,
the slider would progress one step width to the left in each frame, and vice versa
for the right control. Sliding speed was increased over the trials, with three step
widths representing 0.01, 0.025 and 0.04 of total screen width (i.e. 19.2, 48, and
76.8 pixels), requiring 25, 10 or 6 steps respectively to reach the target. When
participants were satisfied that they had reached the target, they returned their
gaze to the centre of the display to complete the trial. The task was repeated twice
for each step size, for a total of six trials per participant.
6.3 Results
Four of the 14 participants required eyeglasses for correct vision and three wore
contact lenses while the fourth removed his glasses. One of them reported that
the contact lenses had affected her speed in fast and frequent eye movements, and
that they caused discomfort after using the system for a while.
Two participants experienced asymmetric system performance in left and right
directions. One of them explained that she had had an eye operation, which
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w = 2 w = 3 w = 4 w = 5
Correct 135 151 160 162
Wrong 12 5 2 0
Missed 21 11 6 6
Table 6.1: Number of correct, wrong (detected as opposite direction) and missed (de-
tected as centre) detections of the total 168 trials of selecting tasks using different win-
dow sizes.
t < 2(s) t < 3(s) t < 4(s) t < 5(s) overall
w = 2 76.8% 78.6% 79.2% 80.4% 80.4%
w = 3 80.4% 86.9% 89.3% 89.9% 90.4%
w = 4 81.5% 87.5% 90.5% 91.1% 95.2%
w = 5 72.0% 84.5% 88.1% 91.1% 96.4%
Table 6.2: Accuracy for selection over different window sizes and timeout thresholds.
effected gaze to the right. The other participant reported better performance for
gaze to the right but her reason was unknown. However, she described that she
compensated by turning her head slightly towards the opposite direction. The
participant who removed his glasses was far-sighted. He often squinted his eyes
while looking at the display, which drastically slowed down the system’s detection
speed (more frames were discarded for lack of pupil detection, and the smoothing
window would fill up more slowly). Several participants reported that blinking also
reduced the system’s detection speed. This was not surprising given that blinking
caused the eyelids to occlude the eye pupils, so the system could not determine
their gaze direction.
6.3.1 Selecting Task
Participants performed a total of 168 trials (12 each) of looking left and right for
selection. Table 6.1 summarises the results with post-hoc analysis for different
window sizes. Eye gaze matching the target was counted as correct, eye gaze on
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the opposite target counted as wrong (faulty selection), and eye gaze in the centre
as missed (no selection). Window size 5, as experienced by the users in the study,
results in the least number of errors. This was expected, as increasing the window
size also increases certainty. Analysis of recorded data revealed that three of the
errors (missed selections) were from one participant due to squinting. On average,
users needed 1.78s (SD=0.3s) per selection, but the user who squinted required an
average of 2.91s. Although increasing the window size provides better detection
accuracy, it inherently increases the time required to detect a correct selection.
Table 6.2 provides an analysis of correct detection rates depending on window
size and time thresholds. The results indicate that a window size of four frames
is optimal, but windows of three frames perform almost as well for detection in
limited time.
Participants reported that using the system for left and right selections was
“intuitive”, “easy to perform”, and “suitable for touch-free interactions”. However,
two mentioned problems, such as inconsistency in system response time, one of
them noting that to improve the system, he had tried not to blink and kept his
eyes wide open. Several participants mentioned that although it wasn’t tiring to
use the system they would prefer faster response times.
6.3.2 Scrolling Task
We observed 84 trials for the scrolling task, six per participant. In each trial we
counted how many scrolling steps users required to complete the trial and com-
pared this with the minimally required steps. On average, participants required
1.2 (SD=3.4) extra steps to complete a scrolling trial. In 61 out of the 84 (72.6%)
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Figure 6.8: Extra scroll counts for 14 participants over six scrolling trials.
trials the scrolling task was completed efficiently with the minimum number of
steps. In general, participants were able to correct mistakes with very few extra
steps. In 20 out of the 23 error cases, the participants only changed the scrolling
direction once for correction (12 for overshooting one step away from the target,
eight for a distance of two steps from the target).
Figure 6.8 illustrates the scrolling accuracy of each participant. Two partici-
pants finished every task without any extra scroll steps, and evidently learnt to
use the system very quickly. Seven participants made one error (an extra scroll).
However, participant 12 took 28 extra scrolls for his first trial, explaining that he
lost focus during the first trial as the target shape was at the very end and the
system was not responsive. Our post-study analysis showed that his head orien-
tation drifted from the centre towards the scrolling direction, where new shapes
were coming from. This caused the system to classify his gaze as central, instead
of triggering a scroll step. The participant learnt to re-centre his head when the
system was not responsive, and completed the remaining trials with only minor
errors. Overall, we observed that six participants tended to turn their head to-
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wards the scrolling direction. Since the focus region is on the far end of the display,
people intuitively turned their head towards the region to examine upcoming in-
formation. However, when they noticed the scrolling stopped, they returned their
head orientation back to the centre.
System errors mainly resulted from delays in stopping the scrolling. Four par-
ticipants mentioned that the system was not sensitive enough for stopping and that
they had to look at the centre region already before the target object reached in
the centre. In particular, participants 10 and 6 found it difficult to stop scrolling,
while participant 6 found it hard to judge the colour of objects in the centre with
peripheral vision, while gazing to the left or right for scrolling.
We observed the participants’ behaviours and strategies in scrolling. Six partic-
ipants fixated on the arrow indicator to scroll continuously. The participants were
able to finish 40 out of 84 (47.6%) trials without stopping to scroll before reaching
the target. Some participants mentioned that frequent stopping and checking the
information in the centre helped them to perform better, but those who scrolled
without stopping did not cause more errors (six errors in 40 trials). These results
show that the participants were able to handle frequently changing information
when the shapes are moving. The participants devised strategies to avoid mis-
takes. Some participants noticed the delay in triggering single scroll/stop actions
(the system was set to discrete activation after four frames), and exploited this for
brief glances to the centre without causing to stop the scrolling action.
Overall, participants were satisfied with their experience of using SideWays for
scrolling. Most felt that the system reacted to their left and right gazes correctly,
and that the system provided sufficient precision for real applications. They also
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Mean (s) Std (s) Minimum (s)
Large 14.2 12.0 2.4
Medium 16.2 11.5 6.0
Small 26.7 18.8 7.1
Table 6.3: Average and minimum completion time in seconds for three different step
widths in the sliding task.
felt that it was convenient to search objects using only their eyes, and suggested
that the system is suitable for controlling “objects beyond reach”. The participants
enjoyed the experience of searching in a smooth flow, “without clicking”. Most
remarked it was easy and natural to use their peripheral vision for searching in
this task. Given the big object size and simple content, they were able to see what
was in the centre while looking at the scroll arrows. However, several participants
mentioned that they needed to keep their head still, which they found difficult for
longer scrolling. Exaggerated eye movements (e.g. changing from left to right)
to correct mistakes caused fatigue. In addition, the participants preferred faster
triggering time.
6.3.3 Sliding Task
This task tested the participants’ ability to accurately move a slider to a target
position. Participants performed six trials, two for each of three different slider
speeds, and we collected data on a total of 84 trials, 28 per slider step widths.
Table 6.3 shows the participants’ average completion time. The last column (min-
imum) indicates the fastest time that the participants achieved. However, the
average completion time was much higher. Most of the time was spent on position
fine tuning. Many participants missed the slider target, thus requiring longer time
to correct the slider’s position.
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Figure 6.9: Histogram shows the count of the number of overshoots (0, 1, 2, 3 and > 3)
for three different step widths in the sliding task.
We define overshooting as the number of instances when the indicator had
jumped past the target location. Figure 6.9 provides a histogram that summarises
observed overshooting. In 25% of all trials, participants managed to slide directly
to the target without overshooting. Repeated overshoots indicate problems with
accurate control, and occurred more frequently with small and large step width.
The mean of overshoots was 2.7 for medium step width, but 4.3 for large and 5.0
for small step width. Note that trials always started with small step width and
that results will be influenced by a learning effect.
The errors caused by the fast speed (large step width) were mainly caused by
system delay. Six participants criticised that the system was not fast enough to
react when gaze direction changes rapidly. In addition, several participants also
mentioned that the fast speed was too fast for their eyes. One participant was
having difficulty with small step widths (12.5 overshoots/trial) while performing
well with the medium and fast speed (1.5 overshoots for medium steps, 2.5 for
large steps). The participant was short-sighted and removed her glasses during
the study. She was not familiar with stopping with the initial trials, and followed
the indicator moving left and right repeatedly crossing the target.
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In general, the participants found it difficult to control the sliding indicator
precisely with their eyes. Their strategy was to first bring the indicator near
the target location as close as possible. This was done by staring at the control
arrow for continuous sliding, while using their peripheral vision to approximate
the indicator’s location. Once the indicator was near the target, the participants
looked at the centre region to stop the sliding. They fine tuned the movement by
looking at the arrow control and the centre region back and forth. For the slow
and medium speeds, in many trials, the participants were able to stop before the
indicator reached the target (out of 28 trials, 18 times for slow and 16 times for
medium); however, with faster speed they struggled more to do that (10 out of
28 trials). On the other hand, the slow speed caused issues in fine tuning. The
participants reported that it was difficult to control with precision using peripheral
vision. Since the distance of each jump was small, it was difficult to judge when
exactly it reached the target. Some participants struggled to use their peripheral
vision, and could not see both the arrows and the target together simultaneously.
Overall, most participants found the sliding task challenging when using the
fast and the slow speeds. A few participants suggested the system could be useful
for moving objects in out-of-reach distance. Several participants liked the fast and
accurate response of the system. They found it easy to control the direction of
the sliding object by using left and right eye movement. The majority felt that
they were not able to control the system for fine tuning positions, especially using
small step width. Half of the participants mentioned that it was unnatural to use
their peripheral vision to see detail in the centre, while looking left or right. Some
participants felt that they needed to concentrate and be patient to use SideWays for
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Figure 6.10: Participants’ subjective feedback on use of Sideways for the selecting,
scrolling and sliding tasks. Users were asked: did they feel in control; did the system
respond correctly to their gaze; did the system respond without delay; did they find the
task mentally demanding; did they find it tiring their eyes; would they accept the system
for the task; and were they overall satisfied with use of the system for the task.
sliding. Also, the participants experienced fatigue due to frequent eye movements
changing between left and right for position fine tuning. A few participants disliked
the long time required to precisely move an object to the target.
6.3.4 Subjective Feedback
For each task, we asked seven questions with regards to the participants’ subjective
feedback. The results are presented in Figure 6.10. We run the Friedman Test on
the subjective feedback data. Post-hoc analysis with Wilcoxon Signed-Rank Tests
was conducted with a Bonferroni correction applied.
We asked the participants whether they felt they were in direct control of the
SideWays system. One participant particularly commented “I can feel a real power,
starting from my brain and ending on the screen.” We found a significant difference
between the three tasks, χ2(2)=17.07, p<.001. A post-hoc analysis showed that
the selecting vs sliding (p=0.002) and selecting vs scrolling (p=0.002) pairs were
significantly different. The participants felt that they were most in control when
using our system for selecting objects.
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We found a significant difference in whether the participants perceived the
system as responding correctly to their gaze, χ2(2)=14.70, p<.002. The selecting
vs sliding (p=0.001) and selecting vs scrolling (p=0.012) pairs were significantly
different. The participants felt that the system was most responsive when used for
selecting objects.
We also found a significant difference in tiredness of eyes in using SideWays,
χ2(2)=7.54, p<.023. The participants felt significantly more tired when using our
system for sliding than for selecting (p=0.006).
Participants provided comments in comparison of scrolling and sliding. Sliding
was found demanding as it required target status check in the centre of the screen
while concentrating gaze on either left or right. For scrolling, participants noted
that they can see what is coming while they are controlling, and they found it
less demanding to use peripheral vision to check what is in the centre, as it was
displayed more largely than in the sliding task.
Participants also commented on possible applications of the system. Since
SideWays is touch-free, the interaction is sanitary and therefore suitable for public
environments, such as airports, libraries and shopping malls. Some participants
suggested that it could benefit disabled people with paralysis. Several participants
criticized the lack of visual feedback for the detection of gaze directions. This is
important as it provides indication of whether the system interpreted the user’s
input correctly.
108
CHAPTER 6 6.4. Applications
A B
Figure 6.11: Two SideWays applications used in the user study: album cover browser
allows users to navigate music albums; gaze quiz presents a question in the centre and
uses the side inputs for "Yes/No" answers.
6.4 Applications
After completing the previous three tasks, participants interacted with two Side-
Ways applications (see Figure 6.11): an album cover browser and a gaze quiz. The
album cover browser acts as an interface of a music jukebox. A user browses for
music by scrolling left and right, and the centre region represents the music album
to play. The gaze quiz application is an interactive quiz game. A user first reads
a question displayed in the centre, and then answers the question by selecting yes
or no, which was placed on the left and right positions of the screen, respectively.
We used a window size 3 for the album browser and a window size 4 for the gaze
quiz. Both applications used discrete activation. Only qualitative feedback of the
system (e.g. preference and suggestions) was collected.
Participants were allowed to use the interfaces freely. We gave no instruction
of how to interact with the interfaces, but the participants were still able to use
the applications. For the media browser application, the users were able to nav-
igate through all the music album covers and check what music was available.
Sometimes, they scrolled back/forward to stop at the one they were interested in.
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During the gaze quiz application, the participants read twelve questions displayed
in the centre and provided answers for all the questions. All participants under-
stood how to search the media album covers and make selections. One participant
encountered the Midas Touch Problem in the gaze quiz [87]. While we displayed
one question with a long sentence, the participant accidentally chose the answer
"No" (on the right end) as he was reading the sentence. Thus, information in the
centre should not be extended to the far left or right regions of the display.
Participants further suggested that SideWays could be applied in situations
where a display is obstructed by a glass wall or window, such as shop displays
for pedestrians. Another suggestion was for controlling television, e.g. adjusting
volume or switching channels.
6.5 Discussion
Our study validates that SideWays enables eye gaze as input for interactive dis-
plays, without the need of prior calibration or specialist hardware. This is sig-
nificant in a number of ways. First, achieving robust gaze control, albeit coarse-
grained, without need for calibration means that our system is person-independent.
Any user can walk up to a display fitted with our system, and interact with it using
their eyes only. Secondly, as we overcome calibration, users will be able to interact
immediately (in principle) which is important for serendipitous and short-lived in-
teractions that don’t warrant preparation phases. Thirdly, we achieve gaze control
with an off-the-shelf camera. This means that displays can be made gaze-aware
at low cost, potentially on pervasive scale.
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6.5.1 Effects of System Parameters
The threshold Tr (used in equation 6.2) defines the size of the central region, and
in our prototype was set to corresponds to a horizontal visual angle of 40◦. Most
participants were aware how far they needed to look left/right as SideWays pro-
vided guidance by displaying the visual control stimulus. Increasing the threshold
essentially increases the visual angle. If the threshold is small, the central region
becomes narrower, and the system also becomes more sensitive to small eye move-
ments of looking left/right. However, if the threshold is large, the user will need to
look left/right further to trigger input which might cause discomfort and fatigue.
The optimal threshold will depend on application, and designers need to consider
the distance between the user and the display and the size of the display.
The window size determines how much evidence is collected before an action
is triggered and trades off between accuracy and speed. A large window size
improves the accuracy of gaze detection, but causes longer delays and slower re-
sponse. This is suitable for discrete actions (e.g. selecting an object), where it is
more important that the system detects the correct object. A small windows size
speeds up response, but increases likelihood of errors caused by noise. This will
be reasonable for continuous actions (e.g. sliding) where faster response is impor-
tant and where the effect of occasional misclassifications will quickly corrected by
continuous updates.
Designers can map input state to discrete versus continuous actions to fit the
nature of the task. For example, if the content is visual (e.g. a photo album),
continuous action may be chosen for fast scrolling as our study participants found
that they can scroll to larger distinctive objects with peripheral vision. If the
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content requires attention (e.g., flicking through book pages), a discrete action
mapping is better suited.
6.5.2 Limitations and Design Considerations
Responsiveness. When the system is not able to detect eyes images of sufficiently
quality for computing eye centre and eye corners, the interface responsiveness de-
creases. This happens when users blink and squint or when the eyes get occluded
in any other way, and can also be caused by larger head movement. When the sys-
tem does not respond correctly or fast enough, no manual intervention is needed to
reset SideWays. Participants reported that they reinitialized SideWays by closing
their eyes, or by adjusting head positions or distance to the screen, indicating a
good understanding of what causes misfunction and how to recover.
Head orientation. Our system requires users to keep their head oriented toward
the centre of the display and only move their eyes. Some participants commented
that this was unnatural, because they often subconsciously turn their head towards
the direction of their visual focus. As a result, the detection of gaze direction
becomes unreliable. This poses a limitation of user interaction. Although restricted
head movement was commented as unnatural, in general, the participants were able
to recover from loss of gaze detection by quickly correcting their head orientation,
in order to achieve their tasks. To minimize head turning, designer should pay
attention to the display region where information changes. Dynamic movement on
the control regions can attract user attention; hence, causing head turning.
Provide detection feedback. Users need feedback when an event is triggered,
to understand whether the system has detected their gaze. Visual feedback can
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be explicit confirmation of users input, for example by highlighting a displayed
control that was triggered, or implicit in the behaviour of application, for example
by updating the content displayed in the centre of the screen. However, when users
glance sideways to trigger a control, it can be difficult for user to acquire feedback
that effects only the centre of the display.
Avoid fine-tuning. Results from our sliding task showed that users often over-
shoot a target with SideWays. Users felt least in control in that task. When
precision is required, the user needs to look left and right rapidly for fine tun-
ing. Rapidly changing gaze directions can cause fatigue and discomfort. Designers
should avoid using SideWays for tasks that require adjustment for precision. In-
stead of having a precise target location, it is better to set a target region.
6.6 Conclusion
In this chapter, we presented SideWays, a novel eye gaze interface for spontaneous
interaction with a display. It leverages left and right regions of the display for gaze
controls, while keeping the central region for display content. We conducted a
user study to evaluate SideWays on three interactive tasks. The results show that
people are able to use SideWays to interact with a display, and we have gained
insights of people’s gaze control strategies.
This chapter addresses the question of how to design gaze interfaces to sup-
port spontaneous interaction that do not require accurate eye tracking systems.
We demonstrated that coarse gaze tracking is sufficient to allow people to control
contents on a display using their eyes. The proposed techniques enable intuitive,
fast and hands-free interactions that are suitable for many pervasive display ap-
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plications, such as public exhibitions.
Person-independence and interaction without preparation are critical steps to-
ward genuinely spontaneous interaction with displays we encounter in public en-
vironment. While our evaluation shows that our system achieves both, it does
so under the constraints of a controlled study designed to systematically test and
characterise the interaction techniques. Deployment in real-world contexts natu-
rally raises a range of further challenges. For example, although a calibration phase
is avoided, there will still be a gulf in how users can readily obtain and use gaze
control over a display they encounter. However, with a lab study of our system, we
now have a foundation for addressing deployment challenges, as well as insights on
user performance and strategies that can inform application design. For ecological
validity, it will is important to inform further development by understanding of
how users interact with displays “in the wild".
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Gaze Interaction for Public Display
In this chapter, we address the question of how to deploy a gaze interface in public
environments. In pervasive contexts, users encounter displays spontaneously and
usually have no prior knowledge of displays’ interactivity. Their interactions are
usually unplanned and of short phase. In addition, human assistance is not as
available as that in lab settings. The objective of this chapter is to overcome this
design challenge and investigate how to enable gaze interaction without any human
assistance.
Gaze input has long been confined to controlled settings but there is an increas-
ing interest in using gaze for public display contexts. Gaze has the advantage that
it naturally indicates user interest, and that users can express gaze input fast [196],
over a distance, and without the need of external devices. Recently, a variety of
techniques have been developed that leverage eye movement in novel ways for ad
hoc interaction with displays, easing and overcoming the need for calibration to
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individual users [176, 201, 137]. In spite of these advances, deployment of gaze
tracking with public displays has remained limited to passive observation of user
attention [187].
A question that arises for the design of gaze interfaces for public display is
how passers-by can discover and use gaze control “on the spot". Gaze interface
design conventionally assumes that users know how the interface works and how to
position themselves to use it, as a result of prior training or because they are guided
by an expert (e.g., in a usability lab). However, passers-by attend spontaneously to
public displays and usually without prior awareness of what interactions a display
supports. Gaze interfaces offer no physical affordance and their availability is not
directly visible to users. While we can often quickly glean how an interface works
by observing the actions of others using it, this is not possible with gaze interfaces
that are controlled by subtle eye movements. The challenge of making passers-by
aware of the interactive affordances of a display has been highlighted previously,
in studies of public multi-touch and gesture interfaces [98, 124, 181]. Other related
work considered social factors in enticing users and groups to approach displays
and begin interaction [30, 133, 116]. Yet, no previous research has explored how
gaze interaction can be bootstrapped in a public display context.
In this chapter, we present GazeHorizon, a vision system designed to enable
passers-by to interact with a public display by gaze only (illustrated in Figure 8.1).
The system supports multiple interaction phases and adapts its behaviour when a
user approaches the display (leveraging the proxemic interaction concept [66, 179]).
It detects when users walk up to a display and provides interactive feedback to
guide users into appropriate proximity for use of the gaze interface, and to provide
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Figure 7.1: GazeHorizon enables passers-by to interact with public displays by gaze.
The system detects users walking up to a display (A), provides interactive guidance to
bootstrap use of gaze (B) and lets users navigate displayed information using horizontal
eye movement (C). When a user walks away, the system is immediately ready for the
next user (D).
cues to help users operate the interface. The gaze interface itself is purposely
simple but robust, using horizontal eye movement of the user as relative input and
an intuitive mapping to navigate display content (contrasting SideWays where eye
movement to left or right was mapped to screen regions [201]). When a user turns
away from the display, it is immediately ready for the next user. GazeHorizon has
been developed through iterative field studies, eliciting insight into the guidance
needed for users to be able to use the gaze interface and testing the efficacy of
visual cues and interactive feedback. The system was then deployed in the wild
for four days to evaluate how passers-by would interact with it.
7.1 Design of GazeHorizon
The goal of GazeHorizon is to create a system that allows any passes-by to walk
up to a display, and to navigate the displayed information using only their eyes.
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Figure 7.2: GazeHorizon maps gaze direction for rate-controlled scrolling with a self-
centering effect. If the user looks at an object on the right, the display will scroll to the
left; as the user’s gaze naturally follows the object-of-interest, the scrolling speed will
decrease and bring the object to a halt in the centre.
7.1.1 Interaction Model
The underline eye tracking mechanism is based on the PCR technique described
in Chapter 4. The PCR technique is a generic device that provides relative input;
it does not capture a gaze position, but a gaze direction. Conventional eye gaze
mappings are absolute, where a gaze direction is directly associated with a point on
the screen. In GazeHorizon, we use a relative mapping instead, for rate-controlled
navigation of horizontally organised information on the screen (as illustrated in
Figure 7.2).
The mapping is designed to leverage implicit navigation of the displayed con-
tent, where the scrolling action is triggered by attention to the content, and not
perceived as an explicit command. The design follows the principle such that an
object moves to the centre of the display when a user looks at it. This results
in the scrolling effect of moving content towards the centre. If the user follows
the content as it becomes centred, the scrolling speed decreases and the content
comes to a halt in the centre of the display. The control users gain over the display
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is limited to navigation along one dimension, but the mapping provides a robust
user experience where the gaze control task is naturally aligned with the visual
perception of the displayed content.
In order to provide a stable display experience, we do not map PCR uniformly
to scrolling speed, but define lower and upper thresholds for visual angle relative
to the display centre. This allows us to set scrolling speed to zero for a wider
region in the centre of the display, and to a maximum constant for larger visual
angles. Note that the system is based on gaze direction and does not actually
predict what the user is looking at. However, the interaction design provides a
robust illusion of response to the user’s point of regard. We suggest this mapping
of gaze is useful for exploration of larger information spaces that can be presented
in one dimension along the horizontal axis. A good example is a timeline, of which
the display reveals a part at any time. The further the user looks toward the edge
of the display, the faster it will scroll to the effect of revealing new information “in
the direction of interest”.
7.1.2 System Implementation
The system is designed for deployability in the wild, and requires only a single
off-the-shelf web camera – placed either in front or on top of a display – to capture
the presence of users (at a frame rate of 30Hz and a resolution of 1280×720px),
and supports interaction of one user at a time. From a system’s perspective, the
interaction involves the following phases (see Figure 7.3):
Face detection and tracking : For every thirty frames, the system scans for the
presence of users looking towards the display, by detecting frontal faces. If a group
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of users approach the system, only the person standing in the centre of the screen
(i.e. the face positioned in the central region) is tracked continuously.
Eye tracking: When the image resolution of the tracked face is larger than
200×200px, the system extracts eye feature points from the face image. The size
restraint corresponds to a user standing at a distance of approximately 1.3 meters
away from the camera.
Gaze interaction: The system uses the extracted eye feature points for com-
puting horizontal gaze direction. The gaze direction is mapped to rate controlled
scrolling of the display. When the user looks to the left, the display is scrolled to
the right (and vice versa), and the scroll speed varies based on how far away from
the centre that the user looks.
Reset: If the system detects the user’s face has disappeared from its field of






Figure 7.3: System diagram of GazeHorizon
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7.2 Methodology
Gaze is currently an uncommon modality. General public are unfamiliar with gaze
interaction. Our aim is to create a standalone interface that communicates gaze
interactivity to novice users, so they can comprehend the interaction model of
GazeHorizon.
We conduct a series of studies to evolve the interface design of GazeHorizon.
In the first study, we prompt users to find out what levels of guidance they require
to use the system. Then we integrate different levels of guidance to provide visual
cues in the interface. We test the effectiveness of the visual cues through a second
field study. Finally, we deploy the system in the wild to observe how passers-by
interact with GazeHorizon without any human assistance, and we also interview
them to get subjective feedback.
7.3 Field Study 1: Requirements for Interactive
Guidance
The aim of this study is to understand what information novice users need in
order to use GazeHorizon; hence, the level of guidance they require to figure out
the interaction model. We thus conducted the study in the field by deploying our
system in a public area.
We conducted the study over a two-day period, in the reception area of a
university building(see Figure 7.4). The building hosts a computer science depart-
ment, a café, and numerous technology companies. People with various technology
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Figure 7.4: Field Study 1: (A) GazeHorizon event browser interface. (B) An illustration of
the study setup.
background passed by everyday. The area was illuminated by ambient day light,
and ceiling light was turned on during late afternoon.
7.3.1 Procedure
During the study, a researcher invited passers-by to take part. The researcher
introduced the system as an interactive display that showed local events, but
never revealed the system was eye-based during the introduction. Thereafter, the
participant was encouraged to experience the system.
To test for intuitiveness, we evaluated the amount of instructions (or guid-
ance) that users needed to comprehend the operation correctly. We predefined
the instructions into five stages. Table 7.1 lists the instruction protocol and the
number of participants who needed the levels. The researcher started off by invit-
ing participants to stand in front of the display (hence, giving L1 instruction) and
then prompted the participant for their perceived interaction model. If the partic-
ipant answered incorrectly or required further guidance, the researcher gradually
revealed the next level and prompted the participants again. This continued until
the participant realised the correct operation or the whole set of instructions was
revealed.
After experiencing our system, we interviewed the participants for qualitative
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Instruction Levels and Hints Count
L1 Stand in front of the display. 10
L2 The system reacts to eyes. 11
L3 Keep head still, face towards the display, and move eyes only. 5
L4 Look specifically at each event object. 0
L5 Look at an event object and follow it. The object stops in the
centre.
0
* Failed to use the system after all five levels were revealed 4
Table 7.1: (Field Study 1) The five levels of guidance we provided to our participants, in
ascending order. The count column indicates the number of participants who needed
up to that level of instruction to determine the interaction of GazeHorizon.
feedback. We first asked a set of predefined questions, and then further prompted
them with probing questions for detailed explanation.
7.3.2 Results
In total, we invited 30 passers-by (8 female). Seven participants wore glasses, and
five of them removed their glasses during the study. The participant stood at an
average distance of 120cm (SD=10) away from the display.
Levels of Guidance Required
In total, twenty-six participants successfully comprehended the operation, and
twenty-four of them acknowledged that it was easy to figure out. Ten participants
required only level 1 instruction. They commented that the system was “easy”,
“self-explanatory”, “just look at the events... and focus on what I want to read".
They explained that they realised the system was eye-based when they noticed
the movement of the content corresponded to the movement of their eyes. For
instance, a participant reported that “[the picture] moved when my eyes moved”.
Eleven participants needed up to the level 2 instruction. They explained that
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gaze input was uncommon. For example, a participant said “I felt something is
moving; however, I am not sure what [the system] reacts to.” Six participants first
attempted to touch the screen, wave their hands or use body gestures. They imag-
ined the system was “motion-based” because they were aware of existing motion
capture technology (e.g., Kinect). However, after we revealed that the system was
eye-based, the interaction became “obvious”. The participants mentioned that the
level 2 instruction was important, as it eliminated them from attempting to use
their body for interactions.
Five participants needed up to level 3 instruction. When they looked at the dis-
played information, they turned their head to face towards it. After they were told
to keep their head still and face towards the centre of the display, the participants
realised the system reacted to eye movements.
Four participants failed to use our system. Two of them could not understand
the interaction model, even full instructions were given. Post study analysis re-
vealed that one participant failed because the system failed to detect his pupil
centre. Also, one participant declined to retry after a failed attempt.
Three Patterns of User Operation
We observed three different ways of how the participants used our application. The
majority of the participants’ perceived concept were in line with the interaction
model we designed. They preferred to read detailed information from the centre
of the display. One participant related this to his desktop; he arranged items (e.g.,
windows and icons) in the centre for a better viewing.
The second pattern was acknowledged by six participants. They sometimes
read short sentences immediately as they entered the display from the side. How-
124
CHAPTER 7 7.3. Field Study 1: Requirements for Interactive Guidance
ever, a few participants found that “it was disturbing” trying to read moving in-
formation, which easily caused them to lose focus. Even though the information
was moving, as the participants followed it towards the centre, the information
slowed down and eventually became stationary. They can then read the informa-
tion. Also, if users turn their head to look towards the side, the scrolling will halt,
because the system could no longer detect the presence of a frontal face looking
towards the screen. This inherently allows the participants to read information on
the side by turning their head.
The third pattern was identified by two participants. They found that the
system was difficult to control, even though they were fully informed of the in-
structions. They got distracted easily by moving objects, so they often moved
their eyes to look for new information on the display. As a result, the interac-
tion model failed because the participants did not fixate on the centre to stop the
scrolling. This is essentially the Midas Touch Problem. The scrolling action is
triggered unintentionally and causes user frustration.
Alternative Interactions Discovered by Users
Surprisingly, five participants discovered that they can fixate on the centre of the
display and slightly turn their head; “the movement of the picture is synchronised
with head movement”. This is similar to Mardanbegi et al.’s head gestures tech-
nique [115]. After a few trials, the participants acknowledged that “[the system]
was less responsive to head turning” and they could not focus on what they wanted
to see. Also, a participant suggested that she could stop scrolling by looking down-
ward, such as staring at the event’s date at the bottom. Looking downward caused
her eyes to be occluded by her eyelids and eye lashes, so the the system stopped
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detecting her eyes.
Summary
From this study, we found that many people are unaware of gaze as an input
modality for large display navigation. Our results revealed that L2 & L3 instruc-
tions are vital for communicating the gaze interactivity. Thus, we translated these
levels into visual cues, and embedded the guidance in the interface.
7.4 Field Study 2: Testing Interactive Guidance
Our aim is to design a standalone application, where users interpret the interaction
solely based on information given on the interface. From field study 1, we learned
that users needed three levels of guidance: (1) position (stand in front of the
display), (2) eye input (the system reacts to users’ eyes), and (3) head orientation
(keep head facing forward and move eyes only). We embedded these three levels
as visual cues on the interface for instructing users.
Previous research showed that textual information was very effective in enticing
interaction on public displays [98], so we added the instructions as text labels. To
further attract users’ attention, we added pulsing effect (where labels enlarged and
reduced continuously) [123]. The system presents visual cues in multiple stages
for interactive assistance (see Figure 7.5): In the first stage, the interface displays
a message to invite users to stand in front of the display; Once the system detects
the presence of a person, it displays “look here” labels, which indicates at where
the user should look; If the system detects the user is not facing forward (e.g. the
head is turned), the system displays a “keep head facing forward” message; Also,
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Figure 7.5: Field Study 2: Stages of visual cues. (A) Position (B) Eye input (C) & (D)
Corrective guidance
if the system detects the user’s face, but not the eyes, the system assumes that
something is occluding the eyes or the user is too far. The interface suggests the
user to ensure their eyes are not occluded and to step closer when the detected
face is too small.
7.4.1 Procedure
We conducted a second field study to test whether users can translate the visual
cues into user operation. We deployed our system in the reception area of a uni-
versity research building. We only invited novice users who did not participate in
our earlier study. The conversations between the researchers and the participants
were strictly limited to invitation, and we provided no assistance.
7.4.2 Results
We conducted the field study over a two-day period. In total, 35 passers-by (aged
between 18 to 41, plus a child) tested our interface; 6 failed to use the system due
to: strabismus (crossed eyes), myopia (blurred vision without corrective lenses),
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wearing tinted glasses, standing too close to the screen, not noticing the visual
cues, and a child whose height was too short. Interviews revealed that most of the
participants found the visual cues informative – especially the “Look Here” label,
but suggested that it was only needed for a short duration – and helped them to
realise the interaction very quickly. They commented that the instructions were
“clear” and “self-explanatory”. Two users mentioned that the “Hair should not
obstruct eyes” label was helpful for people with long hair fringe. Also, the pulsing
effect naturally drew their attention, and it was very efficient for communicating
interactivity.
We found the majority of the participants followed the displayed instruction
correctly. In general, the first two levels of information (see Figure 7.5(A) & 7.5(B))
were crucial for apprehending the correct interaction. If no errors occurred, the
visual cues for correcting guidance (see Figure 7.5(C) & 7.5(D)) did not appear.
A few users commented that some of the textual messages were too long, and
suggested further improvement could include graphical guidance (e.g. pictures) or
simplified textual information (e.g. shortening phrases or highlighting keywords).
Floor Marker vs. On-screen Distance Information
As described in an earlier section, the distance of how far a user stands from the
camera affects the tracking of the user’s eyes. During our pilot test, the initial
interface gave no precise information of how far and where the users should stand
(see Figure 7.5 (A)). We noticed that our pilot users often stood too far (over
two meters) away from the screen, so the system failed to detect their presence
and remained non-interactive. This never occurred in the previous study as the
setup was different and a researcher gave assistance. To help users positioning
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Figure 7.6: Field Study 2: User positioning. (A) Floor Marker (B) On-screen Distance Infor-
mation (C) A user testing our interface.
themselves, this study also tested two approaches (see Figure 7.6): (a) using a
floor marker, by placing a “Stand Here” sign on the floor; (b) providing an explicit
distance information on-screen, where the display showed a label informing users
to stand at a distance of one meter away.
During the first day of the study, we used a floor marker for helping users
to position themselves. Some participants initially ignored the floor marker and
only realised it later when they looked down. This indicates that people easily
noticed the visual cues on the display, but not the cues on the floor level. On
the second day, we removed the floor marker and the interface explicitly displayed
the distance. This was more effective. All the participants noticed the cue, but
required longer time for adjusting themselves to the correct distance and position.
Summary
This study confirmed our translation of the minimum required levels from Field
Study 1 to interactive visual cues on the user interface. Our study showed that
many people were able to follow a sequence of guidance labels on the display to
figure out the interaction of GazeHorizon. Furthermore, we also learned that all
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visual guidance should be shown on the display (on the same level as the user’s
field of vision), otherwise labels placed outside the display could be unnoticed.
7.5 Field Study 3: GazeHorizon in the Wild
To understand how people use our system without human assistance, the objective
of this study is to determine the general effects of GazeHorizon on passers-by in an
ecologically valid setting. To maintain validity, we neither invited, interfered nor
advised the passers-by; instead, participants were enticed purely by the interface.
7.5.1 Procedure
We implemented GazeHorizon as a browser of latest movies, and we deployed the
system in the lobby of a university building, in Germany. Many people passed
through this area everyday. They were mainly university students, staff and vis-
itors. We used a 45-inch display, positioned at a height of 170cm above ground,
and we mounted a web-camera on top of the display.
During deployment, the system logged anonymous data of users’ eye images
and timestamped system events. We placed a video recorder opposite to the screen
for capturing user behaviours. After the users finished their interaction, a member
of the research team approached the users for feedback. In the post study analysis,
two researchers independently analysed the log data, the recorded videos and the
interview recordings.
We adopted Schmidt et al.’s two-phase deployment approach [148]: Optimisa-
tion and Testing. During day 1 and 2 (optimisation), we performed several itera-
tions of improving the interface according to our observations and users’ feedback.
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Figure 7.7: Field Study 3: in the wild deployment. (A) We deployed GazeHorizon in a
lobby of a university building. (B) Initial interface before optimisation. (C) After initial
optimisation, we moved the mirrored video feed to the central region. (D) We also
amended the interface for constant face alignment feedback.
During day 3 and 4 (testing), the prototype was not modified, and we conducted
detailed interviews with users.
Interface Optimisation
During the first two days, we interviewed 46 users for qualitative feedback. We
asked the users of the issues that they encountered and for suggestions for im-
provement. Based on the issues reported by the users and those we observed, we
made amendments to the interface. This was done iteratively until a sufficient
number of users were able to use the system.
To assist users positioning themselves, we added a mirrored video feed, overlaid
with a face outline, on the interface (Figure 7.7). Using video feed helped to
communicate interactivity of the display [124]. In our initial interface, the mirrored
video feed was positioned at the bottom of the screen (see Figure 7.7(B)). When the
users looked down, their eye lashes/lids often occluded their eyes, which prevented
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the system from detecting their pupil centres and eye corners. This inherently
slowed down the system detection. We resolved this by moving the video feed to
the centre of the display (see Figure 7.7(C)).
Also, the original video feed was constantly shown at the bottom of the screen.
Some users criticised that it was distracting. We changed the video feed to dis-
appear after a user’s face was aligned correctly. However, without the video, the
users reported that they were unsure of whether their face was still aligned cor-
rectly. To provide constant feedback, we added a “Face position OK” label on the
top region of the screen (see Figure 7.7(D)). This label only disappeared if the
user’s face was out of alignment. Other minor changes include changing the colour
of labels to give higher contrast.
7.5.2 Results
The log data revealed a total of 129 interaction instances, where each instance
contains a full episode of uninterrupted use, either by one or more users [133]. Of
the instances, 107 triggered continuous scrolling, with a mean interaction time of
67.1s (SD=54.2s). Figure 7.8 shows a histogram of the interaction time. Most users
interacted with our system for between 20 to 80 seconds. We were surprised that
one user spent over five minutes. She explained that she really enjoyed movies, and
she spent most of the interaction time reading the synopsis. From the moment
when the system detected users’ presence, on average, the users required 4.8s
(SD=8.5s) to align their face into the correct position and 7.2s (SD=11.0s) to
perform a scroll (also measured from the same beginning moment). Over the
entire interaction duration, the users spent 27.0% (SD=15.1%) of the time for
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Figure 7.8: Field Study 3: A histogram of overall users’ interaction time over four days of
deployment.
scrolling the content.
During the optimisation phase, we interviewed 46 users, and 35 of them (76.0%)
reported that they were able to use the system for scrolling information. This rate
increased after optimisation. We interviewed 41 users during the testing phase,
and 35 of them (85.4%) reported that they were able to scroll the content. Over
the four day period, we observed 20 users who wore glasses, and 9 of them were
still able to use our system without removing their glasses.
Group Behaviour and Sharing Experience
Passers-by sometimes approached our system in groups, but usually one person
interacted with our system at a time. People were more willing to try if they saw
another person successfully used the system. If a user was able to comprehend the
interaction, the user would encourage other members to experience the system,
so the group were more likely to try. Also, people in a group helped others by
pointing to or reading out the displayed instructions.
We observed the honeypot effect [30]. Passers-by became curious after noticing
someone using GazeHorizon (see Figure 7.9). Spectators first positioned them-
133
CHAPTER 7 7.5. Field Study 3: GazeHorizon in the Wild
Figure 7.9: Field Study 3: Honeypot effect. (A) Two passers-by observed a user. (B) The
user explained the interaction. (C) The passers-by tried the system.
selves behind the user and observed from a distance, without disturbing the user.
When the user noticed people were observing, the user often explained the in-
teraction and invited the observers to try. We noticed instances where strangers
engaged in short conversations to discuss about the operation of our system.
Interacting with GazeHorizon Display
The textual label “Control the screen with your eyes” gave an obvious hint to users
that the system is gaze interactive. The majority of users realised the interaction by
noticing the movement of content when they looked at the display. Several people
explained that the movie images first attracted their attention, and then they
realised the interaction model when the pictures moved. For example, “followed
it [a movie’s picture] until the article [the synopsis] got slower ... in the centre it
stopped”. Some users commented that they got comfortable with the system very
quickly, and after 2 to 3 scrolling attempts they realised that they did not need to
stare at the “look here” label for scrolling content.
A few users explained that they were attracted by the novelty effect of “using
eyes to control” scrolling. They were mainly interested in experiencing the new
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Figure 7.10: (Field Study 3) Users’ expected interactions. (A) & (B) Users attempted
to interact with the system by waving their hands. (C) A user attempted to make a
selection by touching the screen. (D) A user attempted to scroll content by performing
a touch and swipe gesture.
form of interaction and attempted the system to seek for different effects, for
example, “it scrolls faster when look more to the sides”. Other users who were
interested in movies usually browsed through the entire content and interacted
with the system for much longer.
Currently, gaze is still an uncommon modality, and many people are unfamiliar
with using their eyes for interaction. When our users first approached the system,
they sometimes did not read all the displayed cues, so they did not immediately
know that the system was controlled by eye movement. Without knowing it was
eye-based, some people waved their hands to attempt to interact with the system
(see Figure 7.10(A) & 7.10(B)). After the users noticed no responses, they would
then read the displayed cues and follow the given instructions. However, some
users were impatient and abandoned further attempts after seeing no responses.
Although our system was designed only for scrolling content, some people ex-
pected the content to be selectable. We noticed that, after some users had suc-
cessfully scrolled the content, they touched the screen in an attempt to trigger
a selection (see Figure 7.10(C)). Interviewees suggested using double touch, head
nodding, facial expression (e.g. open mouth), blinks or winks, as well as stare at
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an object for a few seconds (i.e. dwell time), to activate a selection. Also, for some
users, even though they knew the interaction was eye-based, they attempted to
use touch and swipe gesture to control the content (see Figure 7.10(D)). Two users
suggested “vertical scrolling” for more text when the content stops in the centre.
Self Positioning
We noticed that several failure instances were caused by people standing at the
location out of our system’s tracking range (see Figure 7.11(A) & 7.11(B)). For
instance, some users stood too far away from the camera; some noticed the video
feed but did not want to be recorded, so they stood out of the camera focus. Either
way, the camera failed to detect the users’ presence. Another case was that, instead
moving eyes, users turned their head towards the sides (see Figure 7.11(C)).
Figure 7.11: (Field Study 3) Examples of users’ patterns of interaction. Common causes
of failure: (A) Standing on the side of the display. (B) Standing too far from the display.
(C) Turned head to look at the side. Height adjustment: (D) A short user lifted her feet.
(E) A tall user bent his knees.
For the majority of novice users, they intuitively realised that they needed
to align their face to the outline of the video feed. Although a label explicitly
informed the user to stand one metre away from the display, interviews revealed
that users had no reference for estimating the one-meter length. Instead, they
judged their position by aligning their face. The users explained that they used
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the video feed for reference, as it provided realtime feedback.
When users positioned themselves, they were often able to stand correctly in
the middle but too far away from the display. People stepped back and forth to
adjust their distance, and then fine-tuned by leaning/tilting their body, without
moving their feet. Tall users tended to bend their upper body or their knees
to lower their height, while shorter users lifted their heels (see Figure 7.11(D) &
7.11(E)). We observed an instance where children jumped up and down to align
their faces. To accommodate different height, the system can use a camera with a
wider vertical angle for detecting users.
Users’ Feedback
We generally received positive feedback such as “very promising”, “useful”,“good
for when hands are dirty and busy” and “great for the disabled”. The majority
of users felt the system was “really easy”, “very fast to get used to how it works”,
and the instructions were “clear and helpful”. Some users commented that the
scrolling interaction was “ logical”. They felt the system managed to “captured
[their] attention” and the content “changed with [their] view”.
Some users pointed out that the system was “a bit slow with glasses”, “works
better when glasses were removed, but not effective as not able to read”. This
was expected, as the shape of glasses frame can affect the face and eye detection.
Other users also mentioned “need to be patient”, “takes too much time to make it
[the content] move to the centre”. Delays varied between persons and also depends
on lighting condition. The system works best in a bright environment.
137
CHAPTER 7 7.5. Field Study 3: GazeHorizon in the Wild
Privacy Concerns
In the testing phase, we prompted the users about privacy concerns while using
GazeHorizon. The majority (34/41) reported that they were comfortable with
using their eyes for scrolling information in public and did not perceive any privacy
risks. Amongst those who were concerned (4 reported “Yes” and 3 “uncertain”),
they noticed the web camera and they were worried about how the captured images
were stored and used. They explained that it is acceptable if the data and their
identity were not revealed publicly, but they preferred to have an option for opting
out from being recorded. Also, the displayed content can impact their sense of
privacy. One person particularly mentioned that information about movies was
acceptable; however, other types of content (added with gaze information) may
reveal personal interests unintentionly.
Summary
From the deployment, we confirmed that by providing intuitive guidance novice
users were able to control a GazeHorizon display without prior training, and we
learned that:
• Letting users know that the system reacts to eye movement at first glance
is crucial. Knowing this up front helps users to eliminate attempts of other
modalities, such as touch or gestures, and makes it easier for users to interpret
the control of GazeHorizon during their first attempt.
• We observed that users lose patience very quickly. Some people abandoned
further attempts if they see no immediate system response from their first
action, and this is similar to the findings reported by Marshall et al. [116].
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• The mirror image was more effective than text labels to assist users position-
ing themselves, as it provides real-time reference for users to perceive their
position.
7.6 Discussion
7.6.1 Relative Gaze Mapping for Rate-controlled Naviga-
tion
While conventional eye tracking methods map gaze to absolute screen locations,
we employed a relative mapping approach that provides different interaction ex-
periences. Although relative mapping does not detect where on the screen users
look at, our users’ feedback revealed that they felt the system captured their view.
This confirms our design that relative mapping can provide a robust illusion of
display response to what the user looks at.
In absolute mapping, the reference is device-centric to the screen space. Any
error in estimated gaze direction will affect the user experience, as the display
response will be relative to a screen position that differs from what the user actually
looks at. In contrast, a relative mapping as adopted in GazeHorizon provides a
user experience that is robust to inaccuracy in gaze estimation. An error in the
estimate effects the scrolling speed but the user’s illusion of content-of-interest
moving to the centre of the display is robustly maintained.
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7.6.2 Bootstrapping Gaze Interaction with Interactive Guid-
ance
Eye movements are subtle. From our observations during the studies, users cannot
learn gaze-based interaction by purely observing other users; instead, the learning
process requires guidance. The guidance could be provided by either an experi-
enced user explaining the interaction, or interface guidance on the display. An
experienced user could provide direct feedback and explanations; however, this
relies on the experienced user understanding the interaction correctly. An alter-
native is via interactive guidance. We avoided to add explicit instructions; instead
we provided guided assistance when the system detects an anomaly. We believe
that this is more effective and potentially reduces the cognitive load of users, as
they discover the interaction model by exploring the interface at their own pace,
and the guided assistance can help to prevent misconceptions and to correct user
errors.
We learned that the “look here” label naturally captured users’ attention. Al-
though the intention of the users was primarily to look at the label, the action
activated scrolling as an after-effect with no extra cost. From a novice user’s per-
spective the scrolling can be seen as an effect of his eye movement, which helps
the user to conceptualise the activation of scrolling. We believe that the initial
user experience was rather implicit; however, the interaction may become more
explicit once the user understands the interaction. A few interviewees explained
that once they learned the interaction, they explicitly moved their eyes to the sides
for scrolling. Even though our interface did not provide any guidance for stopping
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the scrolling, somehow all of our participants self-discovered this operation.
From our field studies, we realised that there are many unpredictable factors
that could hinder the tracking of users’ eyes, such as unpredictable user behaviours.
Causes of failure were often due to users standing too far away, in an incorrect
position, wearing glasses or their eyes were occluded by their hair. They could be
corrected by giving appropriate interactive guidance based on specific aspects. We
realised that if users are aware of a particular reason that causes the system to
stop tracking their eyes, the users are generally cooperative and willing to adjust
themselves, like removing glasses, stepping closer, etc. However, we observed an
interesting behaviour that sometimes after users noticed the display, they would
step away or stand on one side of the display to observe for a period of time. We
consider this behaviour as mirror image avoidance: although users were curious to
experience the system, they might deliberately position themselves to avoid being
shown on the “mirror image”. In some cases users even moved around while kept
looking at the display. This could be due to the users not knowing that the mirror
image will disappear and they did not want to be recorded.
7.7 Conclusion
This chapter answers the question of how to deploy a gaze interface in pervasive
contexts. The work shows that we can design an interface where users can walk
up to a display and comprehend the gaze interaction without any human assis-
tance. By having an appropriate design, novice users can be guided interactively
to overcome the limitation of the gaze sensing systems. This is important for per-
vasive display applications because users’ interactions are often unprepared and
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spontaneous.
The contribution comprises insights from the design and deployment of Gaze-
Horizon. By providing appropriate interactive guidance, novice users can be made
aware of using only their gaze to control a public display without any expert assis-
tance, and are able to adjust themselves to match GazeHorizon’s vision tracking
requirements. Whereas conventional eye trackers mainly detect eyes, our vision-
based system also detects other useful information based on the users’ actions.
For example, GazeHorizon tracks whether a user is approaching our system, and
whether the user’s head is turned. Our system interprets this context information
to present dynamic guidance to assist the user in realtime.
Our work is the first to demonstrate that gaze input can be used in public
settings. Our studies show that novice users can easily apprehend the interaction
of GazeHorizon. However, we have only explored the use of gaze; future work can
compare or combine gaze with different types of input for public displays, such as
combining gaze with head orientation.
We implemented GazeHorizon as a single user application. In our in the wild
deployment, we observed that users in groups took turns to interact with the
display individually. Nonetheless, applications in public spaces pose an issue of
sharing an interaction space among multiple users. GazeHorizon could overcome
this by distinguishing individual users from their faces and pairs of eyes, and the
screen could be divided into multiple regions to support simultaneous interaction of
multiple users in parallel. However, this inherently prohibits collaboration where
users share the same screen space.
A challenge is thus to design interaction for group collaboration and to minimise
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confusions and conflicts between users. For example, a user might mistake that
an action on the display was triggered by his gaze input, while the action was
in fact triggered by another user. This leads to several open questions: How can
we design interactions that give users a better perception of gaze control among
multiple users? Also, when multiple users are involved, they are not aware of each




Gaze for Shared Display
The goal of this chapter is to answer how gaze can be useful for shared displays.
In the previous chapters, we investigated gaze interfaces designed for single user
interaction. On the other hand, pervasive displays can also be used by more than
one person for collaborative tasks. Prior research only considered using gaze to
support individual’s interaction on large displays. The question of how group
interaction can be enhanced if pervasive displays can sense multiple users’ gaze
remains unanswered, which we aim to answer in this chapter.
There are increasing numbers of high-density information large displays in-
stalled in public and work places. These displays afford group activities, because
a large display itself can act as a shared source of information used by multiple
persons [145]. In a meeting, for example, a team of geologists can gather around
a large map on a shared display to plan an upcoming trip.
Mutual gaze awareness is important in communication and collaboration in
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Figure 8.1: Gaze-assisted co-located collaborative search (arrows indicate gaze direc-
tions)
group activities. For example, in "backing away" scenarios when two users sit
or stand at a distance from large displays to view the entire display and look
for information together (see Figure 8.1), gaze cues (e.g., eye contact and joint
attention) provide rich context information that other body cues cannot reveal.
To understand how gaze can enhance collaborative activities on a large shared
display, we propose to provide visual representations of mutual gaze awareness
into the design of a shared display interface.
Prior works proposed different ways to convey gaze cues visually. These include
the use of video images of the partner’s face and head [150, 173], gaze cursors
[29], shared visual space (e.g., focused objects) [40] and scan paths overlaid on a
screen [141]. These designs provide different gaze cues and are mostly targeted
at remote settings. However, it is not clear what gaze cues are useful for in co-
located collaboration. In addition, integrating gaze as visual representations on
a shared user interface could potentially clutter the interface and interfere with
group activities. This essentially raises another open question of how to present
gaze cues effectively to benefit collaboration.
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To address the above research questions, this chapter presents an exploratory
study to understand how gaze cues can enhance collaboration between two users
in front of a large shared display. Gaze cues are visualisations of where users
are looking, and they require absolute 2D gaze positions on the display. This
makes the PCR method (presented in Chapter 4) less applicable, as PCR only
provides horizontal relative gaze information. Instead of adopting our custom-
built gaze estimation system, we use a commercial eye tracker to capture precise
gaze positions.
This chapter first presents an implementation of our system that supports gaze
visualisation of two users and the design of four gaze representations. We then
present two empirical studies. In the first study, we examine how different gaze
representations affect user performance and people’s preferences in an abstract
collaborative visual search task, where participants search for a specific object
on a display with high-density information. The results show that people prefer
a subtle and less explicit gaze representation to reduce distractions, but there
is a trade-off between visibility and distractions. We further improve our gaze
representation design based on findings from the first study and integrate it into a
tourist map application (see Figure 8.1). In the second study, we aim to understand
the usage of gaze representation and subjective experience of the gaze-enhanced
map application. We learn that gaze indicators can ease communication. However,
some people are reluctant to share their gaze due to privacy concerns.
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8.1 Conveying Gaze Cues in Collaboration
Based on prior findings in observation studies, we learn that multiple gaze cues
can benefit collaboration on a large shared display.
Gaze has been considered as a valuable communication resource [97]. It natu-
rally provides moment-by-moment information about a collaborator’s focus, which
can facilitate the interpretation of the partner’s utterance because they can see the
object that their partners are attending to. Seeing where the speaker is looking at
has been found to make disambiguation of their referring expressions early [157].
In particular, collaborations on a large display often involve members frequently
referring to a specific piece of information on the shared display that is related
to their discussion. The action of identifying on-screen objects is often carried
out verbally, but when information is in high-density, unstructured, and cannot
be described using simple phrases, people may resort to body languages, such as
pointing. Gaze can be a natural source of input information that benefits collab-
oration.
Another aspect in our face-to-face communication that gaze enables is to estab-
lish joint attention. 1 Achieving joint attention is critical for successful collabora-
tive activities where groups reach a common ground in decision-making [42, 185].
As users gather around a large shared display, the eye contact and gaze cues can
easily get lost due to different body orientation and focus changes between individ-
ual and group tasks [183, 145]; for example, when people stand or sit side by side
in front of the display. This can make the process of establishing a joint attention
1Joint attention is when participants are mutually oriented to a common part of their shared
visible environment and are aware that their conversational partners are also looking at it [185].
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challenging (see Figure 8.1). Similar issue has been reported in previous study
on collaborative data analysis on shared displays [83]. Their results revealed that
participants commonly overlaid their mouse cursors to the joint focus area to show
joint attention on a specific information item under discussion. Group members in
their study further requested additional visual aids for drawing attention to mouse
cursors.
Additionally, gaze can provide information that other body cues cannot reveal,
such as ongoing cognitive activities (e.g., scanning, interests towards an object,
and comparisons of different objects) [191, 157]. These can potentially improve
collaboration, as observing another person’s gaze patterns might reveal the task
status of the partner and gain information about other’s intention.
8.1.1 Mechanisms for Shared Gaze
Task types Setup Role Mechanisms
Video
conference













Joint attention Gaze cursor;
Visual space
Visual search Remote [29] Spatial reference Gaze cursor




Table 8.1: Shared gaze in collaboration
Prior research have proposed various ways of conveying gaze cues (see Table 8.1
for a classification of existing work). For example, video mediated communication
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systems show video images of the user’s face to compensate for eye contact [150,
173]. Another common approach is to present users’ gaze (i.e., shared gaze) as a
cursor or focused object in the shared visual space, which helps them to be aware
of their partner’s focus [157, 40, 127]. Maurer et al. proposed the use of co-driver’s
gaze cursor as a possible way of sharing information and fostering collaboration
between driver and co-driver [117]. Dynamic eye movements (e.g., scan paths)
have also been found to enhance sharing of mental states [141, 62]. Enhancing
gaze awareness in collaborative activities has been mostly investigated in remote
settings (see Section 5.2.6 in Chapter 5).
The benefits of shared gaze in remote collaboration motivate our research.
While previous works focused on remote settings, we further extend this notion
in co-located collaboration on a large screen (see Table 8.1). Based on existing
designs for shared gaze, we investigate how to provide gaze cues (e.g., direct visual
attention and real-time eye movements) effectively and what effects they have on
the collaboration.
8.2 System Design and Implementation
We implement our system using C# in Windows 8. Figure 8.2 illustrates the
architecture of our system. We connect two Tobii EyeX/Rex eye trackers to a
laptop (2.7 GHz, 16GB RAM) that runs the system application, and the laptop
is connected to an external large display (120cm × 70cm, 1080p resolution) for
output. The eye trackers detect users’ gaze at a minimum frequency of 30 Hz (i.e.
every 33 milliseconds).
When the eye trackers receive gaze data (Figure 8.2), the system processes it
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Figure 8.2: The application receives gaze data from two eye tracking devices. Upon
receiving the gaze data, the application first preprocesses the data and then informs
the controller to update the positions of users’ gaze visualisation on the user interface.
in the following four stages:
Stage 1 Tobii SDK: We use the Tobii Gaze SDK to extract raw gaze data
from the eye trackers. The SDK provides gaze points (x, y coordinates with
reference to the display), eye positions, head positions and presence data. The
data is then sent to the next stage to determine the users’ fixation points. For
each eye tracker, the system runs a dedicated process to receive gaze data. The
gaze data values are sent via the signalR packages to the main Windows 8 Store
App "controller" which is used to calculate the smoothed gaze data.
Stage 2 Signal Filters: Human eyes jitter during fixations because our eyes
naturally make small involuntary movements (e.g., micro saccades). Hence, raw
gaze data is inherently noisy [152]. To smoothen raw gaze data, we filter out
saccade movements by calculating the real-time distance between gaze points.
First we compute the x- and y-axis displacements between current and previous
detected gaze positions. Any gaze displacement (i.e. eye movement) that is above
the distance threshold of 120 pixels is classified as a saccade, and otherwise is
classified as a continuous fixation.
To further stabilise the fixation data, we use a weighted average to smooth
the gaze data. Similar to [99], we calculate a fixation point in a time window
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of i frames (i.e. equivalent to approximately 500ms of gaze data) by using the
following equations:
xt =
i ∗ xt−1 + (i− 1) ∗ xt−2 + ...+ 2 ∗ xt−(i−1) + xt−i
i+ (i− 1) + (i− 2) + ...+ 3 + 2 + 1 (8.1)
yt =
i ∗ yt−1 + (i− 1) ∗ yt−2 + ...+ 2 ∗ yt−(i−1) + yt−i
i+ (i− 1) + (i− 2) + ...+ 3 + 2 + 1 (8.2)
, where i represents the window size (i = 15 in our case).
The current fixation point is sent to the controller as an event to update the
previous fixation.
Stage 3 Controller: When the controller component receives a fixation point,
it updates the position of the corresponding gaze object (e.g. a cursor). In other
words, if new gaze data is received from eye tracker 1, then the gaze object for
tracker 1 is updated. This changes the x and y coordinates of the gaze object on
the cartesian plane of the display.
Stage 4 GUI: Lastly the application informs the system to render any updated
gaze-controlled objects on the display at 10Hz. We do this to maintain a smooth
refresh rate due to irregularity from the fixation data.
During our pilot trials, we test several configurations of thresholds and window
frames. Although the current implementation has a delay of one frame (i.e. 33
milliseconds), it enables a more stable focus point representation and also allows
fast shifts between fixations.
8.2.1 Gaze Representation Design
In this work, we present four types of gaze representations that aim to support
users in co-located collaborative tasks based on existing designs summarised in
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Table 8.1 (Figure 8.3):
• Cursor : Gaze is displayed as a coloured circular ring with a radius of 60
pixels. This type of gaze representation is similar to having an onscreen
cursor following a user’s gaze. This is consistent with the gaze cursor in
Table 8.1.
• Trajectory : Gaze data within the last 3 seconds is plotted as a trajectory.
Each sample is displayed as a small circle, and its opacity decreases with
time. Hence, the most recent gaze data has the highest opacity. Trajectory
is a representation of the scan path in Table 8.1.
• Highlight : Displayed objects within a 60-pixel radius from the gaze point are
highlighted by increased brightness. Any objects that are nearby the user’s
gaze will be automatically made more visible or selected. This is similar to
the visual space on focused objects in Table 8.1
• Spotlight : This simulates a torch shining effect (shown as a bright Gaussian-
blurred disk) that follows the user’s gaze location. The resolution is full in
the central fovea within 2 degrees of visual angle and falls gradually towards
3 degrees beyond the periphery. This simulates human visual perception. Its
resolution is much higher at the fovea focus than the periphery [135], hence
Spotlight’s opacity gradually fades from fovea to periphery. This is similar
to the visual space on focused objects in Table 8.1.
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Cursor Trajectory Highlight Spotlight
Figure 8.3: Four types of gaze representations
8.3 Study 1: Effects of Gaze Representation
In this study, we aim to evaluate how people perceive the usefulness of the four
gaze representations as communication and coordination cues on a shared display.
The goal is to investigate how different representations of gaze help collaboration.
We selected a visual search task adapted from Brennan et al. [29]. Participants
collaboratively search for an oval object amongst a large set of non-overlapping
circular objects. They are required to make a joint decision to confirm or reject
whether the oval object exists. The task has similar elements as real-world col-
laborative visual search tasks, where people would need to look for information
together in front of a high-density display, such as locating a specific building on
a campus map, or finding a particular product in a shopping catalogue.
In our study we aim to understand the following research questions:
• Can gaze representations improve users’ performance in collaborative search
tasks?
• Can gaze representations influence people’s perception of communication and
coordination in collaborative tasks?
• Do people feel distracted or attentive when seeing different gaze representa-
tion designs? How do they influence collaboration?
We hypothesize that providing gaze information of collaborators can help them
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to become more aware of each other’s attention, and thus better facilitate their
communication to reach a common ground. We further hypothesize that gaze
history in temporal space (like gaze trajectory) would provide collaborators with
revealing additional information of their partner’s attention and search strategy;
thus better coordinate their search actions.
8.3.1 Participants and Setup
We recruited 16 participants (13 male and 3 female, with a mean age of 27.9 years
SD 4.7 years), as 8 pairs to take part in the study. We used a 55-inch display
(120cm × 70cm, 1080p resolution), with the bottom bezel positioned at a height
of 115cm above ground. Each pair of participants stood side by side and at a
distance of 2m in front of the display, with a view angle of 46.4◦ horizontally and
28.1◦ vertically. Two eye trackers were placed at a distance of 140cm in front of
the display, each tracking one user’s eyes. One eye tracker was placed at 30cm to
the left of the screen’s centre; the other one was placed at 30cm to the right. The
eye trackers were aligned at a height of 5cm above the bottom of the screen. We
conducted a pilot study to fine-tune setup parameters, such as the sizes of gaze
representation. We found that a 60-pixel radius (3 degrees of visual angle) is the
optimal size.
8.3.2 Task and Procedure
The participants’ task is to make a joint decision of whether they find a coloured
oval target (0.8◦ in height and 0.95◦ in width) among 364 non-overlapping coloured
circles (0.8◦ visual angle). Each task consists of one of two conditions: target-
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present or target-absent. The target-present condition consists of one oval target,
placed in a random non-overlapping location amongst other circular dots. In the
target-absent condition, all dots are circles.
Figure 8.4: Study 1: visual search stimulus
We adopt a within-subjects design for five conditions: without gaze, gaze cur-
sor, gaze trajectory, objects highlighting and spotlight (see Figure 8.3). In the
without gaze condition, the display provides no gaze visualisation. In the other
four conditions, both participants see where they are looking at in real-time on the
screen, and the gaze visualisation is colour-coded for the respective users (orange,
blue). The order of the five conditions was counterbalanced. Each study session
consisted of 60 trials (hence 12 trials per gaze visualisation condition), and half of
the trials were target-present.
Prior to the study, the eye trackers were calibrated individually to each partic-
ipant. Participants were allowed sufficient time to practise. A 3-minute break was
given after completion of each condition (i.e. 12 trials).
The participants were asked to complete the task as fast and accurately as pos-
sible. They were allowed to converse freely with their partner, without restrictions
on strategy or communication. After the first participant responded, they received
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feedback about the correctness. Each session lasted approximately 60 minutes.
8.3.3 Data Collection
We collected quantitative and qualitative data. During the study sessions, the
system logged the participants’ completion time of each trial and the number of
errors made for each condition. After completing each condition, the participants
answered questionnaires which made up of 7-point Likert scale questions and open-
ended questions for their subjective experience. We balanced the Likert scale
questions with both positive and negative questions.
The questionnaire consists of multiple parts. The first part focuses on how
people perceived the quality of collaboration and the mental and physical effort
required to use gaze indicators for collaboration; for example, how gaze represen-
tation helps them to make joint decisions, as well as assists communication and
coordination between partners. The second part focuses on the effectiveness of
gaze feedback, and we ask questions that are related to distractions, usefulness,
and whether and how gaze indicators hinder collaboration.
The questionnaire also asks participants about the strategies that they adopt
for collaborating with their partner to complete the task, such as the types of
difficulties that they encountered, what types of information that the participants
gain from seeing the partner’s gaze indicators, and how they feel about the value
of seeing the gaze indicators.
Lastly, the experimenter conducted a short interview with the participants (as
a pair together) for feedback and suggestions for improvement about the effects of
different gaze representations.
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8.3.4 Results
Group Performance
We measured the overall search time and accuracy for each visualisation condi-
tion. Figure 8.5 illustrates the average search times for the target-present and
target-absent trials. The results of average search accuracy across the different
gaze representations are presented in Table 8.2. The average search accuracies for
different conditions are similar.


























Figure 8.5: Average of the overall search time. Error bars represent the 95% confidence
interval of the mean.
None Cursor Trajectory Highlight Spotlight
Mean 81.7% 83.3% 80.8% 81.7% 80.8%
Std 17.7% 17.7% 24.2% 14.2% 19.2%
Table 8.2: Average search accuracy
A repeated measure ANOVA analysis showed a significance for completion time
across the five conditions in the target-absent (F(4,28)=2.728, p<0.05) trials and in
the target-present trials (F(4,28)=2.762, p<0.05). However, pairwise comparisons
showed no pairs with a significant difference in the target-absent trials. Spotlight
achieved the shortest completion time in target-present conditions. A significant
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result (p<0.05) was obtained in target-present trials, with the Spotlight (M =
14.6s) being faster than the None (M = 21.7s) condition. Our data showed that
gaze information can improve the speed of the collaboration task; however, the
way of presenting gaze feedback can influence people’s performance in speed.
Gaze Role: Feedback and Observations
Gaze for communicating spatial information: Half of the participants (8/16) men-
tioned that seeing the gaze indicator was helpful and it became "easier to explain
to each other where the target was". Gaze was more convenient than speech to
describe a target position (such as pointing out a particular display region and
colour). After getting used to having gaze visualisation, some participants com-
mented that "it was strange not to have any indicator of my partner’s gaze" in
the None condition. Subjective feedback also revealed that users found the gaze
indicator useful to indicate the location of a target. Without gaze information,
people needed to speak more to explain the location of a target, and they found it
easier to communicate with gaze indicators. For some participants, gaze informa-
tion was particularly useful when they needed to confirm or come to an agreement
with their partner.
Gaze for coordination: The participants had diverse ways for coordinating the
search strategies. When users searched together, they first started with establish-
ing rules by verbal communication. For example, the majority of our participants
started with splitting the screen in two regions, like "I start right, you start left"
or "I [go] left to right and my partner [goes] top to bottom".
An interesting observation we noticed is that, when gaze information was
shown, people tended to avoid looking at the same region together at the same
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(a) Difficult to complete the task
χ2(4)=7.969, p=0.093































(d) Difficult to communicate and coordinate
χ2(4)=4.452, p=0.348
Figure 8.6: Subjective feedback on collaboration experience to complete the search
task (1-Strongly disagree to 7-Strongly agree). The error bars in all figures stand for the
standard error of the mean. N(None), C(Cursor), T(Trajectory), H(Highlight), S(Spotlight)
time, and this was usually done without explicit verbal communication. For ex-
ample, if a user saw that his partner was searching the top-right region, the user
would choose another region to search. One of our participants explained, "the
gaze indicator showed where my partner was looking, so I could look at other parts
of the display.". This minimised the chance of both users doing the same thing
simultaneously, as gaze indicators made them aware of their partner’s progress.
Other times, users synchronised their actions with the partner, for example, "
First we focused on different sides (left and right) next we scanned the middle part
together". Thus, they first split the workload and then combined.
The questionnaire data also reflected that the users were monitoring their part-
ner’s focus and attended areas through the partner’s gaze indicators (e.g., by their
peripheral vision). The intention of keeping themselves aware of the partner’s gaze
was mainly due to the participant adapting their search strategies to cooperate
with the partner. Some participants mentioned that they defined a strategy be-
forehand, hence to gain progress by checking where their partner was looking. For
instance, in between if they found their partner’s gaze indicators appearing in their
half and they would wonder if the partner was properly searching his half and if
he "should check his[the partner] half too".
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(a) Distracting to see
the gaze indicator
χ2(3)=7.264, p=0.064









(b) Speeds up the completion
of this task
χ2(3)=5.504, p=0.138









(c) Helpful to see the partner’s gaze
indicator for completing this task
χ2(3)=2.239, p=0.524
Figure 8.7: Subjective feedback on effects of the gaze feedback (1-Strongly disagree to
7-Strongly agree). The error bars in all figures stand for the standard error of the mean.
N(None), C(Cursor), T(Trajectory), H(Highlight), S(Spotlight)
Gaze for attention guide: Users occasionally lost track of their searching lo-
cation due to distraction or tiredness. In the gaze trajectory condition, several
participants expressed how they used their gaze indicators as a guide for finding
where they were scanning. Our participants commented, "sometimes I got con-
fused about where I was, but because of this indicator, I can quickly continue from
where I [got/was] lost". The tail of gaze trajectory provided implicit information
of the user’s scanning process, so when the user was distracted they could quickly
refer back to the trajectory tail to continue.
Effects of The Gaze Feedback
The majority of participants did not consider that the task was difficult to complete
collaboratively with their partner in the None, Highlight and Spotlight conditions
(see Figure 8.6). A third of the participants agreed that the Trajectory condition
made the task more difficult than the other conditions. Similarly, the Trajec-
tory condition was consistently rated higher for physical demand than the None
condition. Our questionnaire data suggests that the physical demand was mainly
induced by eye fatigue. However, a Friedman Test on users’ responses (with regard
to difficulty to complete the task, mental demand and difficulty in communicat-
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ing and coordination on all conditions) did not reveal a significant difference (see
Figure 8.6).
When we asked the participants about problems and difficulties that they en-
countered, we learned that the major difficulty was from the presence of the gaze
indicator during the normal viewing process, which often distracted them from vi-
sually searching. When looking at the user feedback about the effects of different
gaze feedback, there is no significant result found in any particular representation
winning over the other technique (compared using the Friedman Test; See Fig-
ure 8.7). Participants agreed that seeing the gaze indicators was distracting in
Cursor, Trajectory conditions, while the object Highlight and Spotlight conditions
were less distracting.
In the Cursor condition, eight participants mentioned that they felt the gaze
cursor was distracting although they found it easy to make an agreement in this
condition. One problem encountered by many participants was the occlusion by
the gaze cursor which made it hard to judge the oval target shape. Other problems
include that the cursor was "inaccurate" and "moving too much" which was caused
by instability of human fixation, and the cursor "size [was] too big".
In the Trajectory condition, five participants found this representation very dis-
tracting which made the search task difficult. They commented that "the move-
ment [of the trajectory] is very distracting", in particular, when two tails (from
two users) crossed each other. The side effect was that the participants could
not accurately and precisely infer where the other was looking at, rather being
unintentionally chasing the other’s gaze from time to time. In some cases, the
participants even tried to scan faster than the cursor to evade the problem. It
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seems that the advantage of using gaze for spatial referencing decreased in the
Trajectory condition, as this type did not provide precise representation of current
focus location. Hence, participants felt that it only indicated a rough region and
they still needed to perform a further search to locate the target. On the other
hand, three participants found this type of gaze indicator helpful as it revealed the
partner’s search speed, so that they could adjust to cooperate.
In the Highlight and Spotlight conditions, the majority of the participants felt
the indicator was less distractive, e.g., very subtle and not distracting. They felt
that they could focus on searching and still know what their partner was looking
at. The only problem encountered for the Highlight feedback was the glimmer ef-
fect (mentioned by two participants). In the Spotlight condition, two participants
mentioned that they felt the indicator was like "a proper element that was on top"
which sometimes caused them to focus on the gaze feedback rather than the stim-
ulus. As these two types of gaze feedback were more subtle with less visibility, the
effects of assisting target referencing were less prominent (see Figure 8.7(b)&(c)).
8.3.5 Lessons Learned
When is gaze useful?: From this study, we learned that that gaze information can
be useful in the collaborative search task in a co-located setup on a shared screen,
e.g., for referring a remote target, being aware of a partner’s focus and guiding their
own attention. The gaze information would benefit in particular when people need
to corporate and coordinate with their partner. Although participants mentioned
that it was useful and interesting to keep an eye on where their partner was looking,
gaze was found to be less useful during the normal searching and viewing process.
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It is still unclear whether users would need the gaze information all the time during
their collaboration or whether it would distract them more from their individual
goal.
Avoid gaze trajectory: Our results suggest that the Trajectory feedback should
be avoided in scenarios where frequent target referencing is required. The main
difficulty came from the irregularity of the generated gaze trajectory patterns. The
characteristics of eye movements (e.g., saccades) were different from continuous
pointer movement such as mouse. Thus, the created trajectories varied in shapes
and lengths depending on the amplitude and speed of the eye movements. This
non-uniform representation confused users and was less useful in both cases for
assisting spatial reference and communicating attention.
Subtle gaze feedback (visibility v.s. distraction): One of the biggest challenges
we realised is the conflict between visibility and distraction of the gaze indica-
tors. High visibility gaze indicators (e.g, cursor and trajectory) provided fast
and accurate target reference, however caused more distraction. Users preferred
subtle representation of gaze feedback in the object highlighting and spotlight-
ing representation. Representing gaze as an object (e.g. a cursor) can distract
users. However, when the visibility decreases, the gaze indicator loses its power
for spatial referencing and maintaining focus and attention awareness during the
collaboration.
8.4 Study 2: Tourist Map Application
Our second study investigates people’s qualitative experience in a more realistic
setup. We built a tourist map application like those in information centres, train
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stations, or museums (Figure 8.8). Two users communicate and find a hotel on
the map that they both agree and approve to.
Our application integrates two gaze visualisations. From the previous study, we
learned that people prefer gaze visualisations that are subtle and less conspicuous,
e.g. the highlight and the spotlight gaze representations. We combine the two
types of visualisations into a single gaze indicator as illustrated in Figure 8.8(B).
We also added a foot control that enables users to switch the gaze visualisation
on or off. Our first study showed that gaze indicators can be distracting from
time to time, and we thought to provide the user with more control of their gaze
visuals. We chose a foot control so that the user’s hands are kept free, enabling
natural use of hands for body language during discussion, and to potentially hold
on to private items during the activities (in contrast to hand-based control such
as mouse/keyboard).
A B
Figure 8.8: Setup: (A) A pair of participants sat in front of a large screen, with an eye
tracker facing each person to capture their eye movement. (B) The application inter-
face showing the gaze indicators of two users (the dashed circles are not part of the
interface; only added for visibility).
8.4.1 Study Design
We recruited 20 participants (10 pairs, 16 male, 4 female, age from 21 to 43,
M=29.7 SD=5.8) from our research department. The setup was similar to the
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first study, except this time the participants were seated instead of standing (Fig-
ure 8.8(A)).
Prior to the study, we demonstrated our tourist map application to the partic-
ipants and allowed them sufficient time to calibrate the eye trackers, to experience
the interaction, and to get comfortable with the system. The system presents a
map with 30 hotels (chosen randomly from a pool of 75 hotels) scattered across the
screen (Figure 8.8(B)). Each hotel is attached with its name, hotel quality rating
(i.e. number of stars), price, location, and average customers rating (on a scale
out of five).
During the study, we explained to the participants that they should assume
that they are tourists who are travelling together and looking for a hotel. The
participants were free to discuss with each other. Their task was open-ended,
and the only requirement was that they must come to an agreement of selecting a
hotel. To stimulate discussion, each participant was advised to look for hotels that
satisfied specific conditions. For example, one participant would look for nearby
hotels that are close to where they are (indicated by a "You Are Here" maker),
while the other participant would seek for hotels with a good reputation (e.g., user
rating).
On average, a study session lasted for approximately 30 minutes, and every
session consisted of eight trials. For each trial, a random map was loaded with new
hotel information. After four trials, the default settings inverted. After completing
the eight trials, the participants filled in an exit questionnaire with their subjective
feedback. Half of the participants started with gaze indicators being switched on
by default, and the other half with gaze indicators switched off initially. This helps
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us to learn when users would invoke the gaze indicator and in what situations they
would want to make the indicators hidden or visible.
8.4.2 Data Collection
We collected system logs and qualitative feedback through a two-part question-
naire. The first part focused on the participants’ collaboration experience. We
elicited their feedback by asking questions about how the gaze indicators assisted
them to collaborate with their partner. In conjunction, we used an adaptation of
the desirability toolkit [24]; we provided the participants with a list of adjectives
and asked them to select five or more that most closely matched their personal
reactions to the system. The method of selecting adjectives is ideal to elicit a
participant’s reactions and attitudes, as it provides a quick high-level indication of
their reactions. The selection of words then acts as a basis for further explanation
and elaboration about why they chose those words.
The second part of the questionnaire focused on how the participants controlled
the visibility of their gaze indicators. We asked questions on what caused the user
to turn their gaze indicators on and off, as well as what caused them to avoid
toggling the gaze indicator. This can help us to find out when the participants
perceive gaze indicators as useful or counter-productive. Lastly, we asked the
participants to identify any problems that they encountered during the study, the
types of applications that they thought gaze indicators would be useful, as well as
suggestions for future improvement.
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8.4.3 Results
Our participants were positive on the use of gaze for collaboration. Most of them
state that it was “convenient” to see their partner’s gaze location, because it made
them aware of which location that their partner was referring to during discus-
sion, and gaze also makes pointing at a map location simpler. Gaze enabled the
participants to spend more effort on discussion instead of thinking of words to
describe a specific location, as the users can simply point by staring. One partici-
pant mentioned that he preferred to describe a map location by referencing nearby
landmarks, but acknowledged that gaze indicators are useful in “quiet” locations
that had no nearby reference landmarks. The participants also mentioned that
having the gaze indicators in different colours made them easily distinguishable
and reduced confusion. However, a participant stated that any patches of back-
ground that had similar colour to the gaze indicator colour could make spotting
the indicator difficult.
Several issues were reported, e.g. inaccuracy, which was caused by eye tracking
detection errors. Some participants experienced a small distance offset between
their focus and their gaze indicators for which they compensated by slightly looking
off target. A few users also found their partner’s rapid gaze indicators to be
distracting, and needed to be conscious not to follow them. They suggested that
gaze indicators should be less conspicuous and only be revealed on demand. While
some people preferred less apparent gaze indicators, some actually preferred them
to be larger and more visible. They explained that increasing visibility would help
to explicitly catch other’s attention.
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Reactions to Gaze Indicators
The participants agreed that having gaze indicators for collaboration was interest-
ing (20/20) and the majority considered it pleasant (10/20) because the interface
was "easy to learn" and provided a "straightforward experience". The participants
also stated that the gaze indicators made the task more efficient (15/20) as it
provided an "extra layer of information between [the partners] ... by just looking
at [the target]", and smooth (8/20) because the "[gaze indicator] followed the eyes
...and saved complicated location description". Several people mentioned that the
experience could be stressful (5/20) because of the distraction of the gaze indica-
tor, so the users needed to "[focus] on the pointer all the time". The experience
could also be frustrating (3/20) due to inaccuracy which caused the interaction to
be "chunky", "jerky" and "slow to get the pointer to the exact location".
Gaze Indicators for Collaboration
The participants frequently described their experience of having gaze indicators
for collaboration as helpful (14/20). The primary benefits pointed out by the par-
ticipants are that using the system was time-saving (12/20) and it speeded up the
interactions. At the same time, participants also felt the collaboration experience
to be fun (9/20) and entertaining (8/10). One participant even summarised his
experience as "a tedious and potentially worrisome task made easy, pleasant and
efficient".
The participants considered that the interface was simple (13/20) and intuitive
(7/20). They acknowledged that gaze indicators can enhance communication, as
the users are made aware of their partner’s interests. They also recognised that
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the gaze indicator reduces effort and shortens verbal description, since the gaze
already acts as an immediate pointer.
At the same time, gaze indicators also helped the users to gain an idea on
whether their partner was paying attention to what they were talking about. We
observed an instance where one participant stepped on his partner’s foot control
to turn on the partner’s gaze indicator, so he could know where the partner was
looking. Several participants also felt that using the system was frustrating (3/20)
and overwhelming (2/20). Sometimes it was because the participants needed a
while to realise which gaze indicator belonged to whom. Other times it was caused
by requiring attention to divert other’s focus to their gaze indicator while not
following the partner’s gaze indicator.
On/off Toggle Behaviour
We observed two phases of collaboration. In the first phase, scanning, the par-
ticipants individually looked for hotel options in parallel. Some participants con-
sidered that having the gaze indicators switched on during this phase could cause
distractions. The second phase consisted of discussion. The participants often
needed to refer to different hotel options on the screen and also to direct their
partner’s attention to where they were looking. In the second phase, gaze indica-
tors were frequently used, and the participants often switched the gaze indicator
on to ensure that it was available. We also observed cases of frequent toggles of
the gaze indicators when the participants wanted to refer to different on-screen
targets during their discussion.
Three quarters (15/20) of the participants left their gaze indicators on and
never switched them off. They explained that the gaze visualisation helped them
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to focus on picking a hotel option and also made it easier for their partner to see
their preferences. Infrequently, five participants switched their gaze indicator off
and explained that this was due to fatigue and distraction or they simply no longer
wanted to search anymore. Inherently, switching the indicator off can be a social
sign to inform the partner that they want to finish the task.
We also observed that some people switched their gaze indicator off for a brief
moment and immediately turned it back on. This happened during their discussion
of hotel options, where the participants realised although distracting, the indicator
was needed for a more efficient communication (like pointing at a hotel). There are
also occasions that, when the gaze was off, people toggled their gaze indicator on for
a brief moment and immediately toggled back. These instances happened when
the participants wanted to use their indicators to quickly direct their partner’s
attention to what they were looking at when they want to pick another hotel
option together. Several participants intentionally switched their indicator off
because they were not comfortable and reluctant to let their partner see where
they were looking.
8.5 Discussion
As collaborative activities often happen around a large shared display (e.g., surface
hub, digital board), we believe that many collaborative applications can benefit
from our studies. Our results show that having gaze with visual representations
as implicit indicators of visual attention displayed on a shared display enables
co-located partners to be aware of each other’s focus and indeed helps them to
communicate during collaborative tasks. We also show that different types of
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visualisation of gaze indicators can impact collaboration.
In this work we learned that:
• The subtlety of visual representation of gaze indicators influences the qual-
ity of collaboration. Highly visible visualisation can lead to distractions and
hampers collaboration. Subtle and less explicit gaze representation is pre-
ferred.
• Displaying gaze indicators improves the efficiency of collaborative tasks, as
users can refer to a specific on-screen location by looking. This eliminates
the verbose process of describing the location verbally.
• Revealing gaze information enhances group synchrony and avoids duplica-
tion, as users are aware of collaborators’ focus. A gaze indicator also helps
to establish joint attention, which benefits collaborators’ communication and
understanding between partners.
8.5.1 Comparison with Existing Works
In conventional desktop settings, to convey users’ focus of attention in shared
workspaces, previous research proposed the use of visual representation of mouse
movements (e.g., telepointers [65]) and integrating a variety of awareness widgets
into the user interface. However, mouse cursors do not represent the users’ focus, as
cursors can be stationary while the users are paying attention to another location.
In other words, cursors do not provide an accurate representation of user attention.
Visual awareness widgets (e.g., radar view), which are also determined from mouse
cursor positions, require additional space of the shared workspace [71]. What we
proposed in this work is to harness gaze as a natural information source of user
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attention to assist collaboration, which requires no extra user actions. In addition
to presenting users’ attention, gaze is also a natural pointer, so people can use it
to provide spatial references and establish joint attention.
Similar to previous findings in workspace awareness research [69, 138], making
actions more perceivable aids maintaining awareness. However, presenting more
additional information can increase distractions. We encountered similar problems
in our study. Although we found people in general prefer subtle gaze feedback (e.g.
highlighting objects), in some cases people actually preferred obvious representa-
tions (e.g. spotlight). This happened because making gaze indicators obvious can
be useful for spatial referencing and invoking the other’s attention.
Our choice of task that is similar to Brennan et al. [29]. Brennan et al. focused
on coordination aspects of gaze sharing, with respect to speech communication in
a remote visual search task [29, 127]. Gaze was found to be superior to speech
in terms of communicating spatial references. Interestingly, they found that using
speech with shared gaze was substantially less efficient than using shared gaze
alone due to the coordination cost of speech communication. On the contrary,
with a different setup, in co-located settings, gaze enhances communication and
coordination with body languages or voice cues. Also, we found that collaborators’
gaze provides awareness information so that users would divide their tasks. What
we often observed is that use of speech and the gaze indicator worked simulta-
neously to assist collaboration. Sometimes, speech was used to provide explicit
instructions to coordinate action, while gaze was used as an implicit cue to decide
the working area or to monitor the other’s progress. Other times, gaze was used
to initiate attention from the partner, whereas speech was used to confirm he is
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in the right place. However, the simultaneous use of the gaze indicator with hand
gestures has been seen infrequently. This is probably because the gaze and hand
gestures can similarly act as a pointer.
We further contribute the user experience aspects of sharing gaze in collabora-
tive activities that have not been covered in previous research. Our results indicate
that users had a positive experience with our shared gaze interface. The results
are encouraging and our work opens further research opportunities for studying
how gaze cues can be integrated into large displays to support more complex col-
laborative tasks. In future, we intend to study how gaze enhances other activities.
For example, in a multi-device ecology, we often find many co-located collabora-
tion opportunities (e.g. cross-device interaction). We predict that gaze can show
further benefits in scenarios when hands are occupied with manual input devices
(e.g., mobile devices) and there require frequent changes of focus between group
and individual devices/tasks.
8.5.2 Lessons Learned and Design Considerations
Our proposed design is simple to implement and can be applied in many shared
display applications. We encourage interface designers to consider our approach
to use gaze for multi-user collaborative applications. In the following section, we
provide lessons learned from this work and limitations of applying our approach.
Trust and Privacy of Shared Gaze
In collaborative tasks, people often first agree upon a divide-and-conquer strategy,
so that each person works on an individual region (e.g. one person focuses on
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the left, while the other focuses on the right). We observed that some people
cross over and deviate to their partner’s region for double-checking. Having gaze
indicators switched on can negatively impact partnership. Seeing a partner’s gaze
on a non-allocated region can be implied as a lack of trust or that the person is
not following agreed instructions.
People naturally look at objects that they are interested in. By observing users’
gaze indicators, it is possible to infer their interests. This poses a privacy concern,
and users may not be willing to reveal their gaze focus, especially to strangers or
to people whom they are not familiar with. In our second study, we provided a
control feature for people to hide their gaze indicators. We observed that people
would turn off the gaze indicator if they were uncomfortable about letting their
partner know what they are looking at. Keeping gaze indicators on throughout
the interaction may be acceptable when working with a trusted partner; however,
the situation could differ if it is in a public environment. This inherently opens
the question of under what context and constraints are inappropriate to reveal gaze
indicators?
Augmented Gaze Representation
Integrate Semantic Information Similar to [138], the identity problems can
cause distraction and confusion, especially with conspicuous gaze indicators that
people often need to check which indicators belong to whom. This issue could be
alleviated by adding identifiable denotation using strategies similar to telepointers
[65], like attaching names, assigning different shapes, photos or arbitrary informa-
tion to each user’s gaze indicator.
Additional Visualisation Control In our design of our application, we only
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provide a function to toggle the visibility of the gaze indicator. Our observations
helped us to realise that gaze indicators provide multiple benefits in assisting
collaboration. Sometimes users prefer explicit and use the gaze indicator actively.
But from time to time, people use it rather passively for monitoring the other’s
attention. It may be necessary to empower the users with some level of control over
adjusting their gaze presentations. One solution could be, similar to the control
of virtual embodiments in tabletop groupware systems [138], allowing users to
actively adjust the opacity of visual representations.
Issues of Eye Tracking
Going Beyond a Pair In the setup of our study, we used an eye tracker for each
user, because current commercial eye trackers can only support gaze detection of an
individual user. This inherently constrains the number of simultaneous users. We
envision that in the near future eye trackers can support simultaneous gaze tracking
of multiple users. This essentially raises a new research question of what happens if
the interface presents many gaze indicators? From the studies we learned that users
get distracted easily from simply two gaze indicators. Increasing the number of
indicators can intensify distractions. Although our users suggested that they prefer
to have customised and distinguishable indicators to reduce confusion, finding the
right balance between the number of simultaneous gaze indicators and the design
of subtlety is an important aspect for future gaze-assisted co-located collaboration.
Stability of Gaze Representation Our experience informed us that eye
movement patterns (using trajectories) are difficult to interpret in real-time. In
addition, one of the biggest distractions, compared to visual representation used in
other groupaware work [65, 71, 138, 70], is actually from the jitteriness of the visual
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representation. In our work, we showed a simple threshold-filtering technique to
remove saccades and to smoothen gaze raw data. We anticipate that more sophis-
ticated fixation and saccade detection algorithms can improve the gaze stability.
8.6 Conclusion
In this chapter, we investigated the use of gaze for collaborative search applications.
We presented two users’ gaze locations (using four different representations) on the
same display, to help collaboration between partners. Our results show that gaze
can enhance co-located collaboration and help users’ to coordinate their search
strategies to minimise chances of doing the same work. However, there is a trade
off between visibility of gaze indicators and user distraction. Users preferred subtle
feedback such as using object highlighting and blurred gradient visual represen-
tations. Although gaze cursor and moving trajectory provided gaze information
with high visibility, they seemed to be more distractive and less preferred by the
users.
With a gaze representation design that combined both object highlighting and
blurred gradient visual representations, users acknowledged that seeing gaze in-
dicators eases communication, because it makes them aware of their partner’s
interests and attention. Users found gaze is helpful and timesaving when collabo-
rating with partners. Users also perceive the use of gaze for communication easy
and intuitive. We believe that the advantage of supporting gaze in co-located col-
laborative tasks can be further improved by appropriate design and considering
how best to present gaze information to balance visibility and distraction.
Application designers should also take into account the issues of trust and pri-
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vacy for gaze sharing. Besides interface aspects, users can be reluctant to share
their gaze information due to privacy, as gaze behaviour is hard to fake and po-




In this thesis, we investigated eye tracking for pervasive displays. From the lit-
erature review, we highlighted multiple advantages of using gaze as an input.
However, we realised that existing gaze applications are still mainly restricted in
controlled environments. This thesis contributed new insights for enabling gaze
input for pervasive displays. With the computing paradigm shifting from desk-
tops to ubiquitous computing, the knowledge gained from this thesis informs new
technical developments and interface designs for advancing eye tracking in daily
life applications.
In this concluding chapter, we first summarise the contributions of this the-
sis. Then we reflect on the lessons learned and the issues encountered during the
course of this work. Based on our experience, we provide suggestions for technical
improvements, gaze interaction design, and identify the limitations of applying eye
tracking for pervasive display applications. Lastly, we identify future opportunities
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of gaze for ubiquitous computing.
9.1 Summary of Contributions
This thesis contributes both technical and design aspects for advancing eye tracking
for pervasive displays. The first part of this thesis contributed two novel gaze sens-
ing solutions. It shows that robust eye tracking can be achieved without specialised
hardware and individual calibrations. Chapter 3 introduced an appearance-based
method that tracks coarse gaze directions, with eye images captured from a normal
web camera. The method uses a supervised data-driven approach and is built on
prior training using large image datasets, which overcame the challenge of calibra-
tion. The method is ideal for scenarios where a web camera is available (e.g., homes
and offices), and can be applied when fine-grained gaze tracking is not required,
such as channel switching on a smart TV.
Many pervasive displays are installed in pubic environments. The proposed
appearance-based method is less applicable, as it requires large amounts of la-
belled data for prior training to achieve person-independency. Chapter 4 intro-
duced PCR, a feature-based method which does not require prior datasets. PCR
uses eye features extracted from facial video images and exploits the symmetry of
eye movements to achieve robust calibration-free gaze estimation. The method is
suitable for spontaneous interaction with large displays; however, it does not esti-
mate fine-grain gaze positions that traditional gaze interfaces require. This thesis
proposed design solutions (Chapter 6 and Chapter 7) that use coarse-grain gaze
detection for walk-up-and-use applications in pervasive contexts.
The second part of this thesis contributes novel design of gaze interfaces, eval-
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uations of the interfaces, and new understanding of their usage in uncontrolled
environments. In Chapter 6, we proposed SideWays for selecting, scrolling and
sliding screen content based on estimations of rough gaze regions by the PCR
method. We demonstrated that low-fidelity eye tracking enables people to control
content on a remote large display, e.g., browsing music albums.
We further deepen our understanding of gaze interaction in public environ-
ments through multiple field deployments of GazeHorizon (Chapter 7). Our stud-
ies revealed that people cannot learn gaze interactions by observing other users,
as eye movements are subtle. By providing appropriate interactive guidance, we
can bootstrap novice users to comprehend gaze interaction and to overcome the
limitations of the vision tracking system without any human assistance.
Pervasive displays can also be shared by more than one user. In Chapter 8,
we explored gaze in shared displays. We showed that gaze enhanced co-located
collaborations by easing communications and assisting in establishing and main-
taining shared attention. Our results also identified that distraction and privacy
remain open challenges for the design of multi-user gaze interfaces.
The work of this thesis shows that we can devise new gaze estimation techniques
and design complementary user interfaces that are suitable for pervasive displays.
Nevertheless, open challenges remain for the use of eye tracking in ubiquitous
computing. In the following sections, we discuss our lessons learned from the
course of this research and propose potential solutions to overcome the challenges.
9.2 Challenges and Lessons Learned
From conducting the research of this thesis, we learned several lessons:
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Customise eye tracking for different applications: The application de-
sign of this thesis is system driven, where we optimised our interface and interaction
to overcome the limitations of the system. System requirements can be defined
by interactions and applications. For instance, using relative eye movements as
an input, the interactions (e.g., gaze gestures, scroll interaction in GazeHorizon)
do not need estimations of onscreen gaze position. Gaze sensing can be simplified
by tracking users’ eye positions, which eliminates the calibration process. Ad-
ditionally, for applications that use rough gaze regions, such as SideWays and
existing attentive user interfaces, a low-fidelity solution is adequate, reduces hard-
ware requirements and can be achieved using off-the-shelf components (e.g., web
cameras). Hence, high-fidelity eye tracking devices are not always needed and
designers can devise novel interactions that are also useful with low-fidelity eye
tracking solutions.
Large display interaction: Large displays are becoming more interactive.
Previous research largely focused on using touch or using external devices (e.g.
mobile phones). With the tremendous development of sensing technology for nat-
ural user behaviours, there has been increasing work in the past few years that
enable interaction through the user’s body, e.g., body position, body posture and
hand gestures [17]. Compared to common touch input, the use of gaze would be
less appropriate in applications that require fine grained manipulation input, be-
cause gaze input is not as accurate and expressive as gesture input on a planar
surface, such as multi-touch. Users dislike using their eyes for extensive motor
control, e.g., long fixations, frequent voluntary saccades with large amplitudes. In
addition, gaze is found to be intuitive, effortless and effective in our user studies.
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The intuitiveness of eye movements provide advantages over using hand gestures,
as gesture recognitions depend on cultural background and the specific context. It
is worth noting that as eye movements are subtle, people felt less conscious with
using gaze for interaction than other body movements in public. Lastly, gaze is a
promising modality that can make interactive public displays more accessible to
disabled people, in particular for people who are in wheelchairs.
Gaze interaction for pervasive contexts: There are several things that
researchers need to consider to apply gaze in pervasive contexts. Eye movements
are subtle and make the transfer of the interaction knowledge challenging in perva-
sive contexts. In home or office environments, people can learn gaze interactions or
their usage via communicating with experienced users; however, assistance from an
experienced user might not be available in public contexts. In Chapter 7, we pro-
posed one way to teach user interaction through interactive guidance. Researchers
can explore other strategies to overcome this challenge. For example, we could
design standards for gaze interactions, similar to existing gesture sets for touch
interfaces (e.g., pinch to zoom). In this way, people can transfer the knowledge
from other interfaces or past experiences.
Gaze is involved in the majority of tasks that we do in daily life. We suggest
designers to employ gaze at its natural occurrence. Our eyes have special charac-
teristics and it is difficult to control their motion intentionally, unlike other body
parts (e.g., hand, head and arm). We encourage researchers to consider the natu-
ral affordance of gaze input, for example, how gaze is used in daily life. Designers
should also consider using gaze in the way that reflects its natural meaning (e.g.,
interests, attention or social signals), such that other modalities do not replace
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gaze input quickly.
Privacy is another concern because eye movements might reveal personal infor-
mation. Eye movements and gaze are closely related to human internal cognitive
and mental states. Extensive research works have shown the link of gaze data
to other sensitive personal information, such as age, gender, interests and prefer-
ences, health, and focus level. Our eye movements might reveal private informa-
tion unconsciously that we are not aware of. We believe that extensive attention
should be paid to how gaze data is collected, stored, and analysed in the pervasive
world [108].
System improvements: Although eye tracking systems have made a tremen-
dous progress over the last few years, there are several ways that the technology
can be improved. Existing commercial eye tracking devices provide high accuracy,
but their tracking range is still limited to approximately 50cm to 90cm due to
the use of glints [1]. Thus it cannot accommodate people with different heights
or if they are standing far away from the tracking device. A few research papers
reported capabilities of remote eye tracking (e.g., usually used zoom lens, pan and
tilt mechanics and high levels IR illuminations), but we still do not have a reliable
remote eye tracker available on the market. We would hope more work on remote
gaze tracking will be carried out in the near future. Another common eye tracking
problem is caused by the reflection of users’ glasses or contact lenses. Tracking
accuracy deteriorates largely with thick lenses, and sometimes even becomes un-
usable. We suggest future research to take into account of lens reflectivity and
also include subjects with glasses or contact lenses when building gaze estimation
models.
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9.3 Future Directions
In recent years, we have seen increasing interest in eye tracking application in
both the academic context and industry. We predict that in the near future eye
tracking will be a necessity to assist our daily life, for example, to support human
navigation, identify information, and perceive the world around us. We highlight
the following directions which we think eye tracking would be a good complement
and may enable new applications.
Implicit Gaze Interaction with Pervasive Displays
One question remains open is that if pervasive displays can sense users’ gaze, how
can implicit gaze information (e.g., users’ interests, attention) be harnessed to
improve services provided by these displays?
Currently, many large displays are becoming digital with dynamic content (e.g.,
food menu, product catalogue). We hope, in the future, gaze capability can be
built into these displays. Users can interact with the displays using their natural
behaviour such as gaze combined with other modalities (e.g., speech, skin input,
body movements).
Pervasive displays can implicitly analyse users’ gaze behaviour to infer their
interests and preferences. The implicit feedback can be used to adapt content dis-
played on the screen and improve usability of the pervasive displays, e.g., effective-
ness of advertisements. Also, eye movement patterns can be used to differentiate
user behaviour, for example, whether users are just browsing or looking for a par-
ticular product. This implicit feedback can be used to customise advertising and
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to refine people’s information seeking on their personal devices. We imagine that,
in clothing stores, a catalogue display gathers the information of products that
people look at. It can analyse the colour, the texture and style that the customers
look at in real-time. The results could be used to prompt further suggestions on
items people might be interested in. We also imagine that, in supermarkets, users’
gaze is analysed to infer products of their interests. Gaze information can be used
to prompt personalised information to notify available date, discounts and offers.
The similar concepts can be also applied to other scenarios or objects in our daily
life.
Gaze Estimation in the Real World
Another open challenge is how gaze can be exploited in real world environments
beyond displays, for example, navigation in cities and communications with people
around us. Although remote low-cost commercial eye trackers have emerged, users’
movements are still restricted and they cannot move around freely. Gaze estima-
tion has still largely focused on a 2D planar surface, but we do not have a good
estimation where people are focusing on in the real world. 3D gaze information
is highly correlated with user intentions in the context of navigation and manipu-
lation of our surroundings. To estimate people’s gaze in non-restricted space is a
challenging task, however, we envision gaze estimation in the real world can have
numerous applications. We imagine that in future shops customers’ gaze will be
tracked and their reactions to different products can be automatically recorded.
Gaze can be combined together with other behaviour data, such as facial expres-
sion, body gestures or heart rate gathered from wearable sensors, to interpret user
behaviour. This allows understanding of natural behaviour in realistic scenes in
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marketing and user research.
Similar applications can be useful in social signal processing and robotics. We
envision future robotic systems with cognitive and social capabilities will be able
to instruct, play and communicate with humans. Robotic systems can imitate how
human visual systems work by observing human’s gaze behaviour. Gaze estimation
can be used for automatic annotation in who and what people are paying attention
to in group interaction, group involvement, rapport and engagement, e.g., meeting,
education environments. Another context in which people can benefit from this is
in the outdoor environments. For example, when people require remote assistance,
in a repair task (e.g., road breakdown), gaze would be beneficial to communicate
with remote instructors to provide efficient guidance and collaboration.
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