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Objectness との共起性を用いた一般物体認識 
Object recognition using Objectness co-occurrences 
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指導教員 宮本 健司 
 
 
 This paper describes object recognition using co-occurrence or spatial relationship between object 
and objectness. Object recognition using co-occurrence or spatial relationship that semantic concepts 
co-occuer frequently or position in an image, such as “horse” and “person” and so on.The propose 
method that learning object and objectness co-occurrence, and recognition using the 
context.Experimental results show that our method yields higher recognition accuracy 
compared with non context model. 
 
 
1. はじめに 
本研究は複数の物体が存在する画像において，物体と
Objectness[1]との共起関係を用いることで識別精度を向
上させることを目的とする．Objectnessとは，エッジや領
域などの低レベルの特徴量を用いて検出する「物体のよう
なもの」である．Objectnessは，その物体が何かまでは判
断しないため，特定の物体だけではなく未学習カテゴリの
物体も検出できる．本研究では，ラベル付けされた学習デ
ータ(Ground Truth)に加え、ラベル付けのされていない
Objectnessも加えて物体と Objectnessの共起関係を考慮
した物体認識を行う． 
一般的に物体認識ではカテゴリにおける画像の特徴を
学習し，未知の画像を識別する．近年，画像の特徴だけを
用いて認識するのではなく，画像に存在する複数の物体の
文脈を考慮して認識を行うアプローチも研究されるよう
になってきた．このような文脈を用いた物体認識を
Context Model[2]と呼ぶ．Context Model では，画像中に
複数のカテゴリの物体が映っていることを利用し，共起関
係や位置関係を考慮した認識を行う．図 1は一般物体認識
の性能評価によく使われるデータセット PASCAL に含まれ
る画像の一部である．このような学習データからは画像の
特徴ではなく，人と馬は同時に存在しやすいといった共起
性や馬の上に人が存在しやすいといった物体の位置関係
などの文脈も得られる．この文脈を考慮することで，識別
性能が向上することが分かっている[3,4,5]． 
    
図 1. PASCALテスト画像の一部．Bounding Boxと呼ばれる
矩形領域でどこに何が映っているかという教師データが
与えられている．  
 
しかし，これらの文脈はラベル付けされた物体から記述
されるため、画像中に複数のラベル付けされた物体が存在
しなければ精度を上げることはできない．また，このよう
な学習画像は人手で作成する必要があり作成に大きなコ
ストがかかる． 
 本方法では学習画像から Ground Truth だけではなく
Objectnessを検出し，物体と Objectnessの共起関係を考
慮した認識を行う．カテゴリが与えられていない
Objectness に対して，トピックモデル[6]を用いてトピッ
クを割り当てる．Objectnessに割り当てたトピックと物体
のカテゴリとの共起関係を Structured Support Vector 
Machine[7]で学習する． 
 本研究は PASCAL VOC 2007[10]を用いて性能評価を行っ
た．本手法は Objectness との文脈を用いずに識別するモ
デルと比較し平均精度 1.82%向上した． 
本研究は Objectness との文脈を用いることで精度にど
う寄与するかを明らかにした． 
 
 
2. Objectnessを用いた Context Model 
 本研究は Objectness との共起関係の記述と関連性を考
慮した識別器の学習の 2つのステップから構成される． 
 
2.1 Objectnessとの共起性 
2.1.1 Objectnessのトピック推定 
N個の学習データを N
iii
x
1
y, とする．学習画像 ix には
複数の物体が含まれており，c個のカテゴリ  c1,...,yi 
のいずれかが割り当てられている． i番目の画像の j 個目
の物体を
ji,x ，その物体のラベルを ji,y と表す．  
まず，
ix からK個の Objectness 
K
1kki,
x

 を検出し，d 次
元の特徴ベクトル d
ki, Rx を抽出する．本研究では画像の
特徴量に Bag of Features[8]を用い，トピックモデルを用
いて Objectness にトピックを割り当てる．トピックモデ
ルとは，Bag of Features の頻度分布の生成過程をモデル
化したもので，データが持つ潜在的なトピックを推定する．
本研究ではトピックモデルに潜在的ディリクレ配分（LDA; 
Latent Dirichlet Allocation）[9]を用いる．LDA はトピ
ック数T を入力とし，各トピック T
t 1t
z

における visual 
word の確率分布  tzP |w と各画像 xにおけるトピックの
確率分布  x|zP t を推定する．推定した確率分布  x|zP t
の確率が最大となるトピックを Objectnessに割り当てる． 
次に Objectness にトピックを割り当てて作成した学習
データ Nk
iii
t
1
 ,x を用いて，Objectnessのトピックを識別す
る関数 TX :gO B J を学習する．学習した識別器
 iOBJg x で Objectness を識別し，その結果を新しいトピ
ックとして割り当てる．これを Objectness のトピックと
する．このような流れで Ground Truth とトピックを割り
当てた Objectness から構成される学習データ N
i
ii Y 1},{ X
を 作 成 す る ． た だ し   oiiii ,1, x,...,x,xX  ，
  oiiii yyyY ,1,  ,...,, とする． 
 
 
図 2.学習データの例 ．左図の赤枠は GroundTruth，右図
は左の学習画像から検出した Objectness である．この検出
した Objectnessにトピックを割り当てる． 
 
図 2は本研究で用いる学習データの例である．左側の画
像が Ground Truth であり，どこに何が映っているかが
Bounding Boxで与えられている．この画像から Objectness
を検出したものが右側の画像である．全ての学習画像から
Objectnessを検出し，トピックを割り当てたものが右側の
画像である．この学習データから，Sofaと Topic4は同時
に存在しやすい，Topic1は同時に存在しにくいといった共
起関係を学習させる． 
 
2.1.2 Objectnessとの共起確率の導入 
 物体のカテゴリと Objectnessに割り当てたトピックの
共起関係を求める．物体のカテゴリ
jy と Objectness に割
り当てたトピック yの関連性  kj y,yc  を以下の式で定義
する：  
   
j
kj
jkkj
y
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y|yPy,yc


,  ． (1) 
本研究では，物体のカテゴリと Objectnessの共起関係を
物体のカテゴリ
jy が生起した下で Objectnessに割り当て
たトピック 
ky が生起したときの条件付き確率として定義
する．
jy
は物体のカテゴリの生起した回数，
kj yy ,
は物
体のカテゴリと Objectnessに割り当てたトピックが同時
に生起した回数を表す．
jy 出現回数を定義する。 
 
2.2 Structured Support Vector Machine 
本研究では画像中の物体，Objectness の特徴と共起関
係を Structured Support Vector Machineを用いて学習す
る． 
 
2.2.1 Learning 
n個の学習データ   n
ii 1i
y,

X は構造データ iX と，m
個の値をとるラベル  m1i y,...,yy  から構成される．
入力Xに対して出力 y がどの程度適合しているかを評
価する関数を RYX:F  とする．この関数
 y,F X を使って予測を行うモデル  xf を以下のよう
に定義する： 
   y,Fargmaxxf X
Yy
 ． (2) 
 y,F X をXと yの組み合わせによって定められる関数
(Joint Feature Map)  y,Ψ X の線形関数として定義する
と， 
   y,Ψy;,F xwwx T  (3) 
となる．この重みベクトルw を以下の最適化問題を解
いて求める： 
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2.2.2 Joint Feature Map 
入力Xと出力 yの関係を定める関数  y,Ψ X を定義す
る．本研究では，Ground truthと Objectnessの関係を Joint 
Feature Mapで定義する．まず，物体の識別器  xGTg と，
Objectness の識別器  xOBJg の準備をする．物体の識別
器  xGTg は特徴ベクトル Rx を入力にカテゴリ
 cy ,...,1 を返す識別器である．Objectness の識別器
はトピックと割り当てるときに用いた識別器を使う． 
まず，物体の識別器と Objectnessの識別器を用いて iX
の識別をし，その識別結果を )ˆ,...,ˆ,ˆ(ˆ ,1,1, Kiiii yyyY  とする．
iYˆ と式(2)で求めた関連性を用いて  y,Ψ X を以下のよ
うに定義する： 
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ただし， )I(  は指示関数である． 
 
2.2.3 Inference 
N  枚のテスト画像から Bounding Box 内の物体と
Objectnessを検出し，テストデータ Ni

1
i
X を作成する．学
習したパラメータw を用いて以下の式で推論する： 
 y,y
Yy
Xw

 argmax ． (6) 
 
 
 
 
3. 実験 
3.1 データセット 
本研究では，評価用のデータセットとして PASCAL VOC 
2007を用いた．PASCAL VOC 2007は，学習画像，テスト画
像はそれぞれ，5011 枚，4952 枚用意されており，画像中
の 20 カテゴリ(ボート，自転車，馬など)の物体に対して
bounding box が与えられている． 本研究では学習画像，
テスト画像ともに bounding box 内の対象カテゴリの物体
と Objectness を 10 個切り出し，学習，認識を行う． ま
た，Objectnessのトピック数は 30として実験を行った． 
 
3.2 特徴抽出 
本研究では，画像中の各局所特徴量を最も近い Visual 
Word を求め，ヒストグラムを作成する基本的な
Bag-of-Features を用いる．Bag-of-Features のコードブ
ックのサイズ d=1000とし，局所特徴量には SIFTを用いる．
SIFTは Dense Samplingを用い 16,24,32ピクセルの 3つの
スケールから，それぞれ 8ピクセル間隔で抽出した．  
 
3.4 Support Vector Machine 
本研究では，bounding box内の物体を識別する識別器と，
Objectnessを識別する識別器に Support Vector 
Machine(SVM)を用いる．SVMは以下のような最適化問題を
解く： 
  
i
i
w
C 
2
2
1
mint;,g wwx ， 
   0,0,1ts.t. i  CiiiT  xw ， (7) 
ただし， 0C は識別誤差の最小化とマージンの最大化
の調整をするパラメータであり， i はスラック変数と呼ば
れるペナルティ項である．この最適化問題は 2次計画問題
として知られており，一般的に次の双対問題に変換して解
かれる：  
    
ji, i
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μ
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表 1. 本手法と Contextを用いなかったモデルとの平均精度の比較 
 
 
ただし，  ,k はカーネル関数であり，特徴ベクトル
ji x,x の類似度を表したものである．本研究ではカーネル
関数に RBFカーネル    2jiji x-xexpx,xk  を用い，ハイ
パーパラメータ C, はグリッドサーチによってチュー
ニングを行った． 
 
3.4 結果 
 3.4.1 Objectnessとの共起関係 
物体のカテゴリとトピックを割り当てた Objectness
との共起関係を図 3に示す． 
 
 
図 3. 物体のカテゴリと Objectnessに割り当てたトピ
ックとの共起関係．赤の部分は共起しやすく，青の部分
は共起しにくいことを示している． 
 
3.4.2 性能比較 
本研究は PASCAL VOCの標準の評価方法として平均精度
（AP）を用いて性能を評価する．  
表 1，図 4に Bounding Box内の物体だけを用いて認識
した Context なしの精度と，Bounding Box 内の物体と
Objectnessを用いて認識した Contextありの精度を示す．
11つのカテゴリで精度が向上し，7つのカテゴリで精度
が下がる結果となった．Context なしの平均精度は
48.86(%)で Objectness との共起関係を取り入れたモデ
ルは 50.68(%)ととなり 1.82%向上した． 
 
図 4. 本手法と Contextを用いなかったモデルとの
平均精度の比較 
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plane bicycle bird boat bottle bus car cat chair cow 
Contextなし 54.50 48.70 29.16 47.71 36.36 48.58 55.67 40.00 50.05 29.26 
Objectness Context 54.27 48.30 29.94 48.68 71.42 47.97 54.84 39.49 48.92 33.33 
table dog horse mbike person plant sheep sofa train tv MEAN 
46.12 27.06 47.51 44.06 56.29 32.38 55.68 37.11 56.69 62.81 48.86 
46.12 27.56 46.76 44.25 55.94 34.21 64.28 37.21 57.37 62.81 50.68 
4. 議論 
 本研究では，トピックモデルを用いて Objectness に
トピックを割り当て，物体のカテゴリと Objectnessのト
ピックの共起関係を Structured Support Vector Machine
で学習，認識を行った．  
 LDA によって Objectness のトピック推定を行ったが，
どの物体のカテゴリとも存在しやすいトピックが生じて
しまい，カテゴリによっては精度が落ちる結果となった．
Objectnessのクラスタリング精度の向上や，どの物体と
も存在しやすいトピックは別のトピックに分類するなど
の方法をとることで，精度の向上が期待できる．また，
Objectnessに 1つのトピックを割り当てる方法をとった
が，複数のトピックを割り当て，より複雑な文脈を記述
することも考えられる． 
 本研究は，単一の物体の物体認識を行う手法をそのま
ま利用しているため，他の手法にそのまま取り組むこと
が可能である． 
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