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1 SUMMARY 
Synchronisation studies are the most important experimental paradigm within the field 
of psychomotor research in order to investigate the human timing system. At steady 
state, tapping in synchrony with a metronome is described well as a linear error 
correction mechanism that compensates for asynchronies by locally adjusting the phase 
of the underlying timekeeper, but leaves its period intact (Vorberg & Wing, 1994). 
Further support for this type of model comes from experimental studies that perturb 
synchronisation by altering a single inter-onset interval or by shifting a single tone of an 
isochronous metronome (Repp, 2000). This raises the question of how more complex 
perturbations of the metronome period are accommodated and if they can be anticipated 
if they occur in a regular fashion as research on implicit learning suggests. 
In the following 4 synchronisation experiments, two kinds of perturbation pattern were 
studied: stochastic (recurrent random) and deterministic (sinusoidal) perturbation 
sequences. Size of perturbation and, therefore, the perception of the perturbation were 
altered as well as giving a valid external cue indicating the exact size of the 
perturbation, additionally.  
Results show (i) large and stable effects of the perturbation pattern on IRI’s and 
asynchronies in all experiments as the error correction model predicts, (ii) anticipation 
effects only for perturbation above the perceptual threshold and (iii) that this effect even 
rises if there is an external cue, additionally. 
These findings suggest that small temporal deviations of realized from intended 
performance trigger automatic phase adjustments. The fast and efficient action of this 
mechanism eliminates the necessity for anticipation for subliminal stimuli. Following 
definitions of implicit learning, anticipation effects can only be found for stimuli above 
the perceptual threshold in learning of timing structures. 
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2 INTRODUCTION 
Walking, speaking, dancing or playing a musical instrument are examples of human 
activities that unfold in time. In order to do all these activities, two things are necessary:  
(i) The walker, speaker, dancer or musician has exactly to know what to do next. In 
the literature, this problem is called the serial order problem (Lashley, 1951). It 
is especially apparent and best studied in type writing, as switching letters may 
change the meaning of a word .  
(ii) The person also has to know when the next event has to start. This is a timing 
problem, especially important in speech, as lengthening or shorting a vocal can 
change a word.  
Both of these issues are also important in playing a musical instrument. This paper 
focuses on the timing problem, that means by performing an action when it is required 
in a series of actions. It is very difficult to investigate timing problems in speech. 
Hence, these problems are often examined in a manual task; i.e. tapping tasks. 
Please be a participant in a simple experiment. Sit down in front of a desk, imagine the 
melody of a song and start tapping with your finger at the desk in accordance with the 
beats of the melody. Somebody who listens to you will probably hear tones at more or 
less regular times. In the literature, such task is called a free tapping task, because the 
tempo can be freely chosen. Now imagine that you are listening to the radio and you 
start tapping in synchrony with the beats of a broadcasted song. Again, somebody else 
will hear tones at more or less regular times. Such task is called a synchronisation task 
in the literature. In this task, you do not only have to maintain the tempo. You also have 
to permanently correct for small errors which arise from random fluctuation of your 
own tapping performance or from irregularities of the song beat in order to stay in 
synchrony with the radio song .  
These correction mechanisms were extensively studied in the literature. Error correction 
was mainly investigated by simple metronome deviations occurring suddenly and 
unpredictably or in a somehow regular manner in a sequence of otherwise regular tones, 
for instance in a sinus-waved style or at every 10th tone. Results show that error 
correction is quick and without voluntary control.  
The experimental studies and modulations of timing behaviour that will be presented in 
the following chapters are aimed at the questions of how more complex deviations of 
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the metronome are corrected and if these deviations can be anticipated when they occur 
in a regular manner. Computational modelling of these effects was of special interest in 
these studies. 
The 3rd chapter will be an introduction into the human timing system. In the first part of 
this chapter, the synchronisation task will be introduced and discussed in more detail 
and typical findings will be presented. In the second part, different models for error 
correction will be introduced. Main emphasis will be on the two-level error correction 
model for synchronisation. The third part will describe studies were a regular 
metronome beat undergoes perturbations. In addition, predictions derived from the two-
level synchronisation model will be presented for various kinds of perturbations. In the 
4th chapter, research about implicit learning is be discussed while having a special 
interest on different tasks, stimulus types and response modalities in the first part of this 
chapter. In the second part, timing studies with perturbed metronome sequences will be 
discussed with regard to implicit learning. In the 5th chapter, a way to dissociate 
between the anticipation of errors and its the (later) correction will be described in more 
detail. Goals and method of investigation will be introduced in the chapters 6 and 7. In 
the next four chapters, four experimental studies will be presented and their results will 
be summarized and discussed in the 12th chapter. In chapter 13, a summary in German 
language will by given. 
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3 STUDYING THE TIMING SYSTEM 
In the first part of this section, methods for studying the timing system and important 
observable variables and typical findings will be presented. There are usually two ways 
to investigate such a complex system as the human timing system. First, the system is 
tested when it works perfectly and, second, it is tested when it undergoes some kind of 
perturbation. These perturbations can have various reasons, like experimental induced 
perturbations or perturbations by human conditions. 
In the second part, mechanisms of the system are studied under regular conditions. 
More specifically, the beat inducing mechanism (for example a metronome) elicits a 
tone at regular times in synchronisation tasks. Models for error correction with such 
regular metronomes will be discussed in more detail with the main emphasis on the 
two-level synchronisation model.  
In the third part, mechanisms of the system are studied under experimental induced 
perturbations conditions; i.e. conditions where a regular metronome sequence is 
perturbed by an irregular tone. This case is of special interest, because it helps to 
understand how the systems deals with errors and returns to baseline. Synchronisation 
studies with irregular intervals will be summarized and discussed in this part. Further, 
predictions will be derived from the two-level synchronisation model for metronome 
perturbations. 
 
3.1 INVESTIGATION OF TIMING TASKS 
3.1.1 TIMING TASKS AND ITS MEASURES 
One of the simplest task within the framework of tapping is to tap continuously at a 
preferred rate or as fast as possible. In such a free tapping task, the inter-tap interval or 
inter-response interval (IRI or In) is the dependent variable. The IRI is the time elapsing 
between the actual response n and the following response n+1.  
More often, however, participants synchronize their tapping to a sequence of regular 
tones established by a an external signal, e.g. a metronome (Cn). The metronome is set 
off after a while and participants are ask to continue tapping as regular as possible, 
holding the same tempo. This so-called continuation task was already used by Stevens 
(1886) more than a hundred years ago. The primary interest of this task is the regularity 
or rather variability of the taps after setting off the metronome and whether participants 
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can maintain the established tempo without the external time signal. This can be 
measured by analysing the mean size and variability of inter-tap intervals (Krampe, 
Engbert, Kliegl, & Kurths, 2000; Vorberg & Wing, 1994; 1996).  
In spite of the continuation task described above, in a so-called synchronisation task 
participants have to synchronize with an external signal all over the time. Here, not only 
IRI’s but the difference between tap and tone onset (tap-tone-asynchrony or 
synchronisation error, An) can be measured as a dependent variable. See figure 1 for 
notation of metronome and response intervals used in the formulas and descriptions. 
Upper cases refer to intervals, lower cases to events in time. By definition, asynchronies 
are negative if they are preceding the tap. 
Figure 1 Notation for metronome intervals and inter-response-intervals. 
 
3.1.2 TYPICAL FINDINGS 
Although participants experience these kind of tasks usually as very simple, some 
results can be found in almost every study since Stevens (1886). First, synchronisation 
with metronomes is only possible within certain rate limits. For finger tapping tasks, the 
lower limit is at a tapping rate of about 5-7 taps per second corresponding to an IRI of 
150-200 ms (Keele, Pokorny, Corcos, & Ivry, 1985). Untrained participants are not able 
to follow tempi faster than 200ms. The upper limit is at an IRI of about 2 seconds. 
Longer IRI elicit just a response to the metronome tone instead of synchronisation with 
it (Mates, Radil, Müller, & Pöppel, 1994).  
Second, within this range of IRI of about 200 to 2000 ms, the variability of interval 
perception and production is between 3-6 % of the metronome interval (Keele et al., 
1985; Madison, 2000; Michon, 1967; Wing & Kristofferson, 1973a) and increases with 
interval duration according to Weber’s law (Michon, 1967; Semjen et al., 2000). Note, 
this function does not apply to intervals in the range of 250-300 ms (Peters, 1989; Wing 
& Kristofferson, 1973a).  
In In+1 responses 
An+1 An+2 An 
metronome 
Cn Cn+1 
in in+1 in+2 
cn+1 cn+2 cn 
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Finally, variability is reduced by musical training (Franek, Mates, Radil, Beck, & 
Pöppel, 1991; Keele et al., 1985). More specifically, novice participants show in tapping 
experiments a IRI variability of about 5% , whereas musically trained individuals show 
only a variability about 2%. In percussionists, the IRI variability is even more reduced 
to about 0.5% (Repp, in prep.). 
In so-called 1:2-tapping, participants tap twice as fast as the tempo indicated by the 
metronome. Here, both IRI and asynchrony variability is reduced when compared to a 
1:1-tapping task performed at the same metronome rate (Semjen, 1992). However, this 
benefit vanishes at subdivision intervals of 200 – 250 ms and reverses with further 
shortening of this subdivision intervals (Semjen, 1992).  
A further finding concerns the negative correlation between successive IRI (Semjen et 
al., 2000). This correlation can be explained by the fact that in order to maintain 
synchrony compensation across intervals a lengthened IRI is followed by a shortened 
IRI and vice versa. Finally, successive asynchronies are positively correlated; i.e. when 
the tap precedes the metronome tone, the next tap will also precede the metronome tone 
in order to maintain tempo.  
 
3.1.3 NEGATIVE MEAN ASYNCHRONY 
Typically, participants report subjective synchrony between the tap and the tone, 
although the tap precedes the tone systematically by 30 to 80 ms when performing a 
synchronisation task, which is called a negative asynchrony. This finding was already 
described by Dunlap (1910) and had been replicated in several studies (Mates et al., 
1994; Repp, 2000; Thaut, Tian, & Azimi-Sadjadi, 1998b).  
The size of this negative asynchrony depends on experimental conditions such as the 
pacing signal, tempo, effector organ, and feedback (Wohlschläger & Koch, 2000) but 
there are also large interindividual differences (Aschersleben, 2002). The mean 
asynchrony for handtapping for one person can be near zero and for another person 
above 100ms independent of any awareness of the asynchrony. An important factor 
influencing the asynchrony magnitude is musical experience. Musically untrained 
persons show larger negative asynchronies than amateur musicians (Franek et al., 1991; 
Keele et al., 1985). The synchronisation error reduces even further in professional 
musicians, i.e. some of them are even able to tap precisely in synchrony (Repp, 1999a). 
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Asynchronies are not just a methodological artefact. They seem to be necessary for the 
subjective impression of synchrony. In a pseudo-synchronisation experiment (Vos, 
Mates, & Van Kruysbergen, 1995), participants first had to tap to an external 
metronome. Without telling the participant, the external metronome was exchanged 
with the feedback tone of the tap. That means the tap and the feedback tone occurred at 
the same time. In this situation, participants accelerated their tempo to re-establish the 
negative asynchrony because they did not experience the “subjective” synchrony 
between tap and feedback tone.  
There are several models to explain the finding of the negative asynchrony, which will 
be summarized here (for more detail see Aschersleben, 2000; 2002; Wohlschläger & 
Koch, 2000):  
Representational models are based on two assumptions: (i) the central representations of 
the tap and the tone are synchronized and (ii) the central representation of the tap is 
based on somatosensory feedback of the tactile sensation of the force impact of the tap. 
Based on these assumptions two hypotheses were discussed. The Paillard-Fraisse-
hypothesis (Fraisse, 1980; Paillard, 1948) suggests that the asynchrony is based on 
different peripheral nerve conduction speed between the hand and the brain (for the tap) 
and between the ear and the brain (for the tone) (Prinz, 1992). The Sensory 
Accumulation Model (SAM) (Aschersleben, 2000; 2002) assumes that sensory 
information accumulates at the central level. The SAM argues that auditory information 
accumulates faster than kinaesthetic information due to a greater receptor density and 
larger representational area in the brain (Gehrke, Aschersleben, & Prinz, 1998).  
In a perceptual hypothesis, Wohlschläger and Koch (2000) showed that the asynchrony 
disappears when the time interval between the offset of the pacing signal and the 
delivery of the motor command is filled with either auditory signals or body 
movements. This allows a more precise perception of the time elapsing since the last 
metronome tone.  
The perceptual-centre-hypothesis (perceptual-centre refers to the moment a stimulus 
event is perceptually placed in physical time) suggests that not the onsets of stimuli 
were synchronized but rather the perceptual centres of their duration (Vos & Helsper, 
1992; Vos et al., 1995). That means the perceptual centre shifts away from the stimulus 
onset with longer stimulus duration. Hence, the asynchrony increases with duration 
because it is defined as the difference between onsets. In a similar explanation by 
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Müller et al. (Müller, Aschersleben, Koch, Freund, & Prinz, 1999), a positive 
asynchrony may be perceived as a consequence of the tap and must therefore be 
avoided. 
In a statistical approach, Vorberg et al. (Vorberg & Schulze, 2002; Vorberg & Wing, 
1994; 1996) showed the optimal strategy to minimize the expected squared asynchrony 
is when the internal timekeeper systematically undershoots the metronome period which 
leads to negative asynchronies. 
In summary, there are several approaches to explain negative asynchronies. However, to 
find an exhaustive answer requires further research. 
 
3.1.4 SUMMARY 
The timing system can be studied with different kinds of tapping tasks such as free 
tapping, continuation, and synchronisation tapping. The synchronisation task is of 
special interest for the studies reported in this thesis. Here, IRI’s and asynchronies can 
be measured as dependent variables. Tapping tasks are limited to a range of IRI between 
200 and 2000 ms and the variability of the tapping performance depends on interval 
duration and musical training. Negative mean asynchronies, as found in synchronisation 
tasks, vary with interval duration, musical training and other factors. Various theoretical 
approaches tried to explain negative asynchronies but more research is necessary to find 
an exhaustive explanation for this phenomenon.  
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3.2 ERROR CORRECTION BY SYNCHRONIZING WITH REGULAR METRONOMES 
In tapping tasks and especially in synchronisation tasks, error correction is essential in 
order to maintain a regular tempo or stay in synchrony with the metronome. Without 
error correction the tapping variability would accumulate over time.  This would result 
in an increase of the probability of large asynchronies (Hary & Moore, 1987a; Vorberg 
& Wing, 1994; 1996).  
 
3.2.1 ERROR CORRECTION MODELS FOR SYNCHRONISATION TASKS  
There is a long history of approaches to modelling error correction. For synchronisation 
tasks, Michon (1967) developed in his famous dissertation a simple linear equation 
which predicted the actual IRI on the basis of the size of the two preceding metronome 
intervals. Voillaume (1971) stated that each asynchrony leads to a correction in the next 
IRI which is as large as the asynchrony in the previous interval. Analogous with these 
approaches, Hary and Moore (1985; 1987a; 1987b) introduced a mixed phase resetting 
model, where they propose that participants time each tap from either the preceding 
metronome interval or from the preceding IRI. The underlying timekeeper period is left 
unchanged.  
Let in denote the expected time of occurrence of the nth tap and cn denote the time of the 
metronome tone (compare fig.1), so the model can be formulated in the following way: 
nnn Iii +=+1   (IRI-based phase resetting)   (eq. 1a) 
nnn Ici +=+1   (metronome-based resetting)   (eq. 1b) 
Moreover, Hary and Moore assumed in their model that participants can randomly 
alternate between both correction modes. Therefore, a parameter α was introduced 
which represented the probability of metronome-based phase resetting: 
( )( ) ( )nnnnn IcIii +++−=+ αα11  (mixed phase resetting)   (eq. 1c) 
Schulze (1992) showed that the assumption of mixed phase resetting is formally 
equivalent to assuming that a proportion α of each asynchrony is corrected on the next 
tap. This phase correction introduced for the first time in Hary-Moore-model was 
adopted for more models. Mates (1994a; 1994b) combined it with a linear period 
correction model. According to this model, the underlying period, represented in the 
upcoming IRI, In, is adjusted by a proportion, β, of the difference between the preceding 
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metronome interval, Cn-1, and the preceding IRI, In-1. The phase is adjusted by a certain 
proportion, α, of the preceding asynchrony, An, which leaves the period unchanged.  
( )111 −−− −−= nnnn CIII β  (period correction )   (eq. 2a) 
nnnnn CIAAA −+−=+ α1  (phase correction)   (eq. 2b) 
Note, phase correction is a more peripheral process than period correction.  
A common mechanism of all of these models is that participants make use of the 
asynchronies between taps and tones to adjust phase and period of the underlying 
internal timekeeper. Thus, error correction is necessary to adjust to random fluctuations 
of the internal timekeeper. 
 
3.2.2 MODELS FOR ERROR CORRECTION IN FREE TAPPING AND CONTINUATION 
TASKS 
No tap-tone asynchronies can be measured in free tapping and continuation tasks 
because no tones are presented in these tasks. Therefore, the performance of participants 
is described in terms of IRI variability and duration. Wing and Kristofferson (1973a; 
1973b) proposed the two-level model of timing in order to explain the variability of the 
IRI. In their famous model (see figure 2), the total variability of the IRI’s, In, can be 
explained by two sources of variability; i.e. the internal timekeeper, Tn, and the motor 
delay, Mn. More specifically, the internal timekeeper, Tn, generates a succession of 
motor commands and undergoes random fluctuation. The execution of the commands 
by the motor system introduces delays, Mn, between the clock marks and the 
corresponding overt responses (level 2). These motor delays undergo random 
fluctuation, as well, and, therefore, contribute to the total variability of the IRI’s (Wing 
& Kristofferson, 1973b).  
 
 
 
 
 
Figure 2 Timing relations for the Wing-Kristofferson model for continuation 
 
In In+1 responses 
Timekeeper 
commands 
Tn Tn+1 
Mn  Mn+1   Mn+2 
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Although neither of these two processes is open to direct observation, the model can 
estimate the variance of the timekeeper intervals and motor delays from series of 
observable IRI’s (Wing & Kristofferson, 1973a). For a sequence of responses, the 
interval, In, is defined as the IRI occurring between responses n and n+1. According to 
the model, the interval In is defined as the sum of the current time keeper interval, Tn, 
and the motor delay leading to the response that terminates the interval, Mn+1, from 
which the motor delay in the response initiating the interval, Mn is subtracted:  
nnnn MMTI −+= +1     (eq. 3) 
Wing and Kristofferson (1973a; 1973b) assumed independence between and within the 
timekeeper and the motor delay subsystems. This means all timekeeper intervals and 
motor delays are mutually uncorrelated, i.e. ( ) 0,cov =nm MT  for all m, n and 
( ) ( ) 0,cov,cov == nmnm MMTT  for m ≠ n. Wing and Kristofferson further assumed, that 
the variances stay constant with n, i.e. ( ) 2var TnT σ=  and ( ) 2var MnM σ= . These 
assumptions yield in the following predictions: 
( ) 22 2var MTnI σσ +=     (eq. 4a) 
( ) 21,cov Mnn II σ−=+     (eq. 4b) 
( ) 0,cov =+ jnn II , for j >1   (eq. 4c) 
The important feature of this expression is the role of motor delay variance. On one 
hand it increases together with the timekeeper variance the IRI variance. On the other 
hand it generates a negative dependence between successive intervals, whereas the 
covariance between intervals separated by more than one intermitting interval is 
assumed to be zero. For further statistical prove of the model the interested reader may 
be referred to Vorberg and Wing (1994; 1996).  
One interesting question is whether the underlying timekeeper and motor 
implementation processes, assumed to be distinct and mutually independent, are 
behaviourally dissociable. Are there experimental factors that affect just one of the 
variance components and leave the other unaffected? Wing (1980) showed that this is 
the case. In his study, participants tapped in different trials to target intervals ranging 
between 220 and 490 ms. At longer intervals, the timekeeper variance increases, 
whereas the motor implementation variance is relatively constant. In addition, case 
studies of patients with cerebellar lesions showed that an IRI variability increase could 
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be explained by an increased timekeeper variability in patients lateral cerebellum 
lesions, and by enhanced motor delay variability in patients with medial cerebellum 
lesions (Ivry, Keele, & Diener, 1988). 
 
3.2.3 THE TWO-LEVEL ERROR CORRECTION MODEL FOR SYNCHRONISATION 
Theoretical work on synchronisation has ignored the two-level timing model and the 
evidence put forward for it. Vorberg and Wing (1994; 1996) combined the error 
correction models of phase adjustments developed for synchronisation tasks (Hary & 
Moore, 1987a; 1987b; Mates, 1994a; 1994b; Voillaume, 1971) with the two-level 
model by Wing and Kristofferson  (1973a; 1973b) which was just described above . 
They extended the Wing-Kristofferson model by assuming a first-order linear feedback 
mechanism that adjusts for phase differences (see figure 3 for the notation of the 
variables). 
 
 
 
 
 
 
 
 
 
 
 
Figure 3 Timing relations for the two-level error correction model for synchronisation 
 
The analysis of their model focuses on the asynchrony, An. Again, this asynchrony is 
defined as the difference between the nth metronome click and the corresponding 
response. IRI’s are related to asynchronies which is described in the equation that can 
be easily derived from figure 3:  
nnnn AACI −+= +1     (eq. 5) 
This relationship is true for any model because it is based on the definition of the 
observable variables.  
In In+1 responses 
timekeeper 
commands 
Tn Tn+1 
Mn  Mn+1   Mn+2 
Cn Cn+1 metronome 
An An+2 An+1 
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Vorberg and Wing (1994; 1996) started off with an assumption from the two-level 
model which states that IRI’s can be expressed as a linear combination of timekeeper 
and motor delay components:  
nnnn MMTI −+= +1
*
    (eq. 6) 
The central component of this equation, T*n, consists of an interval generated by the 
timekeeper, Tn, and a correction term. In a synchronisation task, the metronome interval 
is known to the participant. Therefore, the timekeeper mean need not be adjusted. The 
participant only corrects for phase differences by subtracting (or adding when An < 0) a 
fixed proportion, α, of the (perceived) last asynchrony, An, from the current timekeeper 
interval, Tn: 
nnn ATT α−=
*
    (eq. 7) 
This term is called the linear phase correction assumption. The combination of 
equations (eq.5), (eq.6)  and (eq.7) results in the first-order difference equation: 
( ) nnnnnn CMMTAA −−++−= ++ 11 1 α   (eq. 8) 
This equation states how the upcoming asynchrony, An+1, is determined by the effects of 
the responses n and n+1. Here, the term (Tn + Mn+1 – Mn) corresponds to the IRI, In, 
without error correction. That means that each asynchrony is equal to a constant fraction 
of the previous asynchrony plus the deviation of the uncorrected IRI from the 
metronome interval. Vorberg et al. (Vorberg & Schulze, 2002; Vorberg & Wing, 1994; 
1996) tested this model on its statistical properties. Without error correction, responses 
and metronome tones would drift apart, i.e. asynchronies get larger over time. To 
prevent this, the correction parameter, α, must be bounded. As Vorberg and Wing 
(1994; 1996) have shown, the mean asynchrony will stabilize within a range of 0 < α < 
2. 
One interesting extension of Vorberg-Wing-model includes a second-order error 
correction process (Pressing & Jolley-Rogers, 1997; Schulze & Vorberg, 2002; Vorberg 
& Schulze, 2002) which gives the system a memory. Here, it is assumed that not only 
the last asynchrony, An, but also the next-to-last asynchrony, An-1, are multiplied by the 
correction parameters, α and β, respectively, and subtracted from the immediately 
following timekeeper interval, Tn. Thus, eq. (7) can be replaced by  
1
*
−
−−= nnnn AATT βα     (eq. 9) 
Studying the timing system  14 
 
 
 
Given this expression, eq. 8 becomes  
( ) nnnnnnn CMMTAAA −−++−−= +−+ 111 1 βα  (eq. 10) 
Note, the first-order error correction model can be derived from the second-order model 
as a special case by setting β = 0. More details about the analysis of the predictions of 
this model for regular metronomes are given by Pressing and Jolley-Rogers (1997). The 
analysis of the model predictions for metronomes with arbitrary variances have been 
provided by Vorberg and Schulze (2002). When the second-order error correction is 
implemented in the model, asynchronies become asymptotically stationary if – β < α < 2 
+ β, and –1 < β < 1 (Vorberg & Schulze, 2002).  
Taking expectations on both sides of eq. 10 yields,  
( ) ( ) ( ) ( ) ( ) ( ) ( ) nnnnnnn CMEMETEAEAEAE −−++−−= +−+ 111 1 βα  
Assuming that successive motor delays are equal in the mean, and denoting the 
expected values by their corresponding lower-case letters, the general result is 
( ) nnnn ctaaa −+−−= −+ 11 1 βα    (eq. 11) 
For any sequence of metronome intervals (c1, c2, ..., cn, ..), eq. 11 specifies the average 
trajectory that the synchronisation errors follows provided that the model holds true. For 
a perfect isochronous metronome (cn=c) the mean synchronisation error will be in the 
long run βα +
−
=
∞
ct
a  if -β < α < 2 + β.  α∞ differs from zero when the timekeeper mean, 
t, differs from the metronome period, c (Vorberg & Wing, 1996). This model has been 
tested via its variability and dependence predictions at asymptote, i.e. by scrutinizing 
the variance-covariance structure of the asynchronies, An, and IRI’s, In, in 
synchronisation performance at steady state (Semjen et al., 2000).  
Further extensions of the model involve rhythmic metronome sequences (Pressing, 
1998) and effects of experimental perturbations (Repp, 2000; Semjen, Vorberg, & 
Schulze, 1998). Predictions of the model and results from perturbation studies will be 
presented in the next part. 
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3.2.4 SUMMARY 
Several models have been proposed for error correction in tapping tasks. Based on the 
two-level model for continuation (Wing & Kristofferson, 1973a; 1973b) and the phase 
adjustments assumption for synchronisation (1994b; Mates et al., 1994; Pressing, 1998), 
the two-level error correction model for synchronisation was introduced (Vorberg & 
Wing, 1994; Vorberg & Wing, 1996). According to this model, the upcoming 
asynchrony is computed from the previous asynchrony by adjusting the underlying 
timekeeper by a proportion of the error correction parameter α. Moreover, the next-to-
last asynchrony can be brought in to the calculation, as well. Than, the underlying 
timekeeper will be additionally corrected by a proportion of the error correction 
parameter β. 
In the next section, error correction mechanisms in synchronisation tasks will be 
discussed for the case where the metronome does not work properly and undergoes 
perturbations. Here, experimental studies will be reported and further predictions will be 
derived from the model. 
 
3.3 ERROR CORRECTION BY SYNCHRONIZING WITH IRREGULAR METRONOMES 
Assumptions about the timing system given by the theoretical framework presented 
above have been verified by experimental studies involving properly working 
metronomes. But what happens when the system is perturbed by either random or 
systematic errors? Will it find back to balance? What mechanisms are involved at this 
process?  
To answer these questions, a method was used which was first introduced by Michon 
(1967). In his experiments, metronome tones were presented at irregular intervals. The 
simplest case of a metronome irregularity is a single perturbation. Following the Wing-
Kristofferson-model, such a single metronome perturbation can either simulate 
timekeeper or motor delay errors. This can be dissociated experimentally. When a 
single perturbation simulates a timekeeper error, all tones that occur after the 
perturbation will be shifted. At the contrary, a simulation of a motor delay error will be 
compensated for in the next interval.  
In a series of experiments, Repp (2000; 2001a; 2002a; 2002b)  investigated effects of 
both kinds of errors. In his perturbation studies, the asynchrony at the point of the 
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perturbation showed. This shift to the induced perturbation error returned to baseline 
within a few taps in an exponential time course. In contrast, IRI’s change in the 
direction of the perturbation error, but subsequent IRI’s also return to baseline in an 
exponential function. Repp (2000) found similar results for positive and negative 
perturbations as well as for subliminal and supraliminal perturbations (2001a). 
However, the immediate response to large perturbations is smaller than the one to small 
perturbations (2002a). Interpreting these results, Repp (2002d) suggested the presence 
of a nonlinearity in the error correction process. 
 
3.3.1 PREDICTIONS OF THE MODEL FOR SINGLE PERTURBATIONS 
The error correction model sketched above makes exact predictions for the correction of 
simple perturbations. Here, all metronome intervals are equal to c, except the nth interval 
which is equal to cn = c + ∆. The average asynchrony k steps after the critical event in 
the metronome sequence is of special interest. If the asynchrony is near its asymptote 
when the perturbation occurs (an ≈ a∞), eq. 11 leads to  
( ) 11 −
∞+ −∆−=
k
kn aa α , k>0,   (eq. 12) 
which means that perturbing the kth metronome interval by some value, ∆, affects the 
synchronisation error in the opposite direction. Moreover, the synchronisation error will 
return to its original value in a geometrical fashion with the rate (1- α). 
It is also instructive to look at the effect that the perturbation has on IRI’s. After taking 
expectations, Eq. 5 gives knknknkn aaci +++++ −+= 1 , which leads to 
( ) 11 −+ −∆+= kkn ci αα     (eq. 13) 
In contrast to asynchronies, the immediate effect of a perturbation on IRI’s equals ∆α, 
which differs in size from the experimental perturbation but has the same direction. 
Again, the effect of the perturbation flattens over time geometrically with the rate (1-α). 
The described effects can be seen in figure 4. 
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Figure 4 Predictions of the model for single perturbation (α=.5) 
 
3.3.2 PREDICTIONS OF THE MODEL FOR COMPLEX PERTURBATIONS 
Due to the linearity of the model, effects of more complex perturbation can be easily 
predicted by assuming that single pulse changes add up. For any possible perturbation 
sequence metronome intervals equal nn cc ∆+= . In this way, different kinds of errors 
can be predicted and simulated by the model.  
First, if the induced error simulates a timekeeper error, the perturbation shift should 
one point of time in the metronome series. The following metronome intervals should 
be constant, i.e. ∆n = 20ms and ∆n+1 = 0. For example, if c = 400, metronome tones 
occur at c1 = 400ms, c2 = 800ms, c3 = 1200ms and c4 = 1600ms. The next metronome 
interval will be lengthened by ∆5  = 20ms and would occur at c5 = 2020ms. Because of 
∆n+1 = 0, subsequent metronome durations will be again c = 400. Hence, metronome 
tones would occur at c6 = 2420ms, c7 = 2820ms, c8 = 3220ms etc. This kind of 
perturbation is called phase shift or pulse change. 
Second, if the error is simulated on the level of the motor delay, it will be corrected in 
the opposite direction at the following tone, i.e. ∆n = 20ms,  ∆n+1 = -20ms  and ∆n+2 = 0.  
For example, if c = 400 again, the fourth metronome tone would occur at c4 = 1600. The 
fifth metronome interval will be lengthened by ∆5  = 20ms and, therefore, occur at c5 = 
2020ms. Now, the next metronome interval will be shortened by ∆6 = -20ms  and, 
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therefore, occur at c6 = 2400ms. All following perturbation will be ∆n+2 = 0. Hence, 
next metronome tones would occur at c7 = 2800ms, c8 = 3200ms etc. The error has 
been wiped out. This kind of perturbation is also called event onset shift. 
Moreover, tempo changes can be induced. For example, ∆n = 20ms and ∆n+1  = 20ms. 
In this case, the first perturbed metronome interval will end at c5 = 2020ms. All 
following metronome intervals will be lengthened by ∆n = 20ms, and will end at  c6 = 
2440ms, c7 = 2860ms, c8 = 3280ms etc.  
Following the two-level synchronisation model, all kinds of perturbation are treated 
equally according to the assumption nn cc ∆+= . Hence, any complex perturbation 
sequence can be predicted ranging from random to more regular sinusoidal sequences. 
Predictions of various perturbations sequences are displayed in figure 5. 
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Figure 5 Predictions of the model for various complex perturbation sequences (α=.5) 
 
The data presented by Repp (2000; 2001a; 2002a; 2002c; 2002d) can be well predicted 
and simulated by this model. In his studies, results found in perturbation studies that 
simulate motor delay errors are of special interest. Theoretically, the best way to deal 
with these kind of error is by simply ignoring them. Empirically, this is not the case. 
Participants show in their performance a shift of the following tap in the same direction 
as the metronome shift, even if they are instructed to ignore the perturbation. Moreover, 
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asynchronies of subsequent taps return exponentially to baseline. Accordingly, IRI’s 
track the metronome changes and then decay exponentially to baseline. These results 
suggest that error correction on the motor delay level is unavoidable. Moreover, similar 
error correction mechanisms were reported for subliminally presented perturbations 
(Repp, 2000).  
Thaut et al. (Thaut, Miller, & Schauer, 1998a) investigated synchronisation in 
sequences with small period changes in metronome duration that were close to the 
discrimination threshold. They found different synchronisation strategies for subliminal 
and supraliminal perturbations. After large perturbations, participants adapted rapidly to 
phase shifts, which resulted in a simultaneous temporary timing error in the IRI. IRI 
deviations were initially overcorrected to allow for a quick phase correction process. 
Synchronisation after a subliminal perturbation was achieved by quickly matching the 
duration of IRI to the new metronome period. Here, temporary asynchrony deviations 
recovered gradually to baseline.  
 
3.3.3 SUMMARY  
The two-level synchronisation model is able to predict error correction within the 
human timing system. It was shown that asynchronies mirror the perturbation and return 
to the baseline in an exponential fashion. The effect on the IRI’s is smaller than the 
perturbation size, but goes in the same direction. Again, the baseline is reached in an 
exponential fashion. More complex perturbation, which include more than one change 
in a sequence of metronome intervals can be treated equally because of the additivity 
assumption of the model. Some experimental studies (Repp, 2000; 2001a; 2001b; 
2002a; 2002b; 2002c; 2002d; Thaut et al., 1998a) seem to closely follow the predictions 
of the model. 
In Repp’s experiments perturbations occurred always at the same interval within a 
sequence; for efficacy reasons. This might have caused implicit learning. In order to 
address this issue, relevant literature on the field of implicit learning will be 
summarized and addressed to perturbation studies in the following chapters. 
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4 IMPLICIT LEARNING 
 
4.1 CLASSICAL STUDIES ON IMPLICIT  LEARNING  
Implicit learning is a wide field in the study of cognitive psychology. The term was first 
introduced by Reber (1967). First empirical evidence for implicit learning came from a 
famous study by Hebb (1961). He presented a fixed set of 24 series of 9-digit numbers. 
Each of the digits ranging from 1 to 9 was used only once within each to-be-
remembered series. Each number series was read aloud to participants at the rate of 
about 1 digit/sec. Task of the participants was to repeat the digits in exactly the same 
order immediately afterwards. The interesting feature of this experiment was that 
exactly the same series of digits occurred in every third trial, the other series varied 
randomly. Hebb found that the percent correct for the repeated series increased with 
every repetition whereas no practice effect was found for the random series. He 
concluded that some form of structural trace must be built after a single repetition of an 
associative sequence of events.  
 
4.1.1 OVERVIEW OF IMPLICIT LEARNING TASKS 
Serial reaction time task. Implicit learning can also be studied by using so-called serial 
reaction time tasks (Cohen, Ivry, & Keele, 1990; Curran & Keele, 1993; Nissen & 
Bullemer, 1987; Willingham, Nissen, & Bullemer, 1989). In most of these experiments 
participants were placed in front of a lighting board where lights appeared at different 
positions in a random sequence. Response buttons were placed in front of each light. 
The task of the participants was to respond quickly to the onset of each light stimulus by 
pressing the button directly in front of the stimulus. In these experiments, reaction times 
decrease remarkable with practice and increase when a new random sequence is 
presented. They also decrease again when the participant returns to the previously 
learned sequence. Participants did not show any explicit knowledge why some blocks 
felt “easier” than others. These experiments differ relative to Hebbs study in the 
following way. In Hebb’s classical study, participants were ask to memorize sequences. 
They knew that the same sequence reoccurred in every third trial. In the serial reaction 
time studies, participants were not told that a certain sequence will be presented. 
Nevertheless, they showed remarkable learning effects. 
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There are 2 mechanisms in serial reaction time tasks: (a) a nonattentional pairwise 
associator that learns relationships between adjacent items and (b) an attentional 
hierarchical mechanism that learns higher order information about the sequence (Cohen 
et al., 1990; Curran & Keele, 1993).  
Other implicit learning tasks. In artificial grammar (Reber, 1967), participants typically 
learn 15-25 letter strings produced by an artificial grammar. They memorize groups of 
strings up to a criterion. They improve in memorizing these strings over time. At the 
end of the experiment, participants evaluate whether novel strings are grammatically 
correct.  
Other research areas also started to be interested in the phenomenon of implicit 
learning, e.g. the impact of implicit learning on dynamic systems (Berry & Broadbent, 
1984), motor learning, covariation learning (Lewicki, 1986), and contingent response 
tasks. In dynamic system tasks, participants control the value of a particular variable by 
manipulating another variable in order to match a criterion level of the system. In motor 
learning experiments, participants learn particular patterns in tracking tasks or 
contingent relations between presented stimuli and movements. In covariation learning, 
participants practice covariations between either features of a visual stimulus or 
between a visual stimulus feature and a label. In contingent response tasks, participants 
make responses to a particular sequence item that is contingent with a previously 
presented sequence of items. For completion it should be mentioned that some more 
forms of implicit learning exist in the literature. The interested reader might be referred 
to Seger (1994). 
 
4.1.2 DEFINITION OF IMPLICIT LEARNING 
At a first glance, all these examples seem very different but they all reflect a form of 
implicit learning. The question is, how can implicit learning be defined? There are many 
attempts to define this construct.  
On one side, all of them have four criterions in common (Seger, 1994): (i) knowledge 
gained in implicit learning is not fully accessible to consciousness, (ii) participants learn 
information that is more complex than a single simple association or frequency count, 
(iii) implicit learning does not involve processes of conscious hypothesis testing but is 
an incidential consequence of the type and amount of cognitive processing performed 
on the stimuli, and (iv) implicit learning is preserved in amnesia.  
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On the other side, attempts to define implicit learning differ in several ways. Some only 
assign the label implicit to the acquisition process, whereas others refer to it for both the 
acquisition and the retrieval process. Moreover, it could reflect the type of knowledge 
representation (e.g. abstract knowledge), or the type of phenomenon (unconscious/ 
unaware vs. nonintentional/automatic) (Frensch, 1998). In this thesis, the definition by 
Seger (1994) will be used. She says that “implicit learning involves learning complex 
information in an incidental manner without sufficient verbalizable knowledge of the 
rules or pattern learned to account for performance, and such learning is preserved in 
amnesia” (Seger, 1994, p.166). Note, most implicit learning definitions state, that 
stimuli must be above the perceptual threshold, because subliminal learning takes place 
when stimuli are below the perceptual threshold. 
 
4.1.3 STIMULUS TYPES AND RESPONSE MODALITIES 
When looking at the examples described above, implicit learning experiments use 
different stimulus types and response modalities. Stimuli differ in their structure in time 
and space, in their sensory modality, in their complexity of the stimuli etc. Stimuli are 
either visual patterns which were test by conceptual fluency, or sequences tested by 
efficiency or functions tested by prediction and control.  
Conceptual fluency. When conceptual fluency is used as dependent measure of implicit 
learning, subjects are asked to make judgments about novel stimuli on the basis of 
implicit knowledge that they have abstracted from earlier tasks with related stimuli. In 
these tasks, participants depend on their intuition or “feeling of knowing”. This form of 
testing is often used in artificial grammar tasks.  
Efficiency. Efficiency is used as a dependent measure when implicit learning is 
evaluated by change of speed or accuracy, i.e. in sequence learning, motor learning or 
covariation learning tasks.  
Prediction and control. In studies using prediction and control as dependent measure, 
participants demonstrate learning by an increased ability to predict subsequent stimuli 
or to control the values of dependent variables. This method is mostly used in dynamic 
system learning and function matching learning tasks.  
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4.1.4 SUMMARY 
In implicit learning, complex information will be learned in an incidental manner and 
without sufficient verbalizable knowledge of the rules or pattern learned to account for 
performance. It can be found in very different tasks.  
Most similar to synchronisation tasks are serial reaction time tasks. Here, participants 
have to respond to a series of events like lights on a different positions or digits. 
Recurrent random sequences of events lead to a faster reaction, and therefore to a higher 
efficiency, compared to a random sequence that just occurs once. Other implicit 
learning tasks like dynamic system learning use prediction and control as measure of 
learning. Here, participants predict subsequent stimuli.  
In synchronisation tasks with perturbed metronomes, both methods of measuring 
implicit learning can be used. This issue will be discussed in further detail in the next 
sections. 
 
4.2 IMPLICIT LEARNING AND TIMING 
Although there is wide range of studies on implicit learning, there has been much less 
research on implicit learning effects in timing. Nevertheless, Repp and the group around 
Thaut reported some results linked to implicit learning in timing.  
Thaut et al. (1998b) used stimulus sequences in which metronome intervals systematic 
alternated in the following way: c-∆, c, c+∆, c. They tested this perturbation pattern for 
different metronome intervals c and perturbation amplitudes ∆. Results showed that the 
IRI’s echoed the metronome intervals with a lag of one. This was evaluated with 
mathematical models using mainly auto-and crosscorrelations. These results reflect that 
participants use tracking as synchronisation strategy .  
In Repp’s experiment (2002b), participant tapped in synchrony with different timing 
patterns extracted from a etude by Chopin. In order to evaluate synchronisation 
strategies, Repp defined the so-called “prediction index” which, is based on the lag-0-
crosscorrelation between metronome intervals and IRI’s, and a “tracking index”, which 
is based on the lag-1-crosscorrelation between metronome intervals and IRI’s. Repp 
reported only results for the “prediction index” because results for the “tracking index” 
were less clear. The “prediction index” increased with training. Hence, Repp concluded 
that a gradual change from tracking to prediction takes place with practice. 
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Summary. In the reported experiments, participants learned timing structures of the 
metronome sequences. Here, the measure for implicit learning was efficiency, i.e. speed 
of error correction for timing deviations. As in implicit learning, error correction occurs 
in an incidental manner and the knowledge about it is not (fully) verbalizable. 
Therefore, it is unclear whether perturbations of a sequence need to be above the 
perceptual threshold to induce implicit learning. 
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5 DISSOCIATING CORRECTION  AND ANTICIPATION OF TIMING ERRORS 
In the literature reported above, the most often used measure for indicating tracking or 
prediction are correlation coefficients. Correlations are usually reported as 
autocorrelation of the IRI’s or asynchronies as well as cross correlations between IRI’s 
or asynchronies and metronome intervals. It is assumed that a high lag-0 cross 
correlation coefficient between IRI’s and metronome intervals indicates prediction of 
the metronome interval, because traces of IRI’s and metronome intervals are very 
similar. On the other side, a high lag-1 cross correlation coefficient between IRI’s and 
metronome intervals indicates tracking of the metronome interval (for more detail see 
Repp, 2002b).  
These statistical measures are not sufficient for the purpose of this thesis. For the 
experiment reported here, the statistical implicit learning approach with the dependent 
variable prediction of an upcoming event will be used. The question is whether effects 
of perturbations on IRI’s and asynchronies change with repeated exposure to the same 
perturbation pattern. Is there implicit learning, in addition to local error correction as 
specified by the two-level model? Learning a pattern should enable the subject to 
predict its temporal sequence and to program the presumed timekeeper intervals 
accordingly, rather than to just react to an asynchrony by adjusting the up-coming 
timekeeper interval.  
If participants learned a temporal sequence, they should change the internal timekeeper 
in prediction of the upcoming metronome interval, that i.e. nn tt ∆+= . The amount of 
learning of the perturbation at the n-th interval will be represented by the parameter γ  
nn tt ∆+= γ , for 0 ≤ γ ≤1   (eq. 14) 
An ideal case (γ = 1) of perfect anticipation of a perturbation ∆n can be described as 
( ) nnn ttTE ∆+== . It is assumed that participants potentially anticipate only part of the 
perturbation, which is represented by the parameter γ. Inserting  (eq. 14) into ( eq. 11) 
reveals the following equation 
( ) ( ) nnnn aaa ∆−−−−= −+ γβα 11 11 , if t = c  (eq. 15) 
Pattern-specific learning should reveal itself in mean IRI’s that are closely matched to 
the metronome, as well as in mean asynchronies that are little affected by the 
perturbation pattern. These effects are illustrated in figure 6. Therefore, it is searched for 
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these implicit learning effects by modeling the data and finding estimates for the 
parameters α, β, and γ. 
 
Figure 6 Predictions of different models for a random perturbation sequence 
(red lines = IRI, blue lines = asynchronies) 
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Summary. Two independent processes should be differentiated, when participants try to 
synchronize to a temporal sequence with perturbations. One process is error correction 
as described by the Wing-Kristofferson-model and its extensions. Here, parameter α 
indicates a first order correction mechanism and parameter β refers to a second order 
error correction mechanism. Changes over time in the α and β parameter reveal more 
effective error correction leading to a reduction in asynchronies and IRI’s and, 
therefore, to a higher efficiency. The second process is prediction, anticipation of the 
perturbation, of an upcoming perturbation, which is indicated when the parameter γ is 
different from zero. More specifically, error correction, but no implicit learning, takes 
place when α and β are different from zero and γ is closed to zero. On the contrary, 
implicit learning occurs when γ is different from zero. Both processes are present when 
all three parameters differ from zero.  
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6 AIMS OF INVESTIGATION AND OVERVIEW OF EXPERIMENTS 
The two level model of timing as introduced by Wing and Kristofferson (Wing & 
Kristofferson, 1973a; Wing & Kristofferson, 1973b) and extensions by Vorberg et al. 
(Pressing, 1998; Schulze & Vorberg, 2002; Vorberg & Schulze, 2002; Vorberg & 
Wing, 1994, 1996) predict human timing behaviour in synchronisation tasks with 
perfect metronomes. Repp (2000; 2001a; 2001b; 2002a; 2002b; 2002c; 2002d) has 
tested human timing behaviour in synchronisation tasks when the metronome is 
perturbed. The first goal of experiments described in this thesis is to test the timing 
model for its predictions for complex perturbations such as random and sinusoidal 
sequence patterns . For this purpose, complex perturbations will be treated like the sum 
of single perturbations.  
In Repp’s experiments (2000; 2001a; 2001b; 2002a; 2002b; 2002c; 2002d), 
perturbations occurred in a systematic manner. Research on implicit learning, especially 
serial reaction time tasks (Cohen et al., 1990; Curran & Keele, 1993; Nissen & 
Bullemer, 1987) showed, that repeated exposure to the same stimuli leads to learning 
effects. The second goal of this thesis is to find evidence for learning effects in timing 
tasks. A new methodological approach was introduced to evaluate these implicit 
learning effects. The synchronisation model of phase adjustment with first and second 
order error correction was extended by the learning parameter γ. This allowed to 
differentiate between error correction (reaction) and prediction processes (anticipation), 
that might occur in a metronome sequence with perturbed intervals.  
Finally, this work wants to evaluate under which conditions implicit learning 
(prediction) occurs. Especially, the perceptability of the perturbation (subliminal vs. 
supraliminal) and the impact of an external cue on sequence learning was manipulated. 
Four synchronisation experiments were conducted in order to achieve these goals. In all 
experiments, participants sat in front of an electronic keyboard, listened to the 
metronome through earphones, and tapped with the preferred index finger on a certain 
key. In experiment 1, a recurrent subliminal random perturbation sequence was used, 
which was in analogy to the method used in serial reaction time tasks. Different kinds of 
errors (timekeeper vs. motor delay) and meter of metronome (triple vs. duple) were 
simulated. Additionally, the beginning of the perturbation sequence was signaled by a 
different metronome tone. In experiment 2, a sinusoidal perturbation sequence with 
subliminal amplitude was used to test for implicit learning effects. Here, the meter  of 
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the metronome and the frequency of the sine wave ware varied. In experiment 3, 
subliminal and supraliminal sinusoidal perturbation sequences were used, as well and 
the size of the tempo changes was either cued or uncued. Cueing was achieved by using 
a chromatic scale in the metronome tones. Finally, the same recurrent random 
perturbation pattern as in experiment 1 was used in experiment 4. But now an 
additional external cue was used to signal the perturbation size by pitch. In all 
experiments, at least 2 training sessions were given in order to elicit implicit learning 
(anticipation). At the end of each experiment, participants were asked whether they 
were conscious about any form of perturbations. 
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7 METHOD OF INVESTIGATION 
7.1 EXPERIMENTAL METHOD 
A classical synchronisation paradigm was used in all reported experiments. Participants 
listened to the metronome sequences given by earphones and started to tap as soon as 
they felt comfortable with the metronome tempo, thus starting the experimental 
sequence for that trial. Participants tapped with their preferred index finger on a certain 
key on an electronical keyboard.  
Metronome intervals for isochronous intervals were 400ms. Each experimental 
sequence of a trial consisted of 51 to 89 metronome intervals depending on the 
experiment and began with a phase of 12 isochronous metronome intervals. Random 
perturbation sequences consisted of 6 or 7 perturbed metronome intervals which were 
embedded in a sequence of 6 otherwise isochronous metronome intervals.  Sinusoidal 
perturbation sequences consisted of 12 or 24 metronome intervals. Perturbation 
sequences were repeated two or three times within a trial. A trial ended with 3 more 
metronome intervals. 
Performance was monitored on-line. Trials were aborted and repeated when the 
participant started on a wrong note, or when the asynchrony exceeded 200 ms. After a 
successful performance of a trial, graphic feedback was given showing asynchronies as 
a line diagram with zero indicating a perfect performance. In addition, the beginning of 
each repetition of the perturbation sequence was marked in the diagram. Participants 
started the next trial by pressing the space bar. 
Each experiment was carried out over several session in order to be able to investigate 
learning effects. These effects were evaluated by comparing the first and second half of 
each experiment. 
Participants were undergraduates which earned credits for participation. The musical 
experience of these students ranged considerably; between playing no instrument at all 
and playing several instruments before for several hours per week. Some participants 
have taken part in similar experiments before. 
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7.2 STATISTICAL METHOD 
Data analysis involved fitting the data to the model which was carried out in the 
following way:  
(i) the initial twelve isochronous and the last three taps of each response sequence 
of the observed data were discarded, leaving several replications of the 
perturbation sequence for each trial.  
(ii) the negativity of the asynchrony was not in the focus of this investigation. The 
focus was lying on the asynchrony deviation relative to baseline caused by 
perturbations. Therefore, asynchrony negativity was filtered out by subtracting 
the mean asynchrony from the asynchrony at each data point. This leaves only 
the asynchrony deviation introduced by the perturbations to be analyzed. 
(iii) Predicted data were computed according to Eq.(15) with the assumption t=c. 
The model was run several times in order to fit the parameters in a sequential 
order. More specifically, in the first run, only one α-parameter was fitted and, 
therefore, to vary freely for both experimental parts. In the second run, different 
α-parameters were fitted to each of the two experimental parts. In the following 
runs, the β-parameter was additional fitted in the same way. In final runs, values 
for the γ-parameter were successively fitted. Hence, the final model contained 
six free parameters. The starting parameter for the modeling were α = β = γ = 
0.5.  
The Nelder-Mead simplex method (function “fminsearch” of the computer 
program Matlab 6.1) was implemented to find the best fitting parameters of α, β 
and γ to minimize the χ2-function 
∑
=





 −
=
n
i data
eldata
se
aa
ii
1
2
mod2χ , d.f. = n – N free parameters (eq. 16) 
Note that χ2 is only an estimate of the true χ2. The known sedata was used instead 
of the unknown semodel. To test whether learning is not only an adjustment of the 
correction parameters α and β, the sum of the  χ2 for both experimental parts 
were minimized by calculating several α’s, β’s and γ’s for each experimental 
part and choosing the best fit. The root mean square was used as a statistical 
measure of variation 
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(iv) Predicted data were baseline corrected by subtracting the predicted mean 
asynchrony from the predicted asynchrony at each data point.  
(v) Finally, the best fitting model is chosen by a reliable improvement of the model 
by setting one more parameter free. Degrees of freedom will reduce by number 
of participants. For instance, the fit of a model is reliably better if χ2model 1 -  
χ
2
model 2 ≥ 12.59, for experiments with 6 participant. For individuals data, the 
difference has to be χ2model 1 -  χ2model 2 ≥ 3.84. 
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8 EXPERIMENT 1: RECURRENT RANDOM PERTURBATION SEQUENCE 
In this experiment, it was studied how short sequences of metronome perturbations 
effect synchronisation performance, and examined whether the effects on IRIs and 
asynchronies can be predicted by the two-level synchronisation model.  Moreover, it 
was of interest whether particular perturbation patterns can be learned and therefore 
anticipated. In a pilot study,  some perturbation patterns occurred repeatedly while most 
patterns occurred once. Here, we did not find evidence for implicit sequence learning. 
Therefore, the paradigm was simplified by reducing the number of different 
perturbation patterns to just four. The same short pattern was repeated three times 
within an otherwise isochronous sequence, and 270 (!) times altogether in the course of 
an experiment. This should invoke implicit temporal sequence learning. To facilitate 
learning even more, (1) the onset of each perturbation pattern was signaled, and (2) its 
occurrence was made predictable by imposing a metrical structure on the metronome 
such that the onset of a measure preceded the beginning of a perturbation pattern by two 
events. Learning should be indicated by perfect anticipation of the next perturbation. 
Therefore, the IRIs should follow perfectly the metronome intervals whereas the 
asynchronies should be not affected by the perturbation. In terms of the model proposed 
above, the next asynchrony should be calculated by correcting the last and next-to-last 
asynchrony, i.e. by using the correction parameters α and β which should both differ 
from zero. Learning the timing structure of the perturbed sequence should be reflected 
in the prediction of the next upcoming timekeeper error in addition to the correction 
process. This effect should result in a learning parameter γ that differs from zero. The 
empirical data were modeled to find estimates for α, β and γ. 
 
8.1 MATERIALS AND METHODS 
Participants. Six people (five women and one men) ranging in age between 20 and 31 
years, took part in this experiment. All of the participants were right-handed and had at 
least three years experience in playing a musical instrument (piano, drums, guitar, or 
recorder). Two of them played a second instrument. At the time of the experiment none 
of the participants practiced more than one hour per week. One of the participants was 
the author (subject 301). 
Task and design. The task was to tap as precisely as possible with the index finger of 
the preferred hand in synchrony with a metrical metronome. Metronome sequences 
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were isochronous but contained short perturbation patterns, and varied according to the 
meter (triple or duple), and the type of the perturbation pattern (TK = timekeeper, MD = 
motor delay). Additional independent variables were position of tap within the 
perturbation pattern, replication of pattern within a sequence (first, second, third) and 
amount of practice (sessions 1-3 vs. sessions 4-6 sessions). 
Construction of metronome sequences. A metronome sequence consisted of 51 clicks. 
Unknown to the participants, each sequence contained three successive experimental 
phases of 12 clicks each, which were preceded by an isochronous phase of 12 clicks, 
and  ended with 3 isochronous clicks. The experimental phase consisted of a 
perturbation pattern having a duration of  6 (or 7) clicks which were preceded by 2 and 
followed by 4 (or 3) isochronous clicks. Within a trial, the same perturbation pattern 
was repeated three times. 
For unperturbed metronome intervals, the inter-stimulus-interval (ISI) was 400 ms. For 
each of the type × meter conditions, a perturbation pattern was generated as follows: (a) 
six perturbations were randomly sampled from the set (-20, -15, -10, -5, 5, 10, 15, 20 
ms) to form a perturbation sequence (P1, P2, ..., P6); (b) for the timekeeper conditions, 
the critical metronome ISIs were computed as (400+P1, 400+P2, ..., 400+P6); (c) for 
the motor delay conditions, they were computed as (400+P1, 400+P2-P1, 400+P3-P2,..., 
400+P6-P5, 400-P6). The same four perturbation sequences were repeated throughout 
the whole experiment for each subject. 
Superimposed on the temporal structure of the metronome was a metrical structure 
marked by the different pitches of the metronome clicks either high (H), middle (M) or 
low (L). For triple and duple meter, the pitch patterns were LMMLMML... and 
HMMMHMMMH..., respectively. The onset of a perturbation pattern always fell on the 
third note within a measure. To mark the onset clearly, the first note of this measure 
differed in pitch from its normal pitch; it was either raised by two octaves or lowered by 
one octave at the onset of a TK or MD perturbation pattern, respectively. 
Apparatus and measurements. Participants tapped with their right index-finger on the 
A-key of a digital keyboard (Roland D-70) with dynamic touch; each tap produced a 
piano sound with a frequency of 440 Hz. Data were collected at a sampling rate of 1000 
Hz using an Atari Mega 1 computer with MIDI interface. The computer also controlled 
the generation and timing of the metronome tones which had a duration of 50 ms each 
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and frequencies of 196 Hz (L), 220 Hz (M), or 233.1 Hz (H). All tones were presented 
through earphones. 
Trial events. A trial started with the metronome generating isochronous clicks in duple 
or triple meter. The participant listened until she felt comfortable with the meter, and 
then began tapping, placing the first response on the beginning of a measure, thus 
starting the experimental sequence for that trial. 
Performance was monitored on-line. Trials were aborted when the subject started on a 
wrong note, or when the asynchrony exceeded 200 ms. In such cases, the trial was 
repeated. After successful performance in a trial a graphic feedback was given, showing 
asynchronies as a line diagram with a zero line indicating a perfect performance. 
Further, the beginning of each phase within the sequence was marked in the diagram. 
Participants started the next trial by pressing the space bar. 
The experiment consisted of six sessions. Each session lasted about one hour and 
consisted of 60 trials (15 trials per condition) which were presented in random order. 
Two three-minute breaks were given in the course of a session.  Data were fitted to the 
model for each Type x Meter condition, separately. The fitting was carried out in the 
sequential way described above.  
 
8.2 RESULTS  
Data analysis. The initial twelve and the last three taps per response sequence were 
discarded, leaving three replications of 12 IRIs and asynchronies per trial. Experiments 
were subdivided in two parts (session 1-3 vs. session 4-6) to be able to analyze learning 
effects. For each tap position within a replication, asynchronies and IRIs were averaged 
across replication, trials and participants. Figure 7 shows the results for each Type x 
Meter condition and part of the experiment, separately. It should be noted that the 
individual participants' data look very similar to the averaged data.   
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Figure 7 Experiment 1: Inter-Response-Intervals and asynchronies averaged across participants 
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Remarkably, observed profiles strikingly resemble the predictions of the two-level 
synchronisation model. Visual inspection gives support for two qualitative predictions 
of the model for all conditions: (i) the effect of perturbation on asynchronies is about 
twice as large as the effect on IRIs, (ii) the asynchrony profile is a mirror image of the 
perturbation pattern and the IRI profile resembles the perturbation pattern except it is 
shifted by one to two responses. Moreover, visual inspection of the data shows that the 
type of perturbation pattern (TK vs. MD) has no effect on the dependent variables. 
Therefore, four different perturbation patterns were treated equally in further analysis.  
Model fit. Results for all participants are shown in table 1. Parameters were averaged 
across participants, whereas χ2’s and r.m.s’s were summed up. A common parameter 
value for the first and second part of the experiment means that only one parameter was 
set free for both experimental parts. Parameters that are not listed were set zero. Bold 
printed results signal the best fit for a condition; this fit does not improve significantly 
when increasing the numbers of free parameters.  
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Table 1 Experiment 1: Parameter estimates and statistical measures separated for each condition for all 
participants 
 triple meter, time keeper error duple meter, time keeper error 
 α β γ χ2 d.f. r.m.s. α β γ χ2 d.f. r.m.s. 
combined .472   732.624 138 241.473 .347   664.987 138 218.862 
session 1-3 
session 4-6 
.455 
.486   703.380 132 238.092 
.294 
.374   638.949 132 214.853 
combined .468 .005  731.138 132 241.001 .374 -.033  607.883 132 210.334 
session 1-3 
session 4-6 
.449 
.480 .006  702.192 126 237.634 
.320 
.401 -.029  582.744 126 206.581 
session 1-3 
session 4-6 
.391 
.485 
.053 
.000  696.365 120 233.537 
.344 
.375 
-.055 
-.004  578.751 120 205.813 
combined .468  .000 732.624 132 241.473 .347  .000 664.893 132 218.845 
session 1-3 
session 4-6 
.449 
.480  .000 703.380 126 238.092 
.294 
.374  .000 638.937 126 214.853 
session 1-3 
session 4-6 
.391 
.485  
.000 
.000 703.380 120 238.092 .347  
.000 
.000 638.207 120 214.649 
combined .468 .005 .000 731.138 126 241.000 .374 -.033 .000 607.877 126 210.340 
session 1-3 
session 4-6 
.449 
.480 .006 .000 702.192 120 237.634 
.320 
.401 -.029 .000 582.744 120 206.581 
session 1-3 
session 4-6 
.391 
.485 
.053 
.000 .000 696.365 114 233.537 
.344 
.375 
-.055 
-.004 .000 578.751 114 205.813 
session 1-3 
session 4-6 
.449 
.480 .006 
.000 
.000 702.192 114 237.634 
.320 
.401 -.029 
.000 
.000 582.744 114 206.581 
session 1-3 
session 4-6 
.391 
.485 
.053 
.000 
.000 
.000 694.409 108 233.291 
.344 
.375 
-.055 
-.004 
.000 
.000 578.751 108 205.813 
 
 triple meter, motor delay error duple meter, motor delay error 
 α β γ χ2 d.f. r.m.s. α β γ χ2 d.f. r.m.s. 
combined .461   347.750 138 149.403 .397   415.538 138 159.008 
session 1-3 
session 4-6 
.460 
.457   339.331 132 147.162 
.378 
.409   391.835 132 155.792 
combined .451 .022  322.466 132 146.339 .367 .047  385.890 132 150.049 
session 1-3 
session 4-6 
.449 
.447 .023  313.739 126 144.048 
.348 
.378 .046  362.738 126 146.831 
session 1-3 
session 4-6 
.458 
.441 
-.004 
.040  295.261 120 139.826 
.345 
.380 
.055 
.040  354.255 120 144.874 
combined .466  .008 335.688 132 146.222 .398  .001 413.699 132 158.175 
session 1-3 
session 4-6 
.466 
.462  .008 327.388 126 143.943 
.379 
.410  .001 390.002 126 154.962 
session 1-3 
session 4-6 
.468 
.460  
.012 
.004 324.746 120 142.521 
.379 
.410  
.001 
.001 389.760 120 154.950 
combined .455 .025 .009 309.671 126 142.855 .361 .059 .007 381.555 126 148.463 
session 1-3 
session 4-6 
.453 
.451 .026 .008 301.101 120 140.525 
.343 
.372 .058 .007 358.562 120 145.282 
session 1-3 
session 4-6 
.462 
.444 
-.001 
.044 .008 282.869 114 136.247 
.341 
.372 
.066 
.054 .007 349.732 114 143.119 
session 1-3 
session 4-6 
.456 
.449 .026 
.007 
.005 297.991 114 138.853 
.342 
.373 .057 
.002 
.008 356.474 114 144.577 
session 1-3 
session 4-6 
.465 
.441 
.000 
.040 
.012 
.000 285.151 108 135.688 
.343 
.380 
.060 
.040 
.001 
.000 353.311 108 144.489 
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In all four experimental conditions the best fit was found by establishing first and 
second order parameters. Nevertheless, the γ-parameter differed from zero in two out of 
four conditions. This effect was due to the behavior of two participants. No learning at 
all were found for the remaining participants which included the author. Parameter 
estimates and statistical measures for each participant are shown in the appendix. 
Individual data for two participants are shown in table 2 and 3. Participant 305 was 
chosen because fitting the model showed first and second order error correction 
exclusively by setting the γ-parameter to zero even though it was set free. The model fit 
did not get any better by allowing more degrees of freedom. That means there is no 
evidence for anticipation of the next perturbation within the sequence. Participant 302 
was chosen because he showed a significant better fit by setting the γ-parameter free. In 
terms of content, additional anticipation leads to a better fit than first and second order 
error correction per se.  
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Table 2 Experiment 1: Parameter estimates and statistical measures separated for each condition for 
subject 305. 
 timekeeper, triple meter motor delay, triple meter 
 α β γ χ2 d.f. r.m.s. α β γ χ2 d.f. r.m.s. 
combined .436   144.874 23 36.131 .408   123.951 23 29.966 
session 1-3 
session 4-6 
.367 
.508   126.644 22 34.103 
.273 
.476   110.064 22 28.477 
combined .452 -.019  144.417 22 36.069 .491 -.121  110.220 22 28.877 
session 1-3 
session 4-6 
.373 
.513 -.007  126.590 21 34.109 
.356 
.561 -.122  95.412 21 27.123 
session 1-3 
session 4-6 
.335 
.541 
.037 
-.042  124.500 20 34.048 
.358 
.560 
-.125 
-.121  95.408 20 27.128 
combined .436  .000 144.874 22 36.131 .408  .000 123.951 22 29.966 
session 1-3 
session 4-6 
.367 
.508  .000 126.644 21 34.103 
.273 
.476  .000 110.064 21 28.477 
session 1-3 
session 4-6 
.367 
.508  
.000 
.000 126.644 20 34.103 
.273 
.476  
.000 
.000 110.064 20 28.477 
combined .452 -.019 .000 144.417 21 36.069 .491 -.121 .000 110.220 21 28.877 
session 1-3 
session 4-6 
.373 
.513 -.007 .000 126.590 20 34.109 
.356 
.561 -.122 .000 95.412 20 27.123 
session 1-3 
session 4-6 
.335 
.541 
.037 
-.042 .000 124.500 19 34.048 
.358 
.560 
-.125 
-.121 .000 95.408 19 27.128 
session 1-3 
session 4-6 
.373 
.513 -.007 
.000 
.000 126.590 19 34.109 
.356 
.561 -.122 
.000 
.000 95.412 19 27.123 
session 1-3 
session 4-6 
.335 
.541 
.037 
-.042 
.000 
.000 124.500 18 34.048 
.358 
.560 
-.125 
-.121 
.000 
.000 95.408 18 27.128 
             
 timekeeper, quadruple meter motor delay, quadruple meter 
 α β γ χ2 d.f. r.m.s. α β γ χ2 d.f. r.m.s. 
combined .535   73.211 23 21.660 .792   176.006 23 33.082 
session 1-3 
session 4-6 
.495 
.551   70.696 22 20.865 
.708 
.861   156.818 22 31.147 
combined .537 -.009  72.920 22 21.597 .784 .013  175.584 22 32.981 
session 1-3 
session 4-6 
.498 
.554 -.010  70.359 21 20.809 
.703 
.854 .011  156.552 21 31.059 
session 1-3 
session 4-6 
.509 
.547 
-.055 
.011  67.246 20 20.575 
.675 
.876 
.061 
-.023  152.289 20 30.400 
combined .535  .000 73.211 22 21.661 .792  .000 176.006 22 33.082 
session 1-3 
session 4-6 
.495 
.551  .000 70.696 21 20.865 
.708 
.861  .000 156.818 21 31.147 
session 1-3 
session 4-6 
.495 
.551  
.000 
.000 70.696 20 20.865 
.708 
.861  
.000 
.000 156.818 20 31.147 
combined .537 -.009 .000 72.920 21 21.597 .784 .013 .000 175.584 21 32.981 
session 1-3 
session 4-6 
.498 
.554 -.010 .000 70.359 20 20.809 
.703 
.854 .011 .000 156.552 20 31.059 
session 1-3 
session 4-6 
.509 
.547 
-.055 
.011 .000 67.246 19 20.575 
.675 
.876 
.061 
-.023 .000 152.289 19 30.400 
session 1-3 
session 4-6 
.498 
.554 -.010 
.000 
.000 70.359 19 20.809 
.703 
.854 .011 
.000 
.000 156.552 19 31.059 
session 1-3 
session 4-6 
.509 
.547 
-.055 
.011 
.000 
.000 67.246 18 20.576 
.675 
.876 
.061 
-.023 
.000 
.000 152.289 18 30.400 
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Table 3 Experiment 1: Parameter estimates and statistical measures separated for each condition  for 
subject 302. 
 timekeeper, triple meter motor delay, triple meter 
 α β γ χ2 d.f. r.m.s. α β γ χ2 d.f. r.m.s. 
combined .388   87.375 23 30.495 .363   86.230 23 29.137 
session 1-3 
session 4-6 
.424 
.360   84.864 22 30.088 
.240 
.430   75.796 22 26.869 
combined .386 .004  87.353 22 30.495 .430 -.089  81.514 22 27.715 
session 1-3 
session 4-6 
.424 
.361 -.001  84.863 21 30.087 
.301 
.478 -.068  73.143 21 25.934 
session 1-3 
session 4-6 
.412 
.366 
.016 
-.010  84.661 20 30.010 
.329 
.469 
-.101 
-.054  72.869 20 25.905 
combined .388  .000 87.375 22 30.496 .363  .012 86.135 22 29.119 
session 1-3 
session 4-6 
.424 
.360  .000 84.864 21 30.088 
.240 
.430  .004 75.784 21 26.869 
session 1-3 
session 4-6 
.424 
.360  
.000 
.000 84.864 20 30.088 
.240 
.432  
.000 
.042 75.054 20 26.665 
combined .386 .004 .000 87.353 21 30.495 .430 -.089 .003 81.507 21 27.721 
session 1-3 
session 4-6 
.424 
.361 -.001 .000 84.863 20 30.087 
.301 
.478 -.068 .000 73.143 20 25.934 
session 1-3 
session 4-6 
.412 
.366 
.016 
-.010 .000 84.661 19 30.010 
.329 
.469 
-.101 
-.054 .000 72.869 19 25.905 
session 1-3 
session 4-6 
.424 
.361 -.001 
.000 
.000 84.863 19 30.087 
.301 
.478 -.068 
.000 
.000 73.143 19 25.934 
session 1-3 
session 4-6 
.412 
.349 
.016 
.003 
.000 
.056 82.705 18 29.764 
.329 
.469 
-.101 
-.054 
.000 
.000 72.869 18 25.905 
             
 timekeeper, quadruple meter motor delay, quadruple meter 
 α β γ χ2 d.f. r.m.s. α β γ χ2 d.f. r.m.s. 
combined .411   69.830 23 27.994 .430   28.777 23 17.599 
session 1-3 
session 4-6 
.430 
.400   69.356 22 27.917 
.407 
.444   28.148 22 17.351 
combined .404 .018  69.254 22 27.725 .432 -.004  28.758 22 17.565 
session 1-3 
session 4-6 
.424 
.392 .018  68.727 21 27.631 
.410 
.447 -.005  28.118 21 17.311 
session 1-3 
session 4-6 
.400 
.405 
.080 
-.011  65.258 20 26.669 
.426 
.433 
-.034 
.016  27.263 20 17.209 
combined .426  .068 61.810 22 26.335 .434  .036 26.938 22 16.766 
session 1-3 
session 4-6 
.442 
.417  .067 61.504 21 26.268 
.412 
.449  .036 26.315 21 16.521 
session 1-3 
session 4-6 
.444 
.415  
.078 
.061 61.396 20 26.251 
.414 
.447  
.051 
.025 26.073 20 16.509 
combined .417 .022 .069 60.980 21 25.945 .419 .028 .052 26.275 21 16.655 
session 1-3 
session 4-6 
.434 
.407 .022 .068 60.638 20 25.864 
.399 
.433 .027 .051 25.715 20 16.410 
session 1-3 
session 4-6 
.408 
.420 
.085 
-.008 .067 57.316 19 24.858 
.416 
.419 
-.003 
.048 .051 24.877 19 16.298 
session 1-3 
session 4-6 
.436 
.405 .022 
.077 
.063 60.557 19 25.854 
.400 
.432 .027 
.066 
.040 25.472 19 16.395 
session 1-3 
session 4-6 
.409 
.405 
.086 
-.011 
.079 
.000 61.261 18 25.475 
.416 
.433 
-.004 
.016 
.049 
.000 26.319 18 16.824 
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To show the modeling effects graphically data and model predictions are shown in 
figures 8 and 9 for participant 305 and in figures 10 and 11 for participant 302. Data are 
displayed as closed black circles with standard error bars. Model predictions are 
displayed as different green lines referring to different models. As can be seen predicted 
data follow very closely the observed data regardless of the fitting model, for subject 
302 as well even though he showed a γ-parameter differing from zero. The statistical 
significance had no practical effect as can be seen in the figures.  
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Figure 8 Experiment 1: Predictions of various models for subject 305 (above: condition “triple meter & 
time keeper error; below: condition “triple meter & motor delay error; left: session 1-3; right: session 4-6; 
blue circles represent experimental data with standard deviations) 
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Figure 9 Experiment 1: Predictions of various models for subject 305 (above: condition “duple meter & 
time keeper error; below: condition “duple meter & motor delay error; left: session 1-3; right: session 4-6; 
blue circles represent experimental data with standard deviations)
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Figure 10 Experiment 1: Predictions of various models for subject 302 (above: condition “triple meter & 
time keeper error; below: condition “triple meter & motor delay error; left: session 1-3; right: session 4-6; 
blue circles represent experimental data with standard deviations) 
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Figure 11 Experiment 1: Predictions of various models for subject 302 (above: condition “duple meter & 
time keeper error; below: condition “duple meter & motor delay error; left: session 1-3; right: session 4-6; 
blue circles represent experimental data with standard deviations) 
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Post experimental interview. This interview was included in order to evaluate explicit 
learning strategies, i.e. whether the participants were aware of the experimental 
manipulation. None of the participants reported that they recognized alternations in the 
sequence. Even participant 301 (the author) could not recognize perturbations in the 
sequence. 
 
8.3 DISCUSSION 
Results show large, reliable effects of the perturbation pattern which closely follow the 
predictions from the two-level synchronisation model. Actually, it is remarkable how 
efficient responses can be adjusted to the perturbations invoked by the metronome. 
Participants reestablished steady state performance within a few taps after ending of the 
perturbation pattern.  
Unexpectedly, however, no trace of pattern-specific learning was found. Repeating the 
same four perturbation patterns hundreds of times within the experiment did not enable 
participants to make use of these predictable interval sequences. Pattern specific 
learning has also not been found after the successive repetition of the same perturbation 
pattern (3 times) within a sequence. Participants adapted their error correction 
parameters to react more adequate to the perturbation sequence. For none of the 
participants evidence was found for a switch from a reaction to an anticipation strategy, 
neither for the fully informed subject 301 nor for other naive participants.   
Why did neither explicit nor implicit temporal pattern learning not occur? There are 
several plausible explanations. The most speculative one is that the efficiency of the 
error correction mechanism eliminates the necessity for long-term learning. In other 
words, if any perturbation pattern can be easily dealt with in a reactive way, is there any 
additional advantage by learning to predict the particular perturbation patterns? Before 
discussing this explanation in further detail, findings should be replicated in a second 
experiment using a perturbation pattern which was simpler and fully predictable, i.e. 
sinusoidal modulation of metronome ISIs.        
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9 EXPERIMENT 2: SINUSOIDAL  PERTURBATION SEQUENCE WITH SUBLIMINAL 
AMPLITUDE 
The inability to predict the perturbation sequence in experiment 1 may be a result 
of the complexity of the randomly produced perturbation sequences. To evaluate 
this possibility, we used sinus-waved perturbation sequences with different 
frequencies and different meters in experiment 2. Here, perturbed sequences do 
not contain any random fluctuations and are fully predictable.  A triple and duple 
meter was used to induce a metrical structure by lowering the standard ton. Again, 
the synchronisation model would predict lagged IRI and inverse asynchronies (see 
figure 2). Perfect learning should be reflected in sinus-waved IRIs at lag 0 and 
stable negative asynchronies. Again, these effects should be visible in the modeled 
data; i.e. estimates for correction parameters α and β and the learning parameter γ 
should differ from zero.  
 
9.1 MATERIALS AND METHODS 
Participants. Six volunteers (5 female, 1 male) took part in the experiment. Their 
age ranged between 20 and 31 years, and all but one participant were right-
handed. Two participants had experience in playing musical instruments (guitar, 
recorder, piano), but none had more than 2 years of musical training.  
Apparatus and measurements. They were the same as in the previous experiment. 
Task and design. Participants were asked to tap as precisely as possible with the 
index finger of the preferred hand in synchrony with a metronome even if it 
changed its tempo smoothly. Again, participants could listen as long as they 
wanted before starting to tap. The trial was immediately repeated when the 
asynchrony was larger than 50% of the ISI. As described in exp.1, graphic error 
feedback was given after each trial. Sinusoidal perturbations were induced by the 
metronome. The baseline interval was 400 ms, and its amplitude had a magnitude 
of 10ms. Perturbation can be expressed as  
beginfrequency
i
ampperti **sin* 












= pi  
with i indicating the current tap. Frequency (6 vs. 12 taps) and begin of the sinus 
wave (positive = 1 vs. negative = -1) were systematically varied. Another 
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variation was meter (triple vs. duple) induced by lowering the standard ton for a 
major third. Taking all experimental manipulations into account, a total of 8 
conditions was given in the experiment. Each trial consisted of 65 taps. A 
synchronisation phase of 12 isochronous taps was followed by a perturbation 
phase consisting of 48 taps which was succeeded by an ending phase of  5 
isochronous taps. The sequence of trials was randomized in each session. A total 
of 64 trials was given in each of the 6 one-hour-session. Between trials, 
participants had 3-minute-breaks.  
 
9.2 RESULTS  
Data analysis. The dependent variables were IRIs and asynchronies. Again, the 
synchronisation phase of 12 taps and the last 5 taps were discarded from further 
analysis, leaving 2 resp. 4 periods of 24 resp.12 IRIs and asynchronies per trial. 
To reduce number of conditions, trials with negative begin were altered by putting 
the negative part from the beginning of a trial towards the end of this trial. 
Following this procedure, trials with positive and negative begin could be 
averaged, hence, reducing the number of conditions to four (slow vs. fast 
frequency and triple vs. duple meter). Data average across participants can be seen 
in figure 12. 
Experiment 2: Sinusoidal perturbation sequence with subliminal amplitude 51 
 
 
 
 
Figure 12 Experiment 2: Inter-Response-Intervals and synchronisation error averaged across 
participants (above: condition “low frequency”; below: condition “high frequency”; left: condition 
“triple meter”; right: condition “duple meter”) 
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The following observations can be made when looking at figure 12: IRI and 
asynchrony profiles seemed to follow the predictions of the synchronisation 
model, with a mirror image of the asynchrony profile and a shift for the IRI 
profiles. (i) There was an overall reduction in the negativity of asynchronies. (ii) 
Surprisingly, profiles differ from those in experiment 1, i.e. induced meter (Triple 
vs. Duple) can be followed easily, especially IRI profiles. The described general 
reaction pattern can be found in the data of every participant.  
 
Model fit. These results can be statistically tested by using the procedure that was 
already implied in the previous experiment. Again, the Nelder-Mead-algorithm 
was implemented to estimate parameters that minimize χ2 between observed and 
predicted data. Results for all participants were presented in table 4.  
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Table 4 Experiment 2: Parameter estimates and statistical measures separated for each condition 
for all participants 
 triple meter, low frequency triple meter, high frequency 
 α β γ χ2 d.f. r.m.s. α β γ χ2 d.f. r.m.s. 
combined .578   1517.541 282 591.584 .307   1618.841 282 567.839 
session 1-3 
session 4-6 
.558 
.602   1435.292 276 574.754 
.267 
.337   1535.185 276 545.770 
combined .579 .003  1294.094 276 521.148 .455 -.176  1235.813 276 494.691 
session 1-3 
session 4-6 
.547 
.602 .008  1203.620 270 500.421 
.410 
.481 -.169  1177.503 270 475.380 
session 1-3 
session 4-6 
.595 
.569 
-.028 
.035  1186.916 264 496.968 
.378 
.509 
-.135 
-.201  1153.579 264 468.154 
combined .528  .050 1369.548 276 538.450 .272  .122 1233.902 276 494.686 
session 1-3 
session 4-6 
.506 
.550  .051 1284.732 270 520.899 
.242 
.297  .119 1175.703 270 475.501 
session 1-3 
session 4-6 
.486 
.564  
.041 
.027 1274.099 264 518.902 
.244 
.293  
.098 
.132 1153.514 264 468.499 
combined .316 .118 .061 1291.585 270 520.639 .041 .150 .063 1227.306 270 492.810 
session 1-3 
session 4-6 
.297 
.249 .122 .060 1201.560 264 499.990 
.033 
.031 .149 .061 1189.244 264 477.560 
session 1-3 
session 4-6 
.347 
.225 
.094 
.139 .063 1186.245 258 496.993 
.023 
.016 
.168 
.116 .056 1153.282 258 467.333 
session 1-3 
session 4-6 
.258 
.309 .144 
.110 
.059 1196.564 258 499.857 
.033 
.033 .150 
.062 
.062 1168.906 258 473.908 
session 1-3 
session 4-6 
.333 
.325 
.104 
.127 
.075 
.961 1184.794 252 496.546 
.026 
.052 
.168 
.179 
.062 
.062 1168.906 252 473.908 
 
 
 duple meter, low frequency duple meter, high frequency 
 α β γ χ2 d.f. r.m.s. α β γ χ2 d.f. r.m.s. 
combined .537   1310.319 282 546.394 .257   776.611 282 392.042 
session 1-3 
session 4-6 
.509 
.569   1206.205 276 523.246 
.229 
.285   724.461 276 376.762 
combined .552 -.027  1060.618 276 482.265 .380 -.145  433.778 276 307.600 
session 1-3 
session 4-6 
.537 
.581 -.032  965.613 270 456.541 
.348 
.403 -.140  394.737 270 294.098 
session 1-3 
session 4-6 
.597 
.517 
-.092 
.028  913.315 264 443.938 
.288 
.459 
-.073 
-.201  352.087 264 276.508 
combined .479  .080 1151.688 276 501.667 .234  .104 435.462 276 308.801 
session 1-3 
session 4-6 
.453 
.511  .078 1051.935 270 479.309 
.212 
.257  .102 397.432 270 295.796 
session 1-3 
session 4-6 
.443 
.514  
.092 
.066 1014.358 264 471.128 
.218 
.248  
.058 
.132 358.033 264 279.865 
combined .203 .147 .096 1058.155 270 481.827 .380 -.145 .000 433.778 270 307.600 
session 1-3 
session 4-6 
.190 
.276 .133 .088 963.232 264 456.084 
.348 
.403 -.140 .000 394.737 264 
294.098 
 
session 1-3 
session 4-6 
.248 
.188 
.084 
.188 .093 911.044 258 443.444 
.288 
.459 
-.073 
-.201 .000 352.087 258 276.508 
session 1-3 
session 4-6 
.208 
.220 .140 
.085 
.101 968.082 258 457.491 
.348 
.403 -.140 
.000 
.000 394.737 258 
294.098 
 
session 1-3 
session 4-6 
.151 
.282 
.075 
.121 
.090 
.102 911.257 252 443.492 
.288 
.459 
-.073 
-.201 
.000 
.000 352.087 252 276.508 
 
Experiment 2: Sinusoidal perturbation sequence with subliminal amplitude 54 
 
 
 
In three out of four conditions, the best fit was achieved when only first and 
second order parameters were established. Setting free the learning parameter γ 
did not result in a reliably better fit of the. Only in one condition, the fit improved 
for models using the γ-parameter. In the other conditions, the γ-parameter differed 
from zero although the fit did not improve further. This effects is due to the results 
of four participants (see appendix). Again, two participants were chosen to 
illustrate the data. Individual modelled data were shown in table 5 for participant 
404 (for whom the γ-parameter never differed from zero) and in table 6 for 
participant 405 (for whom the model improved by using the γ-parameter in all 
conditions).  
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Table 5 Experiment 2: Parameter estimates and statistical measures separated for each condition 
for participant 404. 
 triple meter, low frequency triple meter, high frequency 
 α β γ χ2 d.f. r.m.s. α β γ χ2 d.f. r.m.s. 
combined .538   101.968 47 67.339 .244   110.950 47 66.74 
session 1-3 
session 4-6 
.485 
.585   84.110 46 61.367 
.207 
.276   98.447 46 62.24 
combined .313 .229  78.342 46 58.796 .238 .007  110.819 46 66.63 
session 1-3 
session 4-6 
.247 
.350 .241  57.175 45 50.138 
.198 
.266 .011  98.136 45 61.99 
session 1-3 
session 4-6 
.209 
.401 
.280 
.187  56.082 44 49.752 
.176 
.291 
.038 
-.018  96.148 44 61.79 
combined .538  .000 101.968 46 67.338 .244  .000 110.950 46 66.74 
session 1-3 
session 4-6 
.485 
.585  .000 84.110 45 61.368 
.207 
.276  .000 98.447 45 62.24 
session 1-3 
session 4-6 
.485 
.585  
.000 
.000 84.110 44 61.368 
.207 
.276  
.000 
.000 98.447 44 62.24 
combined .313 .229 .000 78.342 45 58.796 .238 .007 .000 110.819 45 66.63 
session 1-3 
session 4-6 
.247 
.350 .241 .000 57.175 44 50.138 
.198 
.266 .011 .000 98.136 44 61.99 
session 1-3 
session 4-6 
.209 
.401 
.280 
.187 .000 56.082 43 49.752 
.176 
.291 
.038 
-.018 .000 96.148 43 61.79 
session 1-3 
session 4-6 
.247 
.350 .241 
.000 
.000 57.175 43 50.138 
.198 
.266 .011 
.000 
.000 98.136 43 61.99 
session 1-3 
session 4-6 
.209 
.401 
.280 
.187 
.000 
.000 56.082 42 49.752 
.176 
.291 
.038 
-.018 
.000 
.000 96.148 42 61.79 
             
 duple meter, slow frequency duple meter, fast frequency 
 α β γ χ2 d.f. r.m.s. α β γ χ2 d.f. r.m.s. 
combined .515   193.065 47 91.403 .239   80.817 47 60.273 
session 1-3 
session 4-6 
.432 
.595   137.309 46 78.031 
.208 
.269   71.541 46 57.198 
combined .171 .343  130.793 46 75.887 .211 .033  78.080 46 58.822 
session 1-3 
session 4-6 
.127 
.268 .314  80.063 45 59.533 
.174 
.236 .039  67.777 45 55.250 
session 1-3 
session 4-6 
.214 
.086 
.222 
.495  68.187 44 55.221 
.145 
.265 
.074 
.004  64.570 44 53.661 
combined .515 
 
.000 193.065 46 91.405 .239  .000 80.817 46 60.274 
session 1-3 
session 4-6 
.432 
.595  .000 137.309 45 78.032 
.208 
.269  .000 71.541 45 57.198 
session 1-3 
session 4-6 
.432 
.595  
.000 
.000 137.309 44 78.031 
.208 
.269  
.000 
.000 71.541 44 57.198 
combined .171 .343 .000 130.793 45 75.886 .211 .033 .000 78.080 45 58.821 
session 1-3 
session 4-6 
.127 
.268 .314 .000 80.063 44 59.534 
.174 
.236 .039 .000 67.777 44 55.249 
session 1-3 
session 4-6 
.214 
.086 
.222 
.495 .000 68.187 43 55.221 
.145 
.265 
.074 
.004 .000 64.570 43 53.662 
session 1-3 
session 4-6 
.127 
.268 .314 
.000 
.000 80.063 43 59.533 
.174 
.236 .039 
.000 
.000 67.777 43 55.250 
session 1-3 
session 4-6 
.214 
.086 
.222 
.495 
.000 
.000 68.187 42 55.221 
.145 
.265 
.074 
.004 
.000 
.000 64.570 42 53.662 
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Table 6 Experiment 2: Parameter estimates and statistical measures separated for each condition 
for participant 405. 
 triple meter, low frequency triple meter, high frequency 
 α β γ χ2 d.f. r.m.s. α β γ χ2 d.f. r.m.s. 
combined .433   199.337 47 123.899 .220   208.070 47 116.677 
session 1-3 
session 4-6 
.394 
.456   193.503 46 122.432 
.240 
.208   206.967 46 116.252 
combined .638 -.218  178.079 46 117.295 .366 -.175  171.491 46 105.973 
session 1-3 
session 4-6 
.597 
.669 -.222  170.586 45 115.384 
.383 
.356 -.174  170.913 45 105.708 
session 1-3 
session 4-6 
.684 
.584 
-.313 
-.135  167.381 44 114.505 
.424 
.332 
-.224 
-.147  169.734 44 105.574 
combined .358  .177 177.821 46 117.231 .202  .150 170.142 46 105.562 
session 1-3 
session 4-6 
.319 
.379  .180 170.323 45 115.319 
.218 
.193  .149 169.485 45 105.263 
session 1-3 
session 4-6 
.299 
.404  
.236 
.119 167.166 44 114.455 
.214 
.195  
.181 
.130 168.422 44 105.158 
combined .000 .279 .403 177.181 45 117.070 .000 .217 .331 167.999 45 104.866 
session 1-3 
session 4-6 
.000 
.044 .256 .387 169.751 44 115.166 
.000 
.000 .217 .331 167.999 44 104.866 
session 1-3 
session 4-6 
.000 
.000 
.249 
.298 .400 167.477 43 114.598 
.000 
.000 
.220 
.215 .331 167.944 43 104.796 
session 1-3 
session 4-6 
.000 
.000 .278 
.386 
.415 176.337 43 116.771 
.000 
.000 .216 
.358 
.313 166.647 43 104.680 
session 1-3 
session 4-6 
.000 
.000 
.244 
.304 
.419 
.382 166.494 42 114.273 
.000 
.000 
.227 
.103 
.364 
.300 166.542 42 104.756 
             
 duple meter, slow frequency duple meter, fast frequency 
 α β γ χ2 d.f. r.m.s. α β γ χ2 d.f. r.m.s. 
combined .374   127.126 47 96.361 .179   51.294 47 58.327 
session 1-3 
session 4-6 
.388 
.363   125.643 46 95.454 
.186 
.175   51.151 46 58.221 
combined .551 -.186  105.870 46 87.707 .281 -.120  31.795 46 47.084 
session 1-3 
session 4-6 
.568 
.539 -.187  104.169 45 86.675 
.289 
.276 -.120  31.636 45 46.935 
session 1-3 
session 4-6 
.538 
.559 
-.157 
-.207  103.844 44 86.452 
.257 
.294 
-.083 
-.141  30.787 44 46.153 
combined .319  .155 105.731 46 87.661 .172  .107 31.397 46 46.734 
session 1-3 
session 4-6 
.332 
.308  .156 104.017 45 86.626 
.179 
.168  .107 31.260 45 46.604 
session 1-3 
session 4-6 
.340 
.304  
.134 
.170 103.687 44 86.400 
.180 
.168  
.078 
.122 30.495 44 45.891 
combined .000 .256 .368 105.527 45 87.594 .000 .191 .274 30.676 45 46.145 
session 1-3 
session 4-6 
.018 
.000 .249 .363 103.793 44 86.553 
.000 
.000 .191 .274 30.676 44 46.145 
session 1-3 
session 4-6 
.000 
.000 
.267 
.247 .368 103.517 43 86.369 
.000 
.000 
.201 
.184 .274 30.165 43 45.655 
session 1-3 
session 4-6 
.000 
.000 .256 
.379 
.360 105.164 43 87.379 
.000 
.000 .191 
.252 
.286 29.984 43 45.485 
session 1-3 
session 4-6 
.000 
.000 
.268 
.247 
.362 
.371 103.462 42 86.327 
.000 
.000 
.197 
.085 
.257 
.282 29.970 42 45.540 
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Results indicated that the perturbation sequence was not learned in the 
experiment. Learning occurred only in the sense of better adjustment of the error 
correction parameters. For better understanding, data and various models are 
shown in figures 13 and 14 for participants 404 and in figures 15 and 16 for 
participant 405 , respectively. For participant 404 the γ-parameter never differed 
from zero. The model states that he used only first and second order error 
correction. The different models including first and/or second order correction 
and/or anticipation did not differ from each other for this participant.  
For participant 405, the best fit resulted from the first order error correction and 
anticipation model in all conditions. By having a closer view at figures 15 and 16, 
it can be seen that this model did not differ from the first and second order error 
correction model. Moreover, the first and second order error correction and 
anticipation model differed from the best fitting model, the fit does not improve 
any further (see table 6). 
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Figure 13 Experiment 2: Predictions of various models for subject 404 for conditions “triple 
meter” (left: session 1-3; right: session 4-6; blue circles represent experimental data with standard 
deviations) 
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Figure 14 Experiment 2: Predictions of various models for subject 404 for conditions “duple 
meter” (left: session 1-3; right: session 4-6; blue circles represent experimental data with standard 
deviations)
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Figure 15 Experiment 2: Predictions of various models for subject 405 for conditions “triple 
meter” (left: session 1-3; right: session 4-6; blue circles represent experimental data with standard 
deviations) 
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Figure 16 Experiment 2: Predictions of various models for subject 405 for conditions “duple 
meter” (left: session 1-3; right: session 4-6; blue circles represent experimental data with standard 
deviations) 
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As can be seen in the figures, for participant 404, different models with different 
parameters do not differ from each other. For participant 405, models differ from 
each other. Especially, models involving a γ-parameter different from zero make 
different predictions. As modeling has shown, these models do not lead to a better 
fit. 
Post experimental interview. The focus of this interview was on explicit learning 
strategies which require a consciousness of the experimental manipulation. After 
completion of the last experimental session participants were asked if they have 
noticed any unusual pattern in the metronome sequences. None of the participants 
recognized the pattern chances and, therefore, the experimental manipulations. 
 
9.3 DISCUSSION 
Results from the previous experiment were replicated in this experiment. They 
showed that predictions from the two-level model of timing can account for 
responses to perturbed metronomes. IRI and asynchrony traces followed very 
closely the predictions of the model. Actually, the robustness of that simple model 
is astonishing when taking into account such complex manipulations as sinusoidal 
perturbations. Participants were able to register the previous (1st order) and 
eventually the next-to-previous (2nd order) asynchrony and to correct it by a 
certain amount in order to calculate the next asynchrony.  
The second main result of this experiment was that no evidence was found for 
implicit learning. Even the simplification and replication of perturbation 
sequences did not lead to an anticipation of perturbation patterns. Again, one 
explanation for this finding is, that error correction might work so fast and 
efficient that perturbation anticipation does not yield an advantage in any 
response.  
It is known from research on implicit learning that stimuli that have to be learned 
must be above the perceptual threshold. Perturbations were not audible to 
participants. Maybe, this prevent participants from learning. Note, a metrical 
structure was induced in this experiment. Participants seemed to concentrate on 
this more melodic structure, as it can be easily seen from the data. The effects of 
this manipulation are strong and may cover learning effects. Moreover, trials from 
different conditions were presented in random order, which may also confuse 
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participant. Hence, the next experiment will control for these variables before it 
can be concluded that there is no implicit learning of timing structures because of 
the presence of an highly effective error correction process. 
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10 EXPERIMENT 3: SINUSOIDAL PERTURBATION SEQUENCE WITH SMALL OR 
LARGE AMPLITUDE AND WITH/OUT EXTERNAL CUE 
Participants had to synchronize to complex perturbed metronome sequence 
patterns in the previous experiments. In experiment 1, four different perturbation 
sequence patterns were used which were presented in random. Perturbations were 
presented below the perceptual threshold but could be distinguished by different 
signal tomes in the metronome. In experiment 2, the perturbations were below the 
perceptual threshold, as well, but had a more regular structure, i.e. a sine wave. A 
metrical structure was superimposed to the perturbation sequences in both 
experiments. Results showed that the two-level model of synchronisation (Schulze 
& Vorberg, 2002; Vorberg & Schulze, 2002; Vorberg & Wing, 1994; Vorberg & 
Wing, 1996) is astonishingly robust. Moreover, it had been shown that complex 
perturbations were treated like single ones that add up. Hence, the error correction 
process described by Repp (2000; 2001a; 2002a; 2002c; 2002d) for single 
perturbations is also effective for complex perturbations. This process is very fast 
and effective and can not be avoided, even when it is disadvantageous (Repp, 
2002a).  
Surprisingly, no reference of implicit learning was found in the previous 
experiments. I argue that the error correction process is very effecient. Hence, 
there is no the necessity of learning,  i.e. anticipating the upcoming perturbation. 
Before accepting this explanation, the next experiment enhances the probability of 
implicit learning. In order to do so, some changes were made compared to the 
experimental set up of the previous experiment:  
(i) the slowing down and speeding up of the tempo were clearly audible to 
participants by varying the amplitude of the perturbation between ± 
5ms (subliminal) and ± 20ms (supraliminal);  
(ii) there was no metrical structure superimposed to the metronome 
perturbations;  
(iii) the size of the perturbation was signalled by an external cue which was 
the pitch of the metronome tone on a chromatic scale. More 
specifically, the slower the tempo the lower the pitch and vice versa.  
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A between-participant-design was chosen with the factors amplitude (subliminal 
vs. supraliminal) and cue (chromatic-scale-cue vs. no cue) to control for these 
effects. The same statistical method as in the previous experiments was used to 
analyse data. Data were modelled in order to find parameter estimates for α, β and 
γ. Again, anticipation should reveal itself in mean IRI’s closely matched to the 
metronome as well as in mean asynchronies that are little affected by the 
perturbation pattern. 
 
10.1 MATERIALS AND METHOD 
Participants. Twenty four undergraduate students (16 female, 8 male) took part in 
the experiment for which they earned credits. Their age ranged between 19 and 35 
years. They were randomly assigned to one of the four experimental conditions. 
Three of the participants were left-handed, one was both-handed using her right 
finger in the experiment. Twenty one participants had experience in playing at 
least one musical instrument. Years of musical instructions ranged between one 
and eleven (M=2.94 years, SD=3.11years). Only two participants had played their 
instrument during the last year between zero and two hours per week. Fourteen 
participants had taken lessons up to seven years at a second instrument (M=.98 
years, SD=1.84 years). Two of the participants are playing this second instrument 
at time of the experiment. One participant had taken lessons on a third instrument, 
but does not practice it at time of testing. Formerly, 8 participants took part in 
similar experiments. 
Apparatus and measurements. Apparatus and measurements were the same as the 
previous experiments. 
Task and design. Participants had to tap as precisely as possible with the index 
finger of the preferred hand in synchrony with a metronome. They were instructed 
to stay in synchrony even when the metronome changed its tempo smoothly. 
Metronome sequences varied according to the amplitude (subliminal vs. 
supraliminal) and to the cue (cue vs. no cue). These 4 conditions served as 
between-participant-design; participants were assigned randomly to one of the 
four conditions. Additional independent variables were position of tap within the 
perturbation sequence (tap 1 to tap 24), replication of pattern within a sequence 
(first, second, third) and amount of practice (session 1 vs. session 2). 
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The experiment consisted of 2 sessions. Each session lasted about 1.5 hour each 
and consisted of 40 trials. Participants had two three-minute breaks in the course 
of a session.  
Construction of metronome sequences. A metronome sequence contained 89 
tones. Unknown to participants, each trial contained an experimental phase of 
three successive replications of the perturbation pattern of 24 tones each. The 
experimental phase were preceded by an isochronous phase of 12 tones and were 
succeeded by an ending phase of 5 tones in which the perturbation sequence 
continued. Inter-Stimulus-Intervals (ISI) of the perturbed phases can be expressed 
as ISIi = ISIbaseline + perturbationi. The baseline-ISI were 400ms. Perturbations can 
be expressed as  






=
12
*sin* iamplitudeonperturbati i pi  
with i indicating the current tap. Amplitude was varied (5 ms vs. 20 ms) between 
participants. Moreover, the metronome tone was varied between participants. The 
metronome tone had a frequency of 220 Hz in the no-cue condition. In the cue 
condition, a chromatic scale was used beginning by 110 Hz in the isochronous 
phase at the beginning of a trial and going up to 220 Hz and down to 110 Hz again 
within a replication of the perturbation pattern (see figure 17). A cosine-function 
was used instead of a sinus-function in the cue condition due to a programming 
error in the experimental execution program.  
 
Figure 17 Experiment 3: Relation between metronome duration and metronome pitch 
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10.2 RESULTS 
Data analysis. The initial 12 and the last 5 taps per trial were discarded, leaving 3 
replications of 24 IRI’s and asynchronies per trial. For better comparison with no-
cue conditions, in both cue conditions the last 6 IRI’s and asynchronies were 
moved to the beginning in order to receive sine waves. Each session were 
analyzed separately for learning effects. Asynchronies and IRI’s were averaged 
across replication, trials and participants for each tap position within a replication. 
Results for each amplitude x cue condition are shown in figure 18, separately. 
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Figure 18 Experiment 3: Inter-Response-Intervals and synchronisation error averaged across 
participants (above: conditions “without cue”; below: conditions “with cue”) 
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By visual inspection, observed profiles strikingly resemble predictions of the 
synchronisation model. Again, the perturbation effect on asynchronies is a mirror 
image of the metronome profile, and IRI profiles seem to lag behind metronome 
profiles. Contrary to results from experiment 2 (see figure 12), there are no delays 
induced by meter. Moreover, the lag of the IRI profile to the metronome profile 
seems to be smaller and asynchrony profiles seems to by more flattened in 
comparison to the previous experiment.  
Data were modeled for each participant, separately, in order to search for learning 
effects. Finally, parameters were averaged across participants, whereas χ2-values 
and r.m.s. were added up. Results for all participants are shown in table 7. 
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Table 7 Experiment 3: Parameter estimates and statistical measures separated for each group for 
all participants 
 no cue, supraliminal no cue, subliminal 
 α β γ χ2 d.f. r.m.s. α β γ χ2 d.f. r.m.s. 
combined .992   14111.39 282 1583.995 .647   1012.682 282 406.164 
1st session 
2nd session 
.989 
.998   13803.62 276 1555.933 
.621 
.689   983.480 276 401.395 
combined .556 .958  4035.405 276 912.223 .000 .615  408.970 276 251.091 
1st session 
2nd session 
.564 
.658 .928  3784.002 270 865.186 
.000 
.000 .599  399.345 270 248.265 
1st session 
2nd session 
.574 
.603 
.917 
.970  3692.866 264 849.166 
.000 
.000 
.598 
.642  378.880 264 242.487 
combined .999  .334 6070.598 276 1175.389 .647  .000 1012.682 276 406.163 
1st session 
2nd session 
.989 
.998  .334 5762.827 270 1147.327 
.621 
.689  .000 983.480 270 401.395 
1st session 
2nd session 
.989 
.998  
.286 
.364 5672.703 264 1141.630 
.621 
.689  
.000 
.000 983.480 264 401.395 
combined .415 .966 .053 3310.514 270 862.554 .000 .615 .000 408.970 270 251.091 
1st session 
2nd session 
.387 
.531 .937 .051 3052.406 264 814.292 
.000 
.000 .599 .000 408.970 264 251.091 
1st session 
2nd session 
.385 
.435 
.942 
.979 .051 2980.323 258 803.638 
.000 
.000 
.598 
.642 .000 378.880 258 242.487 
1st session 
2nd session 
.388 
.410 .967 
.040 
.102 3228.401 258 855.797 
.000 
.000 .599 
.000 
.000 408.970 258 251.092 
1st session 
2nd session 
.387 
.431 
.940 
.978 
.039 
.100 2911.956 252 798.982 
.000 
.000 
.598 
.642 
.000 
.000 378.880 252 242.487 
             
 with cue, supraliminal with cue, subliminal 
 α β γ χ2 d.f. r.m.s. α β γ χ2 d.f. r.m.s. 
combined .987   11000.06 282 1439.720 .461   524.279 282 345.447 
1st session 
2nd session 
.996 
.987   10847.81 276 1362.356 
.442 
.496   470.486 276 329.610 
combined 1.000 .858  2777.541 276 901.374 .081 .118  451.867 276 313.178 
1st session 
2nd session 
.927 
.959 .861  2512.860 270 707.813 
.076 
.086 .116  416.170 270 305.311 
1st session 
2nd session 
1.000 
.927 
.798 
.858  2507.925 264 701.164 
.107 
.052 
.030 
.202  363.416 264 281.275 
combined .987  .448 2032.829 276 843.003 .447  .009 521.926 276 344.182 
1st session 
2nd session 
.935 
.992  .475 1814.471 270 730.315 
.423 
.396  .013 465.809 270 327.481 
1st session 
2nd session 
.987 
.935  
.285 
.448 1746.235 264 679.146 
.447 
.423  
.008 
.009 454.285 264 325.178 
combined .956 .871 .300 1502.353 270 751.378 .049 .140 .000 451.609 270 313.144 
1st session 
2nd session 
.843 
.851 .832 .322 1212.990 264 543.459 
.045 
.053 .138 .000 416.050 264 305.236 
1st session 
2nd session 
.956 
.843 
.830 
.862 .313 1202.053 258 532.899 
.098 
.024 
.038 
.228 .000 371.684 258 285.330 
1st session 
2nd session 
.897 
.897 .871 
.162 
.300 1184.487 258 531.511 
.051 
.054 .134 
.001 
.000 408.070 258 301.536 
1st session 
2nd session 
.909 
.948 
.829 
.914 
.227 
.412 1180.966 252 528.107 
.107 
.006 
.030 
.255 
.000 
.001 363.089 252 281.142 
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By viewing χ2-values in the table, it is apparent that χ2-values for supraliminal 
conditions are huge compared to χ2-values in both experiments 1 and 2. Hence, 
the error correction model did not account for this kind of perturbation. Moreover, 
the χ2-values decrease remarkably by inducing anticipation models, i.e. the best fit 
is found when the γ-parameter is different from zero. Hence, in supraliminal 
conditions anticipation of the perturbation pattern is found. This reveals a clear 
sign of implicit learning. Note, that the γ-parameter in the cue-condition is greater 
than in the no-cue-condition. The amount of anticipation enhances when an 
external cue is given, additionally. 
Results for both subliminal conditions are very similar to the results from the 
previous experiments. In both subliminal conditions, the best fit was found by 
establishing only first and second order error correction parameters and the 
learning parameter was set zero.  
By looking at individual model fits (see appendix), it can be seen that averaged 
data resemble individual data remarkably well for subliminal conditions. In the 
best fitting model, no participant in none of the two conditions showed a γ-
parameter different from zero. Even if the γ-parameter was different from zero, 
the fit did not reliably improve. For supraliminal conditions, the averaged effect 
goes back to three participants in no-cue condition and to four participants in the 
cue-condition. The γ-parameter for these participants is ranging between .000 in 
the first session and .704 in the second session for the no-cue-condition and 
between .214 in the first session and 1.000 in the second session for the cue-
condition.  
Results will be illustrated exemplarily for participants 202 and 204. Both 
participants took part in the condition supraliminal perturbation size & chromatic 
scale cue. Parameter estimates and statistical measures for participant 202 can be 
seen in table 8. 
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Table 8 Experiment 3: Parameter estimates and statistical measures for participant 202. 
  
 α β γ χ2 d.f. r.m.s. 
combined 1.000   2364.126 47 335.076 
1st session 
2nd session 
1.000 
1.000   2364.126 46 335.076 
combined 1.000 .968  726.297 46 186.045 
1st session 
2nd session 
1.000 
1.000 .968  726.297 45 186.045 
1st session 
2nd session 
1.000 
1.000 
.962 
.972  726.036 44 185.991 
combined 1.000  .957 187.646 46 93.897 
1st session 
2nd session 
.187 
1.000  .957 168.473 45 87.872 
1st session 
2nd session 
.236 
.440  
.942 
1.000 160.202 44 86.197 
combined .365 1.064 .917 179.081 45 91.791 
1st session 
2nd session 
.363 
.372 1.064 .917 178.998 44 91.763 
1st session 
2nd session 
.352 
.384 
1.094 
1.044 .925 176.975 43 90.438 
1st session 
2nd session 
.361 
.377 1.065 
.853 
.967 172.885 43 89.808 
1st session 
2nd session 
.361 
.374 
1.065 
1.072 
.852 
.969 172.874 42 89.838 
 
The fit of the error correction model improved when the error correction 
parameter β was set free in addition to the error correction parameter α. However, 
the important point is a reliable better fit by setting free the learning parameter γ 
in addition to the first order error correction parameter α. The fit did not improve 
any further by setting free the second order error correction parameter β, 
additionally. Moreover, participant 202 changed her strategy from session 1 to 
session 2, as indicated by a better fit when different parameters were allowed for 
each session. These results shall be illustrated graphically in figure 19. 
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Figure 19 Experiment 3: Data and predictions of various models for participant 202 
(above: session 1, below: session 2; blue circles: experimental data, solid green line: 1st 
order error correction model, dashed green line: 1st and 2nd order error correction model, 
dotted green line: 1st order error correction and anticipation model, dash-dotted green line: 
1st and 2nd error correction and anticipation model) 
 
The improvement between the first and second order error correction model can be seen 
clearly. The profile of the modeled asynchrony flattens. The further improvement in the 
model by adding the learning parameter can be seen in a further flattening of the model 
profile, as well. As results indicated, the difference between the model using first order 
error correction and anticipation and the model using first and second order error 
correction and anticipation can not be seen. Profiles are lying together very close. 
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Exemplarily, results for a second participant will be illustrated. Parameter estimators 
and statistical measures can be seen in table 9. 
Table 9 Experiment 3: Parameter estimates and statistical measures for participant 204. 
  
 α β γ χ2 d.f. r.m.s. 
combined 1.000   5874.589 47 290.788 
1st session 
2nd session 
1.000 
1.000   5874.589 46 290.788 
combined 1.000 .979  1144.956 46 129.228 
1st session 
2nd session 
1.000 
1.000 .979  1144.956 45 129.228 
1st session 
2nd session 
1.000 
1.000 
.978 
.979  1144.936 44 129.228 
combined 1.000  .810 612.123 46 97.981 
1st session 
2nd session 
1.000 
1.000  .810 612.123 45 97.981 
1st session 
2nd session 
1.000 
1.000  
.779 
.835 606.034 44 97.688 
combined 1.000 .976 .554 454.990 45 84.295 
1st session 
2nd session 
1.000 
1.000 .976 .554 454.990 44 84.295 
1st session 
2nd session 
1.000 
1.000 
.970 
.979 .554 454.938 43 84.295 
1st session 
2nd session 
1.000 
1.000 .975 
.466 
.627 440.668 43 83.302 
1st session 
2nd session 
1.000 
1.000 
.974 
.978 
.467 
.627 440.652 42 83.303 
 
Again, the model becomes reliable better by establishing the second order error 
correction parameter β in addition to the first order error correction parameter α. 
In comparison to the first order error correction model, the model improves 
further by setting free the γ-parameter, additionally. On the contrary to participant 
202, the best fit can be found by establishing first and second order error 
correction parameters as well as the learning parameter γ. These results are 
graphically illustrated in figure 20. 
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Figure 20 Experiment 3: Data and predictions of various models for participant 204 (above: 
session 1, below: session 2; blue circles: experimental data, solid green line: 1st order error 
correction model, dashed green line: 1st and 2nd order error correction model, dotted green line: 1st 
order error correction and anticipation model, dash-dotted green line: 1st and 2nd error correction 
and anticipation model) 
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Again, differences between the first and second order error correction models can 
be seen clearly in a flattened model profile, as well as differences between simple 
error correction models and models involving anticipation. Moreover, the 
difference between the anticipation model involving only first order error 
correction and the anticipation model involving additional second order error 
correction can be seen by a further flattening in the profile.  
Post experimental interview. The focus of this interview was on explicit learning 
strategies which require a consciousness of the experimental manipulation. After 
completion of the last experimental session participants were asked if they had 
noticed any unusual pattern in the metronome sequences. If they had noticed 
patterns they were asked to describe them. In the condition supraliminal tempo 
changes & cue all participants could describe the relation between metronome 
tones and metronome tempo. In the condition supraliminal tempo change & no-
cue three out of six participants recognized tempo changes without specific 
knowledge about the relation. In both subliminal conditions, three out of six 
participant in each conditions recognized tempo changes, but only two of them 
could tell about slowing down and speeding up.  
 
10.3 DISCUSSION 
Results show large effects of perturbation pattern. These effects are very stable 
because they were also found in the previous experiments. However, the aim of 
this experiment was to search for implicit learning of the recurrent perturbation 
pattern.  
Implicit learning has been evident in very different fields of human behavior (for 
more detail see Seger, 1994). Hence, it seems likely to find such effects in human 
timing behavior. The reason why implicit learning was not found in experiment 2 
could be that perturbations were below the perceptual threshold and/or 
participants were irritated by a superimposed metrical structure. In order to elicit 
implicit learning, perturbations were above the perceptual threshold in this 
experiment. Moreover, an external cue was given which indicated the size of the 
perturbation. In order to control for these variables, control conditions were used 
in which the perturbations were below the perceptual threshold and in which the 
external cue was not given. In this way, four independent conditions were formed.  
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As expected from experiment 2, none of the participants showed learning effects 
in the condition subliminal & no cue. Moreover, none of the participants learned 
the perturbation pattern in the condition subliminal & cue. These results indicate 
that there is no subliminal learning of metronome errors. In order to search for 
implicit learning effects, supraliminal conditions are of special interest. Here, 
clear evidence for implicit learning could be found for most participants. 
Moreover, in the condition supraliminal & cue, learning effects even enhances 
compared to the condition supraliminal & no cue.  
These results show, that there is implicit learning of perturbation pattern. 
Anticipation seems to be possible only under a certain circumstance: in 
accordance with most definitions of implicit learning (Frensch, 1998), awareness 
of the perturbation seems to be necessary.  
Overall, local error correction is a very fast and efficient mechanisms which can 
very good deal with complex perturbations such as sine waves below the 
perceptual threshold. The two-level synchronisation model (Vorberg & Wing, 
1994; 1996) can account for this case without any further assumptions. The error 
correction mechanism eliminates the necessity for anticipating perturbations. The 
effort of anticipating perturbations gives only a gain for perturbations above the 
perceptual threshold. For this case, the two-level synchronisation model (Vorberg 
& Wing, 1994; 1996) does not account. However, predictions of the model 
improved reliable when assuming that participants can anticipate the upcoming 
metronome interval. Cues can be used to enhance performance when participants 
are aware of the metronome changes. 
In order to investigate the role of the cue further, one more experiment was 
conducted in which a random perturbation pattern was used. Some of the 
perturbations were above and some were below the perceptual threshold. 
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11 EXPERIMENT 4: RECURRENT RANDOM PERTURBATION SEQUENCE WITH VALID 
EXTERNAL CUE 
In the previous experiment, implicit learning of perturbation pattern in synchronisation 
tasks was found. However, the question is, under which conditions implicit learning is 
apparent. Perturbation sizes above the perceptual threshold seem to be a precondition 
for implicit learning. Moreover, an external cue indicating the size of the perturbation 
showed an additional advantage. 
In order to replicate the finding of implicit learning in synchronisation, one of the 
recurrent random perturbation sequences from experiment 1 was tested for the 
usefulness of the pitch cue that indicates the size of the perturbations. Perturbation sizes 
ranged from 5 to 20 ms, i.e. some were clearly audible and some were below the 
perceptual threshold. The hypothesis was that participants are able to anticipate the 
perturbation pattern by making use of the pitch cue. 
 
11.1 MATERIALS AND METHODS 
Participants. Six female undergraduate students took part in this experiment. Their age 
ranged between 20 and 31 years, and all of them were right-handed. Five participants 
had experience in playing musical instruments (guitar, recorder, piano). Four of them 
had up to 10 years of musical instruction. None participant had musical instructions at 
the time of the experiment and none were seriously practicing. Two participants were 
playing their instruments for fun between 3,5 and 10 hours per week. Two participants 
had taken lessons between 1 and 4 years on a second instrument (guitar and violin), but 
were not playing it at the time of the experiment. One of these participants had taken 
lessons on a third instrument (organ) for 2 years, but is not playing it actually. 
Apparatus and measurements. They were the same as in the previous experiment. 
Task and design. Participants had to tap as precisely as possible with the index finger of 
the right hand in synchrony with a metronome. Again, participants could listen as long 
as they wanted before starting to tap. The trial was immediately repeated when the 
asynchrony was larger than 50% of the ISI. As described in exp.1, graphic error 
feedback was given after each trial.  
Metronome sequences were isochronous but contained short perturbation patterns. 
Independent variables were position of tap within the perturbation pattern, replication 
of pattern within a trial and amount of practice (sessions 1 vs. sessions 2). 
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Construction of metronome sequences. A metronome sequence consisted of 68-72 
tones. A trial started with an isochronous phase of 5-9 tones which was followed by 5 
replications of the perturbation pattern and ended with 3 isochronous tones. The 
perturbation pattern consisted of 6 perturbed metronome intervals which were 
embedded in 4 isochronous metronome intervals before and in 2 isochronous 
metronome intervals afterwards. 
The inter-stimulus-interval was 400 ms for unperturbed metronome intervals. The 
perturbation pattern was generated as follows: (a) six perturbations ∆n were randomly 
sampled from the set (-20, -15, -10, -5, 5, 10, 15, 20 ms) to form a perturbation 
sequence; (b) the critical metronome intervals were computed as nn cc ∆+= .  
The metronome pitch was 220 Hz (baseline pitch) for unperturbed metronome intervals. 
A perturbation size of 5ms corresponds to a halftone on metronome tones. Hence, 
participants heard a melody with lower pitches than the baseline indicating a faster 
tempo and higher pitches indicating a delay in the tempo. Musical notation and the 
corresponding metronome durations can be seen in figure 21. 
 
Figure 21 Experiment 4: Relation between metronome duration and metronome pitch 
 
A session consisted of 60 trials; 2 sessions had to be completed. Each session lasted 
about 1,5 to 2 hours with two three-minute breaks during a session. 
0 4 8 12
-30
-20
-10
0
10
20
m
et
ro
n
o
m
e 
pe
rt
u
rb
at
io
n
 
∆ n
position within perturbation sequence
            
Experiment 4: Recurrent random perturbation sequence with valid external cue 80 
 
 
 
11.2 RESULTS 
Data analysis. Dependent variables were IRI’s and asynchronies. Again, the 
synchronisation phase of 5-9 taps and the last 3 taps of each trial were discarded from 
further analysis, leaving 5 replications of the perturbation pattern with 12 IRI’s and 
asynchronies per trial. The experiment was subdivided into two parts (session 1 vs. 
session 2) with 60 trials each to be able to analyze learning effects. Hence, participants 
had to repeat the same perturbation pattern 300 times in each session and 600 times in 
the course of the experiment. For each tap position within a replication, IRI’s and 
asynchronies were averaged across replications, trials and participants. The averaged 
data can be seen in figure 22. 
 
Figure 22 Experiment 4: Inter-Response-Intervals and synchronisation error averaged across participants 
 
Visual inspection reveals no difference to results of experiment 1 (see figure 7). Again, 
asynchrony traces mirror the metronome trace, whereas IRI traces seem to lag behind 
the metronome trace. A closer view reveals slight differences, i.e. a steeper slope of the 
IRI trace at the end of the perturbation sequence and flattened asynchrony trace 
especially at the end of the sequence. 
Model fit. These results can be statistically tested by using the same modeling procedure 
as in the previous experiments. Again, the Nelder-Mead-algorithm was implemented to 
estimate parameters that minimize χ2 between data and different models. Parameter 
estimates and statistical measures for all participants are presented in table 10.  
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Table 10 Experiment 4: Parameter estimates and statistical measures for all participants 
  
 α β γ χ2 d.f. r.m.s. 
combined .521   1083.259 66 216.074 
1st session 
2nd session 
.537 
.494   1061.792 60 213.710 
combined .551 -.029  816.263 60 195.330 
1st session 
2nd session 
.570 
.520 -.029  793.402 54 192.574 
1st session 
2nd session 
.549 
.537 
.004 
-.070  773.526 48 190.367 
combined .513  .156 647.808 60 169.109 
1st session 
2nd session 
.552 
.470  .155 630.363 54 166.076 
1st session 
2nd session 
.580 
.467  
.122 
.171 598.323 48 160.769 
combined .551 -.038 .137 522.376 54 155.310 
1st session 
2nd session 
.593 
.497 -.040 .136 503.422 48 151.932 
1st session 
2nd session 
.566 
.511 
-.002 
-.095 .138 480.650 42 148.985 
1st session 
2nd session 
.623 
.497 -.040 
.103 
.154 474.527 42 146.472 
1st session 
2nd session 
.615 
.506 
-.011 
-.093 
.102 
.161 446.425 36 142.983 
 
Overall, χ2-values are smaller as in supraliminal conditions of the previous experiment. 
The model involving second order error correction in addition to first order error 
correction showed a reliable improvement. However, the best fitting model involves 
first and second order error correction as well as anticipation. Moreover, it indicates a 
learning process by separate parameter estimates for the two sessions. Looking at 
individual data (see appendix) reveals that all but one participant show implicit learning 
effects. This one participant does not show any anticipation; the γ-parameter is zero. All 
other participants show γ-parameter ranging between .044 and .432 which indicates a 
learning rate between 4% and 43%. For 3 participants, γ-parameter increased from 
session 1 to session 2 which indicates that implicit learning enhances. For two 
participants, it did not change.  
Again, results will be illustrated for one participant. For her, parameter estimates and 
statistical measures are presented in table 11. 
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Table 11 Experiment 4: Parameter estimates and statistical measures for participant 704 
  
 α β γ χ2 d.f. r.m.s. 
combined .819   101.038 23 61.016 
1st session 
2nd session 
.880 
.705   98.624 22 60.079 
combined .801 .208  94.101 22 58.886 
1st session 
2nd session 
.866 
.669 .203  91.517 21 57.836 
1st session 
2nd session 
.856 
.682 
.234 
.145  91.173 20 57.755 
combined .878  .432 49.220 22 42.747 
1st session 
2nd session 
.983 
.673  .432 46.843 21 41.317 
1st session 
2nd session 
1.000 
.686  
.497 
.310 44.591 20 39.938 
combined .863 .146 .417 48.172 21 42.273 
1st session 
2nd session 
.971 
.629 .142 .417 45.598 20 40.702 
1st session 
2nd session 
.962 
.648 
.174 
.085 .415 45.476 19 40.639 
1st session 
2nd session 
1.000 
.655 .129 
.482 
.299 43.521 19 39.393 
1st session 
2nd session 
.997 
.661 
.151 
.105 
.481 
.300 43.483 18 39.383 
 
As can be seen in the table, the best fitting model contains a first order error correction 
process as well as a learning effect for participant 704. The which takes into account a 
second order error correction process in addition to a first order error correction process 
and a learning process did not lead to a reliable improvement. For illustration of these 
results see figure 23. 
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Figure 23 Experiment 4: Data and predictions of various models for participant 704 (above: session 1, 
below: session 2; blue circles: experimental data, solid green line: 1st order error correction model, dashed 
green line: 1st and 2nd order error correction model, dotted green line: 1st order error correction and 
anticipation model, dash-dotted green line: 1st and 2nd error correction and anticipation model) 
 
Here, it can be seen that there is no difference between the model containing only first 
order error correction and the model containing second order error correction, 
additionally. However, the difference between the error correction models and the 
models involving anticipation, in addition, is visible. Differences between the model 
that involved only first order error correction in addition to anticipation and the model 
that involved second order error correction, additionally can not be seen. Note, the 
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models involving the anticipation process can account for the flattened asynchrony 
profile at the end of the perturbation sequence. Models involving error correction, 
exclusively, overshoot at this place. 
Post experimental interview. The focus of this interview was on explicit learning 
strategies which require a consciousness of the experimental manipulation. After 
completion of the last experimental session participants were asked if they have noticed 
any unusual pattern in the metronome sequences. Four participants recognized tempo 
changes, none of them could tell about the relation between metronome tone and 
metronome tempo. 
 
11.3 DISCUSSION 
As in all previous experiments, large effects of perturbation pattern could be replicated. 
The two-level model of timing holds for random as well as for sinusoidal perturbation 
patterns. However, the aim of this experiment was to search for implicit learning effects 
of a recurrent random perturbation pattern by using an external cue in form of different 
metronome tones signaling the size of the perturbation. In contrast to results from 
experiment 1, for all but one participant implicit learning effects evolved. In experiment 
1, the same random perturbation sequence was used, but no additional cue with valid 
information about perturbation size was given there. For the specific random 
perturbation pattern used in both experiments, the external cue seemed to be necessary 
for eliciting implicit learning.  
Results from this experiment replicated results from experiment 1 as well as from 
experiment 3. More specifically, phase correction process postulated in the two-level 
synchronisation model (Vorberg & Wing, 1994; 1996) accounts for performance 
improvement. Participants improve their performance by better adjusting the error 
correction parameters. However, error correction process can not account for implicit 
learning effects which enhances performance further. Predictions of the model improve 
reliable when assuming that participants can anticipate the upcoming metronome 
perturbation.  
Again, phase correction has shown as a fast and effective process which is sufficient for 
most purposes in daily life. This may be the reason why implicit learning effects are 
evident only under certain preconditions. Anticipation of subliminal perturbation seem 
to be not possible. The effort of learning the perturbation is too high compared to the 
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efficiency of the error correction process. In other fields of implicit learning, the gain of 
learning seem to lead to a greater advantage in performance than in synchronisation 
tasks. However, learning of timing structures in synchronisation is possible for 
perturbation above the perceptual threshold. It is also evident for perturbation near the 
perceptual threshold when perturbations are reliable cued by metronome tones.  
In order to strengthen the emphasis that implicit learning is possible in human 
synchronisation, more research has to be done. Following the SRT paradigm (Cohen et 
al., 1990; Nissen & Bullemer, 1987), trained and untrained perturbation sequences 
should be used to show the usual performance difference between trained and untrained 
sequence. In order to use this method, the problem of high noise in tapping data has to 
be solved first. Moreover, following the definition of implicit learning (Seger, 1994), 
performance in synchronisation to perturbed metronomes of patients suffering from 
amnesia should be the same as for healthy controls which has to be tested.
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12 GENERAL DISCUSSION 
The present study was concerned with the error correction mechanisms in the human 
timing system and with the avoidance of errors by anticipation. Error correction in 
human tapping tasks have been studied in many studies that usually use synchronisation 
tasks with regular metronomes. Typical results include rate limits (metronome intervals 
between 200ms and 2000ms), variability of interval perception and production, negative 
asynchronies which have a high interindividual variability (about 0 to –100ms) and can 
be reduced with training. Moreover, successive IRI’s correlate negative, whereas 
positive correlations can be found for successive asynchronies.  
An influential attempt to explain these typical results is the two-level synchronisation 
model (Vorberg & Wing, 1994; 1996), which is an extension of the Wing-
Kristofferson-Model for continuation tasks (Wing & Kristofferson, 1973a; 1973b). This 
relatively simple model can account for most of the results found in synchronisation 
tasks. 
Moreover, studies by Repp (2000; 2001a; 2001b; 2002a; 2002c; 2002d), who 
investigated the effect of different kinds of single perturbations on error correction,  
showed, that error correction processes are very, effective and automatic. More complex 
metronomes alterations were investigated by Thaut (Thaut et al., 1998a; Thaut et al., 
1998b). Here, participants tapped to metronomes that speeded up and slowed down in a 
saw-tooth manner and developed strategies of tracking the speed of the metronome.  
The present thesis was based on these findings and models. Its aim was to investigate 
mechanisms involved in the synchronisation to metronomes with more complex 
perturbation patterns, i.e. random perturbation sequences and sine-waves. In addition,  
the data were fitting to the two-level synchronisation model for first and second order 
error correction in order to establish whether this simple model can account for the 
correction of such complex perturbations. In other words, can the two-level 
synchronisation model account for complex perturbed metronomes such as 
random or sinusoidal perturbation sequences? 
Research from different fields of implicit learning indicates that recurrent events can be 
anticipated over time. This was shown, for example, in Hebb’s classical study (Hebb, 
1961), in serial reaction time tasks (Cohen et al., 1990; Nissen & Bullemer, 1987), in 
tasks involving the learning of artificial grammars (Reber, 1967) or certain covariations 
(Lewicki, 1986). Finding implicit learning effects in so many different areas indicats 
that it might also be present when timing structures are learned. For economic reasons, 
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Repp introduced single perturbations in a very regular manner, i.e. after every 10th tone. 
But he never investigated the presence of possible learning effects. In order to explain 
learning effects in timing, the synchronisation model was extended being not only 
interested in the reaction to metronome errors but also in the anticipation of perturbed 
metronomes. To include the anticipation process in the model for the computation of the 
next asynchrony, I did not only take into account the last and next to last asynchronies 
for error correction (α- and β-parameter), but also corrected the upcoming timekeeper 
interval independence on the perturbation (γ-parameter). This γ-parameter is supposed 
to indicate the percentage of the anticipation of the upcoming perturbation and, 
therefore, reflects learning. Thus, the second aim of this study was to answer the 
following questions: Does implicit learning exists in human timing? Under which 
circumstances does it occur? 
 
12.1 SUMMARY OF RESULTS 
Four synchronisation experiments were conducted in order to answer these questions. In 
experiment 1, participants tapped to random perturbation sequences. The kind of error 
(simulation of timekeeper error vs. motor delay error) in the perturbation sequence and 
meter of metronome (triple vs. duple meter) were varied in this experiment. A different 
random perturbation pattern was used in every condition. Conditions were presented in 
random order. Results showed that IRI and asynchrony profiles follow very closely the 
predictions of the error correction model. The model fitted best the data when different 
parameter estimates for both experimental halves were used for α and β. This indicates a 
more efficient error correction process. Surprisingly, the additional γ-parameter did not 
result in a reliable better fit. Hence, no sign of implicit learning is. I argue that the error 
correction mechanism is very efficient. Therefore, there is no additional advantage to 
predict the upcoming error for random perturbation sequences.  
In experiment 2, I used a more structured perturbation sequence, i.e. a sinusoidal, and 
varied again the meter of metronome (triple vs. duple meter) but also the frequency of 
the sine wave (high vs. low). Again, conditions were presented in random order. Results 
of the first experiment were replicated in this experiment. The error correction model 
accounted very well for the data whereas no anticipation was present. No sign of 
implicit learning was found in this synchronisation task using sinusoidal perturbation 
sequences. Before accepting the argument, that the efficient error correction mechanism 
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can not be overcome by implicit learning mechanisms, I conducted two more 
experiments. 
In experiment 3, I again used sinusoidal perturbation sequences. However, I varied 
different parameters, i.e. the sine wave amplitude (supraliminal vs. subliminal) and the 
presence of a chromatic scale cue (cue vs. no cue), which indicated the exact size of the 
perturbation. Moreover, participants were randomly assigned to one of the four resulting 
conditions. Results for both subliminal conditions replicated the results of the previous 
experiments. Again, error correction models gave the best fit, whereas no signs of 
implicit learning were found when using the anticipation models. Results for the 
supraliminal conditions were different. In the no-cue condition, three out of six 
participants showed sign of implicit learning, i.e. best model elicits when using 
anticipation models. In the cue-condition, the anticipation model gave the best fit in four 
out of six participants. Moreover, γ-parameters were higher in the cue-condition 
compared to the no-cue-condition. This indicated a higher amount of anticipation in the 
cue-condition and, therefore, more implicit learning. 
Finally, only one random perturbation sequence was used in experiment 4 while giving 
the chromatic scale cue. In this experiment, the anticipation model led to a reliably 
better fit in five out of six participants than error correction models alone.  
 
In summary, the present results show: 
(1) large and stable effects of the perturbation pattern on IRI’s and asynchronies in 
all experiments. IRI’s follow the perturbation pattern very closely, whereas 
asynchronies mirror the perturbation pattern. This effect was especially apparent 
in experiments 1 and 2, and can also, but less clearly, be seen in experiments 3 
and 4. 
(2) that anticipation effects occur only under certain experimental circumstances. 
Experiments 1 and 2 have shown that no implicit learning takes place when 
metronome perturbations were presented below the perceptual discrimination 
threshold. This finding corresponds to the definition of implicit learning, which 
states that stimuli have to be above the perceptual threshold to delimit implicit 
from subliminal learning. On the contrary, participants can anticipate 
perturbations when tempo changes are supraliminal (above the perceptual 
discrimination threshold). 
General discussion  89 
 
 
 
(3) that this effect enhances an additional external cue in form of an the metronome 
pitch is given which represents the size of the perturbation. 
 
Based on these findings, it can be said that the human timing system corrects for errors 
invoked by an external metronome. The synchronisation model introduced here can 
account for those findings. Moreover, the human timing system is capable to anticipate 
recurrent metronome errors under certain circumstances.  
 
12.2 THE TWO-LEVEL SYCNHRONISATION MODEL FOR ERROR CORRECTION 
In this thesis, I tested whether the two-level synchronisation model for error correction 
(Vorberg & Wing, 1994; 1996) can also deal with complex metronome perturbations. 
This model is composed of two levels, i.e. a central timekeeper level and a motor delay 
level. The central timekeeper sends signals at certain rates which lead after a motor 
delay to an overt response (tap). Central assumption of the model is a phase correction 
mechanism; i.e. errors are minimized by correcting the upcoming timekeeper interval by 
a constant fraction of the preceding asynchrony (α-parameter) and of the next-to-last 
asynchrony (β-parameter). Moreover, the size of the perturbation will be added to the 
usually isochronous metronome intervals in order to generate perturbation sequences. 
Complex perturbations can be added up because of the additivity of the model. Error 
correction shows in IRI’s which lag behind the metronome pattern and in asynchronies 
that mirror the metronome pattern according to the model. 
My results show that effects of perturbation pattern on IRI’s and asynchronies resemble 
the predictions of the error correction model. This model does not only work for single 
but also for complex perturbations. Results of experiment 1 (random perturbation 
sequences) and of experiment 2 (sinusoidal perturbation sequences) showed that 
changes in the profiles of IRI and asynchronies are due to a better adjustment of the 
error correction parameters α and β. From these studies it can be concluded, that the 
human timing system treats complex metronome errors like single ones. It corrects for 
errors at the time of occurrence, no matter whether it is a single or whether the error is 
embedded in a more complex sequence. Experiments 1 and 2 suggest that the human 
timing system returns to baseline in an exponential function after a perturbation. 
It is astonishing how well this simple model accounts for and predict not only 
synchronisation to isochronous metronome intervals but also synchronisation to such 
complex perturbations like sine-waves and random perturbation sequences. Without any 
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further assumption, the model is able to deal with complex errors made by the 
metronome. 
 
12.3 IMPLICIT  LEARNING OF TIMING STRUCTURES 
Implicit learning is a very robust phenomenon that can be easily induced in various 
fields. Hence, I expected it also in correcting recurrent timing errors. To my surprise, 
there was no indication of metronome error anticipation in experiments 1 and 2. In these 
experiments, participants used metronome tracking as strategy for sycnhronization. This 
finding coincides with findings of Thaut et al. (Thaut et al., 1998a; Thaut et al., 1998b), 
who used a saw-tooth perturbation sequence pattern. Although they used a different 
statistical method for analysing their data they came to a similar conclusion after 
analysing their data. The reason for the use of the tracking strategy might be, that the 
error correction process of the human timing system is very fast and is applied without 
voluntary control (Repp, 2000). Because of the high efficiency of this mechanism, there 
is no necessity for error learning and anticipation. It might be easier to correct for the 
errors online. 
Implicit learning is most often assessed with the efficiency measure, e.g. reduction of 
reaction times or error rates. For example, the reduction of reaction times in a trained 
compared to an untrained sequence is assumed to indicate implicit learning (Cohen et 
al., 1990; Hebb, 1961; Nissen & Bullemer, 1987). It is argued that reaction times reduce 
due to the anticipation of the upcoming stimulus. Some may claim, that a better 
adjustment of the error correction parameters α and β is an indication for implicit 
learning because it leads to a flattening of the IRI and asynchrony profiles. I claim, that 
this is a simple training effect similar to the reduction of the mean asynchrony in 
synchronisation experiments. It does not involve the anticipation of the upcoming 
stimulus and, therefore, is no implicit learning.  
Repp (2002b) found clear evidence for the usage of a prediction strategy in a study with 
different timing patterns extracted from an etude by Chopin. This prediction strategy 
reflects implicit learning of timing structures. Implicit learning can also be found in 
synchronisation tasks when the occurrence of metronome perturbations is recurrent 
and/or cued. This was shown in experiments 3 and 4. In both experiments, some 
participants show reliable anticipation and learning. However, anticipation models are 
only superior to error correction models in supraliminal perturbations conditions 
(experiment 3). This result coincides with the definition of implicit learning (Seger, 
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1994), stating that implicit learning only takes place for stimuli above the perceptual 
threshold. On the contrary, the learning process is subliminal when stimuli are below 
the perceptual threshold. In conclusion, the perception of the perturbation seems to be a 
very important precondition for overcoming the highly effective error correction 
mechanisms in order to anticipate recurrent metronome errors.  
The implicit learning effect can be strengthened by an external cue which indicates the 
size of the perturbation (experiment 3). Subliminal and supraliminal perturbations of a 
random sequence pattern that are externally cued led to anticipation (experiment 4). In 
conclusion, results show that the presence of implicit learning of timing structures under 
certain circumstances, the highly effective error correction mechanism can be 
overcome, and anticipation of perturbations patterns takes place. More specifically, 
implicit learning occurs when the perturbation is supraliminal  and can be further 
enhanced by external cueing of the exact perturbation size. These findings also imply 
that Repp’s findings (1999b; 2000; 2001a; 2002a; 2002c; 2002d) do not reflect implicit 
learning effects. Here, subliminal perturbations were used and, therefore, are unlikely to 
be anticipated by the participants. 
 
12.4 OUTLOOK 
The experiments presented here, have answered some interesting questions about error 
correction and error anticipation in the human timing system. The relatively simple 
error synchronisation model by Vorberg and Wing (1994; 1996) explain and predict 
rather complex metronome perturbations. Moreover, it has been shown, that the error 
correction mechanisms are very fast and efficient, for both perturbations above and 
below the perceptual threshold of tempo deviations. This could be a reason why the 
necessity for the anticipation of recurrent errors seem to be only marginal. Error 
anticipation is only useful when an additional cue about the size of the metronome 
perturbations is given.  
The first question that my findings provoke is whether anticipation found in my timing 
experiments is implicit learning in the classical meaning. This could be tested in 
experiments where trained and untrained perturbation sequence patterns are compared, a 
method used in sequence learning (Cohen et al., 1990; Nissen & Bullemer, 1987). In 
order to do this comparison the problem of high noise typically found in tapping data 
needs to be solved first.  
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Secondly, implicit learning is preserved in patients with amnesia (Seger, 1994). These 
patients show implicit learning effects that are very similar as in healthy controls. 
Results in experiment 4 showed that awareness of the timing structure is not necessary 
for the anticipation of metronome errors. I assume that  amnestic patients are able to 
predict these errors. This assumption should be tested in a further experiment. If my 
prediction is correct, this could be counted as evidence for the suggestion that 
anticipating timing structures involves the same cognitive process as in implicit 
learning.  
Finally, what do the presented findings mean for musicians? When playing together 
with others in a duet or in an orchestra and the partner(s) come in too late, it seems best 
to simply rely on the internal error correction mechanisms. This mechanism will set in 
fast and effectively independent of the awareness level about the error by the player. 
Following the presented results, anticipation of errors that are made by the partner is 
only possible when the partner makes the same mistakes always on the same place 
within the piece of music. Moreover, the mistake have to be above the perceptual 
threshold in order to elicit anticipation, i.e. the partner accelerates always when playing 
higher tones.  
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13 SUMMARY IN GERMAN LANGUAGE 
 
13.1 ZUSAMMENFASSUNG 
Innerhalb der Psychomotorikforschung bilden Synchronisationsaufgaben das wichtigste 
experimentelle Paradigma zur Untersuchung der zeitlichen Steuerung. Die 
Synchronisation mit einem Metronom kann mithilfe eines linearen 
Fehlerkorrekturmechanismus sehr gut beschrieben werden. Dieser gleicht die 
entstandenen Synchronisationsfehler aus, indem er lediglich eine Phasenkorrektur des 
zugrundeliegenden Zeitgebers vornimmt, jedoch seine Periodendauer unberührt lässt 
(Vorberg & Wing, 1994). Zusätzliche Unterstützung erhält dieses Modell durch 
experimentelle Studien, welche die Synchronisation stören, indem ein einzelner Ton 
eines ansonsten isochronen Metronoms verschoben wird (Repp, 2000). Daraus ergibt 
sich die Frage, wie komplexere Metronomstörungen verarbeitet werden und ob sie nicht 
auch antizipiert werden können, wenn sie in regelmäßiger Art und Weise auftreten.  
In den hier vorliegenden vier Synchronisationsexperimenten wurden zwei Arten von 
Störungen untersucht. Diese waren stochastischer (Zufallsmuster) oder 
deterministischer (Sinuswelle) Natur. Die Höhe der Perturbation, und damit deren 
Wahrnehmbarkeit, wurde variiert. Zusätzlich wurde ein valider externer Hinweisreiz, 
der die exakte Höhe der Perturbation anzeigt, verwendet. 
Die Ergebnisse zeigen (i) große und stabile Effekte des Perturbationsmusters auf die 
Synchronisationsfehler und die Zwischenzeiten, wie sie das Fehlerkorrekturmodell 
vorhersagt; (ii) Antizipationseffekte fanden sich nur für Perturbationen oberhalb der 
Wahrnehmungsschwelle und (iii) diese Antizipationseffekte werden größer, wenn der 
externe Hinweisreiz verwendet wird. 
Zusammenfassend zeigen diese Befunde, dass kleine zeitliche Abweichungen zwischen 
der wahrgenommenen und der intendierten Leistung eine automatische Phasenkorrektur 
auslösen. Die Geschwindigkeit und Effizienz dieses Korrekturmechanismus eliminiert 
die Notwendigkeit der Antizipation von Störungen. Die Antizipation zeitlicher 
Strukturen ist demnach nur unter bewusster Kontrolle möglich. 
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13.2 THEORETISCHE EINLEITUNG 
Zum gegenwärtigen Zeitpunkt kann Synchronisation mit einem Metronom sehr gut als 
linearer Fehlerkorrekturmechanismus beschrieben werden. So wird vom Zwei-Ebenen-
Modell der zeitlichen Steuerung für Kontinuationsaufgaben von Wing und Kristofferson 
(1973a; 1973b) angenommen, dass Impulse von einem internen Zeitgeber generiert 
werden (Ebene 1). Diese Impulse initiieren nach einer motorischen Verzögerung (Ebene 
2) eine beobachtbare motorische Reaktion, die sogenannte Reaktionszwischenzeit (In). 
Dem Modell folgend, kann jedes In aus der Summe des aktuellen Zeitgeber-Intervalls, 
Tn, und der motorischen Verzögerung des folgenden Intervalls, Mn-1, berechnet werden 
abzüglich der motorischen Verzögerung des aktuellen Intervalls, Mn : 
nnnn MMTI −+= −1     (Gleichung 1) 
Die gemessene zeitliche Genauigkeit wird sowohl durch zufällige Fluktuationen des 
zentralen Zeitgebers als auch durch Rauschen in den motorischen Verzögerungen 
beeinflusst.  
Bei der Synchronisation mit einem Metronom müssen die entstehenden Abweichungen 
zwischen der Reaktion und dem Metronom (Synchronisationsfehler oder Asynchronie) 
korrigiert werden. Vorberg, Wing und Schulze (Schulze & Vorberg, 2002; Vorberg & 
Schulze, 2002; Vorberg & Wing, 1994; 1996) haben das bestehende Zwei-Ebenen-Modell 
der zeitlichen Steuerung für diesen Fall erweitert. Die zentrale Annahme des erweiterten 
Modells beinhaltet einen Korrekturmechanismus, der Phasenunterschiede zwischen den 
Reaktionen und dem Metronom ausgleicht. Wie in dem ursprünglichen Zwei-Ebenen-
Modell werden die In als lineare Kombination der (angepassten) Zeitgeber- und 
motorischen Verzögerungskomponente ausgedrückt: 
nnnn MMTI −+= −1
*
    (Gleichung 2) 
Um ein Auseinanderdriftens von Reaktion und Metronom zu verhindern, korrigiert die 
Versuchsperson Phasendifferenzen, indem sie einen bestimmten Anteil α des letzten 
Synchronisationsfehlers An von dem vom Zeitgeber erzeugten Intervall, Tn, abzieht: 
nnn ATT α−=
*
    (Gleichung 3) 
Per Definition stehen Reaktionszwischenzeiten In, Synchronisationsfehler, An, und 
Metronomintervalle, Cn, in folgender Beziehung: 
nnnn AACI −+= −1     (Gleichung 4) 
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Setzt man Gleichungen 2, 3 und 4 ineinander ein, erhält man für die 
Synchronisationsfehler eine stochastische Differenzengleichung erster Ordnung, die die 
dynamischen Eigenschaften des Modells vollständig charakterisiert: 
( ) nnnnnn CMMTAA −−++−= −− 11 1 α    (Gleichung 5) 
Das hier beschriebene Modell geht von der Annahme aus, dass das Metronom fehlerfrei 
arbeitet. Was geschieht jedoch, wenn das Metronom gestört wird? Thaut, Miller und 
Schauer (Thaut et al., 1998a) untersuchten Synchronisation mit einem Metronom, das 
Periodenveränderungen nah an der Wahrnehmungsschwelle hatte. Sie fanden 
unterschiedliche Synchronisationsstrategien für subliminale und supraliminale 
Perturbationen. Große Perturbationen veranlassten die Versuchspersonen zu schnellen 
Phasenadaptationen, die sich in simultanen kurzzeitigen Fehlern in den Reaktions-
zwischenzeiten zeigten. Diese Abweichung in den Reaktionszwischenzeiten musste 
überkorrigiert werden, um einen schnellen Phasenkorrekturprozess einzuleiten. Im 
Gegensatz dazu, wurde die Synchronisation von kleinen Perturbationen durch schnelle 
Anpassung der Reaktionszwischenzeiten an die neue Metronomperiode erreicht. Dieses 
Vorgehen führte zu kurzzeitigen Abweichungen der Synchronisationsfehler, die sich 
langsam wieder ihrem Ausgangswert anglichen. 
In einer weiteren Studie nutzten Thaut, Tian uns Azimi-Sadjadi (Thaut et al., 1998b) 
Sequenzen, in denen die Metronomintervalle systematisch in der Form (c-∆, c, c+∆, c) 
alternierten. Dieses Perturbationsmuster wurde für verschiedene Metronomintervalle 
und Perturbationsamplituden getestet. Die Ergebnisse zeigten, dass die 
Reaktionszwischenzeiten den Metronomintervallen um ein lag zurückbleiben. Dieses 
zeigte nach statistischer Analyse eine Synchronisationsstrategie der Verfolgung und 
Korrektur der Perturbationen. Repp (2000) ließ seine Versuchspersonen sich mit einem 
Metronom synchronisieren, das einzelne subliminale Perturbationen an jeder 10. Stelle 
machte, die eine Phasenkorrektur nötig machten. Seine Ergebnisse zeigten, dass die 
Synchronisationsfehler innerhalb von zwei bis vier Schlägen unabhängig von der Höhe 
der Perturbation korrigiert wurden. 
Welche Voraussagen können nun mithilfe des oben beschriebene Phasenkorrektur-
modells für diese Art der Befunde getroffen werden? Schaut man auf die Effekte, die 
die Störungen in dem ansonsten intakten System hervorrufen, kann man analysieren, 
wie schnell durchschnittlich die Ausgangslage wieder erreicht sein wird. Bildet man 
Erwartungswerte auf beiden Seiten der Gleichung 5, erhält man: 
( ) ( ) ( ) ( ) ( ) ( ) nnnnnn CMEMETEAEAE −−++−= ++ 11 1 α  
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Unter der Annahme, dass die motorischen Verzögerungen durchschnittlich gleich hoch 
sind, ergibt sich folgende allgemeine Lösung (Erwartungswerte wurden durch 
Kleinbuchstaben ersetzt): 
( ) nnn ctaa −+−=+ α11    (Gleichung 6) 
Für jede mögliche Sequenz von Metronomintervallen (c1, c2, ..., cn, ...) wird durch 
Gleichung 6 spezifiziert, wie sich der erwartete Synchronisationsfehler über die Zeit 
verändert. Für ein perfekt isochrones Metronome (cn = c) strebt der erwartete 
Synchronisationsfehler gegen ( ) α/cta −=
∞
 für einen Korrekturfaktor in den Grenzen 
0 < α < 2. Die Asymptote ist von Null verschieden, wenn sich der erwartet Zeitgeber t  
von der Periode des Metronoms c unterscheidet (Vorberg & Wing, 1994; 1996). 
Was geschieht nun mit der Synchronisationsleistung, wenn die Metronomintervalle auf 
irgend eine Art verändert werden? Um dies zu beantworten, schaut man sich am besten 
den erwarteten Synchronisationsfehler k  Schritte nach dem kritischen Ereignis in der 
Metronomsequenz an. Es ist aufschlussreich, sich den einfachsten Fall, d.h. eine 
einzelne Perturbation, anzuschauen. Hier sind alle Metronomintervalle gleich der 
Periode des Metronoms c bis auf das n-te Intervall, wo ∆+= ccn . War der 
Synchronisationsfehler in der Nähe der Asymptote zum Zeitpunkt der Perturbation 
(
∞
≈ aan ), führt Gleichung 6 zu 
( ) 11 −
∞+ −∆−=
k
kn aa α , k>0   (Gleichung 7) 
Gleichung 7 besagt, dass eine Perturbation des k-ten Metronomintervalls mit einem 
bestimmten Betrag ∆ den Synchronisationsfehler in die entgegengesetzte Richtung 
beeinflusst. Darüber hinaus wird der Synchronisationsfehler sich dem ursprünglichen 
Wert in einer geometrischen Form mit der Rate (1-α) wieder annähern. 
Es ist ebenso interessant, sich die Effekte der Perturbation auf die 
Reaktionszwischenzeiten anzuschauen. Bildet man Erwartungswerte aus Gleichung 5 
ergibt sich knknknkn aaci +++++ −+= 1 , was wiederum zu folgender Lösung führt: 
( ) 11 −+ −∆+= kkn ci αα     (Gleichung 8) 
Im Gegensatz zum Synchronisationsfehler ist der Effekt der Perturbation auf die 
Reaktionszwischenzeiten gleich α∆.  Dieser Wert unterscheidet sich in der Höhe von 
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der experimentell induzierten Perturbation, geht jedoch in die selbe Richtung wie diese. 
Der Effekt der Perturbation klingt wiederum geometrisch mit der Rate (1-α) aus. 
Aufgrund der Additivität des Modells lassen sich kompliziertere Perturbationen einfach 
ableiten, in dem man annimmt, dass sich diese einfach aufsummieren. Für jedes 
mögliche Perturbationsmuster gilt: nn cc ∆+= .  
In den zitierten Studien von Repp (1999b; 2000; 2001a; 2002a; 2002b; 2002c; 2002d) 
erschien die Perturbation aus testökonomischen Gründen immer an der selben Stelle; für 
gewöhnlich war jedes 10.Metronomintervall gestört. Aus der Forschung zum impliziten 
Lernen ist jedoch bekannt, dass solche Sequenzen vorhersagbar sind. In seiner 
bekannten Studie aus dem Jahr 1961 präsentierte Hebb (in Melton, 1967) seinen 
Versuchspersonen 24 Serien mit jeweils 9-stelligen Zahlen, wobei jede Ziffer innerhalb 
einer Zahl nur einmal verwendet wurde. Die Zahlen wurden den Versuchspersonen laut 
und mit einer Geschwindigkeit von einer Ziffer pro Sekunde vorgelesen. Direkt im 
Anschluss daran sollte die Versuchsperson die Ziffern wiedergeben. Das interessante an 
diesem Experiment war, dass exakt dieselbe Ziffernfolge in jedem dritten Versuchs-
durchgang vorkam, währenddessen die Ziffern in den anderen Versuchsdurchgängen in 
zufälliger Reihenfolge auftauchten. Während sich die Anzahl korrekt wiedergegebener 
Zahlen in der festen Sequenz mit jeder Wiederholung steigerte, fand sich keinerlei 
Lerneffekt für die zufälligen Serien. Hebb schlussfolgerte, dass sich aufgrund einer 
einzelnen Wiederholung einer assoziativen Sequenz von Ereignissen eine Art von 
Gedächtnispfad herausbildet. 
Dieser Effekt des impliziten Lernens konnte in einem weiteren klassischen Experiment 
(Nissen & Bullemer, 1987) in eindrucksvoller Weise gezeigt werden. Hier wurden die 
Versuchspersonen vor ein Brett mit Lichtern gesetzt, die in einer bestimmten oder 
zufälligen Reihenfolge aufleuchteten. Die Aufgabe der Versuchspersonen war es, sofort 
nach dem Aufleuchten einer Lampe die entsprechende Taste unterhalb der Lampe zu 
betätigen. Die Reaktionszeiten verringerten sich beachtlich mit zunehmender Übung. 
Während der zufälligen Darbietung einer Lichterreihenfolge erhöhten sich die 
Reaktionszeiten , um sich wieder zu verringern, sobald die Lichter wieder in der zuvor 
gelernten Reihenfolge aufleuchteten. Die Versuchspersonen zeigten nach dem 
Experiment keinerlei explizites Wissen darüber, warum einige Versuchsblöcke 
„einfacher“ waren als andere. 
Summary in German language  98 
 
 
 
Dieses Phänomen des impliziten Lernens stellt sich mit zunehmender Forschung als 
ausgesprochen robust heraus und kann in vielen verschiedenen Bereichen nachgewiesen 
werden. Einen Überblick über den derzeitigen Forschungsstand findet der interessierte 
Leser bei Seger (1994).  
Werden nun diese Befunde auf das Zwei-Ebenen-Modell zur Synchronisation (Vorberg 
& Wing, 1994; 1996) übertragen, kann man davon ausgehen, dass es zusätzlich zur 
lokalen Fehlerkorrektur Lerneffekte gibt. Dabei stellt sich die Frage, wie sich die 
Perturbationseffekte auf die Reaktionszwischenzeiten und die Synchronisationsfehler 
auswirken, wenn immer wieder dasselbe Perturbationsmuster auftritt. Demnach sollten 
die Versuchspersonen nicht einfach nur auf den Synchronisationsfehler zu reagieren, 
indem das nächste Zeitgeberintervall entsprechend angepasst wird. Das Lernen des 
Perturbationsmusters sollte die Versuchsperson darüber hinaus befähigen, dessen 
zeitliche Struktur vorherzusagen und die angenommenen Zeitgeberintervalle 
dementsprechend zu programmieren. 
Wenn die Versuchsperson die zeitliche Struktur gelernt hat, sollte sie ihren internen 
Zeitgeber von vornherein auf das veränderte Metronomintervall einstellen, d.h. 
nn tt ∆+= . Das Ausmaß des Lernens der Perturbation des n-ten Intervalls wird durch 
den Parameter γ repräsentiert: 
nn tt ∆+= γ , 0 ≤ γ ≤ 1    (Gleichung 10) 
Setzt man nun Gleichung 10 in Gleichung 6 ein, erhält man: 
( ) ( ) nnn aa ∆−−−=+ γα 111 , wenn t = c   (Gleichung 11) 
Lernen im Sinne von Antizipation des nächsten Metronomintervalls sollte sich sowohl 
in Reaktionszwischenzeiten zeigen, die sich mit dem Metronom decken als auch in 
Synchronisationsfehlern, die nur sehr wenig durch die Perturbationen beeinflusst 
werden. Zur statistischen Analyse wurden verschiedene Modelle mit Fehlerkorrektur 
erster und ggf. zweiter Ordnung und/oder Antizipationsmodelle berechnet. Über eine χ2-
Prozedur wurden die besten Parameter sowohl für α (Fehlerkorrektur erster Ordnung) 
und für β (Fehlerkorrektur zweiter Ordnung) als auch für γ (Lernparameter) gesucht, die 
die experimentellen Daten am besten erklären. 
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Die hier vorliegende Arbeit verfolgt mehrere Ziele:  
(i) Das Zwei-Ebenen-Modell der zeitlichen Steuerung soll auf seine 
Vorhersagen für komplexe Perturbationsmuster gestestet werden. Dafür 
werden sich wiederholende zufällige und sinusförmige Pertrubationsmuster 
verwendet. Diese werden modellkonform wie einzelne Perturbationen, die 
sich aufaddieren, behandelt.  
(ii) Es soll nach Lerneffekten für zeitliche Strukturen im Sinne des impliziten 
Lernens gesucht werden. Aus diesem Grund wurde das Zwei-Ebenen-Modell 
der zeitlichen Steuerung mit Fehlerkorrektur erster und zweiter Ordnung um 
einen Lernparameter erweitert, der die Dissoziation zwischen einer durch 
Übung effektiveren Fehlerkorrektur und der Vorhersage der zeitlichen 
Strukturen möglich machen soll.  
(iii) Sollten sich Lerneffekte einstellen, soll untersucht werden, unter welchen 
experimentellen Bedingungen sie auftreten. 
Um diese Ziele zu verfolgen, wurden 4 Synchronisationsexperimente durchgeführt. In 
allen Experimenten saßen die Versuchspersonen vor einem elektronischen Keyboard, 
hörten das computergenerierte Metronom durch Kopfhörer und schlugen mit dem 
Zeigefinger auf eine bestimmte Taste. Alle Experimente beinhalteten wenigsten 2 
Sitzungen, um nach Übungs- und/oder Lerneffekten zu suchen. Am Ende jedes 
Experimentes wurden die Versuchspersonen nach ihrem expliziten Wissen über die 
Perturbationssequenzen befragt. 
 
13.3 ÜBERSICHT ÜBER DIE EXPERIMENTE 
In Experiment 1 wurde analog zu dem Experiment von Nissen und Bullemer (1987) 
sich wiederholende zufällige und unterhalb der Wahrnehmungsschwelle liegende 
Perturbationssequenzen verwendet. Neben dem Takt des Metronoms (¾- und 4/4-Takt) 
wurde die Art des Fehlers (Zeitgeberfehler und Fehler in den motorischen 
Verzögerungen) variiert, so dass sie 4 Bedingungen mit jeweils einem Perturbations-
muster ergaben, die die Versuchspersonen in zufälliger Reihenfolge bearbeiteten. 
Zusätzlich wurde der Beginn einer Sequenz durch einen anderen Metronomton 
signalisiert. Die Ergebnisse zeigen, dass sowohl die Profile der Reaktionszwischen-
zeiten als auch die Profile der Synchronisationsfehler den Vorhersagen des Zwei-
Ebenen-Modell sehr nah kommen. Verschiedene Parameterschätzungen für die beiden 
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Korrekturparameter α und β in der ersten und zweiten Untersuchungshälfte führten zu 
den Modellen, die die Daten am besten erklärten. Die Modelanpassung wurde nicht 
besser, wenn zusätzlich noch der Lernparameter γ freigesetzt wurde. Somit konnten die 
Versuchspersonen im Laufe des Experiments die Korrekturparameter immer besser 
einsetzen. Es zeigten sich jedoch keinerlei Hinweise auf eine Antizipation der 
Perturbationen.  
In Experiment 2 wurde eine sinusförmige Perturbationssequenz mit einer unterhalb der 
Wahrnehmungsschwelle liegenden Amplitude verwendet. Wiederum wurde der Takt 
des Metronoms (¾- und 4/4-Takt) und die Frequenz des Sinus (hoch und niedrig) 
variiert, so dass sich wiederum 4 Bedingungen ergaben, die von den Versuchspersonen 
in zufälliger Reihenfolge bearbeitet wurden. In diesem Experiment konnten die 
Ergebnisse des vorherigen Experiments repliziert werden. Einfache Fehlerkorrektur-
modelle konnten die Daten sehr gut erklären. Antizipationsmodelle brachten wiederum 
keine zusätzliche Verbesserung. Auch in diesem Experiment konnten keine Hinweise 
auf implizites Lernen gefunden werden. 
In Experiment 3 wurde ebenfalls ein sinusförmiges Perturbationsmuster verwendet. 
Jetzt wurde jedoch die Amplitude des Sinus variiert und zwar so, dass die 
Temposchwankungen unterhalb (subliminal) oder oberhalb (supraliminal) der 
Wahrnehmungsschwelle lagen. Zusätzlich wurde variiert, ob die Perturbationen durch 
einen externen Hinweisreiz, der durch eine chromatische Tonleiter die genaue Größe 
der Perturbation anzeigte, signalisiert werden. Jede Versuchsperson wurde zufällig einer 
der 4 resultierenden Bedingungen zugeordnet und führte auch nur diese Aufgabe aus. 
Für die beiden subliminalen Bedingungen zeigten sich die selben Ergebnisse wie in den 
vorangegangenen Experimenten. Auch hier führten reine Fehlerkorrekturmodelle zu den 
besten Ergebnissen, während sich keinerlei Hinweise auf Lernen zeigten. Die 
Ergebnisse für die beiden supraliminalen Bedingungen müssen differenzierter betrachtet 
werden. In der Bedingung ohne externen Hinweisreiz zeigten drei von sechs 
Versuchspersonen Lerneffekte. Hier führten Modelle, die die Antizipation des 
Metronomintervalls beinhalteten zu einer reliablen Verbesserung gegenüber reinen 
Fehlerkorrekturmodellen. In der Bedingung mit dem externen Hinweisreiz zeigten vier 
von sechs Versuchspersonen Lerneffekte. Darüberhinaus waren die γ-Parameter in 
dieser Bedingung höher als in der Bedingung ohne externen Hinweisreiz, was eine 
höhere Antizipationsrate und damit mehr Lernen bedeutet.  
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In Experiment 4 schließlich wurde wiederum ein sich wiederholendes zufälliges 
Perturbationsmuster aus Experiment 1 verwendet. Jedoch wurde nun dieses Muster 
durch einen externen Hinweisreiz, der an jeder Position innerhalb der Sequenz die 
genaue Größe der Perturbation über die Tonhöhe angab, unterlegt. Dabei war die 
„Melodie“ des Metronomes deutlich hörbar, die Perturbation an sich jedoch nicht.  Bei 
fünf von sechs Versuchspersonen führten in diesem Experiment Antizipationsmodelle 
zu einer besseren Erklärung der Daten als reine Fehlerkorrekturmodelle. 
Fasst man diese Ergebnisse zusammen, zeigen sich  
- große und stabile Effekte der Perturbationsmuster sowohl für die Reaktions-
zwischenzeiten als auch die Synchronisationsfehler, die den Vorhersagen des Zwei-
Ebenen-Modells sehr nahe kommen (in allen Experimenten), 
- Lerneffekte für zeitliche Strukturen im Sinne des impliziten Lernen (Experiment 3 
und 4), 
- diese Lerneffekte nur unter bestimmten experimentellen Bedingungen, die vor allem 
die Wahrnehmbarkeit der Perturbationen, aber auch das Vorhandensein zusätzlicher 
Hilfen wie externe Hinweisreize betreffen (Experiment 3 und 4). 
 
13.4 DISKUSSION 
Die Ergebnisse zeigen, dass das Zwei-Ebenen-Modell der zeitlichen Steuerung für 
Synchronisation (Vorberg & Wing, 1994; 1996) nicht nur Vorhersagen für isochrone 
Metronome treffen kann, sondern auch für die Synchronisation zu komplexen 
Perturbationen wie Zufallsmuster und Sinuswellen. Dabei ist besonders erstaunlich, wie 
dieses einfach aufgebaute Modell ohne irgendwelche weiteren Annahmen Vorhersagen 
für sehr komplexe Metronomfehler treffen kann. Der Phasenkorrekturprozess als 
Hauptmerkmal des Modells erwies sich auch hierbei als sehr schneller und hoch 
effektiver Mechanismus. 
In den ersten beiden Experimenten fanden sich keine Hinweise auf implizites Lernen. 
Dieser Befund ist überraschend, da sich implizites Lernen als sehr robustes und einfach 
zu induzierenden Phänomen in sehr verschiedenen Bereichen erwiesen hat (siehe Seger, 
1994). Der Grund für das ausbleibende Lernen könnte in der sehr effektiven 
Fehlerkorrektur liegen, die ein Lernen und Vorwegnehmen des Fehlers unnötig macht. 
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Die verwendeten Perturbationen in diesen beiden Experimenten lagen zudem unterhalb 
der Wahrnehmungsschwelle.  
Die Ergebnisse der letzten beiden Experimente zeigen jedoch, dass es möglich ist, den 
effizienten Korrekturmechanismus zu überwältigen. Dieses ist jedoch nur unter 
bestimmten Umständen der Fall. Die Wahrnehmbarkeit der Perturbationen spielt dabei 
eine wesentliche Rolle. Folgt man der Definition des impliziten Lernens, wonach 
implizit zu lernende Reize gut wahrnehmbar sein müssen, ist dieser Befund nicht 
verwunderlich. Die Lerneffekte erhöhen sich zusätzlich durch den externen 
Hinweisreiz. Damit sind auch Lerneffekte an und knapp unterhalb der 
Wahrnehmungsschwelle möglich (Experiment 4).  
Die hier vorgestellten Befunde legen nahe, dass die Befunde zu einzelnen 
Perturbationen, die an jeder 10.Stelle auftauchen (Repp, 1999b; 2000; 2001a; 2002a; 
2002c; 2002d) kein implizites Lernen aufweisen und somit die von Repp beschriebenen 
Korrekturmechanismen auch wirklich beinhalten. 
Die hier vorgestellten Befunde werfen weitere Fragen auf. Zum einen sollten die 
Ergebnisse mit der Methode aus dem Sequenzlernen repliziert werden. Demnach sollte 
in einem geblocktem Design eine trainierte Sequenz einer untrainierten 
gegenübergestellt werden. Dazu müsste jedoch zunächst das Problem der stark 
verrauschten Daten in Synchronisationsexperimenten gelöst werden, da die untrainierte 
Sequenz nicht zu oft wiederholt werden darf, damit sich keine Lerneffekte einstellen.  
Darüber hinaus sollte die Lerneffekte von Perturbationsstudien an Patienten mit 
Amnesie überprüft werden. Bei Patienten mit Amnesie finden sich dieselben impliziten 
Lerneffekte wie für gesunde Kontrollpersonen. Demnach sollten diese Patienten in der 
Lage sein, die Perturbationen zu antizipieren. 
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15 APPENDIX 
 
Table 1  Experiment 1: Parameter estimates and statistical measures for participant 301 for each condition. 
 
 triple meter, time keeper error duple meter, time keeper error 
 α β γ χ
2
 d.f. r.m.s. α β γ χ2 d.f. r.m.s. 
combined .624   109.896 23 31.589 .495   121.399 23 36.276 
session 1-3 
session 4-6 
.647 
.600   108.812 22 31.460 
.501 
.489   121.352 22 36.255 
combined .629 -.008  109.815 22 31.552 .386 .160  102.115 22 33.056 
session 1-3 
session 4-6 
.653 
.605 -.009  108.696 21 31.411 
.366 
.404 .165  101.686 21 33.071 
session 1-3 
session 4-6 
.656 
.603 
-.015 
-.005  108.666 20 31.392 
.378 
.396 
.152 
.179  101.537 20 33.082 
combined .624  .000 109.896 22 31.589 .495  .000 121.399 22 36.276 
session 1-3 
session 4-6 
.647 
.600  .000 108.812 21 31.460 
.501 
.489  .000 121.352 21 36.255 
session 1-3 
session 4-6 
.647 
.600  
.000 
.000 108.812 20 31.460 
.501 
.489  
.000 
.000 121.352 20 36.255 
combined .629 -.008 .000 109.815 21 31.552 .386 .160 .000 102.115 21 33.056 
session 1-3 
session 4-6 
.653 
.605 -.009 .000 108.696 20 31.411 
.366 
.404 .165 .000 101.686 20 33.071 
session 1-3 
session 4-6 
.656 
.603 
-.015 
-.005 .000 108.666 19 31.392 
.378 
.396 
.152 
.179 .000 101.537 19 33.082 
session 1-3 
session 4-6 
.653 
.605 -.009 
.000 
.000 108.696 19 31.411 
.366 
.404 .165 
.000 
.000 101.686 19 33.071 
session 1-3 
session 4-6 
.656 
.603 
-.015 
-.005 
.000 
.000 108.666 18 31.392 
.378 
.396 
.152 
.179 
.000 
.000 101.537 18 33.082 
 
 triple meter, motor delay error duple meter, motor delay error 
 α β γ χ
2
 d.f. r.m.s. α β γ χ2 d.f. r.m.s. 
combined .443   37.584 23 18.893 .352   27.985 23 17.425 
session 1-3 
session 4-6 
.462 
.422   36.563 22 18.738 
.375 
.320   26.515 22 16.861 
combined .441 .009  37.374 22 18.883 .318 .068  21.032 22 15.848 
session 1-3 
session 4-6 
.460 
.419 .009  36.346 21 18.722 
.340 
.286 .068  19.562 21 15.152 
session 1-3 
session 4-6 
.459 
.421 
.013 
.005  36.309 20 18.713 
.321 
.307 
.103 
.025  17.076 20 14.290 
combined .443  .000 37.584 22 18.893 .352  .000 27.985 22 17.425 
session 1-3 
session 4-6 
.462 
.422  .000 36.563 21 18.738 
.375 
.320  .000 26.515 21 16.860 
session 1-3 
session 4-6 
.462 
.422  
.000 
.000 36.563 20 18.738 
.375 
.320  
.000 
.000 26.515 20 16.861 
combined .441 .009 .000 37.374 21 18.883 .318 .068 .000 21.032 21 15.848 
session 1-3 
session 4-6 
.460 
.419 .009 .000 36.346 20 18.722 
.340 
.286 .068 .000 19.562 20 15.152 
session 1-3 
session 4-6 
.459 
.421 
.013 
.005 .000 36.309 19 18.713 
.321 
.307 
.103 
.025 .000 17.076 19 14.290 
session 1-3 
session 4-6 
.460 
.419 .009 
.000 
.000 36.346 19 18.722 
.340 
.286 .068 
.000 
.000 19.562 19 15.152 
session 1-3 
session 4-6 
.459 
.421 
.013 
.005 
.000 
.000 36.309 18 18.713 
.321 
.307 
.103 
.025 
.000 
.000 17.076 18 14.290 
 
   
Table 2  Experiment 1: Parameter estimates and statistical measures for participant 303 for each condition. 
 
 triple meter, time keeper error duple meter, time keeper error 
 α β γ χ
2
 d.f. r.m.s. α β γ χ2 d.f. r.m.s. 
combined .340   67.266 23 59.462 .118   69.775 23 43.514 
session 1-3 
session 4-6 
.341 
.340   67.266 22 59.465 
.114 
.121   69.769 22 43.499 
combined .329 .012  67.236 22 59.197 .183 -.078  68.330 22 43.166 
session 1-3 
session 4-6 
.330 
.329 .012  67.236 21 59.198 
.179 
.185 -.078  68.324 21 43.148 
session 1-3 
session 4-6 
.076 
.355 
.277 
-.017  65.295 20 55.491 
.231 
.125 
-.147 
-.005  67.178 20 42.705 
combined .340  .000 67.266 22 59.462 .118  .000 69.775 22 43.514 
session 1-3 
session 4-6 
.341 
.340  .000 67.266 21 59.465 
.114 
.121  .000 69.769 21 43.499 
session 1-3 
session 4-6 
.341 
.340  
.000 
.000 67.266 20 59.465 
.114 
.121  
.000 
.000 69.769 20 43.499 
combined .329 .012 .000 67.236 21 59.196 .183 -.078 .000 68.330 21 43.166 
session 1-3 
session 4-6 
.330 
.329 .012 .000 67.236 20 59.199 
.179 
.185 -.078 .000 68.324 20 43.148 
session 1-3 
session 4-6 
.076 
.355 
.277 
-.017 .000 65.295 19 55.491 
.231 
.125 
-.147 
-.005 .000 67.178 19 42.705 
session 1-3 
session 4-6 
.330 
.329 .012 
.000 
.000 67.236 19 59.199 
.179 
.185 -.078 
.000 
.000 68.324 19 43.148 
session 1-3 
session 4-6 
.076 
.355 
.277 
-.017 
.000 
.000 65.295 18 55.491 
.231 
.125 
-.147 
-.005 
.000 
.000 67.178 18 42.705 
 
 triple meter, motor delay error duple meter, motor delay error 
 α β γ χ
2
 d.f. r.m.s. α β γ χ2 d.f. r.m.s. 
combined .343   39.104 23 35.580 .320   59.215 23 38.356 
session 1-3 
session 4-6 
.388 
.313   37.887 22 35.033 
.301 
.332   58.945 22 38.253 
combined .331 .030  38.588 22 35.385 .225 .150  44.709 22 32.984 
session 1-3 
session 4-6 
.377 
.300 .032  37.291 21 34.796 
.209 
.234 .150  44.504 21 32.934 
session 1-3 
session 4-6 
.404 
.273 
-.053 
.094  34.188 20 33.477 
.221 
.220 
.131 
.170  44.208 20 32.677 
combined .359  .077 35.062 22 34.057 .320  .000 59.215 22 38.356 
session 1-3 
session 4-6 
.407 
.327  .077 33.797 21 33.462 
.301 
.332  .000 58.945 21 38.253 
session 1-3 
session 4-6 
.422 
.316  
.138 
.016 31.263 20 32.058 
.301 
.332  
.000 
.000 58.945 20 38.253 
combined .341 .044 .081 34.066 21 33.681 .206 .191 .066 42.858 21 32.306 
session 1-3 
session 4-6 
.389 
.307 .045 .081 32.743 20 33.039 
.194 
.214 .190 .065 42.731 20 32.286 
session 1-3 
session 4-6 
.423 
.276 
-.041 
.109 .081 29.738 19 31.709 
.210 
.190 
.166 
.224 .072 42.070 19 31.832 
session 1-3 
session 4-6 
.402 
.297 .046 
.142 
.020 30.139 19 31.569 
.186 
.222 .184 
.000 
.102 40.886 19 31.595 
session 1-3 
session 4-6 
.436 
.273 
-.035 
.094 
.135 
.000 28.074 18 30.533 
.222 
.220 
.131 
.170 
.000 
.000 44.208 18 32.677 
 
   
Table 3  Experiment 1: Parameter estimates and statistical measures for participant 304 for each condition. 
 
 triple meter, time keeper error duple meter, time keeper error 
 α β γ χ
2
 d.f. r.m.s. α β γ χ2 d.f. r.m.s. 
combined .442   176.604 23 45.726 .316   144.306 23 41.218 
session 1-3 
session 4-6 
.408 
.468   173.948 22 45.572 
.273 
.342   142.728 22 40.984 
combined .430 .012  176.462 22 45.655 .246 .085  140.614 22 40.691 
session 1-3 
session 4-6 
.394 
.455 .015  173.746 21 45.482 
.206 
.270 .084  139.105 21 40.484 
session 1-3 
session 4-6 
.388 
.459 
.021 
.011  173.722 20 45.475 
.261 
.218 
.015 
.144  136.883 20 40.238 
combined .442  .000 176.604 22 45.726 .316  .000 144.306 22 41.218 
session 1-3 
session 4-6 
.408 
.468  .000 173.948 21 45.572 
.273 
.342  .000 142.728 21 40.984 
session 1-3 
session 4-6 
.408 
.468  
.000 
.000 173.948 20 45.572 
.273 
.342  
.000 
.000 142.728 20 40.984 
combined .430 .012 .000 176.462 21 45.655 .246 .085 .000 140.614 21 40.691 
session 1-3 
session 4-6 
.394 
.455 .015 .000 173.746 20 45.482 
.206 
.270 .084 .000 139.105 20 40.484 
session 1-3 
session 4-6 
.388 
.459 
.021 
.011 .000 173.722 19 45.475 
.261 
.218 
.015 
.144 .000 136.883 19 40.238 
session 1-3 
session 4-6 
.394 
.455 .015 
.000 
.000 173.746 19 45.482 
.206 
.270 .084 
.000 
.000 139.105 19 40.484 
session 1-3 
session 4-6 
.388 
.459 
.021 
.011 
.000 
.000 173.722 18 45.475 
.261 
.218 
.015 
.144 
.000 
.000 136.883 18 40.238 
 
 triple meter, motor delay error duple meter, motor delay error 
 α β γ χ
2
 d.f. r.m.s. α β γ χ2 d.f. r.m.s. 
combined .372   89.836 23 25.479 .290   46.514 23 23.842 
session 1-3 
session 4-6 
.374 
.371   89.830 22 25.479 
.308 
.275   46.015 22 23.752 
combined .333 .088  66.148 22 22.961 .246 .076  39.653 22 22.188 
session 1-3 
session 4-6 
.324 
.337 .089  66.018 21 22.954 
.261 
.234 .076  39.281 21 22.119 
session 1-3 
session 4-6 
.360 
.322 
.027 
.123  59.386 20 21.846 
.267 
.230 
.066 
.084  39.175 20 22.074 
combined .372  .000 89.836 22 25.479 .290  .000 46.514 22 23.842 
session 1-3 
session 4-6 
.374 
.371  .000 89.830 21 25.479 
.308 
.275  .000 46.015 21 23.752 
session 1-3 
session 4-6 
.374 
.371  
.000 
.000 89.830 20 25.479 
.308 
.275  
.000 
.000 46.015 20 23.752 
combined .333 .088 .000 66.148 21 22.961 .246 .076 .000 39.653 21 22.189 
session 1-3 
session 4-6 
.324 
.337 .089 .000 66.018 20 22.954 
.261 
.234 .076 .000 39.281 20 22.119 
session 1-3 
session 4-6 
.360 
.322 
.027 
.123 .000 59.386 19 21.846 
.267 
.230 
.066 
.084 .000 39.175 19 22.073 
session 1-3 
session 4-6 
.324 
.337 .089 
.000 
.000 66.018 19 22.954 
.261 
.234 .076 
.000 
.000 39.281 19 22.119 
session 1-3 
session 4-6 
.360 
.322 
.027 
.123 
.000 
.000 59.386 18 21.846 
.267 
.230 
.066 
.084 
.000 
.000 39.175 18 22.073 
 
   
Table 4  Experiment 1: Parameter estimates and statistical measures for participant 306 for each condition. 
 
 triple meter, time keeper error duple meter, time keeper error 
 α β γ χ
2
 d.f. r.m.s. α β γ χ2 d.f. r.m.s. 
combined .606   146.609 23 38.070 .427   119.326 23 38.751 
session 1-3 
session 4-6 
.547 
.643   141.846 22 37.405 
.414 
.435   119.240 22 38.770 
combined .584 .027  145.855 22 38.033 .540 -.154  105.091 22 36.829 
session 1-3 
session 4-6 
.524 
.620 .027  141.062 21 37.346 
.547 
.538 -.154  105.074 21 36.820 
session 1-3 
session 4-6 
.560 
.591 
-.016 
.062  139.521 20 37.120 
.526 
.544 
-.127 
-.166  104.875 20 36.754 
combined .606  .000 146.609 22 38.070 .427  .000 119.326 22 38.751 
session 1-3 
session 4-6 
.547 
.643  .000 141.846 21 37.405 
.414 
.435  .000 119.240 21 38.770 
session 1-3 
session 4-6 
.547 
.643  
.000 
.000 141.846 20 37.405 
.414 
.435  
.000 
.000 119.240 20 38.770 
combined .584 .027 .000 145.855 21 38.033 .540 -.154 .000 105.091 21 36.829 
session 1-3 
session 4-6 
.524 
.620 .027 .000 141.062 20 37.346 
.547 
.538 -.154 .000 105.074 20 36.820 
session 1-3 
session 4-6 
.560 
.591 
-.016 
.062 .000 139.521 19 37.120 
.526 
.544 
-.127 
-.166 .000 104.875 19 36.754 
session 1-3 
session 4-6 
.524 
.620 .027 
.000 
.000 141.062 19 37.346 
.547 
.538 -.154 
.000 
.000 105.074 19 36.820 
session 1-3 
session 4-6 
.560 
.591 
-.016 
.062 
.000 
.000 139.521 18 37.120 
.526 
.544 
-.127 
-.166 
.000 
.000 104.875 18 36.754 
 
 triple meter, motor delay error duple meter, motor delay error 
 α β γ χ
2
 d.f. r.m.s. α β γ χ2 d.f. r.m.s. 
combined .663   38.185 23 19.797 .494   77.041 23 28.704 
session 1-3 
session 4-6 
.614 
.686   34.998 22 19.130 
.460 
.518   75.394 22 28.428 
combined .663 -.001  38.183 22 19.789 .505 -.023  76.154 22 28.483 
session 1-3 
session 4-6 
.614 
.686 .001  34.997 21 19.136 
.471 
.526 -.020  74.722 21 28.256 
session 1-3 
session 4-6 
.618 
.688 
-.037 
.021  32.875 20 18.545 
.459 
.531 
.002 
-.033  74.244 20 28.224 
combined .663  .000 38.185 22 19.797 .494  .000 77.041 22 28.704 
session 1-3 
session 4-6 
.614 
.686  .000 34.998 21 19.130 
.460 
.518  .000 75.394 21 28.428 
session 1-3 
session 4-6 
.614 
.686  
.000 
.000 34.998 20 19.130 
.460 
.518  
.000 
.000 75.394 20 28.428 
combined .663 -.001 .000 38.183 21 19.789 .505 -.023 .000 76.154 21 28.483 
session 1-3 
session 4-6 
.614 
.686 .001 .000 34.997 20 19.136 
.471 
.526 -.020 .000 74.722 20 28.256 
session 1-3 
session 4-6 
.618 
.688 
-.037 
.021 .000 32.875 19 18.545 
.459 
.531 
.002 
-.033 .000 74.244 19 28.224 
session 1-3 
session 4-6 
.614 
.686 .001 
.022 
.000 34.573 19 18.944 
.471 
.526 -.020 
.000 
.000 74.722 19 28.256 
session 1-3 
session 4-6 
.618 
.688 
-.037 
.021 
.000 
.000 32.875 18 18.545 
.459 
.531 
.002 
-.033 
.000 
.000 74.244 18 28.224 
 
   
Table 5 Experiment 2: Parameter estimates and statistical measures for each condition for participant 401. 
 triple meter, low frequency triple meter, high frequency 
 α β γ χ
2
 d.f. r.m.s. α β γ χ2 d.f. r.m.s. 
combined .505   406.244 47 106.947 .224   502.495 47 111.721 
session 1-3 
session 4-6 
.578 
.472   377.192 46 102.127 
.234 
.216   501.506 46 111.559 
combined .494 .012  406.147 46 106.991 .361 -.162  420.506 46 104.064 
session 1-3 
session 4-6 
.547 
.441 .032  376.439 45 102.130 
.368 
.354 -.162  420.031 45 103.918 
session 1-3 
session 4-6 
.693 
.388 
-.119 
.086  370.423 44 101.209 
.307 
.400 
-.089 
-.215  410.871 44 102.608 
combined .505  .000 406.244 46 106.946 .209  .138 420.365 46 104.045 
session 1-3 
session 4-6 
.578 
.472  .000 377.192 45 102.127 
.216 
.203  .138 419.840 45 103.888 
session 1-3 
session 4-6 
.521 
.472  
.105 
.000 374.504 44 101.660 
.223 
.200  
.080 
.175 410.498 44 102.555 
combined .494 .012 .000 406.147 45 106.990 .000 .222 .327 420.274 45 104.012 
session 1-3 
session 4-6 
.547 
.441 .032 .000 376.439 44 102.130 
.000 
.000 .222 .327 420.274 44 104.012 
session 1-3 
session 4-6 
.669 
.368 
-.103 
.100 .015 370.422 43 101.208 
.000 
.000 
.239 
.209 .324 415.531 43 103.098 
session 1-3 
session 4-6 
.397 
.388 .085 
.181 
.000 370.452 43 101.213 
.000 
.000 .223 
.287 
.355 412.020 43 102.873 
session 1-3 
session 4-6 
.579 
.388 
-.041 
.086 
.070 
.000 370.409 42 101.207 
.000 
.000 
.234 
.085 
.292 
.321 414.598 42 103.097 
             
 duple meter, low frequency duple meter, high frequency 
 α β γ χ
2
 d.f. r.m.s. α β γ χ2 d.f. r.m.s. 
combined .421   326.337 47 98.070 .152   152.342 47 61.863 
session 1-3 
session 4-6 
.475 
.397   302.916 46 93.829 
.121 
.178   142.011 46 58.927 
combined .555 -.142 
 
303.019 46 91.960 .272 -.144  79.073 46 44.680 
session 1-3 
session 4-6 
.585 
.515 -.122  285.674 45 89.216 
.237 
.299 -.143  69.464 45 41.699 
session 1-3 
session 4-6 
.884 
.415 
-.440 
-.018  251.133 44 82.782 
.215 
.318 
-.115 
-.164  67.819 44 41.032 
combined .371  .122 303.195 46 91.998 .146  .125 77.647 46 44.362 
session 1-3 
session 4-6 
.420 
.358  .107 285.809 45 89.250 
.116 
.170  .125 67.986 45 41.367 
session 1-3 
session 4-6 
.330 
.391  
.302 
.017 251.247 44 82.815 
.117 
.169  
.102 
.141 66.157 44 40.617 
combined .555 -.142 .000 303.019 45 91.960 .000 .166 .268 75.590 45 43.925 
session 1-3 
session 4-6 
.585 
.515 -.122 .000 285.674 44 89.216 
.000 
.000 .166 .268 75.590 44 43.925 
session 1-3 
session 4-6 
.884 
.415 
-.440 
-.018 .000 251.133 43 82.782 
.000 
.000 
.150 
.179 .269 71.593 43 42.730 
session 1-3 
session 4-6 
.585 
.515 -.122 
.000 
.000 285.674 43 89.216 
.000 
.000 .166 
.246 
.284 73.140 43 43.154 
session 1-3 
session 4-6 
.884 
.415 
-.440 
-.018 
.000 
.000 251.133 42 82.782 
.000 
.000 
.137 
.067 
.223 
.256 72.250 42 42.650 
 
   
Table 6 Experiment 2: Parameter estimates and statistical measures for each condition for participant 402. 
 triple meter, low frequency triple meter, high frequency 
 α β γ χ
2
 d.f. r.m.s. α β γ χ2 d.f. r.m.s. 
combined .472   170.945 47 100.969 .225   162.606 47 83.245 
session 1-3 
session 4-6 
.475 
.471   170.925 46 101.007 
.140 
.277   137.523 46 73.653 
combined .979 -.563  47.204 46 55.009 .435 -.253  66.099 46 55.802 
session 1-3 
session 4-6 
.976 
.981 -.563  47.177 45 54.902 
.349 
.468 -.239  52.751 45 47.308 
session 1-3 
session 4-6 
1.000 
.963 
-.589 
-.544  46.958 44 54.763 
.261 
.522 
-.138 
-.302  46.154 44 42.924 
combined .293  .356 47.400 46 55.001 .200  .198 67.690 46 56.457 
session 1-3 
session 4-6 
.290 
.294  .357 47.374 45 54.895 
.141 
.238  .189 54.177 45 47.967 
session 1-3 
session 4-6 
.283 
.297  
.375 
.349 47.119 44 54.828 
.141 
.232  
.118 
.228 47.601 44 43.639 
combined .979 -.563 .000 47.204 45 55.009 .435 -.253 .000 66.099 45 55.803 
session 1-3 
session 4-6 
.976 
.981 -.563 .000 47.177 44 54.902 
.349 
.468 -.239 .000 52.751 44 47.309 
session 1-3 
session 4-6 
1.000 
.963 
-.589 
-.544 .000 46.958 43 54.763 
.261 
.522 
-.138 
-.302 .000 46.154 43 42.924 
session 1-3 
session 4-6 
.976 
.981 -.563 
.000 
.000 47.177 43 54.902 
.349 
.468 -.239 
.000 
.000 52.751 43 47.308 
session 1-3 
session 4-6 
1.000 
.963 
-.589 
-.544 
.000 
.000 46.958 42 54.763 
.261 
.522 
-.138 
-.302 
.000 
.000 46.154 42 42.924 
             
 duple meter, low frequency duple meter, high frequency 
 α β γ χ
2
 d.f. r.m.s. α β γ χ2 d.f. r.m.s. 
combined .464   184.668 47 96.577 .150   113.240 47 70.021 
session 1-3 
session 4-6 
.465 
.463   184.664 46 96.564 
.133 
.166   111.541 46 69.445 
combined .894 -.483  79.649 46 68.170 .294 -.170  62.180 46 54.444 
session 1-3 
session 4-6 
.918 
.885 -.486  78.325 45 67.566 
.278 
.307 -.170  61.151 45 54.002 
session 1-3 
session 4-6 
.798 
.938 
-.362 
-.543  75.696 44 66.060 
.177 
.383 
-.052 
-.259  47.232 44 46.370 
combined .301  .322 80.367 46 68.453 .145  .142 63.996 46 55.106 
session 1-3 
session 4-6 
.314 
.292  .323 79.052 45 67.853 
.131 
.158  .141 62.889 45 54.628 
session 1-3 
session 4-6 
.340 
.282  
.262 
.348 76.382 44 66.335 
.132 
.155  
.047 
.201 49.027 44 47.117 
combined .894 -.483 .000 79.649 45 68.170 .294 -.170 .000 62.180 45 54.444 
session 1-3 
session 4-6 
.918 
.885 -.486 .000 78.325 44 67.566 
.278 
.307 -.170 .000 61.151 44 54.001 
session 1-3 
session 4-6 
.798 
.938 
-.362 
-.543 .000 75.696 43 66.060 
.177 
.383 
-.052 
-.259 .000 47.232 43 46.370 
session 1-3 
session 4-6 
.918 
.885 -.486 
.000 
.000 78.325 43 67.567 
.278 
.307 -.170 
.000 
.000 61.151 43 54.001 
session 1-3 
session 4-6 
.798 
.938 
-.362 
-.543 
.000 
.000 75.696 42 66.060 
.177 
.383 
-.052 
-.259 
.000 
.000 47.232 42 46.370 
 
   
Table 6 Experiment 2: Parameter estimates and statistical measures for each condition for participant 403. 
 triple meter, low frequency triple meter, high frequency 
 α β γ χ
2
 d.f. r.m.s. α β γ χ2 d.f. r.m.s. 
combined .601   275.507 47 86.831 .407   392.206 47 104.251 
session 1-3 
session 4-6 
.543 
.668   247.546 46 82.341 
.352 
.466   370.233 46 100.767 
combined .678 -.081  272.628 46 86.347 .620 -.268  267.001 46 85.372 
session 1-3 
session 4-6 
.627 
.756 -.091  243.796 45 81.725 
.563 
.664 -.259  254.478 45 83.194 
session 1-3 
session 4-6 
.702 
.620 
-.171 
.050  238.780 44 81.067 
.513 
.722 
-.200 
-.328  249.478 44 81.994 
combined .558  .074 272.574 46 86.335 .334  .211 265.374 46 85.105 
session 1-3 
session 4-6 
.497 
.616  .083 243.718 45 81.710 
.297 
.376  .205 253.022 45 82.951 
session 1-3 
session 4-6 
.465 
.668  
.144 
.000 239.185 44 81.111 
.305 
.362  
.165 
.247 247.815 44 81.715 
combined .495 .043 .113 272.566 45 86.333 .000 .313 .455 263.787 45 84.866 
session 1-3 
session 4-6 
.405 
.517 .065 .141 243.699 44 81.706 
.000 
.056 .289 .431 251.756 44 82.755 
session 1-3 
session 4-6 
.488 
.417 
-.017 
.175 .130 238.695 43 81.051 
.000 
.122 
.295 
.220 .409 246.879 43 81.596 
session 1-3 
session 4-6 
.302 
.511 .117 
.243 
.071 238.746 43 81.055 
.000 
.039 .295 
.408 
.466 246.444 43 81.513 
session 1-3 
session 4-6 
.494 
.620 
-.021 
.050 
.126 
.000 238.761 42 81.059 
.000 
.000 
.295 
.331 
.408 
.238 246.226 42 81.480 
             
 duple meter, low frequency duple meter, high frequency 
 α β γ χ
2
 d.f. r.m.s. α β γ χ2 d.f. r.m.s. 
combined .581   221.898 47 76.842 .369   240.314 47 79.621 
session 1-3 
session 4-6 
.562 
.603   218.830 46 76.299 
.342 
.398   235.105 46 78.361 
combined .714 -.140  212.394 46 75.050 .603 -.291  85.109 46 49.340 
session 1-3 
session 4-6 
.696 
.738 -.141  209.184 45 74.518 
.579 
.622 -.289  82.980 45 48.478 
session 1-3 
session 4-6 
.691 
.743 
-.137 
-.147  209.172 44 74.518 
.524 
.671 
-.224 
-.347  78.421 44 47.144 
combined .512  .122 212.106 46 75.010 .302  .224 84.411 46 49.173 
session 1-3 
session 4-6 
.494 
.532  .123 208.904 45 74.479 
.286 
.318  .222 82.385 45 48.338 
session 1-3 
session 4-6 
.497 
.529  
.119 
.128 208.889 44 74.479 
.294 
.309  
.182 
.255 77.897 44 47.004 
combined .085 .298 .379 211.713 45 74.988 .000 .292 .447 83.717 45 49.008 
session 1-3 
session 4-6 
.102 
.129 .277 .362 208.566 44 74.458 
.000 
.000 .292 .447 83.717 44 49.008 
session 1-3 
session 4-6 
.098 
.133 
.280 
.273 .362 208.550 43 74.458 
.009 
.096 
.278 
.205 .406 77.265 43 46.801 
session 1-3 
session 4-6 
.102 
.125 .278 
.360 
.367 208.547 43 74.458 
.000 
.000 .293 
.415 
.472 77.707 43 47.048 
session 1-3 
session 4-6 
.163 
.743 
.235 
-.147 
.322 
.000 208.937 42 74.496 
.000 
.000 
.287 
.200 
.414 
.405 76.769 42 47.096 
 
   
Table 7 Experiment 2: Parameter estimates and statistical measures for each condition for participant 406. 
 triple meter, low frequency triple meter, high frequency 
 α β γ χ
2
 d.f. r.m.s. α β γ χ2 d.f. r.m.s. 
combined .874   363.540 47 105.599 .551   242.514 47 85.203 
session 1-3 
session 4-6 
.841 
.900   362.015 46 105.480 
.462 
.613   220.508 46 81.298 
combined .227 .640  311.694 46 96.710 .718 -.207  199.897 46 76.846 
session 1-3 
session 4-6 
.173 
.251 .651  308.448 45 96.142 
.619 
.772 -.194  181.195 45 73.265 
session 1-3 
session 4-6 
.080 
.333 
.746 
.565  307.291 44 95.672 
.619 
.772 
-.195 
-.194  181.195 44 73.265 
combined .874  .000 363.540 46 105.599 .470  .170 199.383 46 76.776 
session 1-3 
session 4-6 
.841 
.900  .000 362.015 45 105.480 
.400 
.528  .162 180.731 45 73.192 
session 1-3 
session 4-6 
.841 
.900  
.000 
.000 362.015 44 105.480 
.400 
.527  
.161 
.162 180.730 44 73.193 
combined .000 .707 .201 310.144 45 96.441 .000 .392 .491 198.328 45 76.631 
session 1-3 
session 4-6 
.000 
.061 .699 .169 307.320 44 95.947 
.000 
.000 .392 .491 198.328 44 76.631 
session 1-3 
session 4-6 
.000 
.189 
.743 
.615 .112 306.611 43 95.621 
.004 
.068 
.352 
.374 .453 180.626 43 73.130 
session 1-3 
session 4-6 
.000 
.000 .709 
.153 
.232 306.679 43 95.779 
.000 
.000 .390 
.457 
.515 192.909 43 75.545 
session 1-3 
session 4-6 
.000 
.000 
.750 
.680 
.102 
.263 306.091 42 95.492 
.000 
.000 
.354 
.872 
.454 
.505 191.897 42 75.689 
             
 duple meter, low frequency duple meter, high frequency 
 α β γ χ
2
 d.f. r.m.s. α β γ χ2 d.f. r.m.s. 
combined .837   257.224 47 87.141 .506   138.604 47 61.937 
session 1-3 
session 4-6 
.723 
.918   236.844 46 83.068 
.437 
.579   113.113 46 54.612 
combined .392 .445  228.895 46 83.492 .653 -.180  97.541 46 53.229 
session 1-3 
session 4-6 
.299 
.486 .427  208.198 45 79.033 
.575 
.698 -.160  81.729 45 47.734 
session 1-3 
session 4-6 
.399 
.332 
.323 
.585  205.283 44 78.904 
.467 
.816 
-.036 
-.300  63.260 44 42.148 
combined .837  .000 257.224 46 87.141 .442  .151 97.194 46 53.153 
session 1-3 
session 4-6 
.723 
.918  .000 236.844 45 83.068 
.396 
.502  .137 81.372 45 47.660 
session 1-3 
session 4-6 
.723 
.918  
.000 
.000 236.844 44 83.068 
.426 
.459  
.035 
.229 62.916 44 42.038 
combined .000 .609 .297 227.454 45 83.228 .066 .322 .420 96.910 45 53.086 
session 1-3 
session 4-6 
.000 
.141 .565 .246 206.811 44 78.757 
.039 
.112 .317 .407 81.040 44 47.602 
session 1-3 
session 4-6 
.000 
.000 
.534 
.675 .286 203.960 43 78.554 
.072 
.307 
.307 
.129 .327 62.699 43 41.981 
session 1-3 
session 4-6 
.000 
.000 .600 
.208 
.362 210.308 43 79.339 
.117 
.142 .267 
.289 
.432 62.687 43 41.959 
session 1-3 
session 4-6 
.000 
.000 
.528 
.689 
.298 
.270 203.841 42 78.606 
.086 
.813 
.295 
-.298 
.315 
.001 63.046 42 42.091 
 
   
Table 8 Experiment 3: Parameter estimates and statistical measures for each participant in condition no-cue & 
supraliminal 
 participant 101 participant 102 
 α β γ χ
2
 d.f. r.m.s. α β γ χ2 d.f. r.m.s. 
combined .969   1099.566 47 235.300 1.000   5926.657 47 305.142 
1st session 
2nd session 
1.000 
.969   1096.849 46 235.024 
1.000 
1.000   5926.657 46 305.142 
combined .000 .879  412.505 46 144.527 1.000 .970  1246.951 46 140.402 
1st session 
2nd session 
.000 
.000 
.879 
 
 412.505 45 144.527 1.000 1.000 .970  1246.951 45 140.402 
1st session 
2nd session 
.000 
.000 
.887 
.871  412.022 44 144.387 
1.000 
1.000 
.964 
.974  1246.313 44 140.426 
combined .969  .000 1099.566 46 235.300 1.000 .841  814.437 46 118.674 
1st session 
2nd session 
1.000 
.969  .000 1096.849 45 235.024 
1.000 
1.000 .841  814.437 45 118.674 
1st session 
2nd session 
1.000 
.969  
.000 
.000 1096.849 44 235.024 
1.000 
1.000 
.775 
.892  789.941 44 117.070 
combined .000 .879 .000 412.505 45 144.527 .785 1.030 .588 592.315 45 99.986 
1st session 
2nd session 
.000 
.000 
.879 
 
.000 412.505 44 144.527 .775 
.844 1.026 .579 588.315 44 100.094 
1st session 
2nd session 
.000 
.000 
.887 
.871 .000 412.022 43 144.386 
.776 
.866 
1.043 
1.012 .580 586.065 43 99.822 
1st session 
2nd session 
.000 
.000 
.879 
 
.000 
.000 412.505 43 144.527 
.781 
.753 1.031 
.453 
.704 557.176 43 97.343 
1st session 
2nd session 
.000 
.000 
.887 
.871 
.000 
.000 412.022 42 144.387 
.781 
.855 
1.037 
1.010 
.454 
.685 556.049 42 97.403 
             
 participant 103 participant 104 
 α β γ χ
2
 d.f. r.m.s. α β γ χ2 d.f. r.m.s. 
combined 1.000   317.777 47 253.842 1.000   3221.154 47 282.052 
1st session 
2nd session 
1.000 
1.000   317.777 46 253.842 
1.000 
1.000   3221.154 46 282.052 
combined .781 1.026  104.434 46 153.698 .804 1.030  1215.649 46 178.118 
1st session 
2nd session 
.795 
.780 1.028  104.338 45 153.676 
.793 
.819 1.030  1209.639 45 177.691 
1st session 
2nd session 
.631 
.780 
1.007 
1.031  102.393 44 150.612 
.794 
.820 
1.039 
1.025  1208.022 44 177.777 
combined 1.000  .473 187.430 46 203.286 1.000  .521 1972.546 46 225.451 
1st session 
2nd session 
1.000 
1.000  .473 187.430 45 203.286 
1.000 
1.000  .521 1972.546 45 225.451 
1st session 
2nd session 
1.000 
1.000  
.411 
.491 186.807 44 202.464 
1.000 
1.000  
.371 
.615 1907.567 44 222.201 
combined .632 1.018 .000 103.215 45 151.369 .638 1.028 .000 1199.847 45 176.140 
1st session 
2nd session 
.635 
.631 1.019 .000 103.207 44 151.381 
.627 
.652 1.029 .000 1192.340 44 175.603 
1st session 
2nd session 
.631 
.631 
1.007 
1.021 .000 103.137 43 151.260 
.627 
.653 
1.032 
1.027 .000 1192.079 43 175.671 
1st session 
2nd session 
.635 
.631 1.019 
.000 
.000 103.207 43 151.381 
.627 
.646 1.028 
.000 
.188 1154.223 43 173.410 
1st session 
2nd session 
.631 
.631 
1.007 
1.021 
.000 
.000 103.137 42 151.260 
.627 
.646 
1.032 
1.025 
.000 
.188 1153.803 42 173.497 
 
   
Continue Table 8 Experiment 3: Parameter estimates and statistical measures for each participant in condition no-
cue & supraliminal 
 participant 105 participant 106 
 α β γ χ
2
 d.f. r.m.s. α β γ χ2 d.f. r.m.s. 
combined 1.000   2257.384 47 284.029 .880   1288.851 47 223.630 
1st session 
2nd session 
1.000 
1.000   2257.384 46 284.029 
.652 
1.000   983.798 46 195.844 
combined .920 .994  498.620 46 141.889 .000 .846  557.245 46 153.589 
1st session 
2nd session 
.943 
.920 .994  498.611 45 141.777 
.000 
.329 .670  311.957 45 107.113 
1st session 
2nd session 
1.000 
.919 
.958 
.996  497.916 44 141.202 
.000 
.071 
.647 
.924  226.200 44 94.763 
combined 1.000  .680 707.768 46 169.047 .880  .000 1288.851 46 223.630 
1st session 
2nd session 
1.000 
1.000  .680 707.768 45 169.047 
.652 
1.000  .000 983.798 45 195.844 
1st session 
2nd session 
1.000 
1.000  
.669 
.681 707.741 44 169.026 
.652 
1.000  
.000 
.000 983.798 44 195.844 
combined .910 .997 .229 445.388 45 136.944 .000 .846 .000 557.245 45 153.589 
1st session 
2nd session 
.805 
.910 1.000 .231 444.083 44 135.573 
.000 
.329 .670 .000 311.957 44 107.113 
1st session 
2nd session 
.802 
.911 
1.035 
.999 .230 443.529 43 134.907 
.000 
.000 
.647 
.941 .000 243.491 43 97.592 
1st session 
2nd session 
.807 
.910 1.000 
.207 
.232 444.045 43 135.543 
.000 
.000 .846 
.000 
.000 557.245 43 153.593 
1st session 
2nd session 
.803 
.910 
1.034 
.999 
.196 
.232 443.454 42 134.842 
.000 
.000 
.647 
.941 
.000 
.000 243.491 42 97.592 
 
   
Table 9 Experiment 3: Parameter estimates and statistical measures for each participant in condition no-cue & 
subliminal 
 participant 111 participant 112 
 α β γ χ
2
 d.f. r.m.s. α β γ χ2 d.f. r.m.s. 
combined .732   169.946 47 53.121 .742   126.514 47 69.289 
1st session 
2nd session 
.636 
.816   155.921 46 50.963 
.807 
.730   125.916 46 68.657 
combined .000 .704  62.945 46 32.410 .000 .694  44.178 46 42.236 
1st session 
2nd session 
.000 
.120 .640  54.550 45 29.793 
.000 
.000 .694  44.178 45 42.236 
1st session 
2nd session 
.000 
.000 
.621 
.776  47.534 44 28.100 
.000 
.000 
.756 
.682  43.254 44 40.938 
combined .732  .000 169.946 46 53.121 .742  .000 126.514 46 69.289 
1st session 
2nd session 
.636 
.816  .000 155.921 45 50.963 
.807 
.730  .000 125.916 45 68.657 
1st session 
2nd session 
.636 
.816  
.000 
.000 155.921 44 50.963 
.807 
.730  
.000 
.000 125.916 44 68.657 
combined .000 .704 .000 62.945 45 32.410 .000 .694 .000 44.178 45 42.236 
1st session 
2nd session 
.000 
.000 .704 .000 62.945 44 32.410 
.000 
.000 .694 .000 44.178 44 42.236 
1st session 
2nd session 
.000 
.000 
.621 
.776 .000 47.534 43 28.100 
.000 
.000 
.756 
.682 .000 43.254 43 40.938 
1st session 
2nd session 
.000 
.000 .704 
.000 
.000 62.945 43 32.410 
.000 
.000 .694 
.000 
.000 44.178 43 42.235 
1st session 
2nd session 
.000 
.000 
.621 
.776 
.000 
.000 47.534 42 28.100 
.000 
.000 
.756 
.682 
.000 
.000 43.254 42 40.938 
             
 participant 113 participant 114 
 α β γ χ
2
 d.f. r.m.s. α β γ χ2 d.f. r.m.s. 
combined .812   367.693 47 86.360 .492   78.122 47 72.615 
1st session 
2nd session 
.713 
.904   356.945 46 85.159 
.519 
.490   78.019 46 72.346 
combined .000 .746  183.587 46 60.499 .000 .486  34.688 46 49.902 
1st session 
2nd session 
.000 
.028 .731  183.294 45 60.357 
.000 
.000 .486  34.688 45 49.902 
1st session 
2nd session 
.000 
.000 
.672 
.813  173.194 44 58.694 
.000 
.000 
.511 
.484  34.563 44 49.418 
combined .812  .000 367.693 46 86.360 .492  .000 78.122 46 72.614 
1st session 
2nd session 
.713 
.904  .000 356.945 45 85.159 
.519 
.490  .000 78.019 45 72.346 
1st session 
2nd session 
.713 
.904  
.000 
.000 356.945 44 85.159 
.519 
.490  
.000 
.000 78.019 44 72.346 
combined .000 .746 .000 183.587 45 60.499 .000 .486 .000 34.688 45 49.903 
1st session 
2nd session 
.000 
.000 .746 .000 183.587 44 60.499 
.000 
.000 .486 .000 34.688 44 49.903 
1st session 
2nd session 
.000 
.000 
.672 
.813 .000 173.194 43 58.695 
.000 
.000 
.511 
.484 .000 34.563 43 49.418 
1st session 
2nd session 
.000 
.000 .746 
.000 
.000 183.587 43 60.499 
.000 
.000 .486 
.000 
.000 34.688 43 49.903 
1st session 
2nd session 
.000 
.000 
.672 
.813 
.000 
.000 173.194 42 58.695 
.000 
.000 
.511 
.484 
.000 
.000 34.563 42 49.418 
 
   
Continue Table 9 Experiment 3: Parameter estimates and statistical measures for each participant in condition no-
cue & subliminal 
 participant 115 participant 116 
 α β γ χ
2
 d.f. r.m.s. α β γ χ2 d.f. r.m.s. 
combined .381   133.064 47 74.645 .690   137.343 47 50.135 
1st session 
2nd session 
.381 
.381   133.064 46 74.645 
.646 
.732   133.615 46 49.626 
combined .000 .383  30.283 46 35.881 .000 .678  53.288 46 30.163 
1st session 
2nd session 
.000 
.000 .383  30.283 45 35.881 
.000 
.037 .659  52.352 45 30.095 
1st session 
2nd session 
.000 
.000 
.382 
.383  30.277 44 35.870 
.000 
.000 
.644 
.713  50.058 44 29.467 
combined .381  .000 133.064 46 74.645 .690  .000 137.343 46 50.135 
1st session 
2nd session 
.381 
.381  .000 133.064 45 74.645 
.646 
.732  .000 133.615 45 49.626 
1st session 
2nd session 
.381 
.381  
.000 
.000 133.064 44 74.645 
.646 
.732  
.000 
.000 133.615 44 49.626 
combined .000 .383 .000 30.283 45 35.881 .000 .678 .000 53.288 45 30.163 
1st session 
2nd session 
.000 
.000 .383 .000 30.283 44 35.881 
.000 
.000 .678 .000 53.288 44 30.163 
1st session 
2nd session 
.000 
.000 
.382 
.383 .000 30.277 43 35.870 
.000 
.000 
.644 
.713 .000 50.058 43 29.467 
1st session 
2nd session 
.000 
.000 .383 
.000 
.000 30.284 43 35.882 
.000 
.000 .678 
.000 
.000 53.288 43 30.162 
1st session 
2nd session 
.000 
.000 
.382 
.383 
.000 
.000 30.277 42 35.870 
.000 
.000 
.644 
.713 
.000 
.000 50.058 42 29.467 
 
   
Table 10 Experiment 3: Parameter estimates and statistical measures for each participant in condition with-cue & 
supraliminal 
 participant 201 participant 203 
 α β γ χ
2
 d.f. r.m.s. α β γ χ2 d.f. r.m.s. 
combined 1.000   2017.459 47 278.701 1.000   292.259 47 214.388 
1st session 
2nd session 
1.000 
1.000   2017.459 46 278.701 
.996 
1.000   292.256 46 214.396 
combined 1.000 .977  494.811 46 142.633 1.000 .887  130.809 46 163.505 
1st session 
2nd session 
1.000 
1.000 .977  494.811 45 142.633 
.086 
1.000 .947  73.605 45 111.716 
1st session 
2nd session 
1.000 
1.000 
.979 
.976  494.781 44 142.655 
.417 
1.000 
.582 
.967  71.540 44 108.772 
combined 1.000  .654 632.016 46 152.327 1.000  .483 151.116 46 175.669 
1st session 
2nd session 
1.000 
1.000  .654 632.016 45 152.327 
.498 
1.000  .578 106.852 45 146.999 
1st session 
2nd session 
1.000 
1.000  
.678 
.640 630.915 44 151.784 
.996 
1.000  
.000 
.775 59.189 44 103.107 
combined .996 .974 .214 453.744 45 133.551 1.000 .884 .006 130.805 45 163.647 
1st session 
2nd session 
.987 
1.000 .975 .214 453.574 44 133.544 
.000 
1.000 .628 .429 52.326 44 95.881 
1st session 
2nd session 
987 
1.000 
.979 
.972 .214 453.502 43 133.570 
.000 
.816 
.615 
1.034 .421 46.039 43 90.139 
1st session 
2nd session 
.985 
1.000 .975 
.237 
.201 453.300 43 133.214 
.128 
1.000 .839 
.052 
.516 46.099 43 90.484 
1st session 
2nd session 
985 
1.000 
.979 
.972 
.236 
.201 453.240 42 133.245 
.204 
.811 
.657 
1.035 
.152 
.508 43.809 42 87.591 
             
 participant 205 participant 206 
 α β γ χ
2
 d.f. r.m.s. α β γ χ2 d.f. r.m.s. 
combined .589   322.473 47 177.561 1.000   129.157 47 143.206 
1st session 
2nd session 
.531 
.932   172.501 46 102.179 
.911 
1.000   126.883 46 141.218 
combined .208 .386  220.500 46 174.689 .147 .952  60.167 46 105.274 
1st session 
2nd session 
.126 
.538 .408  33.028 45 63.196 
.000 
.269 .887  40.163 45 74.995 
1st session 
2nd session 
.120 
.764 
.414 
.172  31.605 44 60.104 
.000 
.206 
.871 
.962  39.027 44 74.415 
combined .589  .000 322.473 46 177.570 1.000  .043 127.455 46 145.560 
1st session 
2nd session 
.531 
.932  .000 172.501 45 102.178 
.856 
1.000  .075 122.506 45 142.959 
1st session 
2nd session 
.531 
.932  
.000 
.000 172.501 44 102.179 
.911 
1.000  
.000 
.114 117.394 44 138.190 
combined .077 .457 .114 220.305 45 174.644 .000 .871 .198 63.428 45 103.451 
1st session 
2nd session 
.027 
.401 .464 .092 32.940 44 62.980 
.000 
.269 .887 .000 40.163 44 74.995 
1st session 
2nd session 
.058 
.662 
.449 
.223 .058 31.573 43 60.042 
.000 
.206 
.871 
.962 .000 39.027 43 74.415 
1st session 
2nd session 
.085 
.238 .434 
.033 
.306 31.372 43 59.708 
.000 
.269 .887 
.000 
.000 40.163 43 74.995 
1st session 
2nd session 
.098 
.184 
.426 
.462 
.021 
.335 31.365 42 59.716 
.000 
.206 
.871 
.962 
.000 
.000 39.027 42 74.415 
 
   
Table 11 Experiment 3: Parameter estimates and statistical measures for each participant in condition with-cue & 
subliminal 
 participant 211 participant 212 
 α β γ χ
2
 d.f. r.m.s. α β γ χ2 d.f. r.m.s. 
combined .611   180.817 47 56.797 .439   35.785 47 46.688 
1st session 
2nd session 
.485 
.687   153.941 46 51.843 
.430 
.456   35.467 46 46.363 
combined .674 -.066  180.219 46 56.394 .562 -.133  33.801 46 45.686 
1st session 
2nd session 
.608 
.827 -.138  150.960 45 50.574 
.552 
.578 -.132  33.505 45 45.360 
1st session 
2nd session 
.840 
.438 
-.391 
.252  135.436 44 47.643 
.544 
.599 
-.123 
-.154  33.485 44 45.384 
combined .578  .057 180.299 46 56.434 .389  .111 33.950 46 45.783 
1st session 
2nd session 
.423 
.616  .118 151.075 45 50.619 
.382 
.405  .110 33.656 45 45.459 
1st session 
2nd session 
.345 
.687  
.275 
.000 139.971 44 48.440 
.384 
.399  
.104 
.124 33.641 44 45.482 
combined .674 -.066 .000 180.219 45 56.394 .562 -.133 .000 33.801 45 45.686 
1st session 
2nd session 
.608 
.827 -.138 .000 150.960 44 50.574 
.552 
.578 -.132 .000 33.505 44 45.360 
1st session 
2nd session 
.840 
.438 
-.391 
.252 .000 135.436 43 47.643 
.544 
.599 
-.123 
-.154 .000 33.485 43 45.385 
1st session 
2nd session 
.608 
.827 -.138 
.000 
.000 150.960 43 50.574 
.552 
.578 -.132 
.000 
.000 33.505 43 45.360 
1st session 
2nd session 
.840 
.438 
-.391 
.252 
.000 
.000 135.436 42 47.643 
.544 
.599 
-.123 
-.154 
.000 
.000 33.485 42 45.385 
             
 participant 213 participant 214 
 α β γ χ
2
 d.f. r.m.s. α β γ χ2 d.f. r.m.s. 
combined .547   35.417 47 42.463 .451   109.091 47 74.398 
1st session 
2nd session 
.538 
.557   35.290 46 42.328 
.399 
.603   87.170 46 65.303 
combined .298 .255  29.385 46 38.818 .000 .451  59.803 46 55.965 
1st session 
2nd session 
.285 
.307 .258  29.166 45 38.592 
.000 
.000 .451  59.803 45 55.965 
1st session 
2nd session 
.250 
.346 
.294 
.216  29.012 44 38.504 
.000 
.000 
.403 
.584  34.183 44 40.264 
combined .547  .000 35.417 46 42.463 .451  .000 109.091 46 74.401 
1st session 
2nd session 
.538 
.557  .000 35.290 45 42.328 
.399 
.603  .000 87.170 45 65.303 
1st session 
2nd session 
.538 
.557  
.000 
.000 35.290 44 42.328 
.399 
.603  
.000 
.000 87.170 44 65.303 
combined .171 .332 .102 29.368 45 38.812 .000 .451 .000 59.803 45 55.965 
1st session 
2nd session 
.158 
.179 .335 .103 29.149 44 38.586 
.000 
.000 .451 .000 59.803 44 55.965 
1st session 
2nd session 
.172 
.260 
.340 
.270 .066 29.005 43 38.501 
.000 
.000 
.403 
.584 .000 34.183 43 40.264 
1st session 
2nd session 
.225 
.193 .310 
.018 
.120 28.968 43 38.474 
.000 
.000 .451 
.000 
.000 59.803 43 55.962 
1st session 
2nd session 
.250 
.002 
.294 
.430 
.000 
.265 28.931 42 38.440 
.000 
.000 
.403 
.584 
.000 
.000 34.183 42 40.264 
 
   
Continue Table 11 Experiment 3: Parameter estimates and statistical measures for each participant in condition with-
cue & subliminal 
 participant 215 participant 216 
 α β γ χ
2
 d.f. r.m.s. α β γ χ2 d.f. r.m.s. 
combined .142   99.952 47 76.579 .616   63.216 47 48.522 
1st session 
2nd session 
.142 
.142   99.952 46 76.582 
.693 
.566   58.666 46 47.192 
combined .058 .088  86.387 46 67.980 .506 .113  62.272 46 48.335 
1st session 
2nd session 
.055 
.059 .089  86.249 45 68.021 
.536 
.394 .171  56.486 45 46.799 
1st session 
2nd session 
.000 
.110 
.147 
.033  77.681 44 63.646 
.831 
.289 
-.147 
.278  53.619 44 45.833 
combined .142  .000 99.952 46 76.579 .616  .000 63.216 46 48.523 
1st session 
2nd session 
.142 
.142  .000 99.952 45 76.581 
.693 
.566  .000 58.666 45 47.191 
1st session 
2nd session 
.142 
.142  
.000 
.000 99.952 44 76.582 
.609 
.566  
.122 
.000 58.260 44 47.044 
combined .000 .141 .058 86.146 45 67.952 .506 .113 .000 62.272 45 48.335 
1st session 
2nd session 
.000 
.000 .141 .058 86.146 44 67.952 
.536 
.394 .171 .000 56.486 44 46.799 
1st session 
2nd session 
.000 
.000 
.144 
.139 .058 85.956 43 67.704 
.831 
.289 
-.147 
.278 .000 53.619 43 45.834 
1st session 
2nd session 
.000 
.000 .141 
.000 
.100 78.348 43 64.367 
.536 
.394 .171 
.000 
.000 56.486 43 46.799 
1st session 
2nd session 
.000 
.000 
.147 
.136 
.000 
.104 77.435 42 63.576 
.831 
.289 
-.147 
.278 
.000 
.000 53.619 42 45.834 
 
   
Table 12 Experiment 4: Parameter estimates and statistical measures for each participant  
 participant 701 participant 702 
 α β γ χ
2
 d.f. r.m.s. α β γ χ2 d.f. r.m.s. 
combined .457   96.768 23 27.436 .726   259.452 23 39.557 
1st session 
2nd session 
.466 
.449   96.548 22 27.400 
.718 
.732   259.361 22 39.531 
combined .451 .010  96.640 22 27.384 .726 -.018  259.054 22 39.581 
1st session 
2nd session 
.460 
.444 .009  96.445 21 27.356 
.723 
.729 -.017  259.040 21 39.568 
1st session 
2nd session 
.439 
.458 
.040 
-.017  95.330 20 27.132 
.716 
.724 
.008 
-.040  258.428 20 39.501 
combined .432  .137 67.095 22 23.224 .708  .230 160.362 22 31.166 
1st session 
2nd session 
.444 
.420  .137 66.699 21 23.163 
.697 
.720  .230 160.214 21 31.131 
1st session 
2nd session 
.458 
.406  
.051 
.206 57.113 20 21.161 
.704 
.715  
.165 
.282 153.914 20 30.492 
combined .393 .051 .148 64.629 21 22.580 .720 -.085 .238 154.874 21 30.827 
1st session 
2nd session 
.404 
.385 .050 .148 64.374 20 22.549 
.738 
.704 -.093 .239 154.567 20 30.859 
1st session 
2nd session 
.375 
.404 
.086 
.022 .148 63.359 19 22.244 
.715 
.696 
-.040 
-.136 .240 153.007 19 30.709 
1st session 
2nd session 
.417 
.364 .055 
.060 
.220 54.266 19 20.403 
.738 
.701 -.089 
.175 
.289 148.379 19 30.251 
1st session 
2nd session 
.418 
.363 
.054 
.056 
.060 
.220 54.266 18 20.404 
.714 
.692 
-.024 
-.158 
.167 
.297 145.256 18 29.918 
             
 participant 703 participant 705 
 α β γ χ
2
 d.f. r.m.s. α β γ χ2 d.f. r.m.s. 
combined .340   424.191 23 42.912 .403   129.226 23 26.758 
1st session 
2nd session 
.388 
.264   412.098 22 42.303 
.379 
.435   124.311 22 26.369 
combined .478 -.273  203.916 22 30.094 .385 .022  128.263 22 26.623 
1st session 
2nd session 
.538 
.401 -.274  190.158 21 29.120 
.358 
.415 .025  123.069 21 26.209 
1st session 
2nd session 
.523 
.414 
-.232 
-.332  183.671 20 28.594 
.300 
.478 
.093 
-.055  111.754 20 24.902 
combined .274  .275 187.178 22 29.228 .403 
 
.000 129.226 22 26.758 
1st session 
2nd session 
.317 
.220  .272 178.981 21 28.462 
.379 
.435  .000 124.311 21 26.369 
1st session 
2nd session 
.331 
.214  
.207 
.332 166.421 20 27.407 
.379 
.435  
.000 
.000 124.311 20 26.369 
combined .473 -.249 .195 97.218 21 21.073 .385 .022 .000 128.263 21 26.623 
1st session 
2nd session 
.529 
.402 -.252 .192 87.661 20 19.970 
.358 
.415 .025 .000 123.069 20 26.209 
1st session 
2nd session 
.506 
.395 
-.216 
-.375 .202 78.906 19 18.853 
.300 
.478 
.093 
-.055 .000 111.754 19 24.902 
1st session 
2nd session 
.525 
.401 -.245 
.136 
.249 78.762 19 18.991 
.358 
.415 .025 
.000 
.000 123.069 19 26.210 
1st session 
2nd session 
.513 
.398 
-.223 
-.396 
.137 
.287 65.181 18 17.160 
.300 
.478 
.093 
-.055 
.000 
.000 111.754 18 24.902 
 
   
Continue Table 12 Experiment 4: Parameter estimates and statistical measures for each participant  
 participant 706 
 α β γ χ
2
 d.f. r.m.s. 
combined .354   72.583 23 18.396 
1st session 
2nd session 
.338 
.374   70.849 22 18.027 
combined .436 -.122  34.289 22 12.763 
1st session 
2nd session 
.422 
.452 -.121  33.173 21 12.484 
1st session 
2nd session 
.421 
.452 
-.120 
-.122  33.172 20 12.483 
combined .341 
 
.079 54.728 22 15.986 
1st session 
2nd session 
.326 
.359  .078 53.315 21 15.635 
1st session 
2nd session 
.330 
.355  
.057 
.100 51.973 20 15.404 
combined .426 -.112 .044 29.221 21 11.935 
1st session 
2nd session 
.412 
.441 -.111 .043 28.154 20 11.643 
1st session 
2nd session 
.411 
.442 
-.110 
-.113 .043 28.148 19 11.638 
1st session 
2nd session 
.414 
.439 -.112 
.019 
.067 26.530 19 11.223 
1st session 
2nd session 
.417 
.436 
-.116 
-.107 
.018 
.068 26.484 18 11.215 
 
