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ABSTRACT
We extend the theory of astrophysical maser propagation through a medium with a Zeeman-
split molecular response to the case of a non-uniform magnetic field, and allow a compo-
nent of the electric field of the radiation in the direction of propagation: a characteristic of
radiation with orbital angular momentum. A classical reduction of the governing equations
leads to a set of nine differential equations for the evolution of intensity-like parameters for
each Fourier component of the radiation. Four of these parameters correspond to the standard
Stokes parameters, whilst the other five represent the z-component of the electric field, and its
coupling to the conventional components in the x − y-plane. A restricted analytical solution
of the governing equations demonstrates a non-trivial coupling of the Stokes parameters to
those representing orbital angular momentum: the z-component of the electric field can grow
from a background in which only Stokes-I is non-zero. A numerical solution of the govern-
ing equations reveals radiation patterns with a radial and angular structure for the case of an
ideal quadrupole magnetic field perpendicular to the propagation direction. In this ideal case
generation of radiation orbital angular momentum, like polarization, can approach 100 per
cent.
Key words: masers – radiative transfer – radio lines: general – radiation mechanisms: general
– techniques: high angular resolution – ISM: lines and bands.
1 INTRODUCTION
The angular momentum carried by electromagnetic radiation is not
limited to the familiar spin angular momentum, associated with po-
larization. It is also possible for radiation to exhibit orbital angular
momentum (OAM) (Humblet 1943; Allen et al. 1992). Like other
forms of electromagnetic radiation, light carrying OAM is often
considered quantized into photons, and the OAM may then be re-
ferred to as photon-OAM (POAM). It appears to be a matter of
debate as to whether the orbital and spin angular momenta are in-
dependently quantized: work in favour (Allen et al. 1992; Barnett
2002) is challenged in Grinter (2008) and references therein, where
conservation applies to the total angular momentum and its projec-
tion on the propagation axis. Assuming that it is possible to make
at least an approximate separation of spin and OAM, rays of ra-
diation carrying well-defined amounts of OAM are referred to as
helical modes. As with most work based on the radio waveband,
it is convenient to consider the radiation in the form of classical
fields, so from now on we will consider mostly OAM rather than
POAM. A convenient distinction may be made in the manner of
detection: POAM then refers to radiation that undergoes quantum
detection, releasing a fixed amount of energy, whilst OAM refers
to radio-style detection at the electric field level, with measurement
of amplitude and phase.
Radiation with POAM is well known in astrophysics, even if
not by this name: any quantized transition of an atom or molecule
that is not an electric dipole transition can lead to the appearance of
radiation carrying OAM: for example an electric quadrupole transi-
tion in a molecule, with a change in rotational quantum number of
∆J = ±2, emits a photon with two units of angular momentum,
only one of which can be spin. Such a photon is just one exam-
ple from a hierarchy of electric multipole photons, corresponding
to transitions of increasing numbers of quanta (Berestetskii et al.
1982). An example of such a transition is the v = 1− 0, S(1) tran-
sition of H2 at 2.122µm . As an S-branch transition, ∆J = 2,
and photons emitted in this transition must carry POAM in ad-
dition to spin. This transition has been observed from regions of
shocked molecular hydrogen at least as far back as the mid-1980s
(Gatley et al. 1984).
In the radio region, the familiar 21-cm line of atomic hydrogen
(Ewen & Purcell 1951) must also be a carrier of POAM because it
is emitted by a magnetic dipole transition. Although only one quan-
tum of angular momentum is carried in this case, POAM is required
to allow the photons to have even parity. In spite of this property of
21-cm photons, we do not expect typical HI observations to display
an OAM signal - that is a spatial structure in the complex amplitude
of the electric field that may be mathematically represented in terms
of helical modes. Emission from most radio sources is simply too
spatially incoherent, or chaotic, for any OAM signal to be found.
The OAM properties of a helical mode propagating along the
z-axis, may be represented in terms of polar coordinates, r, φ in the
xy-plane. The electric field of such a mode may be written,
E(r, φ) = E0(r)e
imφ,
where m is an integer, known as the helicity of the mode. More
complicated fields may be resolved into a superposition of helical
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modes with a theoretically infinite range of m. Consequences of
the helicity of the wave-fronts of modes with m 6= 0 include a
Poynting vector that is not instantaneously parallel to the axis of
propagation of the radiation, and that the electric field of the ra-
diation includes a component parallel to the propagation axis (see
for example, Allen et al. 1992; Padgett et al. 2004). Radiation with
OAM of this type would not be detected by current radio telescopes
due to rapid attenuation in the detector system (for single dish in-
struments) and a geographical phase offset (in interferometers).
In vacuum, or in homogeneous, isotropic media, spin and
orbital angular momenta of radiation are conserved separately
(Marrucci et al. 2006). Optically anisotropic media allow the ex-
change of the spin angular momentum with matter, but exchange of
OAM with matter requires a transparent medium that is isotropic,
but inhomogeneous. Anisotropic, inhomogeneous media allow
OAM and spin angular momenta to be exchanged with matter si-
multaneously (Marrucci et al. 2006). In such a medium, the helicity
of the output wave-front can be controlled by the polarization of the
input radiation.
Practical devices for generating helical modes in the
laboratory include astigmatically compensated laser cavities
(Tamm & Weiss 1990; Santamato 2004), lens-based mode con-
verters (Beijersbergen et al. 1993), computer-generated holograms
(Bazhenov et al. 1992), spiral phase plates, for example Santamato
(2004), and q-plates (Marrucci et al. 2006). The first of these can
be considered a source of radiation with OAM, whilst the oth-
ers convert a conventional beam into one or more helical modes.
The operation of computer generated holograms, which resemble a
diffraction grating with a fork discontinuity on the optical axis, is
discussed in detail in Santamato (2004). A q-plate usually consists
of a disc of ordinary dielectric material given birefringent proper-
ties by the incision of a set of azimuthal grooves. For the radio or
microwave region, a disc of plastic is commonly used, for example
nylon, refractive index n, with a radial groove periodicity smaller
than λ/2, where λ is the operating wavelength. The diameter of the
disc is ≫ λ. Other important parameters of the q-plate, such as the
groove depth, disc thickness and q itself, the space to period ratio,
are related to λ, and controlled by formulae in Flanders (1983). Pa-
rameters for a radio astronomy device of this type may be found in
Maccalli et al. (2013).
In astronomy, the passage of radiation with OAM through a
variety of instruments has been considered by Elias (2008). In ad-
dition to free-space propagation, Elias considers reception by an
aberration-free telescope, a coronagraph, a Michelson interferom-
eter and a rancorimeter - a form of correlator. The present authors
are constructing a q-plate-based detector to search for astrophys-
ical signals with OAM in the microwave region: its parameters
have been introduced above, and details appear in Maccalli et al.
(2013). Harwit (2003) considers various possibilities for astrophys-
ical sources of OAM-bearing radiation - one of which is the natural
maser. Harwit (2003) suggests that OAM is imparted by significant
departures of the refractive index from 1 within the volume of the
maser - a feature of propagation rarely considered in studies of ideal
maser amplification. A delay of order one wavelength can plausi-
bly be reached in a distance much smaller than a typical maser gain
length (1012 cm compared with 1014 cm) at the longer maser wave-
lengths (for example the 1.7-GHz lines of the OH rotational ground
state). Moreover, this delay requires only a modest ionization frac-
tion of ∼10−6 from cosmic rays. Other possible astrophysical gen-
erators of OAM include turbulent fields with Kolmogorov and von
Karman spectra that lead to pairs of branch points, of opposite
helicity, in a propagating electromagnetic wave (Sanchez & Oesch
2011a,b). Branch points of this type are formed by destructive in-
terference of an initially plane wave passing through a turbulent
medium of variable refractive index, and correspond to OAM pho-
tons (Oesch et al. 2012). The branch points also correspond to loca-
tions of zero intensity in wave-front sensors employed in the adap-
tive optics systems used with optical telescopes (Fried 1998). This
property has enabled a real adaptive optics system to be used as an
OAM-sensitve detector in the optical regime, and a first astronom-
ical detection in this waveband has been convincingly claimed by
Sanchez et al. (2013): they attempted to detect an OAM signal via
an adaptive optics system towards a sample of five relatively nearby
stars (within a few hundred pc of the Sun). A better than 3σ detec-
tion of OAM was obtained towards the K-type giant HR1529 with
a conversion rate of an assumed OAM-free stellar flux to OAM on
its journey to the detector of 7 per cent.
1.1 Diagnostic Value of OAM Radiation
The inclusion of parameters representing OAM should provide an
advance in the diagnostic potential of radiation as great as that in-
troduced by considering full polarization instead of intensity. Per-
haps the best that can be said in general terms is that OAM radiation
is diagnostic of inhomogeneities in the medium through which the
radiation passes, both within an astronomical source, and in the in-
terstellar medium. The inhomogeneities may be in density, velocity,
gravitational fields or, in the context of the present work, magnetic
fields.
As an example, consider the dispersion measure typically used
in pulsar measurements: it tells us the column density of free elec-
trons along a given line of sight, but we cannot tell if their distri-
bution is smooth or clumpy. Even with a one part per million ion-
ization level that might result from cosmic ray ionization, density
inhomogeneitites can lead to variations in the refractive index of
the medium. These can, in turn, lead to a 1-wavelength delay over
a distance of order 1010 m for radiation of 20 cm wavelength, gen-
erating OAM (Harwit 2003). The fraction of radiation converted
to OAM, and the spectrum of helical modes, index m, can tell us
how clumpy the electron distribution is - information complemen-
tary to the standard dispersion measure. Harwit (2003) also state
that the mode spectrum as a function of frequency may be used
to distinguish between inhomogeneities in density, where the typ-
ical value of m is proportional to 1/ν, and gravitational inhomo-
geneities, where m ∝ ν.
Velocity and density inhomogeneities are often related
through compressible turbulence, and passge of radiation through
a turbulent medium has already resulted in the first astrophysi-
cal detections of OAM towards nearby stars (Sanchez et al. 2013;
Oesch & Sanchez 2014). However, the information that can be ob-
tained about the turbulence from OAM radiation is impressively
detailed, including the velocity distribution in the sky plane, and
the spatial distribution of the optical vortex pairs, resulting from
positions where the gradient of the refractive index is very large.
It may also prove possible to detect rapidly rotating objects via
OAM radiation scattered from their surfaces (Lavery et al. 2013).
This diagnostic invokes a rotational form of the Doppler effect, and
can detect rotation perpendicular to the line of sight. A frequency
shift of ∆ν = lΩ/(2π) appears for an object with angular velocity
Ω and radiation with l units of OAM.
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1.2 Focus of the Present Work
In order to represent a system more closely related to previous
studies of astrophysical maser environments, the present work con-
siders the amplification of radiation with OAM by a non-uniform
magnetic field, coupled to Zeeman-split molecular energy states.
We note that there is a long history of theoretical studies of the
propagation of polarized maser radiation through a Zeeman-split
molecular ensemble generated by a uniform magnetic field (see
below). Separately, non-uniform magnetic fields have been sug-
gested as a generator for radiation with OAM (see for exam-
ple Akamatsu & Kozuma 2003), without specific application to
masers. We note that the Zeeman effect, even in a uniform mag-
netic field, renders the medium anisotropic, whilst introduction of
non-uniformity makes it also inhomogeneous: properties that allow
both spin and orbital angular momentum to be exchanged with the
medium.
1.3 Earlier Zeeman Maser Studies
One of the most striking observational phenomena associated with
OH masers in Galactic star-forming regions is their very high level
(often ∼100 per cent) of polarization, particularly circular and el-
liptical polarization. An association of these polarization properties
with magnetic fields and the Zeeman effect was suggested in the
earliest days of astrophysical maser research (Weinreb et al. 1965).
A theoretical description of the amplification and saturation of po-
larized masers in a medium of Zeeman-split molecules from an un-
split J = 1− 0 transition was supplied by Goldreich et al. (1973).
This description considers several cases, depending on whether
the maser is in the limit of negligible or extreme saturation, and
whether the magnetic field is sufficiently strong to provide a good
quantization axis. However, it does not provide numerical results
that show the development of polarization through arbitrary levels
of saturation.
Advances in more recent studies include generalization to
transitions more complicated than J = 1 − 0 (Western & Watson
1984; Deguchi & Watson 1990) together with numerical calcula-
tions covering arbitrary levels of saturation. The small and large
Zeeman splitting limits have been developed to arbitrary split-
tings (Elitzur 1996) and the appearance of circular polarization as
the Zeeman splitting is increased away from zero (Elitzur 1998;
Watson & Wyld 2001). Propagation of polarized radiation through
a more realistic medium, permeated by magnetohydrodynamic tur-
bulence, has been considered by Wiebe & Watson (2007). More ac-
curate saturation, with an attempt to include residual non-Gaussian
statistics and coherence has been attempted by Gray & Field (1995)
and Dinh-v-Trung (2009b). However, as far the present authors are
aware, there has been no previous attempt to model the interaction
of a molecular Zeeman system with radiation that has an electric
field component in the direction of propagation: a necessary, but
not sufficient, condition for the presence of an OAM radiation pat-
tern. All that is known at present is that a uniform magnetic field
can generate polarization, under some circumstances from an un-
polarized background.
The polarized maser theory papers introduced above are not
particularly consistent in the conventions they adopt with respect
to the handedness of polarization, the definitions of the Stokes
parameters, and the interpretation of the σ+ and σ− labels for
transitions (see Section 2.7.1). All of the above can lead to mi-
nus signs entering equations that make interpretation difficult when
comparing one theory paper with the works of other authors. An
attempt to resolve some of the conventions used has been made
by Green et al. (2014). In the present work we attempt to adhere
strictly to the IEEE definition regarding the handedness of polar-
ization, the IAU definition of Stokes-V , and the definition of σ±
used by Garcia-Barreto et al. (1988).
1.4 Styles of Amplification
An astrophysical maser may generate radiation with an OAM an-
gular pattern by two distinct processes that we will label active and
passive amplification. Only active amplification will be considered
further in the sections that follow the introduction.
In passive amplification, a thin slab of material sliced perpen-
dicular to the propagation direction generates changes in the set of
Stokes parameters, at each frequency in the lineshape, by interac-
tion with the maser molecules in the medium. Some part of these
changes is then converted into OAM via interaction with the non-
uniform magnetic field only: there is no direct interaction of OAM
radiation with the molecules. Passive amplification, if it occurs, is
likely to be dominated by the saturated parts of a maser, simply on
the grounds that these have high intensity, and there is more radia-
tion to convert than when the maser is unsaturated.
In active amplification, we look for an interaction between the
OAM radiation itself and the maser molecules. At first we consider
only whether there can be a non-trivial coupling of the molecu-
lar response to a component of the electric field in the propagation
direction: a component that does not exist for ordinary polarized ra-
diation. Active amplification can, in principle, generate OAM from
an OAM-free background, just as masers can, under the right geo-
metrical, Zeeman and saturation conditions, produce high degrees
of polarization from an unpolarized background.
Active amplification clearly requires radiation with OAM to
induce stimulated emission in electric dipole molecular transitions.
The theory developed below (Section 2) is semi-classical, with a
quantum-mechanical molecular response driven by classical fields.
From the classical field point of view, there is no problem: if a
non-trivial coupling between the molecules and the electric field
of the radiation is found, then the OAM radiation can drive the
molecules. However, quantum-mechanically, it is not obvious that
OAM radiation can drive electric dipole transitions at all: we ex-
pect, for example, that an electric quadrupole photon (which has
one unit of OAM) to be unable to interact with electric dipole tran-
sitions with, say, ∆J = ±1. Experimentally, however, It does ap-
pear that radiation with OAM can be made to interact with ordi-
nary electric dipole transitions in the presence of a suitable non-
uniform magnetic field (Akamatsu & Kozuma 2003). The magnetic
field imposes a geometrical phase that allows the OAM to interact
with the electric dipole moment of an atomic transition: in the case
of Akamatsu & Kozuma (2003), the 795 nm D1 line of 87Rb with
∆F = ±1. It seems reasonable generally for photons photons with
2 units of OAM (l = 2) to interact with transitions that exchange
one unit of angular momentum, since the photon has a total of three
units of angular momentum: 2 of OAM and one of spin, and these
can align to yield 1 unit to be exchanged with the atomic or molec-
ular transition. However, the interaction is vastly weaker than for
an l = 0 electric dipole photon (Grinter 2008).
2 THEORY
The theory here generalizes earlier polarized maser theory to the
case of a non-uniform magnetic field and a non-zero compo-
c© 2002 RAS, MNRAS 000, 1–??
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Figure 1. The global axis system, conforming to the IAU definition with
the x-axis aligned to North and the y-axis to East. The electric field E is
here shown in the xy-plane at angle φ from the x-axis.
nent of the electric field in the propagation direction: a neces-
sary property of OAM modes. In particular, the theory follows
Menegozzi & Lamb (1978), with additional polarization-specific
detail from Dinh-v-Trung (2009b). Although the analysis is per-
formed very generally, we consider results only in the limit of small
signals, so that a classical reduction in terms of Stokes parameters
is accurate, and a more advanced semi-classical saturation as used
in Gray & Field (1995) is not required.
2.1 Axis Systems
We adopt a global, Cartesian, right-handed axis system, (x, y, z),
based on the propagation direction of the radiation. Specifically, we
use the standard IAU axis system (Hamaker & Bregman 1996) that
is drawn in Fig. 1. Radiation propagates along the z-axis towards
the observer, in a direction of increasing z. This definition is sup-
plemented by a set of cylindrical polar coordinates, (r, φ, z), based
on the same z-axis, with r2 = x2 + y2 and φ = arctan(y/x); the
angle φ is measured anticlockwise from North.
The magnetic field, B, is not uniform, so there can be no
global system of coordinates based upon the magnetic field. Quan-
tisation of angular momentum along an axis based on the magnetic
field can therefore only be defined locally, that is at a specific point
(r, φ, z). It will be assumed that the magnetic field is constant in
time, but can be represented in the global coordinates as
B = (Bx, By , Bz) = (Br, Bφ, Bz). (1)
At any point (x, y, z) we define a local set of coordinates, also a
right-handed Cartesian system, based on the local magnetic field.
This is important from the point of view of defining the correct elec-
tric dipole alignments under the Zeeman effect (see Section 2.7.2).
The local system is therefore,
(x′, y′, z′) = (x′(x, y, z), y′(x, y, z), z′(x, y, z)),
and is arranged at each point such that
B = Bz′(x, y, z). (2)
Without loss of generality, we can specify one local axis to lie
in the xy-plane, and we will choose the x′-axis for this purpose.
Two rotations are therefore required to represent a vector defined
in the (x, y, z) system to one in the local (x′, y′, z′) system: a rota-
tion through an angle φ′ about the z-axis to an intermediate system
(xI , yI , zI) in which xI is now aligned with x′ and (yI , zI) is
coplanar with (y′, z′), followed by a rotation through θ about the
xI axis to align (yI , zI) with (y′, z′). Both rotations are anticlock-
wise viewed in the direction of decreasing z (for the first rotation),
or x′ (for the second). The rotations are drawn in Fig. 2, noting that
the vector (x, y, z) remains unchanged. The matrices correspond-
ing to these rotations are defined in, for example, Arfken (1970)
and known here as Rz(φ′) and Rx′(θ). Applied sequentially, these
matrices give us,
 x
′
y′
z′

 = Rx′(θ)Rz(φ′)

 xy
z

 ,
and we can combine these two matrices into the single product
R(θ, φ′) = Rx′(θ)Rz(φ′), where
R =

 1 0 00 cos θ sin θ
0 − sin θ cos θ



 cosφ
′ sinφ′ 0
− sinφ′ cosφ′ 0
0 0 1

 ,
and evaluating this product, we obtain the overall rotation matrix,
R(θ, φ′) =

 cos φ
′ sinφ′ 0
− cos θ sinφ′ cos θ cos φ′ sin θ
sin θ sinφ′ − sin θ cos φ′ cos θ

 , (3)
with inverse,
R−1(θ, φ′) =

 cos φ
′ − cos θ sinφ′ sin θ sinφ′
sinφ′ cos θ cosφ′ − sin θ cosφ′
0 sin θ cos θ

 ,
(4)
noting that R−1 operates on a vector in the primed (magnetic field)
axis system, yielding its components in the unprimed (radiation)
system. If we choose, for example, the unit vector zˆ′ = (0, 0, 1)
and use this as the right hand side of the rotation,
(x, y, z)T = R−1(θ, φ′)(0, 0, 1)T,
we find that the unit vector from the primed system has the un-
primed coordinates,
zˆ
′ = zˆ sin θ sinφ′ − yˆ sin θ cosφ′ + zˆ cos θ.
On developing similar equations for yˆ′ and zˆ′, we find that a vector
of unit vectors in the primed system transforms as

 xˆ
′
yˆ′
zˆ′

 =

 cosφ
′ sinφ′ 0
− cos θ sinφ′ cos θ cos φ′ sin θ
sin θ sinφ′ − sin θ cos φ′ cos θ



 xˆyˆ
zˆ

 ,
(5)
noting that the rotation matrix in eq.(5) is R, rather than its inverse.
The angles θ and φ′ may be calculated as follows: the dot
product B · zˆ = B cos θ = Bz, so if Bz(x, y, z) is known from
the global functional form of B, then the angle is
θ = arccos(Bz/
√
B2x +B2y +B2z) = arccos(Bz/B). (6)
A vector in the xy-plane corresponding to the direction of xˆ′ is
given by the cross product of B on zˆ, or B × zˆ = xˆBy − yˆBx,
c© 2002 RAS, MNRAS 000, 1–??
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Figure 2. The two rotations required to specify the components of a vector
(x, y, z) in the (x′, y′, z′) system, leaving the vector itself unaffected. The
rotation in the upper part of the figure is applied first.
and, because the magnitude of this result is
√
B2x +B2y , the local
xˆ′ vector is,
xˆ
′ = (xˆBy − yˆBx)/
√
B2x +B2y . (7)
The angle φ′ is the offset between the xˆ and xˆ′ unit vectors, and
may therfore be calculated by dotting xˆ onto eq.(7) and setting the
result equal to cos φ′. The angle is recovered as,
φ′ = arccos(By/
√
B2x +B2y). (8)
2.1.1 Spherical Vector System
We have obtained a transformation of the Cartesian unit vectors
as eq.(5). We now wish to re-write this transformation in terms of
the spherical basis vectors that may be used to represent radiation
polarization. We define these here, in terms of the Cartesian unit
vectors, as
eˆR = (xˆ+ iyˆ)/
√
2 (9a)
eˆL = (xˆ− iyˆ)/
√
2, (9b)
a form that follows the definitions in Goldreich et al. (1973). The
unit vector zˆ is common to both the spherical and Cartesian sys-
tems. In the local primed frame, exactly the same relationships ap-
ply, so that
eˆ
′
R = (xˆ
′ + iyˆ′)/
√
2 (10a)
eˆ
′
L = (xˆ
′ − iyˆ′)/
√
2. (10b)
The definitions in eq.(9) may be inverted, yielding the Cartesian
unit vectors,
xˆ = (eˆR + eˆL)/
√
2 (11a)
yˆ = −i(eˆR − eˆL)/
√
2, (11b)
and similarly for the primed system. When we use eq.(11), and its
primed counterpart, to eliminate xˆ and yˆ from eq.(5), we obtain the
analogous expression in the spherical system This last equation is
set as a two-column equation and may appear displaced from here.
2.2 The Electric field
We have noted in the Introduction that a distinguishing feature of
radiation that carries OAM is a non-zero component of the electric
field in the direction of propagation. We therefore write a general
analytic signal for the radiation that includes all three Cartesian
components:
E˜(r, t) = xˆE˜x(r, t) + yˆE˜y(r, t) + zˆE˜z(r, t), (13)
where the tilde symbol over an electric field component indicates
a complex-valued quantity. For this section, and that on radia-
tive transfer, we use the general position vector r, and only adopt
problem-specific coordinates in Section 2.3.2. The real-valued elec-
tric field is simply the real part of the analytic signal,
E(r, t) = ℜ{E˜(r, t)}. (14)
The electric field that we consider has a total spectral width
∆ν that is narrow in the sense that ∆ν ≪ ν0, where ν0 is some
representative frequency within the band of width ∆ν. However,
the radiation is broad-band in the sense that it is inhomgeneously
broadened by the Doppler effect, such that ∆ν vastly exceeds any
frequency range directly determined by the molecular response (the
homogeneous width). To deal with this, we extract from eq.(13) a
rapidly oscillating term,
e−iY0(r,t) = e−iω0(t−nˆ·r/c), (15)
where ω0 = 2πν0, and nˆ is a unit vector in the direction of ra-
diation propagation. To obtain the last form in eq.(15), we adopt
the paraxial approximation of negligible beam divergence. In this
case, even for radiation with OAM, the direction of propagation lies
along a single axis, taken here to be the z axis. The instantaeous
Poynting vector, however, is not aligned with zˆ (Allen & Padgett
2011). This extraction operation leaves eq.(13) in the form,
E˜(r, t) = [xˆE˜x(r, t) + yˆE˜y(r, t) + zˆE˜z(r, t)]e−iY0 , (16)
where E˜q(r, t), for q = x, y, z, is a complex amplitude that now
has only a slow variation in r and t in the sense that ∂E˜q/∂t ≪
ω0E˜q and |∇E˜q| ≪ ω0E˜q/c.
Note that the choice of the sign e−iY0 (rather than e+iY0 )
c© 2002 RAS, MNRAS 000, 1–??
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
 eˆ
′
R
zˆ′
eˆ′L

 =

 (1 + cos θ)(cosφ
′ − i sinφ′)/2 (i sin θ)/√2 (1− cos θ)(cosφ′ + i sinφ′)/2
sin θ(sinφ′ + i cosφ′)/
√
2 cos θ sin θ(sinφ′ − i cosφ′)
(1− cos θ)(cosφ′ − i sinφ′)/2 (−i sin θ)/√2 (1 + cos θ)(cosφ′ + i sinφ′)/2



 eˆRzˆ
eˆL

 . (12)
in eq.(16) ensures that the spherical unit vectors from eq.(9) cor-
rectly represent right- and left-handed circular polarization under
the IEEE convention (Hamaker & Bregman 1996). We will often
use a representation of the electric field in terms of the spherical
unit vectors, writing
E˜(r, t) = [eˆRE˜R(r, t) + eˆLE˜L(r, t) + zˆE˜z(r, t)]e−iY0 , (17)
where the right- and left-handed complex amplitudes are found to
be,
E˜R = (E˜x − iE˜y)/
√
2 (18a)
E˜L = (E˜x + iE˜y)/
√
2. (18b)
2.2.1 Other OAM Representations
The representation of the electric field in eq.(16) is possibly unusual
in studies of OAM radiation. It seems customary to adopt a repre-
sentation, at least for laboratory studies, in terms of the Laguerre-
Gaussian modes (L-G modes). These modes themselves are used to
describe the electric and magnetic fields of the radiation perpendic-
ular to the z axis, whilst the z-component of the field is proportional
to x and y gradients of the L-G modes.
Our electric field must satisfy the wave-equation,
∇2E = µrǫr(r)
c2
∂2E
∂t2
, (19)
and we show below in Section 2.3 that the form in eq.(16) does.
Various approximations have been made in obtaining eq.(19), no-
tably a negligible conductivity in the medium, a linear (dielectric)
response of the medium to the electric field of the radiation, con-
stant charge density and constant value of µr , the relative perme-
ability. However, µr could be a tensor constant, and ǫr could be a
tensor quantity that is dependent on position (but not time). Equa-
tion 19 is separable into time and space parts by the multiplicative
substitution,
E˜(r, t) = E˜r(r)E˜t(t). (20)
The time part becomes a wave equation, whilst the spatial part re-
duces to a form of the Helmholtz equation. If the constant of sepa-
ration is−k2, where ω = kc, then we can write one solution of the
time part, corresponding to our choice of fast term in the analytic
signal as,
E˜t(t) = Ae
−iωt = Ae−i̟te−iω0t, (21)
where ̟ = ω − ω0 << ω is a small frequency within the spectral
width ∆ν. We can further combine the constant amplitude A with
the slowly-varying term as a complex amplitude,
A˜(t) = Ae−i̟t. (22)
The important point about this separation of variables is that we can
write the electric field from eq.(20) as
E˜(r, t) = [eˆRE˜R(r) + eˆLE˜L(r) + zˆE˜z(r)]eiω0z/cA˜(t)e−iω0t,
(23)
where the spatial part must satisfy a Helmholtz equation. If the rel-
ative permeability and permittivity are constant, the paraxial form
of the Helmholtz equation may be solved via the LG modes, or any
other suitable expansion for the spatial part of the electric field.. We
adopt instead the electric field representation in eq.(16) because the
relative permittivity in the current problem is not constant, and we
solve the resulting radiative transfer problem in Section 2.3. The
problem for which the LG modes are a solution may be considered
a limit of this problem for free space or a homogeneous medium.
Another possibly useful field expansion is one in terms of
the spherical harmonic vectors, Y (e)J,M and Y
(m)
J,M , corresponding
to electric (e) and magnetic (m) multipole photons of total angu-
lar momentum quantum number J and projection on the propa-
gation axis M . The spherical harmonic vectors may be resolved
into components along the propagation axis and perpendicular to
it, the latter again resolved into components following eˆR and eˆL
(Berestetskii et al. 1982). We note that the definitions of the spher-
ical unit vectors differ by multiplicative constants from those used
in the present work. OAM is present in all of the multipole photons
except the electric dipole type.
2.2.2 Fourier Representation
The complex amplitudes in eq.(16) and eq.(17) are functions of po-
sition and time, but they can be considered as being constructed
from all the frequencies within the spectral bandwidth. For a sig-
nal of infinite duration, we would integrate over a continuum of
frequencies, corresponding to an idealized case of Fourier compo-
nents of infinitessimal width. Astrophysical signals are limited in
time by a sampling process at the telescope, so the Fourier compo-
nents in a practical signal have a finite width of order δν = 1/T ,
where T is the sample duration.
The standard Fourier transform operations need some mod-
ification to work with a limited time range and Fourier compo-
nents of finite width in the frequency domain. We adopt the trans-
forms used by Menegozzi & Lamb (1978), and subsequently used
by Dinh-v-Trung (2009b) and Gray (2012). The inverse transform,
from frequency to time, becomes a sum over finite-width frequency
strips, and a complex amplitude for Cartesian or spherical spatial
component q is
E˜q(r, t) = (2π)−1
∞∑
n=−∞
E˜q(r,̟n)e−i̟n(t−nˆ·r/c), (24)
where̟n = ωn−ω0 is a local frequency of magnitude≪ ω0, cor-
responding to the centre of Fourier component n. Although the sum
over the Fourier components has been formally written with infinite
limits, the number of strips required to cover a certain number of
inhomogeneous line widths, for example, would be a finite number.
The forward transform, the inverse of that in eq.(24), transforming
from the time domain to local frequency is
E˜q(r, ̟n) = T−1
∫ T/2
−T/2
E˜q(r, t)ei̟n(t−nˆ·r/c). (25)
These transformations will be used extensively in Section 4.
c© 2002 RAS, MNRAS 000, 1–??
OAM Radiation in Masers 7
2.3 Radiative Transfer
The electric field introduced in Section 2.2 must satisfy the wave
equation
∇2E = µ0ǫr(r)
c2
∂2E
∂t2
, (26)
, that follows from eq.(19), but we have now assumed a relative
permeability of 1. The relative permittivity ǫr may be a scalar or
tensor quantity. We assume that the propagation medium is dielec-
tric, so that the macroscopic polarization of the medium, P (r, t),
is linearly related to the electric field via the formula
P (r, t) = ǫ0(ǫr(r)− 1)E(r, t). (27)
Equation 27 may be used to eliminate the permittivity from eq.(26),
leaving a wave equation in terms of P :
∇2E = 1
c2
∂2E
∂t2
+ µ0
∂2P
∂t2
. (28)
We now substitute the electric field, in the anlytic signal representa-
tion of eq.(13), into eq.(28), assuming that the same representation
can be used for P . It immediately breaks down into three scalar
equations for the Cartesian components of the field. If each Carte-
sian component is then put into the form used in eq.(16), the various
derivatives can be calculated and substituted into each scalar wave
equation. After some algebra, the details of which may be found in
Gray (2012), the rapidly oscillating terms are lost, and we find that
the complex amplitude of Cartesian component q of the electric
field is transferred according to,(
∂
∂t
+ cnˆ ·∇
)
E˜q = iω0
2ǫ0
P˜q, (29)
where P˜q is the complex amplitude of the macroscopic polarization
that relates to P˜q as E˜q relates to E˜q . The form of eq.(29) is in ac-
cord with Goldreich et al. (1973), who also include a macroscopic
magnetization.
2.3.1 Macroscopic Polarization
The macroscopic polarization is the velocity-integrated expectation
value of the electric dipole operator of the active molecule that am-
plifies the maser. It is a reasonably general result from quantum-
mechanics that such an expectation value is the trace of the matrix
product of the molecular density matrix (DM) and the operator.
Writing the dipole operator as dˆ, the expectation value is therefore
〈dˆ〉 = Tr[ρdˆ], where ρ(r, t,v) is the molecular DM, a function of
molecular velocity v as well as position and time. Note that the row
and column indices of these matrices correspond to energy levels
of the molecule and that, in the case of the dipole, its individual
elements, dˆpq are themselves vectors. To obtain the macroscopic
polarization we must integrate over the molecular velocity to ob-
tain,
P (r, t) =
∫
v
d3vTr[ρ(r, t,v)dˆ]. (30)
By isolating one component of the macroscopic polarization,
changing to an analytic signal representation, and using the stan-
dard representation of the trace of a matrix product in terms of in-
dividual elements, one Cartesian component of the complex ampli-
tude of P may be written as
P˜q = 2eiY0
N∑
p=2
p−1∑
k=1
dˆ∗pk,q
∫
v
ρpkd
3v. (31)
where p and q represent molecular energy levels from a total of
N , and dˆpk,q is the Cartesian component q of the element pq of
the density matrix. To remove the rapidly varying factor in eq.(31)
we write the off-diagonal element of the DM as the product of a
slowly varying part spk and a rapidly oscillating term as follows
(Menegozzi & Lamb 1978):
ρpk(r, t, v) = −(i/2)spk(r, t, v)e−iY0 . (32)
Substitution of eq.(32) into eq.(31), and substiution of the result in
turn into eq.(29) yields the radiative transfer equation,
(
∂
∂t
+ cnˆ ·∇
)
E˜q(r, t) = ω0
2ǫ0
N∑
p=2
p−1∑
k=1
dˆ∗pk,q
∫
v
spk(r, t,v)d
3v.
(33)
2.3.2 Simplifications
So far, we have kept our description of the electric field and its
transfer very general. At this point, however, we introduce some
useful simplifications resulting from the geometry adopted in Sec-
tion 2.1. The radiation is assumed to propagate along the z axis, in
the direction of increasing z: therefore nˆ = zˆ. We can therefore
reduce our transfer equation, eq.(33) to
dtE˜q(r, φ, z, t) = ω0
2ǫ0
N∑
p=2
p−1∑
k=1
dˆ∗pk,q
∫ ∞
−∞
spk(r, φ, z, t, v)dv.
(34)
The derivative on the left-hand side of eq.(34) is the shorthand no-
tation,
dt = ∂/∂t+ c∂/∂z, (35)
the general position r has been replaced by the global (r, φ, z)
cylindrical coordinates of Section 2.1, and we now consider only
the z-component of the molecular velocity, v = vz , since only
the Doppler effect along the axis of propagation is observable. It is
straightforward to show that eq.(34) applies to spherical, as well as
Cartesian, components.
In the definition of the electric field, we re-define Y0 as
Y0 = ω0(t− z/c), (36)
and with this modification, we may still use eq.(16) and eq.(17) to
represent the analytic signal. We will also sometimes need a form
in Cartesian components, but in terms of the spherical complex am-
plitudes, for example
E˜(r, φ, z, t) = 2−1/2[xˆ(E˜R+E˜L)+iyˆ(E˜R−E˜L)+
√
2zˆE˜z]e−iY0 .
(37)
2.4 Molecular Response
Equations for the evolution of general diagonal and off-diagonal
elements of the molecular DM are taken from Gray (2012), where
they are derived in detail from Schro¨dinger’s equation. For the di-
agonal element, ρqq ,
Dtρqq =
i
h¯
N∑
j=1
(ρqjHˆjq−ρjqHˆqj)+
N∑
j=1
(kjqρjj−kqjρqq), (38)
noting that a diagonal element represents the number density of
molecules in level q, or, in a normalised form, the probability of
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occupancy of level q. The equation also makes use of off-diagonal
elements of the DM, for example ρpq, where p 6= q, that represent
coherence between pairs of levels from the total of N . Coupling to
the maser radiation field is delivered through the matrix elements
of the interaction Hamiltonian, Hˆpq , and to other forms of level-
changing process, such as kinetic collisions, via the all-process rate
coefficients, kpq . The total derivative is now,
Dt = ∂/∂t+ v∂/∂z, (39)
noting that a molecular z-velocity, v, now replaces the speed of
light used in radiative transfer equations (see eq.(35)). The diagonal
elements of the DM have the functional dependence,
ρqq = ρqq(r, φ, z, t, v). (40)
The general off-diagonal element, ρpq , evolves according to
the equation
Dtρpq =
i
h¯
N∑
j=1
(ρpjHˆ
∗
qj − ρjqHˆpj)− iωpqρpq − ρpq/τpq. (41)
A complex-conjugate version of an interaction Hamiltonian ele-
ment has been used, noting that, like the DM, Hˆ is Hermitian.
In eq.(41) we also take p (q) to be the upper (lower) level of the
pair, so that the angular frequency ωpq , corresponding to the tran-
sition energy between the levels, is positive, and ωqp = −ωpq . The
timescale τpq is the timescale over which coherence in the transi-
tion pq is lost. This will in general be shorter than 1/kpq because
it includes elastic processes, such as collisions that change molec-
ular direction but not level. The functional dependence of the off-
diagonal element is the same as for the diagonal element in eq.(40)
2.5 Off-Diagonal Equation: Modifications
We define the population inversion between upper level p and lower
level q as
∆pq(r, φ, z, t, v) = ρpp − ρqq , (42)
and isolate it from off-diagonal elements. To do this, we extract
from the sum in eq.(41) those terms where j = p and j = q, and
write them separately. Since elements of the interaction Hamilto-
nian are defined by the equation,
Hˆpq(r, φ, z, t) = −E(r, φ, z, t) · dˆpq, (43)
any element of the form Hˆjj = 0 because the dipole dˆjj = 0. Us-
ing this fact, and with the help of eq.(39), eq.(42) and the Hermitian
property of Hˆqp, we may write eq.(41) in the modified form,
Dtρpq =
i
h¯
N∑
j 6=p,q
(ρpjHˆ
∗
qj − ρjqHˆpj)
+
iHˆpq∆pq
h¯
− (iωpq + γpq)ρpq, (44)
where the homogeneous line width γpq = 1/Tpq .
2.6 Diagonal Equation: Modifications
To replace equations describing the evolution of individual level
populations with equations that describe the evolution of an inver-
sion, we write down a version of eq.(38) in which q is replaced by
p, and subtract the original eq.(38) from it. Equation 42 dictates
that the left-hand side of the result becomes the differential of the
inversion ∆pq . Using the Hermitian property of both the interaction
Hamiltonian and DM, the result of the subtraction is
Dt∆pq =
−2
h¯
N∑
j=1
(ℑ{ρpjHˆjp} − ℑ{ρqjHˆjq}) +
N∑
j=1
ρjj∆kj,pq
− ρppkpΣ + ρqqkqΣ, (45)
where we have defined kpΣ =
∑N
j=1 kpj for the total rate-
coefficient out of level p (and similarly for level q), and where
∆kj,pq = kjp − kjq . On the basis that the total rate coefficient out
of any level is approximately the same, we make the approximation
kpΣ ∼ kqΣ ∼ Γpq , where Γpq is the transition loss rate. The term
in ∆kj,pq represents a source term for the inversion, arising from
all the remaining levels ρjj . We set it equal to a phenomenological
pumping term,
N∑
j=1
ρjj∆kj,pq = Ppqφ(v), (46)
where Ppq is the pumping constant for the pq inversion and φ(v)
is the molecular velocity distribution function. The appearance of
this distribution function in eq.(46) is justified on the grounds that
the left-hand side contains the populations ρjj(r, φ, z, t,v) that all
follow this distribution.
Extracting the j = p and j = q terms from the sum in eq.(45),
and employing the Hermitian property of Hˆ, together with eq.(39),
eq.(42) and eq.(46), the inversion evolves according to
Dt∆pq = − 2
h¯
ℑ

2ρpqHˆqp +
N∑
j 6=p,q
(ρpjHˆjp − ρqjHˆjq)


+ Ppqφ(v)− Γpq∆pq. (47)
From here on, we will assume that the molecular velocity dis-
tribution is a Gaussian function of the form,
φ(v) = (π1/2w)−1e−v
2/w2, (48)
where w is a width parameter given by
w = (2kBTK/mX)
1/2, (49)
for kinetic temperature TK and molecular mass of the maser
molecule, mX . Note that φ(v) can be changed only by molecu-
lar collisions and not by the Zeeman effect or by saturation or any
other process within the maser.
2.7 Zeeman Patterns
We consider a weak-field Zeeman effect in which the the en-
ergy shift is proportional to the external field strength. Much
more complicated patterns have been considered, for example by
Asensio Ramos & Trujillo Bueno (2006), but not in connection
with masers. We will also assume that the (local) magnetic field
direction provides a good quantization axis. We will attempt to use
a generic system where the maser molecule has a magnetic moment
mJ = −µXgJJ , (50)
where the magneton, µX , is the nuclear magneton, eh¯/(2mp), for
closed-shell molecules. For molecules like OH, with net electronic
angular momentum, the Bohr magneton is used, replacing the pro-
ton mass mp with the electron mass me in the formula above. The
angular momentum J would be replaced by F in the case of OH
(Dousmanis et al. 1955). We also assume that the Lande´ factor, gJ ,
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Figure 3. The Zeeman sub-levels of the two-level system considered in this
work; the magnetic moment is anti-parallel to J . The three possible electric-
dipole transitions in emission from sublevel M of the upper rotational state
are shown as coloured vertical arrows. Note that there is only one such
transition of each type. Zeeman energy shifts are also shown.
is a positive number in eq.(50), so that the magnetic moment lies
anti-parallel to J . Our Zeeman pattern therefore follows, in sign,
the usual ‘textbook’ case of electronic angular momentum. If J
results mostly from molecular rotation, we are therefore assum-
ing that the contribution to gJ from the coupling to the electron
cloud has a greater magnitude than the contribution from the nu-
clear framework.
The Zeeman Hamiltonian for a molecule with magnetic mo-
ment mJ in an external magnetic field B is
HZ = −m ·B (51)
(Woodgate 1980; Eisberg & Resnick 1985; Gray 2012). The result-
ing Zeeman energy shift is
∆E(J,M) = µXgJBM, (52)
where B(x, y, z) = |B| is the local magnetic field strength, and
M is the magnetic quantum number that has integer values in the
range −J..0..+ J , where J is the quantum number corresponding
to J . An unsplit level denoted by J is therefore split by the external
magnetic field into 2J + 1 equally spaced Zeeman sublevels.
2.7.1 Transition Types
We will consider a pair of unsplit levels: an upper level J and lower
level J ′ = J − 1, and take an idealised case where these are iso-
lated from any other levels. Both of these unsplit levels then con-
tain magnetic sublevels M , ranging from −J to +J in the upper
level and from −J ′ to +J ′ in the lower level. Transitions between
magnetic sub-levels of J and J ′ are subject to the electric dipole
selection rules: ∆M = 0,±1 (Figure 3).
The allowed transitions will be classified as follows: let ∆M
be the change inM in emission. A transition with ∆M = 0 will be
termed a π-transition. Transitions with ∆M = +1 (∆M = −1)
will be called σ+ (σ−) transitions. Note that any sublevel M in
J can have at most one electric-dipole allowed transition of each
type leaving it for some destination magnetic sub-level within J ′
(see Figure 3). Note that this classification of the σ transitions is
not universal and that Goldreich et al. (1973), in particular, use the
reverse definition.
The energy of our upper energy level with quantum numbers
J,M , relative to a gound level of zero, is just the energy EJ of the
unsplit rotational level added to the Zeeman shift from eq.(52):
E(J,M) = EJ + µXgJBM, (53)
whilst the energies of the three target sub-levels in J ′ = J − 1
become
E(J − 1,M) = EJ−1 + µXgJ−1BM (54a)
E(J − 1,M ± 1) = EJ−1 + µXgJ−1B(M ± 1). (54b)
The frequency of the π-transition, ν0M , may be found by subtracting
eq.(54a) from eq.(53) and dividing through by Planck’s constant.
If we let the frequency of the unsplit transition be ν0 = (EJ −
EJ−1)/h then we find
ν0M = ν0 + µXBM(gJ − gJ−1)/h, (55)
noting that, for a π-transition, the frequency reverts to that of the
unsplit transition if either M = 0 (the ‘central π-transition’) or
if the Lande´ factors of the two rotational levels are equal. In this
latter case, the frequencies of all the π-transitions are the same,
resulting in a single π-spectral line centered on ν0. The frequencies
of the σ-transitions may be constructed in a similar manner, and the
equation analogous to eq.(55), summarizing both types, is
ν±M = ν0 + µXB[M(gJ − gJ−1)∓ gJ−1]/h, (56)
where the upper (lower) optional signs refer to σ+ (σ−) transitions.
Note that a single frequency for each type again results, regardless
of M , if both Lande´ factors are equal.
2.7.2 Dipole Orientation
The aim of this section is to relate the helical type of a
magnetically-split transition to a particular spherical basis vector
in the primed (magnetic field based) frame. The external magnetic
field exerts a torque on the magnetic moment, equal to
τ =m×B = −µXgJJ ×B (57)
(Enge et al. 1974). The second form on the right-hand side of
eq.(57) results from elimination of the magnetic moment with
the aid of eq.(50). With the aid of a diagram, Fig. 4, we can
see that the torque is generally anticlockwise from the point of
view of an IAU receiver-based observer (see Fig. 1), and there-
fore right-handed in the IEEE convention. As we are in the mag-
netic field (primed) frame, we can now say that the torque, and
therefore the precessional motion of J , is proportional to the right-
handed spherical unit vector eˆ′R. A supporting analysis is given in
Littlefield & Thorley (1979).
Having established that the direction of the precession of J
about B (or the z′ axis) is IEEE-right-handed, it is time to intro-
duce the effect of transitions. For the sake of example, we shall
consider a σ+ transition, in fact the one marked by the red emis-
sion arrow in Fig. 3. M is the quantum number for the projection
of J on the z’ axis, and this has increased by one unit in transition:
that is, a σ+ transition in emission adds one unit of IEEE right-
handed angular momentum about the z′ axis to the molecule. Since
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Figure 4. The torque on the molecular angular momentum vector due to a
magnetic field along the z′ axis: the vector cross product J×B points tan-
gentially in the direction shown by definition. The magnitude of J and the
angle ζ it makes to the magnetic field must remain constant in the absence of
transition, so the head of the vector J moves in a circle, shown in projection
as an ellipse, around the magnetic field. The torque exerted on J , shown in
red, is opposite in direction to the cross product from eq.(57). As the torque
would still be tangential after advancing the head of J through an angle η,
the motion of J is generally anticlockwise as viewed by an observer ‘re-
ceiving’ the magnetic field, and therefore described by the spherical vector
eˆ
′
R under the IEEE convention.
the transition is mediated by the electric dipole of the molecule, the
dipole matrix element for a σ+ transition in emission is also IEEE
right-handed. This discussion is summarized and extended to stim-
ulated emission in Green et al. (2014). Angular momentum about
z′ is conserved by the emission of an IEEE left-handed photon in
the direction of increasing z′, that is towards the observer. This con-
clusion is in agreement with the classical Lorentzian results, backed
up by over 100 years of laboratory experiments, going back to the
days of Zeeman himself. We have a magnetic field pointing towards
the observer (Fig. 4), and the σ transition with the lower frequency
(the σ+) will be observed as emitting IEEE left-hand circularly po-
larized radiation (or the σ transition with the higher frequency (σ−)
will be observed emitting IEEE right-hand circularly polarized ra-
diation.
In Section 2.3.1, we introduced the dipole matrix element for
a transition between upper level p and lower level q as dˆpq . We now
need to replace this very general notation with something more ap-
plicable to the Zeeman group structure depicted in Figure 3. Our
upper level can be identified by the quantum numbers (J,M),
while the three possible options for the lower level are (J ′,M +1)
for σ+, (J ′,M) for π or (J ′,M − 1) for σ− transitions. Now
we have shown above that, for the σ+ transition type, the dipole is
right-handed in the magnetic-field based (primed) axis system. For
example,
dˆpq = dˆ(J,M),(J′,M+1) = dˆ(J,M),(J′,M+1)eˆ
′
R, (58)
for a σ+ dipole in the Zeeman group notation. By extension, the
dipole of a σ− transition is IEEE left-handed. It is well known
that for radiation propagation parallel to the magnetic field, the π-
transition does not appear. This means that the dipole has no com-
ponent in the x′y′-plane, where it could interact with the electric
field of the radiation, and must therefore lie along the z′ axis. We
may now write down three dipole definitions:
σ+ : dˆpq = dˆ(J,M),(J′,M+1) = dˆ
+
M = dˆ
+
M eˆ
′
R (59a)
π : dˆpq = dˆ(J,M),(J′,M) = dˆ
0
M = dˆ
0
M zˆ
′ (59b)
σ− : dˆpq = dˆ(J,M),(J′,M−1) = dˆ
−
M = dˆ
−
M eˆ
′
L, (59c)
where the final forms introduce a useful shorthand that avoids the
use of an excessive number of subscripts. It is unambiguous be-
cause: (i) all transitions are from J to J ′, and (ii) there is only one
transition of each type leaving sublevel M in J . In the shorthand,
the only subscript, M , still denotes the magnetic quantum number
of the upper level, whilst the superscript indicates the change in M
in emission.
2.7.3 Dipoles in the Radiation Frame
Having defined the dipoles as pure helical components in the
primed frame (equation 59), we also derive a representation of the
dipoles in the radiation-based (global, unprimed) frame. This is
straightforwardly achieved by applying the rotation matrix, eq.(12),
to the primed unit vectors in eq.(59), yielding
dˆ
+
M = dˆ
+
M [eˆR(1 + cos θ)(c− is)/2
+ zˆ(i/
√
2) sin θ + eˆL(1− cos θ)(c+ is)/2] (60a)
dˆ
0
M = (dˆ
0
M
√
2)[eˆR(s+ ic) sin θ
+
√
2zˆ cos θ + eˆL(s− ic) sin θ] (60b)
dˆ
−
M = dˆ
−
M [eˆR(1− cos θ)(c− is)/2
− zˆ(i/
√
2) sin θ + eˆL(1 + cos θ)(c+ is)/2], (60c)
where we have used the shorthand notation c + is = cos φ′ +
i sinφ′, and similar bracketed expressions. We also convert the
dipole elements in eq.(60) to the Cartesian basis, using the defi-
nitions in eq.(9a) and eq.(9b) for the conversion:
dˆ
+
M = (dˆ
+
M/
√
2)[xˆ(cosφ′ − i cos θ sinφ′)
+ yˆ(sinφ′ + i cos θ cos φ′) + izˆ sin θ] (61a)
dˆ
0
M = dˆ
0
M [xˆ sin θ sinφ
′ − yˆ sin θ cos φ′ + zˆ cos θ] (61b)
dˆ
−
M = (dˆ
−
M/
√
2)[xˆ(cosφ′ + i cos θ sinφ′)
+ yˆ(sinφ′ − i cos θ cos φ′)− izˆ sin θ]. (61c)
3 TIME-DOMAIN EQUATIONS
3.1 Interaction Hamiltonian
Elements of the interaction Hamiltonian have been previously in-
troduced using the general transition pq in eq.(43), so the indices
simply follow those of the matrix element of the dipole. We can
therefore adopt the same shorthand notation for the elements rel-
evant to our Zeeman group: H±M for the σ
± transitions and H0M
for the π-transitions. In the σ+ transition out of sub-level M , for
example, the Hamiltonian element is H+M = −E · dˆ
+
M . For the
electric field, we take the real part of the Cartesian broad-band an-
alytic signal, eq.(37). The results of the dot product with the three
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forms of eq.(61) are,
H+M = {[(E˜R + E˜L)e−iY0 + c.c.](cos φ′ − i sinφ′ cos θ)
+ [i(E˜R − E˜L)e−iY0 + c.c.](sin φ′ + i cosφ′ cos θ
+
√
2i[E˜ze−iY0 + c.c.] sin θ}(−d+M/4) (62a)
H0M = {[[(E˜R + E˜L)e−iY0 + c.c.] sin φ′ sin θ
− [i(E˜R − E˜L)e−iY0 + c.c.] cos φ′ sin θ
+
√
2[E˜ze−iY0 + c.c.] cos θ}(−
√
2d0M/4) (62b)
H−M = {[(E˜R + E˜L)e−iY0 + c.c.](cos φ′ + i sinφ′ cos θ)
+ [i(E˜R − E˜L)e−iY0 + c.c.](sin φ′ − i cosφ′ cos θ)
−
√
2i[E˜ze−iY0 + c.c.] sin θ}(−d−M/4) (62c)
where c.c. denotes the complex conjugate.
3.2 Off-Diagonal Equations
The Hamiltonian matrix elements in eq.(62) are specific to mag-
netic transition types, so we must develop sets of equations for
the off-diagonal and diagonal DM elements that are similarly type-
specific. Beginning with the off-diagonal DM elements that evolve
according to eq.(44), we consider membership of the sum over j.
We will assume that off-diagonal elements of the DM are negligi-
ble unless they correspond to an allowed electric dipole transition.
This assumption is frequently, but not universally, made. Such ele-
ments are set to zero in Dinh-v-Trung (2009b), but Goldreich et al.
(1973) make them constants in their analysis, whilst discussing the
possibility that they may be comparable to those elements that cor-
respond to the dipole transitions.
If, as we shall assume, the off-diagonal elements of the DM
that correspond to forbidden electric dipole transitions are set to
zero, an important simplification results: the sum over j in eq.(44)
is empty for the Zeeman group introduced in Section 2.7.1 (Gray
2012). The result is that off-diagonal DM elements for all three
transitions out of level (J,M) to magnetic sublevels in J ′ all evolve
according to the generic equation,
DtρM = iHˆM∆M/h¯− (γM + iωM )ρM (63)
The off-diagonal elements of the DM have already been expanded
as the product of a fast and a slow term in eq.(32), and we use
this equation to eliminate ρM from eq.(63) in favour of the slowly-
varying sM . The result is
DtsM = −2HˆM∆MeiY0/h¯− [γM − i(ω0 − ωM − vω0/c)]sM .
(64)
We complete the derivation of type-dependent equations for the
evolution of s±M , s
0
M by introducing the appropriate forms of
eq.(62) into eq.(64), and applying the rotating wave equation to
remove terms oscillating rapidly at e±iY0 . The evolution equations
are,
Dts
±
M =
∆±M dˆ
±
M
2h¯
[(E˜R + E˜L)(c′ ∓ is′ cos θ)
+ i(E˜R − E˜L)(s′ ± ic′ cos θ)±
√
2iE˜z sin θ]
− [γ±M + i(∆ω±M + vω0/c)]s±M (65a)
Dts
0
M =
∆0M dˆ
0
M√
2h¯
[(E˜R + E˜L)s′ sin θ
− i(E˜R − E˜L)c′ sin θ +
√
2E˜z cos θ]
− [γ0M + i(∆ω0M + vω0/c)]s0M (65b)
where c′ = cos φ′, s′ = sin φ′, and the equations for both σ-
transitions have been combined into the single equation, eq.(65a)
with optional signs: the upper (lower) version of such signs refers
to σ+ (σ−). Zeeman shifts are defined as
∆ω±M = µXB[M(gJ − gJ1)∓ gJ1]/h¯ (66a)
∆ω0M = µXBM(gJ − gJ1)/h¯, (66b)
with the help of eq.(56) and eq.(55), respectively.
3.3 Inversion Equation
The sum in the equation for the evolution of the inversion, eq.(47),
is not empty when we convert to the Zeeman group notation used in
Section 3.2. Instead, they introduce interaction contributions from
neighbouring transitions of all three polarization types, including
those different from the type of the inversion in the differential.
Membership of the sums is established in Gray (2012) and results
in the following type-specific developments of eq.(47):
Dt∆
±
M = P
±
Mφ(v)− Γ±M∆±M −
2
h¯
ℑ
{
2ρ±MHˆ
±∗
M + ρ
0
MHˆ
0∗
M
+ ρ∓MHˆ
∓∗
M − ρ0∗M+1Hˆ0M+1 − ρ∓∗M+2Hˆ
∓
M+2
}
(67a)
Dt∆
0
M = P
0
Mφ(v)− Γ0M∆0M − 2
h¯
ℑ
{
2ρ0MHˆ
0∗
M + ρ
+
MHˆ
+∗
M
+ ρ−MHˆ
−∗
M − ρ+∗M−1Hˆ
+
M−1 − ρ−∗M+1Hˆ
−
M+1
}
, (67b)
where eq.(67a) refers to σ-transitions. The upper (lower) optional
signs apply to σ+ (σ−). The case of π-transitions is covered by
eq.(67b).
All of the interaction terms in eq.(67) may be written in the
general form ρaxHˆ
a∗
x , or its complex conjugate, where M − 2 6
x 6 M + 2 is an upper magnetic sublevel, and a = 0,± is
a transition type. The general interaction term may be developed
by eliminating the Hamiltonian elements in favour of expressions
from eq.(62), or complex conjugates thereof, and by using eq.(32),
its conjugate, and the rotating wave approximation to remove all
rapidly varying parts of the DM elements. We eventually obtain,
for specific values of a,
ρ±x Hˆ
±∗
x = idˆ
±∗
x s
±
x [(E˜∗R + E˜∗L)(c′ ± is′ cos θ)
− i(E˜∗R − E˜∗L)(s′ ∓ ic′ cos θ)∓
√
2iE˜∗z sin θ]/8 (68a)
ρ0xHˆ
0∗
x =
√
2idˆ0∗x s
0
x[(E˜∗R + E˜∗L)s′ sin θ
+ i(E˜∗R − E˜∗L)c′ sin θ +
√
2E˜∗z cos θ]/8. (68b)
With appropriate choices for x, the various forms of eq.(68) may
be used to eliminate the interaction terms from eq.(67). The result-
ing, rather cumbersome, expressions are the evolution equations for
the inversion in the three different types of transition. For brevity,
we again combine the expressions for σ transitions into a single
equation, with the upper form of any optional sign referring to σ+.
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Inversions evolve according to
Dt∆
±
M = P
±
Mφ(v)− Γ±M∆±M −
1
4h¯
ℑ{
√
2is′sin θ[dˆ0∗Ms
0
M (E˜∗R+E˜∗L) + dˆ0M±1s0∗M±1(E˜R+E˜L)]
−
√
2c′sin θ[dˆ0∗Ms
0
M (E˜∗R−E˜∗L)− dˆ0M±1s0∗M±1(E˜R−E˜L)]
+2icos θ[dˆ0∗Ms
0
M E˜∗z+dˆ0M±1s0∗M±1E˜z]
+ic′[(dˆ±∗M s
±
M+dˆ
∓∗
M s
∓
M )(E˜
∗
R+E˜∗L)+dˆ∓M±2s∓∗M±2(E˜R+E˜L)]
+s′[(dˆ±∗M s
±
M+dˆ
∓∗
M s
∓
M )(E˜
∗
R−E˜∗L)−dˆ∓M±2s∓∗M±2(E˜R−E˜L)]
∓ic′cos θ[(dˆ±∗M s±M−dˆ∓∗M s∓M )(E˜
∗
R−E˜∗L)−dˆ∓M±2s∓∗M±2(E˜R−E˜L)]
∓s′cos θ[(dˆ±∗M s±M−dˆ∓∗M s∓M )(E˜
∗
R+E˜∗L)−dˆ∓M±2s∓∗M±2(E˜R+E˜L)]
±
√
2sin θ[(dˆ±∗M s
±
M−dˆ∓∗M s∓M )E˜
∗
z+dˆ
∓
M±2s
∓∗
M±2E˜z]} (69a)
Dt∆
0
M = P
0
Mφ(v)− Γ0M∆0M − 14h¯ℑ{
2
√
2idˆ0∗Ms
0
M [s
′sin θ(E˜∗R+E˜∗L)+ic′sin θ(E˜∗R−E˜∗L)+
√
2E˜∗z cos θ]
+ic′[(dˆ+∗M s
+
M+dˆ
−∗
M s
−
M)(E˜
∗
R+E˜∗L)+(dˆ+M−1s+∗M−1+dˆ−M+1s−∗M+1)(E˜R+E˜L)]
+s′[(dˆ+∗M s
+
M+dˆ
−∗
M s
−
M)(E˜
∗
R−E˜∗L)−(dˆ+M−1s+∗M−1+dˆ−M+1s−∗M+1)(E˜R−E˜L)]
−s′cosθ[(dˆ+∗M s+M−dˆ−∗M s−M)(E˜
∗
R+E˜∗L)−(dˆ+M−1s+∗M−1−dˆ−M+1s−∗M+1)(E˜R+E˜L)]
−ic′cosθ[(dˆ+∗M s+M−dˆ−∗M s−M)(E˜
∗
R−E˜∗L)+(dˆ+M−1s+∗M−1−dˆ−M+1s−∗M+1)(E˜R−E˜L)]
+
√
2sinθ[(dˆ+∗M s
+
M−dˆ−∗M s−M)E˜
∗
z−(dˆ+M−1s+∗M−1−dˆ−M+1s−∗M+1)E˜
∗
z]} (69b)
3.4 Radiative Transfer Equations
In converting the general multi-level radiative transfer equation,
eq.(34) to forms specific to the propagation of a Zeeman group,
two problems need to br overcome: the membership of the sums,
and the representation of the dipole elements in the radiation-based
coordinates.
The outer sum is over upper energy levels. We may immedi-
ately discard all the levels in J ′ in our Zeeman group, since any
downward electric dipole-allowed transition must begin in J (see
Fig. 3). The outer sum therefore encompasses the sub-levels of J :
it is over M from −J to +J . The inner sum is over the lower lev-
els of the electric dipole transitions, and is therefore immediately
limited to the sub-levels of J ′. However, again with reference to
Fig. 3, we can see that for a given M in J there are at most three
possible lower levels, each corresponding to a transition of different
helical type because of the selection rule ∆M = 0,±1. Assuming
that all of these transitions exist for a given M , we write the inner
sum explicitly, so exchanging the order of summation and (veloc-
ity) integration we obtain from eq.(34) the Zeeman group transfer
equation,
dtE˜q = ω0
2ǫ0
∫ ∞
−∞
dv
J∑
M=−J
(dˆ+∗M,qs
+
M+dˆ
0∗
M,qs
0
M+dˆ
−∗
M,qs
−
M ). (70)
where q = R,L, z, and functional dependencies have been sup-
pressed for brevity.
To address the second problem, we need a representation of
the dipole vectors of the three transition types in components based
on the global axis system. We already have this: eq.(59), but we
need to take the complex conjugate to match all the dipole com-
ponents in eq.(70). Noting that the spherical vectors used in eq.(9)
have the property eˆR = eˆ∗L and eˆL = eˆ∗R, the correct substitu-
tions can be identified for all three values of q, and generating three
versions of eq.(70):
dtE˜R = ω0
4ǫ0
∫ ∞
−∞
dv
J∑
M=−J
{dˆ+∗M s+M (1− cos θ)(c′ − is′)
+
√
2dˆ0∗Ms
0
M sin θ(s
′ + ic′) + dˆ−∗M s
−
M (1 + cos θ)(c
′ − is′)}
(71a)
dtE˜L = ω0
4ǫ0
∫ ∞
−∞
dv
J∑
M=−J
{dˆ+∗M s+M (1 + cos θ)(c′ + is′)
+
√
2dˆ0∗Ms
0
M sin θ(s
′ − ic′) + dˆ−∗M s−M (1− cos θ)(c′ + is′)}
(71b)
dtE˜z = ω0
4ǫ0
∫ ∞
−∞
dv
J∑
M=−J
{dˆ+∗M s+M (−
√
2i sin θ)
+ 2dˆ0∗Ms
0
M cos θ + dˆ
−∗
M s
−
M (
√
2i sin θ)} (71c)
The groups of equations, eq.(65), eq.(69) and eq.(71) now
form a complete set of governing equations for the solution of the
OAM maser problem with full polarization in the time domain. A
reduction of the maser governing equations to the more standard
Zeeman system with polarized radiation, but no OAM, may be ef-
fected by setting c′ = 1, s′ = 0 and E˜z = 0 in all these equations.
4 FREQUENCY-DOMAIN EQUATIONS
The easiest of the governing equations to transform to the fre-
quency domain are the radiative transfer equations, because they
are linear in the electric field amplitudes and DM elements. We
use eq.(24) to write the time-domain quantities as transforms of the
frequency-domain versions. After differentiation of the transform
expression on the left-hand side, only a z-derivative remains, so
that a set of PDEs in the time domain has been reduced to ODEs in
frequency (Menegozzi & Lamb 1978; Dinh-v-Trung 2009b). For-
mal inverse transformation via eq.(25) then results in,
dE˜R,n
dz
=
ω0
4cǫ0
∫ ∞
−∞
dv
J∑
M=−J
{dˆ+∗M s+M,n(1− cos θ)(c′ − is′)
+
√
2dˆ0∗Ms
0
M,n sin θ(s
′ + ic′) + dˆ−∗M s
−
M,n(1 + cos θ)(c
′ − is′)}
(72a)
dE˜L,n
dz
=
ω0
4ǫ0
∫ ∞
−∞
dv
J∑
M=−J
{dˆ+∗M s+M,n(1 + cos θ)(c′ + is′)
+
√
2dˆ0∗Ms
0
M,n sin θ(s
′ − ic′) + dˆ−∗M s−M,n(1− cos θ)(c′ + is′)}
(72b)
dE˜z,n
dz
=
ω0
4ǫ0
∫ ∞
−∞
dv
J∑
M=−J
{dˆ+∗M s+M,n(−
√
2i sin θ)
+ 2dˆ0∗Ms
0
M,n cos θ + dˆ
−∗
M s
−
M,n(
√
2i sin θ)} (72c)
where we have introduced the following shorthand notations for the
Fourier components:
E˜q,n = E˜q(r, φ, z,̟n) (73a)
sM,n = sM (r, φ, z,̟n, v) (73b)
∆M,n = ∆M (r, φ, z,̟n, v). (73c)
Transformation of eq.(65) is somewhat more difficult be-
cause of the appearance of products of inversions and electric
field components on the right-hand sides. These products in the
time domain will appear as convolutions in the frequency domain
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(Menegozzi & Lamb 1978; Dinh-v-Trung 2009a). As an example,
we write,
E˜R∆+M = F−1[E˜R,n]F−1[∆+M,n] = F−1[E˜R ⊗∆+M ]n−m, (74)
where the ⊗ symbol denotes the convolution operation. For a con-
tinuous frequency variable, the convolution would be an integral,
but for the present system of finite-width Fourier components, we
replace it with the sum,
[E˜R ⊗∆+M ]n−m = (2π)−1
∞∑
m=−∞
E˜R,m∆+M,n−m, (75)
and similar expressions for other polarizations and transition types.
With the help of eq.(74) and eq.(75), and dropping terms of order
v/c in size, the transformed versions of the evolution equations for
off-diagonal elements of the DM become the algebraic equations:
s±M,n =
dˆ±M L˜
±
M
2h¯
∞∑
m=−∞
∆±M,n−m{(1∓ cos θ)(c′ + is′)E˜R,m
+ (1± cos θ)(c′ − is′)E˜L,m ±
√
2i sin θE˜z,m} (76a)
s0M,n =
dˆ0M L˜
0
M√
2h¯
∞∑
m=−∞
∆0M,n−m{sin θ(s′ − ic′)E˜R,m
+ sin θ(s′ + ic′)E˜L,m +
√
2 cos θE˜z,m} (76b)
where L˜±M , L˜
0
M are the complex Lorentzian functions, defined by
L˜±,0M =
1
2π[γ±,0 − i(̟n −∆ω±,0M − vω0/c)]
, (77)
where the optional symbol ±, 0 as a superscript encompasses all
three transition types. The normalised real Lorentzian is, with the
constant of 2π as used in eq.(77),
L±,0M = L˜
±,0
M +L˜
(±,0)∗
M =
γ±,0M /π
(γ±,0M )
2 + (̟n −∆ω±,0M − vω0/c)2
.
(78)
It is also necessary to transform the inversion equation,
eq.(69), and this also contains time-domain products that will trans-
form to frequency-domain convolutions. In this case, the products
are all of electric field complex amplitudes with off-diagonal DM
elements. Operations on the left-hand side proceed in a similar
manner to those for the off-diagonal elements of the DM: terms
of order v/c in the Doppler velocity are ignored, and the trans-
formd equations are algebraic. On the right-hand side, there are
two complicating issues: the first is the pumping term that is not
a function of time. We write this as P+Mφ(v)F−1[δn], where we
have taken the σ+ version of eq.(69a) as an example, and δn is a
δ-function that has the value 1 for n = 0 and zero for any other
Fourier component. The second complication is that we must now
transform complex conjugate quantities. We assume here that the
discrete-width transforms used here follow the usual rules, that is
for example,
E˜∗R(t) = (F−1[E˜R,n])∗ = F−1[E˜∗R,−n]. (79)
The products that will transform to convolutions are either of a con-
jugate complex amplitude and an ordinary off-diagonal DM ele-
ment or vice-versa, resulting in the discrete representations,
F−1[E˜R,n]F−1[s0∗M+1,−n] = F−1[E˜R ⊗ s0∗M+1]n−m
= (2π)−1
∞∑
m=−∞
E˜R,ms0∗M+1,m−n (80a)
F−1[E˜∗R,−n]F−1[s0M+1,n] = F−1[E˜∗R ⊗ s0M+1]n+m
= (2π)−1
∞∑
m=−∞
E˜∗R,ms0M+1,m+n, (80b)
and similarly for other transition types and polarizations. The re-
sulting expressions for the inversions are
∆±M,n = P
±
Mφ(v)δn/Γ
±
M − L˜±M/(2h¯)
∞∑
m=−∞
{
sin θ√
2
[(is′ − c′)(dˆ0∗Ms0M,m+nE˜∗R,m + dˆ0M±1s0∗M±1,m−nE˜L,m)
+ (is′ + c′)(dˆ0∗Ms
0
M,m+nE˜∗L,m + dˆ0M±1s0∗M±1,m−nE˜R,m)
± 2dˆ±∗M s±M,m+nE˜
∗
z,m−dˆ∓∗M s∓M,m+nE˜
∗
z,m+dˆ
∓
M±2s
∓∗
M±2,m−nE˜z,m]
+
(1± cos θ)
2
[(s′ + ic′)(dˆ∓∗M s
∓
M,m+nE˜
∗
R,m)
− (s′ − ic′)(2dˆ±∗M s±M,m+nE˜
∗
L,m + dˆ
∓
M±2s
∓∗
M±2,m−nE˜R,m)]
+
(1∓ cos θ)
2
[−(s′ − ic′)(dˆ∓∗M s∓M,m+nE˜
∗
L,m)
+ (s′ + ic′)(2dˆ±∗M s
±
M,m+nE˜
∗
R,m + dˆ
∓
M±2s
∓∗
M±2,m−nE˜L,m)]
+ i cos θ[dˆ0∗Ms
0
M,m+nE˜∗z,m + dˆ0M±1s0∗M±1,m−nE˜z,m]} (81a)
∆0M,n = P
0
Mφ(v)δn/Γ
0
M − L˜0M/(2h¯)
∞∑
m=−∞
{
sin θ√
2
[2dˆ0∗Ms
0
M,m+n((is
′ − c′)E˜∗R,m + (is′ + c′)E˜∗L,m)
+ (dˆ+∗M s
+
M,m+n − dˆ−∗M s−M,m+n)E˜
∗
z,m
− (dˆ+M−1s+∗M−1,m−n − dˆ−M+1s−∗M+1,m−n)E˜z,m]
+
(1+cos θ)
2
[(s′+ic′)(dˆ−∗M s
−
M,m+nE˜
∗
R,m+dˆ
+
M−1s
+∗
M−1,m−nE˜L,m)
− (s′ − ic′)(dˆ+∗M s+M,m+nE˜
∗
L,m + dˆ
−
M+1s
−∗
M+1,m−nE˜R,m)]
+
(1−cos θ)
2
[(s′+ic′)(dˆ+∗M s
+
M,m+nE˜
∗
R,m+dˆ
−
M+1s
−∗
M+1,m−nE˜L,m)
− (s′ − ic′)(dˆ−∗M s−M,m+nE˜
∗
L,m + dˆ
+
M−1s
+∗
M−1,m−nE˜R,m)]
+ 2i cos θdˆ0∗Ms
0
M,m+nE˜∗z,m, (81b)
where optional signs have been used in eq.(81a) to allow this equa-
tion to be used for both σ+ (upper sign) and σ− (lower sign). The
complex Lorentzian function L˜±,0M is defined as
L˜±,0M = (2π)−1[Γ±,0M − i̟n]−1. (82)
The set of equations comprising the subsets eq.(72), eq.(76)
and eq.(81) now form a closed set for the solution of the full maser
amplification problem with full polarization plus OAM in the fre-
quency domain. All processes of saturation, population pulsation
and mode coupling, for example, are included. The only auxilliary
equations required are the definitions of the molecular velocity dis-
tribution function, eq.(48), and the definitions of the Zeeman fre-
quency shifts, eq.(66). Suitable boundary conditions are to inject
radiation for all Fourier components at z = 0 with no polarization
and no OAM. This amounts to setting all z-component complex
amplitudes to zero, and setting the left- and right-handed complex
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amplitudes to values appropriate for background noise with Gaus-
sian statistics. A suitable prescription is to set each phase to an in-
dependent value drawn from a uniform distribution, and each real
amplitude to an independent value drawn from a normal distribu-
tion.
Such complexity is not necessary to answer the question of
whether a maser can amplify OAM. By analogy with polarization,
we only need to know whether it can grow: ignore all the more sub-
tle effects, including even saturation, and study growth of intensity-
like variables.
5 CLASSICAL REDUCTION
To make a classical reduction of our system of frequency-domain
governing equations, we make the following approximations: (i)
different Fourier components of the radiation field remain uncor-
related for any degree of saturation; (ii) population is restricted to
a single central Fourier component, numbered zero; (iii) radiation
statistics remain Gaussian at all signal strengths; (iv) Lorentzian
functions act effectively as δ-functions. Point (iii) allows all cor-
relation expressions of electric field amplitudes to be reduced to
correlations of orders 1 and 2 only.
Immediate effects of the above reductions include the collapse
of the sums over m in eq.(76) to a single element with m = n.
An important consequence is that only the central Fourier compo-
nent of the population inversion is required for each transition type,
that is ∆±,0M,0, and similarly for the other subscripts from M − 2 to
M + 2. This restriction on the inversion also leads to a collapse
of the sum over m in eq.(81), but we do not need to consider this
further because we are considering only unsaturated amplification.
The radiative transfer equations are not immediately affected by the
classical approximations.
5.1 Stokes and OAM Parameters
A vector of four Stokes parameters gives a complete description
of polarized radiation, but is inadequate to address the additional
complication of radiation with OAM. Since we are measuring the
amount of OAM by the presence of a z-component of the electric
field, it makes sense to define new parameters that measure both
the overall intensity present in this z-component and the intensity
of its interaction with the left- and right-handed polarizations. To
this end, we define the OAM parameters,
Jn = 〈Jn〉 = 〈E˜z,nE˜∗z,n〉 (83a)
Gn = 〈Gn〉 = 〈E˜z,nE˜∗R,n + E˜R,nE˜∗z,n〉 (83b)
Hn = 〈Hn〉 = 〈E˜z,nE˜∗L,n + E˜L,nE˜∗z,n〉 (83c)
Wn = 〈Wn〉 = i〈E˜z,nE˜∗R,n − E˜R,nE˜∗z,n〉 (83d)
Xn = 〈Xn〉 = i〈E˜z,nE˜∗L,n − E˜L,nE˜∗z,n〉 (83e)
noting that, like the Stokes parameters, all these new parameters
are real. The angle brackets denote an average over a good statisti-
cal number of realizations of the electric field. Each realization, in
the present context, corresponds to an individual spectral sample of
duration T (Menegozzi & Lamb 1978; Dinh-v-Trung 2009a). The
first of these new parameters is a measure of the total intensity of
OAM present, as measured from the intensity of the z-component
of the electric field. The other four parameters are a measure of the
interaction of the OAM with the conventional electric field compo-
nents in the xy (or rφ) plane. By summing the squares of eq.(83b)-
eq.(83e), it is straightforward to show that these parameters satisfy
the relation,
G2n +H
2
n +W
2
n +X
2
n = 2InJn. (84)
We also maintain the definition of the Stokes parameters that is
compatible with the IEEE convention on left- and right-handed po-
larization, the IAU axis system, and the IAU convention that defines
positive Stokes-V as an excess of right-handed over left-handed po-
larization. Such a set is,
In = 〈In〉 = 〈E˜R,nE˜∗R,n + E˜L,nE˜∗L,n〉 (85a)
Qn = 〈Qn〉 = 〈E˜R,nE˜∗L,n + E˜L,nE˜∗R,n〉 (85b)
Un = 〈Un〉 = i〈E˜R,nE˜∗L,n − E˜L,nE˜∗R,n〉 (85c)
Vn = 〈Vn〉 = 〈E˜R,nE˜∗R,n − E˜L,nE˜∗L,n〉. (85d)
We note that these Stokes parameters, and the OAM parameters in
eq.(83), should formally be multiplied by a constant that gives them
units of specific intensity. However, as we will construct equations
below, in Section 5.2, that are linear in the Stokes and OAM pa-
rameters, we omit this constant as it will cancel from both sides of
each equation.
5.2 Intensity Equations
We construct equations for the transport of the OAM and Stokes
parameters by differentiating the definitions in eq.(83) and eq.(85)
with respect to z. For example, the unaveraged form of the param-
eter Gn from eq.(83b) gives us,
dGn
dz
= E˜z,n dE˜
∗
R,n
dz
+ E˜∗R,n dE˜z,ndz + E˜R,n
E˜∗z,n
dz
+ E˜∗z,n E˜R,ndz . (86)
The right-hand sides may be constructed from eq.(72a), eq.(72c)
and their complex conjugates. The equations contain various forms
of off-diagonal DM element, but these can in turn be eliminated via
eq.(76), noting that, in our classical approximation, m = n is the
only term in the sum, and all inversions revert to the central Fourier
component. A final realization average of eq.(86) yields the power-
spectrum form,Gn. The same method may also be employed for all
the other Stokes and OAM parameters. The results are summarized
in the following five transfer equations for the OAM parameters, as
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defined in eq.(83)
dJn
dz
=
1
8ǫ0h¯
J∑
M=−J
{
2Jn(2D
0
M,n − ΠM,n sin2 θ)
+
sin θ√
2
(RM,n +ΠM,n cos θ)(s
′Gn + c
′Wn)
+
sin θ√
2
(ΠM,n cos θ −RM,n)(s′Hn − c′Xn)
}
(87a)
dGn
dz
=
1
8ǫ0h¯
J∑
M=−J
{
Gn(TM,n − 1
2
ΠM,n sin
2 θ −RM,n cos θ)
+
s′ sin θ√
2
(RM,n +ΠM,n cos θ)(In + Vn + 2Jn)
− sin θ√
2
(RM,n − ΠM,n cos θ)(s′Qn − c′Un)
−ΠM,n sin
2 θ
2
(Hn cos 2φ
′ +Xn sin 2φ
′)
}
(87b)
dHn
dz
=
1
8ǫ0h¯
J∑
M=−J
{
Hn(TM,n − 1
2
ΠM,n sin
2 θ +RM,n cos θ)
+
s′ sin θ√
2
(ΠM,n cos θ −RM,n)(In − Vn + 2Jn)
+
sin θ√
2
(RM,n +ΠM,n cos θ)(s
′Qn − c′Un)
−ΠM,n sin
2 θ
2
(Gn cos 2φ
′ −Wn sin 2φ′)
}
(87c)
dWn
dz
=
1
8ǫ0h¯
J∑
M=−J
{
Wn(TM,n − 1
2
ΠM,n sin
2 θ −RM,n cos θ)
+
c′ sin θ√
2
(RM,n +ΠM,n cos θ)(In + Vn + 2Jn)
+
sin θ√
2
(RM,n − ΠM,n cos θ)(c′Qn + s′Un)
−ΠM,n sin
2 θ
2
(Xn cos 2φ
′ −Hn sin 2φ′)
}
(87d)
dXn
dz
=
1
8ǫ0h¯
J∑
M=−J
{
Xn(TM,n − 1
2
ΠM,n sin
2 θ +RM,n cos θ)
+
c′ sin θ√
2
(RM,n − ΠM,n cos θ)(In − Vn + 2Jn)
+
sin θ√
2
(RM,n +ΠM,n cos θ)(c
′Qn + s
′Un)
−ΠM,n sin
2 θ
2
(Wn cos 2φ
′ +Gn sin 2φ
′)
}
, (87e)
and in the four following transfer equations for the Stokes param-
eters, as defined in eq.(85), noting that these and the five parts of
eq.(83) together form a coupled set of nine ODEs.
dIn
dz
=
1
8ǫ0h¯
J∑
M=−J
{
2In(D
+
M,n +D
−
M,n)− 2RM,nVn cos θ
+ΠM,n(In −Qn cos 2φ′ − Un sin 2φ′) sin2 θ
+
sin θ√
2
(RM,n +ΠM,n cos θ)(s
′Gn + c
′Wn)
− sin θ√
2
(RM,n − ΠM,n cos θ)(s′Hn − c′Xn)
}
(88a)
dVn
dz
=
1
8ǫ0h¯
J∑
M=−J
{
[2(D+M,n +D
−
M,n) + ΠM,n sin
2 θ]Vn
−2RM,nIn cos θ + sin θ√
2
(RM,n − ΠM,n cos θ)(s′Hn − c′Xn)
+
sin θ√
2
(RM,n +ΠM,n cos θ)(s
′Gn + c
′Wn)
}
(88b)
dQn
dz
=
1
8ǫ0h¯
J∑
M=−J
{
[2(D+M,n +D
−
M,n) + ΠM,n sin
2 θ]Qn
+[c′(Wn +Xn)− s′(Gn −Hn)] sin θ√
2
(RM,n − ΠM,n cos θ)
−ΠM,nIn sin2 θ cos 2φ′
} (88c)
dUn
dz
=
1
8ǫ0h¯
J∑
M=−J
{
[2(D+M,n +D
−
M,n) + ΠM,n sin
2 θ]Un
+[c′(Gn −Hn) + s′(Wn +Xn)] sin θ√
2
(RM,n − ΠM,n cos θ)
−ΠM,nIn sin2 θ sin 2φ′
}
. (88d)
In deriving the set of equations, eq.(87), we have defined the
following variables related to the inversions:
ΠM,n = 2D
0
M,n −D+M,n −D−M,n (89a)
RM,n = D
+
M,n −D−M,n (89b)
TM,n = 2D
0
M,n +D
+
M,n +D
−
M,n (89c)
The first of these variables, ΠM,n, represents any dominance of the
inversion in the π-transition over the summed inversions in both σ-
transitions at a frequency local to Fourier component n. The second
variable, RM,n, expresses any imbalance in the inversions of the σ-
transitions at the same frequency. This imbalance will be large in
a Zeeman group such as those found in typical OH masers where,
in a magnetic field of a few mG, the σ+ and σ− spectral lines
propagate effectively independently.
The inversion-related functions D±,0M,n are defined in general
through the velocity integrals,
D±,0M,n = (ω0/c)|dˆ±,0M |2
〈∫ ∞
−∞
∆±,0M,0(v)L
±,0
M (v)dv
〉
, (90)
where the spatial functional dependence of the inversion has been
omitted. The factor of ω0/c is included because the Lorentzian, as
defined in eq.(78), is normalized in frequency, and this extra factor
is required to normalize it in velocity. In the specific case of negli-
gible saturation, all terms in the radiation complex amplitudes may
be dropped from eq.(81), so that, in all three versions, the inversion
in Fourier component zero reduces to the combined form,
∆±,0M,0(v) = P
±,0
M φ(v)/Γ
±,0
M , (91)
and, when this is substituted into eq.(90), the integration can be
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carried out, on the assumption that the Lorentzian tends to a δ-
function. The realization averaging can also be dropped, because
eq.(91) contains no electric field amplitudes or elements of the DM.
With these points noted,
D±,0M,n = (|dˆ±,0M |2P±,0M /Γ±,0M )φ[(c/ω0)(̟n −∆ω±,0M )]. (92)
Note that the Gaussian function is now in terms of local frequency,
and peaks at the Zeeman-shifted response frequency of the relevant
transition type.
6 DISCUSSION
Several useful points may be raised by considering various limits
and special cases of eq.(87) and eq.(88). The first is that the pa-
rameter Jn is not directly coupled to any of the Stokes parameters,
as may be seen from eq.(87a). As this parameter effectively rep-
resents the intensity of the z-component of the electric field, such
intensity can only arise indirectly from the Stokes parameters via
the other four OAM parameters that represent interactions of the
z-component of the electric field with circularly-polarized ampli-
tudes in the x − y plane. However, eq.(87a) does contain a term
in Jn on the right-hand side that allows it to amplify itself, even if
it needs Gn,Hn,Wn and Xn and the Stokes parameters to grow
from an initally zero background level.
The second main point is that any effect involving OAM, at
least if we require it to grow from an OAM-free background, will
be strongest when the magnetic field is close to perpendicular to
the z-axis (sin θ = 1 or θ = π/2). If we take this limit, then Jn
remains coupled to Gn,Hn,Wn and Xn, whilst these latter four
parameters remain coupled to all four Stokes parameters as well as
to linear combinations of themselves with coefficients formed from
certain trigonometric functions of φ′. The equations describing the
evolution of the Stokes parameters retain a similar coupling to the
OAM parameters, though not directly to Jn as discussed above. By
contrast, in the other limit, where the magnetic field lies parallel to
the z-axis, most of the above couplings are eliminated: the Stokes
parameters couple only to themselves and combinations of other
Stokes parameters. All five OAM parameters are left with the ca-
pacity only to amplify themselves, so no OAM at all can result from
an OAM-free background in the parallel configuration.
A third important point, when considering the case where
sin θ = 1, is that all the terms that couple Stokes parameters to
OAM parameters include a factor of RM,n. From eq.(89b), we can
see that this parameter is essentially the difference between the in-
versions in the σ+ and σ− transitions. Unless we have a pumping
process that is asymmetric, favouring one of these over the other
(say P+M > P−M ), then we will obtain a number very close to zero
for typical closed shell maser molecules, such as water, methanol
and SiO, where the Zeeman splitting is likely to be dwarfed by the
inhomogeneous (Doppler) line width. The most likely source of
OAM is therefore in OH (and possibly CH) masers, where the Zee-
man splitting may comfortably exceed the Doppler width. In this
case, if we choose a Fourier component, n, near the centre of the
σ+ line, we will find RM,n ≃ D+M,n, with almost no contamina-
tion from the σ− line, even if the pumping is symmetric. The best
possible situation for generating OAM in a maser, from an OAM-
free background, is therefore in an open-shell molecule with a large
Zeeman splitting, from a σ-type transition and a non-uniform mag-
netic field lying in the x− y plane. Under these circumstances, the
OAM parameters Gn,Hn,Wn and Xn can interact directly with
Stokes-I and (independently) with Jn. Note that the terms that cou-
ple Gn,Hn,Wn and Xn to Jn also contain a comman factor of
RM,n when θ = π/2. Generation of OAM may offer a new expla-
nation for the observation that linearly polarized Zeeman triplets,
expected for a perpendicular magnetic field, are very rare or absent.
6.1 Restricted Solutions
Having made the general observations above, we now consider an-
alytic solutions of eq.(87) and eq.(88) under a set of conditions that
correspond to optimum generation of OAM: we take the magnetic
field to be perpendicular to the line of sight (θ = π/2), and pick
a Fourier component, n = k, that corresponds to the line centre
of the σ+ line in a molecule and transition (for example the ro-
tational ground state of OH) that has a Zeeman splitting that can
easily exceed the Doppler line width. Under these conditions, we
may make the reductions, D−M,k = 0, RM,k = TM,k = DM,k and
ΠM,k = −DM,k, so that D+M,k becomes a common factor on the
right-hand side of all the governing equations. We extract this fac-
tor, and use it to construct the dimensionless line-of-sight distance,
dζ = dzD+M,k/(8ǫ0h¯). (93)
We assume that the seed radiation of the maser is unpolarized and
OAM-free, with Stokes-I intensity equal to IBG. We divide all the
governing equations by IBG, and define dimensionless Stokes and
OAM parameters as, for example, ik = Ik/IBG, qk = Qk/IBG,
and similarly for all the other parameters, writing lower-case letters
for the dimensionless forms.
We consider the magnetic field to be of ideal quadrupole form,
with Cartesian components given byBx = B0·y andBy = B0·x,
whereB0 is a constant. We pick, for the sake of example, a point on
the y-axis, where φ = π/2. At this point, By = 0 and Bx = B0y,
and from eq.(8), we recover φ′ = arccos(0) = π/2. We may
therefore insert into all the governing equations the special values,
sinφ′ = s′ = 1, cos φ′ = c′ = 0, sin 2φ′ = 0 and cos 2φ′ = −1.
When this has been done, then by inspection, the nine governing
equations break into two decoupled sets: one set of three contains
exclusively functions of qk, wk, xk, whilst the other six equations
are entirely free of these parameters. As all of qk, wk, xk are zero
at z = ζ = 0, and are decoupled from ik, the only parameter with
a non-zero background, we discard the smaller set, and write down
the remaining six equations:
djk/dζ = 2jk + (gk − hk)/
√
2 (94a)
dgk/dζ = (ik + vk + 2jk − qk)/
√
2 + (3gk − hk)/2 (94b)
dhk/dζ = (vk − ik − 2jk + qk)/
√
2 + (3hk − gk)/2 (94c)
dik/dζ = ik − qk + (gk − hk)/
√
2 (94d)
dqk/dζ = qk − ik − (gk − hk)/
√
2 (94e)
dvk/dζ = vk + (gk + hk)/
√
2. (94f)
The set of equations, eq.(94), are soluble analytically. The first
step to a solution is to add eq.(94d) to eq.(94e): the right-hand side
of the combined equation is zero, so that ik + qk is a constant, and
under our assumed background conditions,
ik(ζ) + qk(ζ) = 1. (95)
A second useful summation is to add eq.(94b) to eq.(94c), and then
to add the result to
√
2 times eq.(94f). The result is the differential
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equation
d/dζ(
√
2vk + gk + hk) = 2(
√
2vk + gk + hk). (96)
If we set σk =
√
2vk + gk + hk, eq.(96) has the solution σ(ζ) =
σ(0)e2ζ , but since σ(0) = 0 under our background conditions,
σ(ζ) is also zero for any larger distance. We therefore require that
gk(ζ) + hk(ζ) = −
√
2vk(ζ). (97)
We use eq.(95) and eq.(97) to eliminate qk and vk from eq.(94).
Subtraction of the resulting equation in hk from its counterpart in
gk then yields
d/dζ(gk − hk) = 2
√
2[ik + jk + (gk − hk)/
√
2− 1/2], (98)
and, as gk and hk appear only as the combination gk − hk in the
remaining equations, we may introduce the new variable yk = gk−
hk, and write the three remaining equations as
djk/dζ = 2jk + yk/
√
2 (99a)
dyk/dζ = 2
√
2(ik + jk + yk/
√
2− 1/2) (99b)
dik/dζ = 2ik + yk/
√
2− 1. (99c)
We now let fk = ik + jk, and add eq.(99a) to eq.(99c), leaving the
pair of equations,
dyk/dζ = 2
√
2(fk + yk/
√
2− 1/2) (100a)
dfk/dζ = 2fk +
√
2yk − 1. (100b)
Reduction to a single equation is achieved by multiplying eq.(100b)
by
√
2 and adding the result to eq.(99b). If we define lk = yk +√
2fk , the final equation, in standard form as a first-order linear
ODE, is
dlk/dζ − 4lk = −2
√
2. (101)
Equation 101 may be solved by standard methods, and it is then
strightforward to work back through the sequence of intermediate
variables, and the constraints from eq.(95) and eq.(97) to the solu-
tion of eq.(94):
ik(ζ) = (e
4ζ + 2e2ζ + 5)/8 (102a)
jk(ζ) = (e
4ζ − 2e2ζ + 1)/8 (102b)
qk(ζ) = (3− e4ζ − 2e2ζ)/8 (102c)
gk(ζ) = (e
4ζ − 1)/(4
√
2), (102d)
together with the subsidary relations, hk(ζ) = −gk(ζ) and, con-
sequently vk(ζ) = 0. By inspection of eq.(102), we can see that
all the Stokes and OAM parameters at moderate signal strengths
(much greater than background, but not saturating) tend to a rising
exponential of the form e4ζ , so the OAM parameters are likely to
follow the polarization parameters to achieve levels such that jk/ik
and gk/(
√
2ik) tend to 1. The functions are plotted in the small sig-
nal limit in Figure 5.
6.2 Numerical Experiment
The analytic solutions in Section 6.1 have demonstrated a non-
trivial coupling of the z-component of the electric field to the con-
ventional Stokes parameters. However, these results do not demon-
strate a typical OAM pattern. In this section, we consider the same
quadrupole magnetic field structure, but sample the field at many
radii and azimuthal angles, φ. The analytical solutions above may
be considered a single spatial sample from this array of points.
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Figure 5. The non-zero dimensionless Stokes and OAM parameters as func-
tions of dimensionless distance, ζ , in the small signal limit.
Additional geometrical considerations now need to be consid-
ered. The magnetic field magnitude now increases outwards from
the orign, where it is zero and the overlap of the π and σ responses
is complete. There will therefore be no polarization or OAM gen-
erated at the origin. As the radius is increased, the Zeeman split-
ting will rise, and the centre of the σ+ response will move red-
ward towards our chosen frequency, ̟k. As the radius continues
to increase, ̟k will sample a decreasing wing of the Gaussian re-
sponse. Although the magnetic field intensity continues to rise, the
exponential drop in the response will ensure that, beyond a certain
radius, there will be negligible amplification at ̟k. Rather arbitrar-
ily, we will set ̟k to be -3 Doppler full widths (k = −3) to the red
of the pattern line centre, ω0. This value ensures a clean separation
between the π and σ line shapes.
Our definition of ζ in this section differs slightly from that
in Section 6.1. Here, we reduce eq.(88) and eq.(87) to dimen-
sionless form by dividing all equations by the group D0,0 =
|d0|2P0φ(0)/Γ0: we have assumed M = 0 and symmetric pump-
ingP+M = P
−
M = P
0
M = P0, and similarly for the dipoles and loss-
rates. As a consequence, dimensionless inversion expressions, such
as R0,k and Π0,k reduce simply to differences of various Gaus-
sians, centered on the associated molecular responses. For example,
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R0,k = e
−[(̟k−∆ω
+
0
)/∆ωD ]
2 − e−[(̟k−∆ω−0 )/∆ωD ]2 , (103)
where ∆ωD = wω0/c, andw is in turn defined in eq.(49). All radi-
ation parameters are scaled by the level of the input seed radiation
in Stokes-I ; the other radiation parameters all have a background
level of 0. The dimensionless evolution equations were solved us-
ing a Runge-Kutta fourth-order method with adaptive step-size
control, maintained by a fifth-order accuracy checker (Press et al.
1992). The results discussed below were drawn from a run with an
integration accuracy of 2× 10−7.
In Figure 6, we plot the emergent radiation parameters as a
function of distance from the origin (position of zero magnetic
field) on Cartesian axes. These axes conform to the IAU standard,
as discussed in Section 2.1, so that the x-axis points vertically up
the page (North) and the y-axis increases to the left. Distances are
in magnetic field strength units, as required to yield a certain Zee-
man splitting in Doppler widths. The azimuthal angle, φ is mea-
sured anticlockwise from its zero position at North. The z-axis,
along which the radiation propagated, points out of the page to-
wards the observer, and all parameters have been amplified over
the same dimensionless distance of ζ = 4.0, a value that cor-
responds to moderate amplification: peak values of Stokes-I are
vastly greater than the background, but still low enough that satura-
tion is negligible for a realistic OH maser that is amplifying a CMB
background.
In all cases, the radial structure of the radiation pattern is
controlled by a combination of the magnetic field strength (which
increases outwards) and the Doppler response of the molecules,
which may be considered Gaussian. We see the brightest emission
close to a radius of 3, where the magnetically shifted response in
the σ+ part of the Zeeman pattern lies closest to our chosen Fourier
component with k = −3. Different Fourier components will ex-
hibit different patterns. Choosing k = +3 would produce a very
similar radial pattern, but with the signs of some parameters re-
versed.
The angular distributions are determined partly by the angular
functions of φ′ that appear in eq.(87) and eq.(88) (variously sines
and cosines of either φ′ or 2φ′) and partly by the exponential na-
ture of the maser amplification. In particular, all OAM parameters
are zero, as are Stokes-U and V , at φ = φ′ = 0, the standard re-
duction to the case of a uniform magnetic field. This confirms the
hypothesis that OAM cannot be generated from a uniform field, an
outcome that is not obvious by inspection of eq.(87).
A difference between Stokes-I and the OAM-J parameter that
is not immediately apparent in Figure 6 is that I is not zero at
φ = 0: instead, it has a value of 1.45 × 103, compared to its peak
of 1.05 × 106 at φ = π/2 and 3π/2. The maxima of I and J are
very similar, indicating that the fractional level of OAM, like po-
larization, may become very large without invoking saturation. The
only other parameter that is non-zero at φ = 0 (and π) is Stokes-
Q: it is positive at this angle, with a value of 1.45 × 103, before
giving way to negative values of much larger magnitude at angles
closer to the y-axis. Physically, the larger values of Stokes-I near
φ = π/2, compared to φ = 0, probably result from the radiation
at the former position coupling to all three Cartesian components
of the molecular dipole; at the latter position, corresponding to the
polarization-only case, radiation can couple only to the dipole com-
ponents in the xy-plane.
There is a general hierarchy of (absolute) peak values: levels
of approximately 106 are achieved by the Stokes parameters I and
Q, by the z-component intensity, J , and the two symmetric cou-
pling parameters G and H . A second set, comprising the asymmet-
ric coupling parameters W and X , together with Stokes U , achieve
peaks of order one order of magnitude lower∼ 105. Finally Stokes-
V is very weakly amplified, always negative, and has an absolute
peak of∼ 700. It is probably also worth noting that whilst non-zero
values of W are exclusively positive, X it not completely negative,
achieving a positive peak of approximately 680.
The exponential nature of maser amplification introduces a
number of feaures that are not typical of radiation beams with OAM
in the laboratory. For example, a laboratory beam in an L-G mode
with azimuthal order l = 2 might be expected to have an annular in-
tensity pattern, and a sin 2φ structure in phase. It should be pointed
out here that the intensity, as represented by Stokes-i in Figure 6, is
annular, but amplified interaction with other Stokes and OAM pa-
rameters have introduced an additional very strong angular struc-
ture. Parameters more sensitive to the phase, such as G,H,W,X
show a pattern that is close to sin φ (forG,H) and sin 2φ (inW and
X) at low amplification, but these patterns again become distorted
by exponential growth. Peaks in the weaker parameters, for exam-
ple W and X , at odd multiples of π/4 migrate with amplification
towards the peaks of the stronger parameters.
Lack of linearly polarized Zeeman triplet patterns is a well-
known observational feature of OH maser sources. Such patterns
would logically arise from the propagation of maser radiation per-
pendicular to magnetic field lines, but appear rare compared to the
Zeeman pairs of opposite-handed circular or elliptically polarized
components generated by propagation that is close to aligned with
the magnetic field. Many reasons for the lack of triplets have been
suggested, including MHD turbulence (Goldreich & Sridhar 1995),
Faraday depolarization within the source (Goldreich et al. 1973)
and preferential beaming along magnetic field lines (Gray & Field
1994). Another possibility, arising from the present work, is that
linearly-polarized masers may also possess high degrees of OAM,
and may therefore be invisible to conventional radio detection
equipment. It is certainly most unlikely that magnetic fields per-
pendicular to the line of sight will be totally uniform, but they do
seem to be ordered on the scale of the source, down to a clustering
scale of order 70 AU. For an OAM scheme to work, magnetic fields
would need to be non-uniform on the scale of individual VLBI
maser spots: perhaps 10 AU or even less, and evidence that the sky-
component of the magnetic field tends to be aligned with the long
axis of an individual spot (Fish & Reid 2006) suggests some order-
ing of the field even at this scale. Nevertheless, while the arrange-
ment used in the present work is highly idealized, a significant yield
of radiation with OAM from at least some OH masers seems likely.
The radiation patterns produced as a function of radius and an-
gle in the present work do not correspond to any single Laguerre-
Gaussian mode. However, they do reveal the underlying symmetry
of the magnetic field, and the spectrum of modes present is there-
fore likely to yield information about the structure of the magnetic
field on scales smaller than the size of the maser spot itself. By con-
trast, polarization, assuming a uniform field in each spot, can only
tell us about the variation of the magnetic field over an area of sky
containing many spots. The fraction of radiation converted to OAM
also helps us to reconstruct the magnetic field in 3-D, since a field
parallel to the line of sight produces no OAM (if the background
radiation has none), whilst increasing amounts of OAM result as θ
is increased towards π/2.
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Figure 6. The emergent radiation parameters of a single Fourier component in the sky plane after propagation along the z-axis over a dimensionless distance
of ζ = 4.0. Each sub-figure has its own colour scale, shown to the right of the diagram. Figures on this scale are multiples of the seed value of Stokes-I .
The x and y axes are drawn to conform to the IAU convention: with radiation approaching, x increases up the page, and y, to the left. The x and y axes are
in Doppler or Zeeman units, so a distance of three units from the origin produces a magnetic field capable of shifting the response of a σ-transition by three
Doppler widths from the frequency of the central pi-component.
7 CONCLUSIONS
We have extended the standard theory of propagation of polarized
astrophysical maser radiation to the case of a non-uniform magnetic
field, allowing for the presence of a component of the electric field
of the radiation in the propagation direction. A set of equations for
the evolution of the complex amplitudes of the radiation has been
derived in the time domain, and converted to the frequency domain,
where we consider many finite-width Fourier components of the ra-
diation field, collectively extending across the full Zeeman pattern.
A classical reduction of the frequency-domain equations leads to a
set of nine coupled differential equations for the distance evolution
of the standard Stokes parameters and five additional parameters
that represent a coupling of the z-component of the electric field
to the usual x and y components. These latter five parameters may
represent radiation with orbital angular momentum (OAM).
There is a non-trivial coupling between the response of
Zeeman-split molecules in a non-uniform magnetic field, and the
electric field of radiation in the direction of propagation, and this
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coupling is strongest when the magnetic field is perpendicular to
the propagation direction. Although it is not obvious from the evo-
lution equations, the standard reduction to a uniform field (setting
the azimuthal angle φ′ = 0) results in radiation that may have po-
larization, but no OAM. This result was confirmed in Section 6.2.
The OAM coupling is also most effective when, for a selected
Fourier component or frequency, there is a large difference between
the inversions in the various π- and σ-transitions of the Zeeman pat-
tern. If we assume symmetric pumping, this implies that OAM gen-
eration will be significantly more efficient in molecules with a large
Zeeman splitting (for example OH) than in closed-shell species (for
example SiO, water and methanol).
A restricted analytical solution demonstrates that the coupling
of the parameters representing OAM to the Stokes parameters, par-
ticularly Stokes-I , is non-trivial. For a suitable non-uniform mag-
netic field, in this case an ideal quadrupole, OAM can be generated
from seed radiation without OAM or polarization, just as polariza-
tion may be so generated in a uniform field. Levels of OAM may
grow large without the need for maser saturation.
A trial computational solution of the governing equations
shows that in an intermediate amplification regime (intensity vastly
greater than the background, but not saturating) OAM parameters
may become large, at least with a non-uniform magnetic field of
rather ideal structure. Maser radiation propagated perpendicular to
the magnetic field may therefore evolve OAM fractions approach-
ing 100 per cent. There is a hierarchy of amplification levels with
Stokes-I and the OAM parameters J ,G and H as the strongest set,
followed by W , X and Stokes U , and finally a weakly amplified
Stokes-V . Radiation patterns depart from usual OAM expectations
owing to the exponential amplification of angular structure.
OAM conversion may partially account for the loss of
linearly-polarized OH masers if non-uniform magnetic fields are
common at the scales typical of resolved VLBI maser spots. Ad-
ditional diagnostic value of OAM radiation, in the context of the
present work, is discussed at the end of Section 6.2.
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