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1 Introduction
Information systems (IS) are currently undergoing a fun-
damental shift: Until recently, decision support was
developed upon rule-based and thus deterministic algo-
rithms. However, with recent advances in artificial intelli-
gence (AI), these decision rules have been replaced by
probabilistic algorithms (e.g., deep learning; see Kraus
et al. 2020). Probabilistic algorithms make inferences by
learning existing patterns from data and, once deployed,
provide predictions for unseen data under some uncer-
tainty. Owing to this, they are prone to biases and sys-
tematic unfairness whereby individuals or whole groups are
treated disparately.
The lack of fairness in AI applications has been
repeatedly demonstrated in prior research. For instance,
decision support systems for credit loan applications were
found to favor certain socio-demographic groups in a dis-
proportional way (Hardt and Price 2016; O’Neil 2016). As
a consequence, people living in certain areas, those with a
specific ethnic background, or women were less likely to
obtain a loan from the bank. This can prevent whole
neighborhoods from improving their standard of living and
cause further economic and societal problems, thus rein-
forcing existing imbalances. Table 1 lists further examples
of situations in which unfairness in AI could lead to dis-
crimination against individuals or whole groups of people.
The term ‘‘fair AI’’ refers to probabilistic decision sup-
port that prevents disparate harm (or benefit) to different
subgroups (Barocas and Selbst 2016). In fair AI, the
objective is to provide systems that both quantify bias and
mitigate discrimination against subgroups.1 One might be
inclined to think that simply omitting sensitive attributes
from a decision support system will also solve fairness
issues. However, this is a common misunderstanding:
several non-sensitive attributes act as proxies (e.g., salary is
a proxy of gender, ZIP code is a proxy for ethnicity, family
structure is proxy of race or religion) and, hence, even
decision support systems without knowledge of sensitive
attributes are deemed unfair.
The objective of this article is to introduce IS practi-
tioners and researchers to ‘‘fair AI’’. As detailed above,
there are various areas within IS that are prone to unfair-
ness. In fact, information systems maintain or even rein-
force existing unfairness in AI rather than mitigating it.
When relying upon such information systems, businesses
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1 Many applications that are subject to fairness issues originate from
the area of supervised machine learning; however, fairness is also a
concern in other areas of AI such as unsupervised learning (Garg
et al. 2018) and even rule-based inferences. Hence, this catchword
follows the terminology from Russell et al. (2015); that is, we use the
term ‘‘AI’’ consistently as it allows us to highlight that the
implications of (un)fairness as discussed in this catchword apply to
all subareas.
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and organizations are exposed to substantial legal risk. In
this vein, legislative bodies across the world are imple-
menting laws that forbid disparate treatments in algorith-
mic decision-making (White & Case 2017); e.g., in the US,
fair lending laws penalizes algorithmic biases in risk
scoring, while, in the EU, accountability for artificial
intelligence is enforced by the General Data Protection
Regulation (GDPR). Hence, achieving fair AI is relevant
to both the potential victims of discrimination and the
institutions that rely on AI within their decision support
systems.
Recent reports point out that the adoption of fair AI in
businesses, organizations, and governments is lagging
behind (AI Now Institute 2018). As we will discuss later,
potential reasons for this sluggish progress are located
along all dimensions of IS, namely people (e.g., trust),
technology (e.g., design principles, economic implica-
tions), and organizations (e.g., governance). In the fol-
lowing sections, this article reviews theoretical concepts of
fairness, links them to fairness of AI, and derives sugges-
tions for IS research.
2 Background
2.1 Definitions and Origins of Fairness
Fairness, understood as the impartial and just treatment of
people, has been dealt with in philosophical and theologi-
cal discussions for centuries, often in connection with
justice (Miller 2017). These discussions have been long
dominated by the question of what distribution of what
rights is fair. For instance, let us consider Aristotle’s
example (Cooper 1996) of distributing flutes among a
group of musicians, when there are fewer flutes than
musicians. Different options emerge: distributing the
playing time equally between the musicians, distributing
the flutes at random, providing the flutes to the most skilled
musicians, holding regular competitions to choose those
who will receive the honor of playing the flutes, etc.
In today’s understanding of democratic societies, the
above example is addressed by the idea that all people with
equal gifts should have equal opportunities regardless of
their initial position in society (Rawls and Kelly 2003). To
this end, fairness refers to the equal distribution of chances
for self-advancement as a way to achieve equity in the dis-
tribution of goods (i.e., individuals’ benefits are proportional
to their input). This also implies what is considered unfair:
preventing individuals from improving their situation (e.g.,
by limiting their access to a loan) based not on their contri-
bution to society (e.g., conducting specific work), but rather
based on unrelated choices (e.g., neighborhood) or sensitive
characteristics (e.g., ethnicity, gender).
Anthropology focuses on the social origins of fairness,
arguing that it is an innate aspect of being a human or even
a primate (Brosnan 2013). Here prior research suggests that
fairness has been developed as an effective strategy in
evolution in order to foster collaboration (Hamann et al.
2011). The focus is on interactions between humans, while
new forms of collaborations between humans and AI are
emerging (Seeber et al. 2020).
Overall, fairness is not a clear-cut concept. However, it
is evident that unfairness has a substantial impact on the
functioning of societies. Therefore, it is key to build
information systems which are capable of detecting
unfairness and dealing with it in an adequate manner.
Using mathematical notions of fairness can offer a step in
this direction.
Table 1 Example applications of AI with known fairness issues
Area Fairness issues
Recidivism prediction Automated systems such as COMPAS for predicting recidivism, i.e., the likelihood that a prisoner will commit a crime
when released, were shown to deny release to people of color more often than to white people (Angwin et al. 2016).
Compared against the number of actually committed crimes, the system was shown to have a racial bias, even though
was not provided with explicit information about race in the first place, but information on the family structure, ZIP
code, or education were available as proxies. (Chouldechova 2017)
Human resources AI is increasingly used to screen job applications and identify promising candidates. Fairness laws forbid such systems
to discriminate – either explicitly or implicitly – by gender, race, or disability. An example at Amazon (Barocas et al.
2018) showed that such information might be not available in an explicit manner yet that the probabilistic algorithms
behind AI might use other data as proxy, e.g., a birth place as a proxy for race
Image classification Algorithms that were trained with, e.g., Google Images have learned to make inferences from mostly white persons and
thus are more likely to make errors when classifying pictures of black persons, e.g., by misidentifying them as objects




Using neural networks for text representation highlights that existing biases were replicated in computational
representations (Garg et al. 2018). As a result, generated texts can include content or words that are generally
considered racist or discriminating against minorities
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2.2 Mathematical Notions of Fairness in AI
Different definitions have been put forward that formalize
fairness in AI mathematically (cf. Barocas et al. 2018, for
overview). These can be grouped into concepts (so-called
notions) of fairness across (i) groups or (ii) individuals, as
detailed in the following.
2.2.1 Group-Level Fairness
Group-level fairness builds upon a predefined sensitive
attribute (e.g., race, gender, disability) that describes
membership in a protected group s1. Membership in the
protected group should not lead to discrimination. In
group-level fairness, discrimination is interpreted by how
errors of the prediction model are distributed across groups,
in particular within the protected group s1 vs. outside of it,
i.e., the reference group s2. Note that there is no universal
definition of group-level fairness and we thus point to
common examples in the following. Furthermore, it is
actually mathematically impossible to fulfill all of the
following definitions at the same time (Kleinberg et al.
2017). Therefore, the preferred notion of fairness must be
chosen by IS practitioners.
Statistical parity represents a simple concept of fairness
that is widespread in legal applications. Statistical parity
requires the likelihood of events to be equal across groups: to
this end, the proportion of affected individuals should be
roughly the same inside the protected group and outside of it.
Statistical parity focuses only on the predicted outcomes
(i.e., the likelihood of paying back the loan), but neither on
the actual outcomes (i.e., the fact of paying back the loan) nor
on the opportunity due to predictions (i.e., access to a loan).
Other definitions of group-level fairness in AI are tailored
to errors in predictions (e.g., Corbett-Davies and Goel 2018;
Hardt and Price 2016; Kleinberg et al. 2017). For instance,
the so-called equality of accuracy requires that algorithms
for AI attain equal prediction accuracies across groups. It
relies on the ratio accðxÞ of correctly classified individuals
over the whole population x. If the accuracy in the protected
group, accðs1Þ, equals the accuracy in the reference group,
accðs2Þ, then this algorithm is considered fair according to
the accuracy parity metric. In the loan example, this would
imply that the same ratio of applicants is classified correctly,
independent of whether they belong to the protected group or
not. One of the downsides of this approach is that type-I and
type-II errors receive the same weight. Hence, alternative
definitions have been put forward that specifically focus on
these metrics (e.g., equalized odds) or that maintain cali-
brated class probabilities. This points to an inherent chal-
lenge: there is amultitude of different fairness definitions out
of which many are mutually exclusive (cf. Corbett-Davies
and Goel 2018, for an overview).
The above definitions points towards a key requirement
in order to apply group-level fairness: the data must include
attributes which allow for the identification of protected
groups. However, in many cases, providing such identifiers
is forbidden (e.g., in the US, it is often not allowed to ask
for ethnic background).
2.2.2 Individual Fairness
Individual fairness is based on the notion that similarly
situated individuals should be treated in a similar way
(Dwork et al. 2012). Consequently, this approach strives to
ensure fairness independent of group membership. Let us
consider a classifier f and two individuals x1 and x2. Indi-
vidual fairness would require that the outputs of the clas-
sifier be similar for similar individuals, i.e., f ðx1Þ  f ðx2Þ
for x1  x2. In practice, this relies upon a mathematical
definition to measure similarity. Referring to the example
of loan applications, this requires that two individuals
whose relevant attributes (yearly income, savings, etc.) are
equal should be granted equal access to a loan and should
be offered the same interest rates.
2.3 Sources of Unfairness in AI
Fairness in AI is violated by so-called biases. In this con-
text, we define bias as a systematic deviation of an esti-
mated parameter from true value. Biases can emerge along
the complete AI pipeline (Barocas and Selbst 2016),
namely with regard to (1) data, (2) modeling, and
(3) inadequate applications as discussed in the following.
Data are used for making inferences; however, if data are
subject to biases, the same biases are replicated. Examples
of biases in this context are similar to biases that can
appear in behavioral experiments and stem from data
generation or data annotation (Ahsen et al. 2019). For
instance, a selection bias occurs when the data are not
representative of the wider population or else annotated in
a manner that reaffirms the annotators’ beliefs or assump-
tions. This can arise, e.g., when AI is trained for evaluating
loan applications with past data for a bank that was
restrictive towards young adults, in which case this bias
will be subsequently replicated.
Modeling selects relevant features as input and combines
them in a meaningful way, though often relying upon
correlation rather than causation. Hence, modeling can also
be a source of bias due to variables acting as proxies or
confounders. For instance, even if race is blinded, an AI
can ‘‘guess’’ this value based on where a person lives; the
ZIP code, then, can function as a proxy for race or ethnic
background.
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Inadequate applications of the model might occur in
dynamic settings with drifts or non-stationarities in the
underlying population. Here the data from the training
population differs from that of the population after
deployment. For instance, an AI for evaluating loan
applications might have been trained on applicants from
one country, but, when used in another country, might not
recognize that socio-demographic variables are distributed
differently and thus provides incorrect assessments. Fur-
thermore, such an information system is not able to
improve if it does not receive data concerning the actual
repay rate of those individuals because their loans were
denied a priori (see literature on reject inference; e.g., Li
et al. 2017).
All in all, IS practitioners must be aware that biases arise
at various steps within the AI pipeline and can have mul-
tiple sources. The above shows that removing humans from
decision support systems does not necessarily prevent
biases but, on the contrary, might even reinforce them.
Many of the sources of unfairness are not straightforward
to identify but instead require thorough domain knowledge.
2.4 Algorithms for Fair AI
Algorithms for fair AI have different objectives, aiming at
measuring fairness, designing fair predictions, or modeling
fair decisions. (1) Measuring fairness in AI commonly
builds upon an in-depth analysis of the prediction perfor-
mance, where type-I and type-II error rates are critically
compared across subgroups. To facilitate this, inequality
metrics for algorithmic assessments have been developed
(Barocas et al. 2018). (2) Designing fair predictions is
commonly achieved by reducing the prediction perfor-
mance of the majority group so that it approaches the
(lower) prediction performance of the minority group (e.g.,
Hardt and Price 2016; Haas 2019). This can occur in dif-
ferent ways (Friedler et al. 2019), namely via preprocess-
ing techniques, modifications of the underlying classifier,
or postprocessing techniques. (3) Modeling fair decisions
is approached in different ways, often requiring tailored
approaches that carefully model feedback loops.
For IS practitioners, there are a few (proprietary) tools
that have been recently developed for ensuring fairness,
such as IBM’s AI Fairness 360. However, these mostly
provide programming libraries only, whereas key questions
related to the IS design – namely people, technology, and
organizations – remain unsolved.
3 Challenges and Opportunities for IS Research
Hitherto, research on fair AI has been primarily conducted
by researchers from computer science. However, as
discussed above, fair AI has the potential to radically
change the nature of decision support in away that exposes
all domains to the risk of discrimination. Hence, fair AI has
serious social, technological, and organizational implica-
tions, which require a holistic, scientific approach. Given
the multidisciplinary background of IS, researchers from
this field seem ideally suited to explore the capabilities and
implications of fair AI. Table 2 summarizes existing gaps
with respect to IS research, which are detailed in the
following.
3.1 People
Extensive research is required to study user perceptions of
fair AI. For instance, a better understanding is needed of
which attributes are regarded as sensitive. In practice,
sensitive attributes are likely to vary with the underlying
use case. For instance, some attributes seem obvious (e.g.,
race), while other attributes are defined more vaguely (e.g.,
Christian or American), or are domain-specific (e.g.,
physically attractive).
Fair AI is related to the wider problem of value align-
ment: fairness is an important value for humans, one which
needs to be taught to AI in decision support systems. IS has
the chance to make a lasting impact in this area by speci-
fying models for translating human values identified in
philosophy or the social sciences to actionable design
principles.
Trust represents the primary prerequisite for an IS
ecosystem to succeed (Hurni and Huber 2014). In tradi-
tional IS studies, users transfer trust from people or insti-
tutions to an IT artifact. Yet AI challenges the traditional
conceptualization of trust, since the logic behind its rea-
soning can often be barely understood. To this end, future
research should investigate how fair AI can help in build-
ing trust.
3.2 Technology
Several challenges exist when adapting fair AI to appli-
cations in practice. For instance, regulatory initiatives such
as the GDPR enforce transparent algorithms, yet further
research is required to reconcile transparent decision sup-
port with fair AI. Statistical approaches for modeling
causality (Pearl 2013) are regarded by some as a way to
implement fair AI that is tailored to specific uses cases. IS
is equipped with the means to develop said casual models
(e.g., structural equation models) and make a distinctive
contribution to both practice and research in IS. However,
this relies upon the premise that the philosophical concept
of causality can be described in mathematical language.
IS practitioners demand design principles for imple-
menting fair AI. Here IS as a discipline has the means to
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derive and test the design principles that guide the deci-
sion-making of practitioners (e.g., in choosing a definition
of fair AI that is effective for the relevant domain appli-
cation). Altogether, these efforts can result in information
systems where the AI achieves ‘‘fairness by design’’.
Fair AI has direct implications for economics of IS. This
is because fair AI is subject to a fairness-performance
trade-off: fairness is achieved at the cost of lowering the
prediction performance for certain subgroups (Haas 2019).
However, the economic implications have been over-
looked, despite the fact this this represents a key prereq-
uisite for management decisions and thus industry
adoption.
3.3 Organization
Fair AI is likely to have an impact on businesses and
organizations. For instance, it can render new business
models with regard to decision support systems feasible
that would have been otherwise restricted by fairness laws.
Building upon this, IS practitioners require a better
understanding of how fair AI is linked to value proposi-
tions, value chains, and revenue models.
Organizational aspects of fair AI are strongly linked to
governance. It has been argued that internal governance
structures are failing at assuring the fairness of AI (AI Now
Institute 2018). Hence, the effectiveness of different gov-
ernance structures for the management of fair AI and their
relation to other ethics-oriented processes should be
investigated. IS, given its interest in governance of change
and technology, has the potential to establish a new man-
agement framework with the goal of achieving fair AI.
Both governance and business models rely upon the
legal frame offered by policy-makers. Given the increasing
call for the regulation of AI applications in public and
private spheres, various regulatory bodies have initiated
discussions regarding the ethical and practical aspects of
AI (European Commission 2018). In this context, IS
research, thanks to its real-world impact and expertise in
industry, has the opportunity to shape policies.
4 Outlook
A recent BISE editorial specifically has called for ‘‘data
science without prejudice’’ (van der Aalst et al. 2017) and
there is much interest in understanding the real-world
implications of fair AI (Martin 2019). Our article provides
a starting point for IS researchers pursuing fair AI. For IS
researchers and practitioners, this endeavor is of direct
relevance: First, AI is expected to become more powerful
and pervasive, thus also raising concerns among the public.
Second, fairness in decision support systems will soon be
enforced by various legal initiatives and, hence, appropri-
ate tools for fair AI must be developed. Third, businesses
and organizations without a clear strategy for achieving
fair AI run various risks: violating fairness laws poses
immense financial and reputational risks.
Needless to say, fair AI introduces unprecedented
opportunities for people, organizations, and society.
Developing mathematical notions for this purpose allows
practitioners to statistically quantify the level of fairness in
their information systems and to monitor the effectiveness
of fair AI in decision support systems over time. Finally,
fair AI promises to reduce discrimination over the status
quo: human decision-making is subject to biases, whereas
algorithms can be derived to be fair by design.
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