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Prediction of the Chapman–Jouguet chemical
equilibrium state in a detonation wave from first
principles based reactive molecular dynamics†
Dezhou Guo,ab Sergey V. Zybin,b Qi An,b William A. Goddard III*b and
Fenglei Huanga
The combustion or detonation of reacting materials at high temperature and pressure can be characterized
by the Chapman–Jouguet (CJ) state that describes the chemical equilibrium of the products at the end of
the reaction zone of the detonation wave for sustained detonation. This provides the critical properties and
product kinetics for input to macroscale continuum simulations of energetic materials. We propose the
ReaxFF Reactive Dynamics to CJ point protocol (Rx2CJ) for predicting the CJ state parameters, providing the
means to predict the performance of new materials prior to synthesis and characterization, allowing
the simulation based design to be done in silico. Our Rx2CJ method is based on atomistic reactive molecular
dynamics (RMD) using the QM-derived ReaxFF force field. We validate this method here by predicting the CJ
point and detonation products for three typical energetic materials. We find good agreement between the
predicted and experimental detonation velocities, indicating that this method can reliably predict the CJ state
using modest levels of computation.
1 Introduction
Environment and energy needs demand development of maximally
eﬃcient propulsion combustion systems and energetic materials
that minimize products detrimental to the environment. More-
over, the behaviour of materials under extreme conditions of
high temperature and pressure is of critical importance in many
fields of physics, astrophysics, planetary science, and hydro-
dynamics,1,2 where the diﬃculty in extracting atomistic under-
standing of reaction mechanisms in hot compressed materials
from experiments makes it particularly important to predict the
processes from the computational modelling and simulation.
The complexity of the combustion and detonation processes
might seem to preclude applications of first principles to predict
the performance and reaction kinetics for new materials in
advance of their synthesis and characterization. However, we
propose a practical simulation approach based on first principles
theory for predicting the performance of energetic materials,
which we validate for three well-known materials.
A critical characteristic of energetic materials is the Chapman–
Jouguet (CJ) state, which describes the chemical equilibrium of
the products at the end of the reaction zone of the detonation
wave before the isentropic expansion. In the classical Zel’dovich–
Neumann–Do¨ring (ZND) detonation model, the detonation wave
propagates at the constant velocity for which the CJ point charac-
terizes the state of reaction products in which the local sound
speed decreases to the detonation velocity as the product gases
expand. Although a simple concept, the time and length scale of
CJ state have thwarted experimental characterization.3 These
laboratory challenges have stimulated theoretical developments,
such as variational perturbation theory4 and integral equation
theory,5,6 to provide numerical models. Unfortunately, these
approaches have been hampered by a lack of knowledge about
the atomistic chemical and physical processes and by inaccuracy
in the assumed equations of state (EOS).
Thus, we need new simulation tools that are capable of
establishing the CJ state parameters for proposed materials
directly from first principles. These simulation tools must
provide an accurate description of the various reaction processes
that convert materials to detonation products and they must
be capable of making predictions in advance of experiment.
Quantum mechanics (QM) can in principle describe reaction
processes for new materials but the time and length scales
required are many orders of magnitude beyond the capability of
current QM methods.
We demonstrate in this paper a practical approach to use
reactive molecular dynamics (RMD) to predict the CJ state in
which the QM-derived ReaxFF reactive force field is used to
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provide the detailed description of the atomistic processes
occurring in a detonation wave. This allows a practical deter-
mination of the CJ parameters for new materials prior to
experiment.3,7–12
Here, for the first time the Crussard curve and the CJ point
are predicted from first-principles based reactive molecular
dynamics (RMD) simulations without the need for ad hoc
definitions of reaction products. We demonstrate this approach
by applying it to three energetic materials that are currently
widely used in industry:
 Cyclotrimethylene-trinitramine (RDX),
 Cyclotetramethylene tetranitramine (HMX), and
 Pentaerythritol-tetranitrate (PETN).
2. Methodology
The ReaxFF reactive force field combines
 charge equilibration method (EEM or QEq13) to predict the
changes in the partial charges on atoms at every time step of
the reaction dynamics. Here the parameters were determined
to fit QM charges of isolated molecules. In this method the
charges of bonded atoms are allowed to interact, but they
decreased by shielding based on atomic sizes
 a bond order versus bond distance sigmoid-like relationship
and a bond energy versus bond order relationship adjusted to
fit the results of QM calculations as function of bond distance for
numerous systems
 van der Waals type nonbond interactions adjusted to
describe long range London attraction, intermediate range steric
eﬀects, and short range Pauli repulsion between all atoms
(including bonded atoms)
 various other valence interactions (bond angle and torsion)
that all go to zero as bonds are broken with parameters fitted
to a large data set of QM calculations.
ReaxFF has now been established to provide nearly the
accuracy of QM calculations14–16 with computational costs nearly
that of molecular dynamics (MD) with ordinary force fields
(FFs).17,18 This has enabled the simulation of complex sequence
of reactions and multiple intermediates during shock trans-
formation and thermal decomposition of energetic materials,
with application to 3.7million atoms forB100 nanoseconds.19–26
Thus, ReaxFF enables the atomistic description of the chemical
reactions and products in detonation wave defining the CJ state.
Moreover, the reactive molecular dynamics (RMD) using ReaxFF
provide the means for obtaining the equation of state (EOS) of
reacting materials at the atomistic level without the necessity of
ad hoc assumptions about reaction products and their properties.
Indeed we obtain a detailed description of all chemical reactions
during the decomposition processes, including the formation of
carbonaceous clusters generally ignored in previous models. This
allows a direct comparison of the theory with experiment through
the CJ state parameters while providing atomistic information
about the chemical reaction processes and products on each
dynamics step inaccessible from experiments. Moreover it allows
the prediction of these detonation properties prior to experimental
synthesis and characterization, to enable in silico design of new
energetic materials.
According to the classical ZND model, the thermodynamic
quantities of a material in the initial unshocked state and the
final shocked state are related by the conservation equations of
mass, momentum, and energy across the shock front as
r0D = r(D  u), (1)
p  p0 = r0uD, (2)
e + pv + 12(D  u)2 = e0 + p0v0 + 12D2, (3)
where D is the constant velocity of the unsupported detonation
wave, r is the density, u is the velocity of the products behind
the detonation wave, p is the pressure, e is the specific internal
energy, and v is the specific volume. The term ‘‘specific’’ refers
to the quantity per unit mass, while the subscript ‘‘0’’ refers to
the quantity in the initial unshocked state. To determine the
thermodynamic parameters (p,v,T) of the states in detonation
wave, we search for zeroes of the Hugoniot function, derived
from the eqn (1)–(3), similarly to the procedure outlined by
Erpenbeck9 and related approaches3,27–29
H = e  e0  12(p + p0)(v0  v). (4)
The Hugoniot function relates the energy of two thermo-
dynamic states: the initial unshocked state and the shocked
state, so that H = 0 simply expresses the energy conservation in
the shock or detonation wave. The set of (p,v,T) parameters for
which H = 0 determines the Hugoniot curve of shocked states in
the inert (unreacted) material as well as the states along the
Rayleigh line in the reacting material. According to the ZND
model, the explosive material remains inert during the shock
compression at the detonation front, which is considered as a
sudden step-like increase in the temperature and pressure.
Then the chemical reactions start, followed by further increase
in the temperature due to the exothermic energy release and
decrease in the pressure due to the expansion of the reaction
products. As a result, the states in the reacting material follow
the expansion pathway along the Rayleigh line down to the CJ
state on the Crussard curve, which is an expansion isentrope of
the detonation products. In fact, there are many expansion
isentropes corresponding to diﬀerent product compositions,
but only one has a tangent point to the Rayleigh line, which
satisfies CJ condition and is called the CJ state.
Our first test of this ReaxFF Reactive Dynamics to CJ point
protocol (Rx2CJ) is on RDX. Here we start with equilibration of
the RDX supercell containing 96 molecules (or 2016 atoms) at
constant temperature T0 = 300 K and pressure p0 = 1 atm,
obtaining an initial state equilibrium volume v0 = 0.568 cm
3 g1
and density r0 = 1.76 g cm
3 (in a good agreement with the
1.806 g cm3 experimental density of neat RDX).
Then we use ReaxFF to predict the final state in which
complete reaction products are calculated from a long cook-oﬀ
holding the system at a prescribed temperature that leads to
stable products (H2O, CO2, N2, CO etc.). We find that this requires
B250 ps for the energetic materials being considered here.
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Fig. 1 illustrates one example for RDX at T = 2700 K and
V = 0.85 V0. We observe the gradual approach to equilibrium for
the potential energy, as well as the stable compositions of the
final products (inset of figure), indicating that steady state
convergence is reached after 200 ps. Consequently, we average
the properties of the trajectories over the last 100 of the 350 ps
total trajectory. In the earlier energy releasing period within the
first 250 ps, the Hugoniot and potential energy curve trend
downward, indicating the dominance of exothermic chemical
reactions.
To validate that 350 ps was suﬃcient to reach equilibrium,
we extended one case for RDX decomposition up to 550 ps and
calculated the averages of thermal properties and the main
reaction products from 200 ps to 550 ps. The potential energy of
1.127  0.014 kcal g1 for the last 100 ps of the 550 ps simu-
lation agrees with the previous value of 1.130  0.014 kcal g1
averaged between 200 and 300 ps. The product distributions
were also the same as shown in Fig. S2 of the ESI.†
For each specific temperature we obtain a family of Hugoniot
function values by changing the density (volume) of the material.
From these curves we find the Hg = 0 points that determine the
Crussard curve. We determine five Hg = 0 points to describe the
Crussard curve accurately. Each Hg = 0 point corresponds to a
specific temperature. For each temperature, we do at least three
diﬀerent compression ratios to bracket the Hg = 0 case, as shown
in Fig. 2. The compression volume ratios at the intersection
between Hugoniot function for a fixed temperature and the Hg =
0 axis provides the location of one point in the Crussard curve
of Fig. 3a.
We examined the points obtained from Fig. 2 at each
temperature and found that their Hugoniot values remain quite
close to 0. Thus these points provide an accurate description
of the Crussard curve. Then, as shown in Fig. 3a, we fit the
pressure versus V/V0 to a quadratic polynomial that expresses
the evolution of pressure as a function of the volume compres-
sion. The temperature is expressed in the same way, as shown
in Fig. 3b.
Once we have determined the Crussard curve as in Fig. 3, we
can determine the CJ point. The CJ point is the tangent point
Fig. 1 Time evolution of the potential energy per unit mass and reaction
products (inset for the last 100 ps of NVT simulation) for RDX at T = 2700 K
and V/V0 = 0.85. The solid horizontal line shows an average over the final
100 ps of simulation while the dashed lines mark the standard deviation
above and below the average values from five independent simulations.
The corresponding plots for PETN and HMX are included in the ESI.†
Fig. 2 The family of isotherms (spline fitted) for RDX at compression
ratios from 0.60 to 0.85 for five diﬀerent temperatures. For each tem-
perature we did five independent calculations to estimate the standard
deviation error bars. The intersection of these curves with the H = 0 line
provides five points along the Crussard isentrope that are plotted in Fig. 3:
V/V0 = 0.660 at 3000 K, 0.685 at 2900 K, 0.715 at 2800 K, 0.760 at 2700 K,
and 0.830 at 2600 K. The corresponding plots for PETN and HMX are
included in the ESI.†
Fig. 3 Calculation of the CJ state parameters by fitting the Crussard curve
to a series of equilibrium states simulated by the ReaxFF RMD method
(Rx2CJ). (a) The CJ point is the tangent point of the Rayleigh line to the
Crussard curve fitted with a quadratic polynomial. This fitting provides the
CJ point with compression ratio V/V0 = 0.76 and pressure PCJ = 28.62 GPa
for RDX. (b) Equilibrium temperatures for the various points along the
Crussard curve, fitted to a quadratic polynomial. The predicted CJ tem-
perature for RDX30,31 is 2700 K, as indicated by the circle. The corres-
ponding plots for PETN and HMX are included in the ESI.†
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between the Rayleigh line and the Crussard curve, as illustrated
in Fig. 3. Thus, at the CJ point, the derivative of the pressure
along the Crussard curve with respect to the volume is given by
the slope of the Rayleigh line. We represent the Crussard curve
and Rayleigh line as:
P = a0 + a1n + a2n
2 (5)
P = an + b (6)
where n = V/V0
Here, as the shock wave starts from the undisturbed material,
the Rayleigh line starts from the point at (1, 0). As a result, the
Rayleigh line can be expressed as:
P = an  a. (7)
For the Rayleigh line that is a tangent line to the Crussard
curve, we obtain:
a = a1 + 2a2n. (8)
The variables P and a can be eliminated from eqn (5) using
eqn (7) and (8) to obtain the CJ point volume compression
ratio as:
nCJ ¼ 1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ a1 þ a0
a2
r
: (9)
From here, we obtain the CJ temperature by substituting
nCJ into the temperature-compression ratio curve.
We denote this method as the ReaxFF RMD to CJ point
method (Rx2CJ). From the calculated PCJ and nCJ, we calculate
the detonation velocity DCJ, using the following equation
derived from the Hugoniot relations:
DCJ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
PCJ  P0
r0 1 nCJð Þ
s
: (10)
This predicted detonation velocity is important because it
can be measured directly from experiments, providing an overall
validation of the entire computational process of predicting the
CJ state parameters from atomistic simulations.
3. Results and discussions
We applied the Rx2CJ protocol to predict the Crussard curve
and CJ state parameters for 4 systems:
 An RDX supercell containing 96 molecules (or 2016 atoms)
at constant temperature T0 = 300 K and pressure p0 = 1 atm,
obtaining an initial state equilibrium volume v0 = 0.568 cm
3 g1
and density r0 = 1.76 g cm
3, (in good agreement with the
1.806 g cm3 experimental density of neat RDX). This leads to
D = 8266  198 m s1 for RDX, which is 4.7% below the
experimental values of 8639  41 m s1 and 8700 m s1.
 A b-HMX supercell containing 96 molecules (or 2688 atoms)
at constant temperature T0 = 300 K and pressure p0 = 1 atm,
obtaining an initial state equilibrium volume v0 = 0.538 cm
3 g1
and density r0 = 1.86 g cm
3, (in good agreement with the
1.90 g cm3 experimental density of neat b-HMX). This leads to
D = 8401  217 m s1 for b-HMX which is 4.5% below the
experimental values of 8740 m s1 and 8880 m s1.
 A PETN supercell containing 72 molecules (or 2088 atoms)
at constant temperature T0 = 300 K and pressure p0 = 1 atm,
obtaining an initial state equilibrium volume v0 = 0.581 cm
3 g1
and density r0 = 1.72 g cm
3, (in good agreement with the
1.77 g cm3 experimental density of neat PETN). This leads to
D = 7440  209 m s1 for PETN, which is 7.1% below with the
experimental values of 7975 m s1 and 8260 m s1.
 The decomposition of a model mixture of 27 H2 and 27 O2
molecules using the same ReaxFF parameters started an initial
density of 0.09 g cm3 at an initial temperature of 123 K. This
leads to a CJ temperature of 2600 K and a detonation velocity of
2538  377 m s1, which is 9.3% below the experimental
values32, which range from 2800 to 3000 m s1 (see more
details in ESI†).
The predicted CJ parameters are in reasonable agreement
with experiment data, but they are slightly below the experi-
mental values. We believe that this is because the products
evolution shown in Fig. 1 on the timescale up to 350 ps still
contains carbonaceous products (0.47 mol/mol for RDX,
0.52 mol/mol for PETN 0.48 mol/mol for b-HMX). Under
experimental conditions in which the reaction zone persists
for microseconds, much of these carbonaceous materials may
burn oﬀ to form additional gases and hence a higher velocity.
We consider that these results validate the Rx2CJ method for
first principles based predictions of performance properties for
new propellants and explosive materials, where the systematic
underestimate of the experimental velocity will still provide a
valid measure of performance.
Sewell and co-workers33,34 suggested that quantum nuclear
vibrational eﬀects ignored in classical MD, lead to an under-
estimate of the temperature along the Hugoniot curve for weak
to medium shocks (o1 km s1). Moreover, Goldman et al.35
suggest that such problems with classical MD could explain the
discrepancy of their QM simulations with experiments. The
quantum nuclear vibrational eﬀects might slightly aﬀect
the calculated pressure and temperature at the CJ conditions.36
The quantum eﬀects will enhance the chemical reactivity of the
system, allowing it to approach chemical equilibrium more
rapidly.36
The predicted properties at CJ state for the three materials
are collected in Table 1.
Along with these detonation parameters, we can extract from
our simulations detailed distribution of chemical products at
the CJ states. We do this using a bond order based molecular
fragment analysis on the RMD simulation trajectory (tabulated
in ESI†), leading to the results shown in Table 2. These results
are averaged over 3 independent trajectories and over the last
100 ps of the 350 ps simulation.
For example, for each mole of the PETN explosive we find
that the main products at the CJ state are
 1.81 moles of N2 (2.00 experimental),
 3.00 moles of H2O (3.50 experimental),
 2.37 moles of CO2 (3.39 experimental),
 0.18 moles of CO (1.69 experimental) and
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 carbonaceous clusters with an overall composition of
C3.3H0.6N0.3O2.6 containing approximately 49% of the original
C, 32% of the original O and 8% of the original H atoms (these
clusters are not characterized experimentally at the CJ state).
We also found small amounts of other molecules, such as
0.20 moles of NH3, 0.20 moles of OH and 0.27 moles of H2.
The total number of N2, H2 and H2O molecules agrees well
with calorimeter bomb experiment;37 but the prediction for
CO2 from PETN is 30% lower than observed experimentally,
while that of CO is 89% lower. This is because the products in
calorimetric experiments are formed over a timescale of seconds,
allowing further expansion along the Crussard isentrope and
cooling down into the gas phase at normal conditions. However
our constant-volume simulations measure the product composi-
tion at the CJ state for thermodynamic conditions in the hot
compressed material. Thus we end up in a state with temperature
of 2000–4000 K and pressure of 20–50 GPa. As a result, our
simulations show an additional number of carbon and oxygen
atoms remaining agglomerated in small carbon containing
clusters. Although this may affect slightly the resulting product
distribution and the total energy release over the 350 ps time-
scale of our simulations it should allow accurate comparisons
in performance of various materials.
We estimated the mass percentage of carbon clusters, final
products, and other small isolated molecules at the CJ state
conditions for RDX, as shown in Fig. 4(a). About 29% mass of
the system is in the form of clusters containing C, O, N, and H.
To determine the stability and evolution of these clusters in
expanding gases, we applied the ‘‘linear volume expansion’’
procedure24 using variable-volume RMD simulations: here the
system volume V0 is increased very slowly at a linear rate within
100 ps until it expands to 8 V0. The evolution of carbon clusters,
CO2 and CO molecules during the expansion are shown in
Fig. 4(b). As expected, many agglomerates continue to decompose,
producing additional CO2 and CO products. Indeed we saw exactly
the same result in our previous expanded-volume RMD simula-
tions of RDX16 as well as for HMX and TATB.24 We expect that this
after-burning of carbonaceous clusters would aﬀect the predicted
product compositions in expanded gases, bringing it closer to
experiment.
Table 1 Detonation parameters calculated by the Rx2CJ method, compared with experimental data38–41
RDX PETN HMX
ReaxFF Exp138 Exp239 ReaxFF Exp140 Exp239 ReaxFF Exp141 Exp241
Density (g cm3) 1.76 1.767 1.77 1.72 1.67 1.76 1.86 1.832 1.875
PCJ (GPa) 28.62  4.77 22.47  3.09 32.68  3.43
TCJ (K) 2700  56 2460  40 2680  58
VCJ (cm
3 g1) 0.433  0.019 0.445  0.013 0.404  0.021
DCJ (m s
1) 8266  198 8639  41 8700 7440  209 7975 8260 8401  223 8740 8880
Table 2 Detonation products predicted at the CJ state in RDX, PETN, and HMX, compared to calorimeter bomb experiment37,43
RDX PETN HMX
Experiment
confined
(gas phase)
ReaxFF
(condensed)
Experiment
confined
(gas phase)
ReaxFF
(condensed)
Experiment
confined
(gas phase)
ReaxFF
(condensed)
Density (g cm3) 1.76 1.76 1.73  1.74 1.72 1.89 1.86
DH (cal g1) 1452  15 1458  12 1370 1331  15 1479  12 1520  19
Products N2 2.80 2.38  0.04 2.00 1.81  0.02 3.68 3.13  0.03
(mol/mol) H2O 2.34 1.50  0.05 3.50 3.00  0.03 3.18 2.45  0.04
HO 0.24  0.05 0.20  0.06 0.25  0.05
CO2 1.39 1.14  0.03 3.39 2.37  0.06 1.92 1.29  0.03
CO 1.10 0.23  0.02 1.69 0.18  0.01 1.06 0.24  0.02
C(S) 0.44 0.97
H2 0.34 0.43  0.01 0.45 0.27  0.01 0.30 0.41  0.01
NH3 0.028 0.46  0.03 0.038 0.20  0.02 0.39 0.43  0.02
HCN 0.029 0.008
CH4 0.041 0.003 0.039
Material recovery (%)a
C 85.5 45.67 101.5 51.00 75.6 42.5
H 94 91.33 100.1 91.75 104 90.75
N 94.2 87.00 100.8 95.50 97.1 83.63
O 104 66.50 99.7 67.67 101 72.38
(mol/mol) Carbon clusters b 0.47 0.52 0.48
Cluster composition C2.3H0.7N1.0O2.5 C3.3H0.6N0.3O2.6 C2.3H0.7N1.3O2.2
Total molecules 96 72 96
a Number of atoms (% of system total) included in the above products. b Some small aggregates still exist at such high temperature and pressure
conditions in the CJ state.
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To estimate the additional energy release from carbonac-
eous cluster decomposition induced by the expansion simula-
tion of 100 ps, we recompressed the expanded system back to
the CJ volume and temperature over an additional 50 ps (see
Fig. 5). We found that the potential energy release increased
about 2.4% and the pressure increased about 2.1%, leading to a
detonation velocity of 8314 m s1, which isB0.6% higher than
the previous results (8266 m s1).
Some of the minor discrepancies between Rx2CJ prediction
and experiment may reflect inaccuracy in the ReaxFF descrip-
tion and some may arise from imperfections in the experiments
(e.g. nonuniform detonation front conditions and diﬃculties in
precise measurements of detonation temperature and pressure).
Previous studies aimed at predicting the CJ state parameters
were based on the simple nonreactive potentials for intermo-
lecular interactions3,9 and involved Monte Carlo estimates of
statistical ensembles with a predefined set of the reactions over
a small set of molecules (RxMC).27–29 Thus these previous
approaches depend strongly on defining an ad hoc set of the
final products and their reactions for an assumed chemical
equilibrium of their mixture. In contrast, our Rx2CJ approach
predicts the detonation products at the CJ state without any
assumption about their composition. It does this directly from
the ReaxFF RMD simulation of the complex chemical reactions,
starting from the initial neat reactant to obtain the CJ state
thermodynamic conditions. A similar approach employing MD
simulations with the generic reactive AB-potential10 was recently
applied to calculate the CJ state properties as well as complex
cellular structure of the detonation front for an AB-model of a
diatomic explosive.42
4. Summary and conclusions
We propose the first-principles based ReaxFF Reactive Dynamics
to CJ state protocol (Rx2CJ) to predict the thermochemical para-
meters at the CJ state characterizing a self-sustaining detonation
wave in energetic materials. We applied Rx2CJ to three well-
studied explosives (RDX, PETN and HMX) and to a H2/O2 mixture.
The predicted CJ detonation velocities are in good agree-
ment with available experimental data: for RDX, HMX, and
PETN, but systematically low by 4% to 7%. We consider that
part of this modest error may arise because even afterB250 ps
of the system evolution in the NVT simulation, a significant
number of carbon and oxygen atoms remains agglomerated in
small carbonaceous clusters (0.47 mol/mol for RDX, 0.52 mol/mol
for PETN, 0.48mol/mol for b-HMX), while the typical reaction zone
in detonation experiment is thought to be considerably longer
(from nano- to microseconds). Thus, the carbon clusters may
Fig. 4 Evolution of the products with time for RDX RMD simulation as the
volume is expanded linearly by a factor of 8 from the 250 ps point over an
additional 100 ps: (a) the mass percentage of carbon clusters (with more
than 2 carbon atoms per cluster), final products, and other small isolated
molecules for RDX during NVT (at CJ point thermodynamic conditions).
(b) Evolution of mass percentage of carbon clusters and the number of
CO2 and COmolecules normalized by the initial number of RDXmolecules
during the ‘‘linear volume expansion’’ simulation.
Fig. 5 Evolution of the potential energy and pressure during constant
temperature simulation of 8 times volume expansion over 100 ps and the
volume recompression over 50 ps back to the initial volume, followed by
additional 25 ps of NVT equilibration constant volume.
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continue to burn oﬀ to form additional gases, leading to
additional energy release hence a higher velocity.
Indeed, allowing the RDX system volume to expand iso-
entropically by a factor of 8 over an additional 100 ps, we
observed the formation of additional CO and CO2 gases.
We consider that these results validate the Rx2CJ method for
first principles based predictions of performance properties for
new propellants and explosive materials.
This Rx2CJ first principle based protocol for predicting the
CJ point provides the matching point between first principles
based atomistic reaction dynamics simulations and the macro-
scopic properties of detonation. Thus Rx2CJ can now be used
for in silico predictions of the CJ state parameters as a measure
of performance for in silico design of new materials, using it to
assess proposed new high energy materials prior to the diﬃcult
task of their synthesis and characterization. This can be used
to discover new higher performance energetic materials that
might optimize energy release, sensitivity, and environmental
impact.
Our Rx2CJ calculations also provide the detailed properties
and products at the CJ point that could be used as input into
for macroscale continuum simulations of explosives and
propellants.
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