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The General Form of the Law of the Iterated Logarithm 
for Generalized Kolmogorov-Smirnov-Renyi Statistics 
W. KRUMBHOLZ 
Dortmund University 
Communicated by Yu. A. Rozanov 
Chung’s general form of the law of the iterated logarithm for the Kolmogorov 
statistic (Trans. Amer. Math. Sot. 67, 36-50) is generalized to a wide class of 
statistics including some important Renyi statistics. 
1. INTRODUCTION 
Let Xi ,..., X, be independent random variables with a common uniform 
distribution over [0, l] and let F,, denote their empirical distribution function. 
The uniform empirical process is G, = nllz(Fn - I) where I denotes the identity 
function. Let 01, /?, u, z, be real constants satisfying (a) 0 < OL < /3 < 1, (b) 
u 3 0, u + w >, 0, and (c) IL + vt > 0 for all t E [01, /?I. In the present paper the 
general form of the law of the iterated logarithm will be proved for the 
Kolmogorov-Smirnov-Renyi type statistics 
and 
Tn*(“L, B, u, w) = sup I G&l astss u + @n(t)’ (1.2) 
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Put v(t) = (U + vt)(t(l - t))-l’” and for arbitrary x > 0 
A(x; a, /I, 24, w) = i exp (- i x~(cJI(cx))~), if E > -&@ 
= exp(-2x2u(u + 8)) if ’ -28 -,5&s 01 
1 Z-- 
X exp (- ; x”b(8))“)7 
if P, ’ as 
u - 
(0 < 0: </3 < I), (1.3) 
A(x; 0, j3, 24, w) = exp(-2x2u(u + PI)), y ,143 if u , B 
1 =- 
X exp 
(- i ~~(q@))~), if E < 9 
(0 <p < l), (1.4) 
1 
A(x; 01, 1, u, 0) = x exp (- i ~~(tp(a))~), if z 3 e 
= exp(--2x2u(u + er)), if F!<!S-Il?! 
u a 
(0 < OL < l), (1.5) 
A(x; 0, 1, u, w) = exp(-2x2u(u + w)). (1.6) 
Let us give two important examples. In the Renyi case 0 < a! < fi < 1, u = 0, 
w = 1 we get A@; OL, fl, 0, 1) = (l/x) exp(-(a/2(1 - a))$). In the Kolmogorov- 
Manija case 0 < cx < p < 1, u = 1, w = 0 we get 
A@; a, rS, 1,O) = i exp (- 201(1 ‘- aj x2), 
1 if ar>- 
2 
= exp(-2x2), if ix<&</3 
1 
( 
1 =- 
X 
exp - 
2j3(1 - /3) X2 1 ’ 
if PC;. 
In this paper we shall prove 
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THEOREM 1. Let, x, t co. ~5”Iien 
655 
P(T,(a, f3, u, a) > x, i.0.) 
according as 
= P(T,*(a, /3, 24, a) > x, i.0.) = 
0 
11 
1 (1.7) 
c (ll+%2 4% ; a, B, u, -4 (5) UJ. W 
n 
For the special case of Kolmogorov’s statistic, i.e., 01 = 0, /? = 1, u = 1, 
et = 0, Theorem 1 for the statistic (1.1) has been proved by Chung [l]. 
We need the following notation in the sequel: Let [x] denote the greatest 
integer not greater than x and 2 the complement of the set A. Also, i.o. means 
infinitely often. 
2. PROOF OF THE THEOREM 
Let us start the proof by listing some lemmas which are of some interest by 
themselves. 
LEMMA 1. If x, -+ co and x,, = o(#), then there exist constants d1 , d, > 0 
such that for sujiciently large n 
Proof. Lemma 1 
d < ‘tTday 6 ‘? ‘) > xm) 
’ ’ A(xn ; a, /J U, w) ’ dz’ 
is included in [4, Theorem 21. 
LEMMA 2. Lf?t l be an arbitrary real constant. If x, --+ co and x, : 
then there exist two constants d1 , $ > 0 such that for sujiciently large n 
(2.1) 
o(@), 
Proof. Follows immediately from the definitions (1.3)-(1.6) by a simple 
calculation. 
LEMMA 3. There is a constant c > 0 such that for all n > I 
P( Tn(a, B, u, W) G 1) > c. (2.3) 
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Proof. For the special case 01 = 0, 6 = 1, u = 1, er = 0 (2.3) was proved by 
Chung [I, Corollary 11. The proof of Lemma 3 is obtained from Chung’s proof 
by an obvious generalization. 
LEMMA 4. Set 
n, = 1, nk = kvWg 41 (k 3 2). (2.4) 
Let x, t co such that there are two constants cl , c2 > 0 such that for sz@ciently 
large n 
Then 
cl log log n < xn2 < c, log log n; 
c 4xnk: ; % B, u, v) (5) aJ 
k 
according as 
Proof. If we consider the cases v/u > (1 - 2~)/or, (1 - 
(2.5) 
(2.6) 
(1 - 2or)/0r, and v/u < (1 - 2/3)//l separately, the equivalence of (2.6) and (2.7) 
can be proved analogously as Lemma 3 of Feller [3]. 
Let us now start the proof of Theorem 1 for the statistic (I. 1). First we notice 
that it is no restriction to assume that there are constants ci , c, > 0 such that 
(2.5) holds. If, e.g., we have the case v/u > (1 - 2oc)/ar, then for 
x, = (1 + 6)(2(( 1 - a)/~!) log log n)1/2 
we have x:, (l/ n xm2 exp( -(a/2( 1 - a)) x,“) {s} 03 according as 6 {g} 0, and ) 
thus all sequences x,’ with x,’ > 2(2(( 1 - a)/a) log log n)lj2 belong to the upper 
class, and all sequences X: with X: < (1/2)(2(( 1 - ~)/cx) log log n)l12 belong to 
the lower class, where the expressions upper and lower class are used in the 
sense of Levy (cf. Feller [3]). Following Erdos [2] we define a sequence nk by 
(2.4). We put for m > n 
Tn,m(ol, L$ u, v) = sup cm - n)1’2 1 F%& - t 1 , 
aa<, I.4 +mt 
(2.8) 
where I(.) denotes the indicator function of the event standing in the brackets. 
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1. Upper class case. Let z (l/n) x,sA(x,; 01, /?, u, V) < co. If we substitute 
in [3, Lemma 21 of Feller, S, by YG/~Z’JCX, /3, u, v), s, by n112, s,,,, by (RZ - n)1/2, 
vn by x, , S,,, by (m - W~,.m(~, B, u, 4, and B,J by {Tn.+&, 8,~~ 4 d 11, 
it is not difficult to see that Feller’s proof carries over to the proof of 
P(T,(a, /3, u, V) > x, i.o.) = 0. For this purpose we have to use Lemmas l-4 
and the inequality 
(m - np2Tn,,(% 8, u, 4 
2 I m1’2Tm(% 8, 4 q - n1’2Tn(% B, % n)I (m > n). (2.10) 
2. Lower class case. Let C,, (l/n) x,,~A(x,,; CY, /I, u, v) = co. Substituting 
again like in the upper class case it is possible to carry over the proof of [3, 
Lemma l] of Feller. For this purpose we have to use Lemmas 1, 2, 4 and the 
inequality (2.10) several times. In the last step we use the result that we have for 
arbitrary 8 > 0 and for e, > 0 (the case o < 0 is treated analogously) 
= 1 - 2 exp(-26-2 (u + WCY)“) = 1 - 6’, 
and obviously 6’ -+ 0 as 6 ---f 0. Thus, the proof of Theorem 1 for the statistic 
(1.1) is established. 
In order to prove Theorem 1 for the statistic (1.2) we define Sz, = 
{T*(oL, 8, u, V) < log log log n} and A,, = {Tn*(ol, /3, II, w) > x,}. Theorem 1 for 
(1.1) yields 
P(L& i.0.) = 0. (2.11) 
Using (2.11) it is easy to show that for an arbitrary sequence of events D, 
P(D, i.o.) = P(DJ2, i.o.) 
holds. Without loss of generality we may assume again that (2.5) holds. Thus we 
have for all w E Q, 
1 - x,2 < 1 - n-1’2 w log log log 1z < (24 + WI;‘,(t))/@ + nt) 
< 1 + n- a log log log n < 1 + xiB, (2.12) 
if n is sufficiently large. 
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Putting 8, = (T,(cG P, u, 4 > ~(1 + %“)I, G, = {Tn(a, B, u, v) > 4 I- x;“)>, 
we get from (2.12) 
B,Q, C A,$, C C,,Q,, (2.13) 
for sufficiently large n. 
Let Cn ( 1 /~)G~A(G; 01, B, u, w) < co. From Lemma 2, Theorem 1 for the 
statistic (l.l), (2.11), and (2.13) we obtain 
P(C, i.o.) = P(A,$, i.o.) = P(A, i.o.) = 0. 
I f  on the other hand Cn (l/n) x,,~A(x,; OL, /3, u, w) = cc we get from Lemma 2, 
Theorem 1 for (l.l), (2.11), and (2.13) 
P(B,, i.o.) = P(B,& i.o.) = P(A, i.o.) = 1. 
Thus, the proof of Theorem 1 also for the statistic (1.2) is established. 
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