Abstract. Let φ be a one-to-one analytic function of the unit disk D into itself, with φ(0) = 0. The origin is an attracting fixed point for φ, if φ is not a rotation. In addition, there can be fixed points on ∂D where φ has a finite angular derivative. These boundary fixed points must be repelling (abbreviated b.r.f.p.). The Koenigs function of φ is a one-to-one analytic function σ defined on D such that φ = σ −1 (λσ), where λ = φ (0). If φ K is the first iterate of φ that does have b.r.f.p., we compute the Hardy number of σ, h(σ) = sup{p > 0 : σ ∈ H p (D)}, in terms of the smallest angular derivative of φ K at its b.r.f.p.. In the case when no iterate of φ has b.r.f.p., then σ ∈ p<∞ H p , and vice versa. This has applications to composition operators, since σ is a formal eigenfunction of the operator
Introduction
Let φ be a one-to-one and analytic function of the unit disk D into itself, with φ(0) = 0, and which is not a rotation. Then 0 < |φ (0)| < 1 and, by Schwarz's Lemma, the iterates of φ converge uniformly on compact subsets of D to 0. A classical result of Koenigs yields a one-to-one analytic function σ defined on D, with image G = σ(D), such that σ • φ = λσ where λ = φ (0). Thus, λG ⊂ G, and the action of φ on D is conjugated through σ to multiplication by λ on G. For this reason, the set G is called a geometric model. Koenigs's theorem was introduced in the context of iteration theory to study the iterates of φ near the fixed point 0. Here we will relate the growth of σ near ∂D and the geometry of the image region G to the dynamics of φ near ∂D. We will write φ n to denote the nth iterate of φ.
Note that under our assumptions, the function φ does not need to extend, even continuously, to ∂D. However, one can consider classical generalized notions of limit and derivative at a point ζ ∈ ∂D, namely the notions of non-tangential limit and angular derivative. In this article, we will examine points ζ ∈ ∂D where φ has non-tangential limit ζ, hence can be called fixed, and where φ has a finite angular derivative, which we will call the multiplier at ζ and write as φ (ζ). It follows from the Denjoy-Wolff theorem that φ (ζ) > 1; see [9] , p. 78, for a recent exposition. So, following the classification of fixed points in the theory of the iteration of rational maps, we can call such a point ζ a boundary repelling fixed point (b.r.f.p.) for φ.
Recall that, for 0 < p < ∞, the Hardy space H p (D) is the space of analytic functions f on D such that
Our starting point is a result of [10] which states that if a map φ as above has a b.r.f.p., then the geometric model G = σ(D) contains a twisted sector (see Definition 4.1), and σ does not belong to H p (D) for p large. In [6] and [7] , we completely characterized the connection between the Hardy class of σ, i.e. the p's for which σ ∈ H p (D), and the geometry of G = σ(D). The main purpose of this paper is to relate the b.r.f.p. of φ or iterates of φ to the geometry of G = σ(D) and to the "size" of the Koenigs map σ. Namely, we will find an exact formula for the Hardy number of σ (see Definition 2.1) in terms of the multipliers at the b.r.f.p.. To do this we need to deal with a generalized notion of "basin of attraction" near each b.r.f.p..
Our study has application to the spectral theory of the composition operator C φ acting on the analytic functions f defined on D by C φ (f ) = f • φ. In fact, we will show that the shape of the spectrum for the operator C φ acting on the classical Hardy space H 2 (D) is completely determined by φ (0) and the multipliers at the b.r.f.p. This result is in agreement with the work of H. Kamowitz [4] , who, with entirely different techniques, analyzed the spectra of composition operators C φ acting on H p (D), 1 ≤ p < ∞, under the assumptions that the symbol φ is analytic in a neighborhood of D.
Preliminaries
We first need to recall some notations that we introduced in [6] and [7] . In [6] , Lemma 3.2, we considered the set V = int( n≥0 λ n G) ⊂ G, which we called the invariant set of G. Since V is open, we write V = j V j , where V j are the connected components of V . The invariant set V satisfies λV
there is a smallest integer K ≥ 1 such that λ K V j = V j , and we called K the period of V j . In [7] , Lemma 6.8, we showed that when V has some periodic components they all have the same period. Moreover, since for each periodic component V 0 of period K ≥ 1 multiplication by λ K is an automorphism of V 0 , there is a conformal map ψ 0 of the upper half-plane H onto V 0 and a number t 0 ∈ (0, 1) such that ψ 0 (t 0 z) = λ K ψ 0 (z) ( [7] , Lemma 6.8). We say that ψ 0 is the model of V 0 , and t 0 is the step of V 0 . Also we call Γ 0 = ψ 0 ({yi : y > 0}) the axis of V 0 . Note that Γ 0 is the only geodesic in the hyperbolic metric of V 0 that is invariant under multiplication by λ K ; in particular, Γ 0 connects 0 to infinity. Definition 2.1. If ψ is an analytic function on D, we let h(ψ) = sup{0 < p < ∞ :
be the Hardy number of ψ.
Recall that
So the Hardy class of ψ is an interval:
If Ω is a simply connected set, then given any pair of one-to-one and analytic maps of D onto Ω, ψ andψ, we have ψ ∈ H p (D) if and only ifψ ∈ H p (D). So in this case we can write that Ω ∈ H p (D). Likewise, we set h(Ω) = sup{0 < p < ∞ : Ω ∈ H p (D)}. In [7] , we showed that the Hardy number of the Koenigs map σ can be computed in terms of the invariant set V of G:
ranging over all the components V j of V . Also, we showed that for every wandering component we have h(V j ) = ∞, and that for a periodic component V 0 with period K and step t 0 we have h(V 0 ) = log(t 0 )/ log(|λ| K ). So (2.1) means that either V has no periodic components in which case h(σ) = ∞, or there is a periodic component
Recall that a composition operator with symbol φ is defined by C φ (f ) = f • φ, and is bounded on the Hardy spaces H p (D), 0 < p < ∞. In [7] , together with some recent results of P. Bourdon and J. Shapiro, we obtained a formula, in terms of h(σ), for the essential spectral radius, r e (C φ ), of the composition operator C φ acting on H 2 (D):
The case r e (C φ ) = 0 corresponds to h(σ) = ∞, and therefore to the case when the invariant set V does not have periodic components. When r e (C φ ) > 0, then V has periodic components, say of period K ≥ 1, and there exists a periodic component V 0 with step t 0 such that r e (C φ ) = |λ| h(V0)/2 = t K 0 . Now let V 0 be a periodic component of the invariant set V of period K ≥ 1, and let Γ 0 be its axis. Note that σ cannot be constant on an arc of ∂D, because, being one-to-one, σ ∈ H p (D) for p ∈ (0, 1/2) (Theorem 3.16 of [3] ). Thus, σ −1 (Γ 0 ) is a curve in D tending to a unique point ζ(V 0 ) on ∂D. Hence, the correspondence V 0 → ζ(V 0 ), from periodic components of V to points of ∂D, is well-defined. Our main theorem will show that this correspondence is injective and that its range consists of all the b.r.f.p. of φ K . We call
, which connects 0 to ζ(V 0 ), is the unique geodesic in the hyperbolic metric of W 0 that is fixed by φ K . We will show that σ −1 (Γ 0 ) is perpendicular to ∂D at ζ(V 0 ), and that the set W 0 has an inner tangent at ζ(V 0 ). That is to say, for every β ∈ (0, π/2) there is an = (β) > 0 such that the truncated cone
is contained in W 0 . In particular, it follows that
So, W 0 can be thought of as a "basin of attraction" for φ
Finally, by a theorem of Ostrowski (see Theorem 11.5 of [8] or Theorem 3 of [5] ), W 0 has an inner tangent at ζ(V 0 ) if and only if for any Riemann map F of D onto W 0 which fixes ζ(V 0 ), the argument of the derivative of F converges to 0 non-tangentially at ζ(V 0 ). In the last section of this paper, we give a negative answer to the following natural question: does W 0 have an angular derivative at ζ(V 0 )? In our example, the set W 0 is actually equal to int( n≥0 φ n (D)) and has an inner tangent at 1. Every iterate φ n has a boundary fixed point at 1 and has a finite angular derivative at 1. So, the sets φ n (D) all have an angular derivative at 1 with respect to ∂D. But, W 0 does not, i.e. any Riemann map F of D onto W 0 that fixes 1 does not have an angular derivative at 1.
Statement of the main result
We establish a one-to-one correspondence between the periodic components of V , and the b.r.f.p. of the iterate φ K , where K ≥ 1 is the common period of the periodic components. Also, we obtain a formula connecting the multiplier at a given b.r.f.p. and the Hardy number of the corresponding periodic component. This yields the following dichotomy. Either no iterate of φ has a finite angular derivative at a boundary fixed point-and this happens if and only if the invariant set V has no periodic components, hence if and only if h(σ) = ∞-or else the iterates of φ K , where K is the common period of the periodic components of V , are the only iterates of φ that do have b.r.f.p. Moreover, in the latter case, in view of the result of [7] mentioned above, we obtain a formula for h(σ) in terms of the smallest angular derivative of φ K at its boundary fixed points. 
(ii) A point ζ ∈ ∂D is a boundary fixed point of φ n , n ≥ 1, and φ n has a finite angular derivative at ζ if and only if ζ = ζ(V 0 ) for some periodic component
The next corollary follows from Theorem 3.1 (ii). 
where K is given by Corollary 3.2 (II).
Note that the minimum in (3.1) is attained because it is attained in (2.1) and because of the one-to-one correspondence of Theorem 3.1 between periodic components and b.r.f.p. (see also Proposition 2.46 of [2] ). 
is of type (I), while if φ is of type (II), then
Proof. If φ is of type (I), V has no periodic components, by Theorem 3.1 (ii); hence h(σ) = ∞ by (2.1). Otherwise, the formula for h(σ) follows from Theorem 3.1 (iii) by the remarks right after (2.1).
Finally, C. Cowen and B. MacCluer (see [1] or Theorem 7.30 on p. 289 of [2] ) showed that, under the same assumptions on φ as in Theorem 3.1, the spectrum of C φ acting on H 2 (D) has the following form:
Our next result allows one to determine the shape of the spectrum of C φ in terms of the derivative of the symbol φ at the origin and the possible angular derivatives at boundary fixed points of φ or some iterate of φ. 
Proof of the main theorem
We start by showing the injectivity, part (i) of Theorem 3.1. Consider two periodic components V 0 , V 1 with ζ(V 0 ) = ζ(V 1 ) = ζ, and assume that V 0 and V 1 are distinct. For j = 0, 1, let W j = σ −1 (V j ), let Γ j be the axis of V j and let γ j = σ −1 (Γ j ). As we said above, γ 0 and γ 1 are curves in D connecting 0 to ζ. So they bound a simply connected region Ω ⊂ D such that ∂Ω = {0} ∪ γ 0 ∪ γ 1 {ζ}, and in particular Ω ∩ ∂D = {ζ}. Recall that V 0 and V 1 have the same period K ≥ 1. Hence, φ K (γ j ) = γ j , for j = 0, 1. Also, φ K (Ω) is a simply connected region in D \ (γ 0 ∪ γ 1 ) whose boundary coincide with ∂Ω. Therefore, φ K (Ω) = Ω. So Ω is contained in the invariant set of φ, i.e. Ω ⊂ W = int( n≥0 φ n (D)). On the other hand, Ω∩W j = ∅ for j = 0, 1, which is a contradiction since W 0 and W 1 are distinct connected components of W . Thus, (i) is proved. Now we prove part (ii) of Theorem 3.1. First, assume that V 0 is a periodic component. Note that φ mK (z) tends to ζ(V 0 ) as z tends to ζ(V 0 ) along σ −1 (Γ 0 ). So, by Lindelöf, φ mK has non-tangential limit ζ(V 0 ) at ζ(V 0 ). Moreover, for w ∈ σ −1 (Γ 0 ), if ρ D and ρ H denote respectively the hyperbolic distance on D and on H,
For the converse we introduce the notion of a twisted sector, which first appeared in [10] . Our definition of twisted sector is phrased differently, but is equivalent, to the one in [10] . For z ∈ C and r > 0, B(z, r) = {w ∈ C : |z − w| < r}. If E ⊂ C \ {0}, and > 0, we set Assume that ζ 0 ∈ ∂D is a b.r.f.p. of φ n , n ≥ 1. We need to show that the set V = int( j≥0 λ j G) does have periodic components, say of period K ≥ 1, that there is one periodic component V 0 such that ζ(V 0 ) = ζ 0 , and that n = mK for some integer m ≥ 1. Suppose that we can find a component V 0 of the set V (n) = int( j≥0 λ jn G) (the invariant set for φ n ) such that V 0 is of period one with respect to multiplication by λ n , i.e. λ n V 0 = V 0 , and such that ζ(V 0 ) = ζ 0 . Then, since V = V (n) , V 0 must be a periodic component of V , and therefore we must have n = mK, where K is the period of the periodic components of V . So we only need to show that if ζ ∈ ∂D is a b.r.f.p. for a map φ as in Theorem 3.1, then the corresponding invariant set V has a periodic component V 0 of period 1 such that ζ(V 0 ) = ζ.
Let ζ ∈ ∂D be fixed by φ and assume that φ has a finite angular derivative A > 1 at ζ. For convenience, let's move to the upper-half plane H via the map τ (z) = ζ(z − i)/(z + i); hence let Φ = τ −1 • φ • τ and Σ = σ • τ . Then, infinity is a boundary fixed point for Φ and Φ has a finite angular derivative there, i.e. z/Φ(z) converges to a number A > 1 as z tends to infinity non-tangentially. Let γ = Σ({yi : y ≥ 1}). Then, in the proof of Proposition 3.3 of [10] it is shown that γ supports a twisted sector of width that is contained in G, for some > 0. For all n ∈ N, let γ n = λ n γ. Recall that, by Schwarz's lemma, 0 < |λ| = |φ (0)| < 1. By Remark 4.2
Since γ n connects 0 to ∞, for every n ∈ N we can find ζ n ∈ γ n ∩ ∂D. Also, γ n is parameterized by Σ • Φ n (yi), for y ≥ 1, so we can assume that ζ n = Σ • Φ n (y n i) is the last point of γ n belonging to D. Setγ n = Σ • Φ n ({yi : y ≥ y n }).
Claim 4.3. There is a connected component V 0 of the invariant set V of G, such that for every integer
Proof. By (4.1), B(ζ n , ) ⊂ λ n G. Let ζ n k be a subsequence converging to ζ ∈ ∂D; then for some k 0 ∈ N, and for every k ≥ k 0 , we have
Hence B(ζ, /2) ⊂ n≥0 λ n G, i.e. B(ζ, /2) ⊂ V . Let V 0 be the connected component of V containing B(ζ, /2). We can assume thatγ n k V 0 = ∅, for all k ∈ N. Now, suppose that for infinitely many k we can find
where c = ( /2)/(1 + /2). Now, multiply each z k by λ m k , where the power m k ∈ N is chosen so that for all k ∈ Ñ
Notice that m k ≥ 0, because z k ∈ D. Then, for infinitely many k we have:
Again assume, by passing to a subsequence, thatz k converges to a point ξ ∈ Q. By the same argument as above, using (a), B(ξ, c|ξ|) is contained in the invariant set V . Let V 1 be the connected component of V containing B(ξ, c|ξ|). Choosẽ
From the proof of Claim 4.3, we could already deduce that V 0 must be a periodic component of V . But, we also want to show that its period must be 1. That's the content of our next claim Proof. Letγ =γ N be given as in Claim 4.3.
Definition 4.5.
Let Ω be a simply connected region with hyperbolic metric ρ Ω , and let F ⊂ Ω. We say that U is a hyperbolic neighborhood of F in Ω, if
for some constant 0 < C < ∞.
Then, S [γ] contains a hyperbolic neighborhood ofγ in G. In fact, if w ∈ G satisfies ρ G (w, z) < C, for some z ∈γ, then
See [10] , Lemma 3.2. But, since G = C, there is a constant
On the other hand, notice that Σ −1 (γ) = Φ N ({yi : y ≥ y N }). The fact that Φ has an angular derivative at infinity implies that Φ N also has an angular derivative at infinity. So Σ −1 (γ) is asymptotic in the Riemann sphere to the imaginary axis at infinity, i.e. given any hyperbolic neighborhood of Σ −1 (γ) in H, the upper half imaginary axis is eventually contained in it. So, for R > 0 large enough, Σ({yi : y ≥ R}) is contained in S /2 [γ] . By the same argument, we also have
. That is to say, Σ({yi : y ≥ R }) and λΣ({yi : y ≥ R }) are both contained in
Let Γ 0 be the axis of V 0 . The preimage Σ −1 (Γ 0 ) is a curve in H starting at i and converging to a unique point of ∂H in the Riemann sphere. The next claim shows that such a point must be infinity, and hence proves the converse, completing the proof of part (ii) of Theorem 3.1.
Claim 4.6. The curve
Proof. Fix 0 < δ < π/2, and consider
We claim that we can choose δ small enough so that for every
Suppose not. Then we can pick a sequence z n ∈ ψ 0 (K δn ), with δ n tending to zero as n tends to infinity, such that for all n ∈ N
Letz n = λ mn z n , with the appropriate power m n so that
Then (4.2) still holds with z n replaced byz n . Now, let ξ be the limit of a subsequencez nj . For some j 0 ∈ N, and for all j ≥ j 0
Let ∆ be a small open neighborhood of ψ −1 0 (ξ) in H. Since δ n tends to zero, eventually
which is a contradiction, because eventuallyz nj ∈ ψ 0 (∆). Therefore, by Claim 4.3, ifγ =γ N , we can choose
0 (γ) is a curve which tends to infinity. Thus, {yi : y ≥ R} is contained in a hyperbolic neighborhood of ψ −1 0 (γ) in H for some R > 0. That is to say, applying the map
. But, since the hyperbolic metric of H is bounded above by the hyperbolic metric of Σ −1 (V 0 ), and since Φ N ({yi : y ≥ y N }) is asymptotic in the Riemann sphere to the imaginary axis at infinity, we have that Σ −1 (Γ 0 ) is contained in a hyperbolic neighborhood of {yi : y ≥ R }, for some large R . The claim follows from this.
Now, we want to show part (iii) of Theorem 3.1. For all n ∈ N, let z n = ψ 0 (t −n 0 i) ∈ Γ 0 , and w n = Σ −1 (z n ). We need the following geometric property of Σ −1 (Γ 0 ). For all n ∈ N, consider the curveΓ n = Σ −1 •ψ 0 ({yi : y ≥ t −n 0 }), which is the part of the curve Σ −1 (Γ 0 ) which starts at w n and, by Claim 4.6, tends to infinity in a hyperbolic neighborhood U θ = {z ∈ H : |arg(z) − π/2| < θ}, θ ∈ (0, π/2), of the imaginary axis. Letw n be a point ofΓ n such that Im(w n ) = min{Im(w) : w ∈Γ n }.
Claim 4.7.
There is a constant C 0 > 0 and some n 0 ∈ N such that for all n ≥ n 0
Proof. Since Φ has a finite angular derivative A > 1 at infinity, there is a constant R > 0 such that, for all z ∈ U θ \ {|z| ≤ R},
Choose n 0 so that |w n | > R for all n ≥ n 0 . For m ∈ N, m ≥ 1, let v m be a point such that
On the other hand,
So, for some constant C 0 > 0 depending only on t 0 , and by (4.
The claim follows because m is arbitrary. Now, consider the following sequence of maps:
For all n ∈ N, Ψ n maps H conformally onto λ n G, and Ψ n (i) = λ n z n = z 0 . In particular, {Ψ n } is a normal family. Let Ψ be the normal limit of a subsequence Ψ n k . Then, since Ψ n k (H) = λ n k G, Ψ(H) ⊂ V , and since Ψ n k (i) = z 0 , Ψ(H) ⊂ V 0 . On the other hand, V 0 ⊂ Ψ n k (H), for all k ∈ N. So Ψ(H) = V 0 . Moreover, by the Hurwitz theorem, Ψ is one-to-one. Thus Ψ −1 • ψ 0 is an automorphism of H that fixes i. 
, by Claim 4.6 there is an absolute constant 0 < θ < π/2 such that Σ −1 (λ −n k K m ) is contained in a sector U θ . In particular, there is a constant
So, we can find a hyperbolic neighborhood U of {yi : y ≥ 1} in H such that Ψ −1 n k (K m ) ⊂ U for all k ∈ N and all m ≥ 1. Letting k tend to infinity, Ψ −1
Letting m become large, we see that this geodesic must tend to ∂H while staying in U , and therefore it can only be {yi : y ≥ 1}. Hence Ψ −1 • ψ 0 fixes the upper half of the imaginary axis and fixes i. So, it must be the identity.
We conclude that the only possible limit for any subsequence of {Ψ n } is ψ 0 . Therefore, the whole sequence {Ψ n } converges to ψ 0 .
We can now compute the angular derivative of Φ at infinity in terms of V 0 . Let
as n tends to infinity. In particular, Φ • π n (i) = Φ (w n ) tends to t 0 as n tends to infinity. So, by Claim 4.6, the angular derivative of Φ at infinity is 1/t 0 , completing the proof of (iii).
Finally, we show part (iv) of Theorem 3. 
is eventually contained in any hyperbolic neighborhood of P . Note that π k (I 1 ) = [w n , w n + i(t
. So, to show that Σ −1 (Γ 0 ) is eventually contained in any hyperbolic neighborhood of the imaginary axis, it is enough to show this for the sequence {w n } ∞ n=0 . Notice that
as n tends to infinity. So,
as n tends to infinity, by (4.5).
To show that σ −1 • ψ 0 (H) has an inner tangent at ζ(V 0 ) we proceed similarly, by considering the fact that Ψ −1 n • ψ 0 converges to the identity map on every fixed hyperbolic neighborhood of I 1 . So Theorem 3.1 is proved. •ψ 0 is semi-conformal at infinity; see [5] , definition 2. To prove that Σ −1 • ψ 0 has an angular derivative at infinity, it would be enough to show that t n 0 Im(w n ) converges as n tends to infinity. Notice that Σ −1 • Ψ n = Φ n • π n . Thus, (Φ n • π n ) converges to (Σ −1 • ψ 0 ) uniformly on compact subsets of H. Evaluating at i and multiplying above and below by t 0] to such a region G, we obtain a geometric model. Iterating translation by −1 on G, we are left with S. Therefore, the invariant set in this case has only one component, which is periodic of period 1. Let Σ denote the Koenigs map from H to G ∪ D. ConsiderΣ(z) = Σ(ie z ) defined on S. There is a curve γ ⊂ S starting at 0, with sup{Re(z) : z ∈ γ} < +∞, such thatΣ maps γ onto (−1, 0]. So, F = logΣ maps S \ γ conformally onto G. Moreover, F does not have an angular derivative at +∞; see Definition 7. of [5] , because Area({z ∈ G \ S : Re(z) > s}) = ∞, for all s > 0. This can be shown using Ahlfors's distortion theorem; see equation (15) of [5] . In particular, F −1 restricted to S also doesn't have an angular derivative at +∞. Now, the map ψ 0 of H onto the periodic component {z ∈ C : Re(z) > 0} can be chosen to be ψ 0 (z) = −iz. Thus, the map
does not have an angular derivative at infinity.
