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We investigate the possibility of charged pion condensation in the presence of parallel rotation
and magnetic field within the Nambu–Jona-Lasinio model with quarks as the fundamental degrees
of freedom. Previous study based on non-interacting Klein-Gordon theory for pions showed that
the charged pions will undergo Bose-Einstein condensation under this circumstance [Y. Liu and
I. Zahed, Phys. Rev. Lett. 120, 032001 (2018)]. In this work, we take into account the internal
quark structures of charged pions self-consistently through quark polarization loops in an interacting
theory, i.e., the Nambu–Jona-Lasino model. The stability of the system against the formation of
charged pion condensation, i.e., a nonzero expectation value of the composite charged pion field
u¯iγ5d, is explored. We find that two competing effects are induced by the rotation: the isospin
enhancement which favors charged pion condensation and the spin breaking which disfavors the
condensation. For a strong magnetic field (
√
eB ∼ 1GeV) and system size of a few fermi, the
isospin enhancement effect is stronger than the spin breaking one, and the charged pion condensation
becomes energetically favored beyond a critical angular velocity of a few MeV.
I. INTRODUCTION
Relativistic heavy ion collisions are able to realize sev-
eral extreme conditions ever found in our Universe: ultra-
high temperature [1, 2], strong electromagnetic (EM)
field [3, 4], and fast rotation [5–7]. The properties of
quantum chromodynamics (QCD) at ultra-high tempera-
ture, i.e., the quark-gluon plasma, can be experimentally
studied in central collisions [8, 9]. On the other hand,
it has been noticed in recent years that strong EM field
and fast rotation can be realized in peripheral collisions
where large electric charges of the spectators and angular
momentum are involved [10–14]. However, the proper-
ties of QCD matter at strong EM field and fast rotation
are quite mysterious, including several unsolved prob-
lems such as the inverse magnetic catalysis effect [15, 16]
and the ”sign puzzles” of the local polarizations of Λ hy-
peron [13, 17–20]. Moreover, at high enough temperature
where the chiral symmetry is restored and the quarks be-
come almost massless, the QCD matter shows intriguing
features at strong EM field and fast rotation induced by
the quantum anomaly of chiral fermions, such as the chi-
ral magnetic effect and the chiral vortical effect [21–23].
In this work, we focus on QCD matter in a specific
circumstance with parallel rotation and magnetic field
(PRM), for which there are already several interesting
findings. The effect of PRM on the dynamical chiral
symmetry breaking was studied in [24]. It shows that
the rotation plays the same role as the baryon chemical
potential and thus leads to chiral symmetry restoration
even in a strong magnetic field. The transport properties
of chiral fermions in PRM was investigated in [25]. It was
found that in the lowest Landau level (LLL) approxima-
tion, PRM would induce axial current along the direc-
tion of the magnetic field or angular velocity, i.e., the so
called “anomalous magnetovorticity effect”. While these
studies were based on theories with quarks as elemen-
tary degrees of freedom, another exploration based on
theories with mesons (or explicitly pions) as elementary
degrees of freedom [26] found that charged pion conden-
sation (CPC) forms at sufficiently fast rotation, due to
the energy splitting of π+ and π− mesons under PRM.
Although it is very interesting to explore the inter-
play among the dynamical chiral symmetry breaking, the
charged pion condensation, and the magnetovorticity ef-
fect under PRM, this work is devoted to study the pos-
sibility of CPC based on an interacting chiral effective
model with quarks as elementary degrees of freedom,
i.e., the Nambu–Jona-Lasino (NJL) model [27–29]. It
is known that in a strong magnetic field, even the neu-
tral pion is strongly influenced through its internal quark
structure [30–34]. However, previous study based on non-
interacting Klein-Gordon theory of charged pions ignored
their internal quark structures [26]. Therefore, it is nec-
essary to check the possibility of CPC induced by PRM
using an interacting theory with quarks as elementary
degrees of freedom. Our motivation is as follows. We
take π+ = d¯iγ5u for example. Applying a magnetic field
will align both the spins of u and anti-d quarks along
its direction because both quarks have positive charges.
If we further turn on a parallel rotation in the system,
the situation does not change. Finally, we would expect
the total spin of u and anti-d quarks to be 1 because of
the polarization effect, which contradicts with the pseu-
doscalar nature of π+. According to this spin breaking
picture, we may conclude that CPC is not favored in
PRM, similar to the pure magnetic field case [35].
The CPC was previously predicted to the ground
state of QCD at finite isospin density, when the isospin
chemical potential becomes larger than the vacuum pion
mass [36–46]. With increasing isospin density, the system
undergoes a crossover from a Bose-Einstein condensation
of charged pions to a Bardeen-Cooper-Schrieffer super-
fluid of Cooper pairs of quarks and anti-quarks [41]. The
2effect of a magnetic field on the CPC at finite isospin
density was also studied within the NJL model [35], Lat-
tice QCD simulation [47], linear sigma model [48], and
Klein-Gordon theory [49]. It was shown that the criti-
cal temperature of CPC increases with increasing mag-
netic field at a given isospin density [48, 49]. Besides,
the chiral soliton lattice, an inhomogeneous state of neu-
tral pion condensation was predicted in the chiral per-
turbation theory at finite baryon chemical potential with
magnetic field [50]. However, it was shown to be unsta-
ble to CPC at large magnetic field or baryon chemical
potential [50].
In this work, we focus on the possibility of CPC in-
duced by rotation in a strong magnetic field. In addi-
tion to the spin breaking effect in a magnetic field, the
rotation will play the role of an effective isospin chemi-
cal potential, which favors the CPC. We study the sta-
bility of the system against the formation of CPC, i.e.,
a nonzero expectation value of the composite charged
pion field u¯iγ5d. We show that in the presence of PRM,
there exist two competing effects: the isospin enhance-
ment which favors charged pion condensation and the
spin breaking which disfavors the condensation. For a
strong magnetic field (
√
eB ∼ 1GeV) and system size of
a few fermi, the isospin enhancement effect is stronger
than the spin breaking one. We find that the charged
pion condensation becomes energetically favored beyond
a critical angular velocity of a few MeV, much smaller
than the energy scale of the magnetic field.
The paper is organized as follows. In Sec.II, we present
the NJL model in rotating frame with a parallel magnetic
field, construct the quark propagator and then obtain the
gap equation for the dynamical quark mass. In Sec.III,
the stability of the QCD system against CPC is studied
via a Ginzburg-Landau-like approach and the numerical
results are illuminated. We summarize in Sec.IV. The
natural units c = ~ = kB = 1 is used throughout.
II. NAMBU–JONA-LASINIO MODEL IN
ROTATING FRAME
In order to explore the influence of the internal struc-
tures of pions on the formation of charged pion conden-
sation, we adopt the two-flavor NJL model with u and d
quarks as the fundamental degrees of freedom [29]. We
consider a system under the circumstance of a global ro-
tation with angular velocity Ω = Ωzˆ and a constant par-
allel magnetic field B = Bzˆ. In the rotating frame, the
action of the system can be conveniently given in curved
spacetime by
S =
∫
d4x
√
− det(gµν)L(ψ¯, ψ), (1)
where the Lagrangian density is given by
L = ψ¯ [iγµ(Dµ+Γµ)−m0]ψ+ Lint
Lint =G
[
(ψ¯ψ)2+(ψ¯iγ5τψ)
2
]
. (2)
Here ψ = (u, d)T represents the two-flavor quark field,m0
is the current quark mass, G is the coupling constant, τi
(i = 1, 2, 3) are the Pauli matrices in the flavor space,
and
Dµ = ∂µ + iqˆAµ (3)
is the covariant derivative, with the electric charge matrix
qˆ = diag(qu, qd) and the vector potential Aµ presenting
EM field in curved spacetime.
The rotating frame is characterized by the spacetime
metric given by
gµν =


1− (x2 + y2)Ω2 yΩ −xΩ 0
yΩ −1 0 0
−xΩ 0 −1 0
0 0 0 −1

 , (4)
then det(gµν) = −1. The coupling to spin is presented
by the affine connection Γµ which is defined in terms of
the spin connection ωµij and the vierbein e
µ
i as
Γµ = − i
4
ωµijσ
ij ,
ωµij = gαβe
α
i
(
∂µe
β
j + Γ
β
µνe
ν
j
)
,
σij =
i
2
[
γi, γj
]
. (5)
The Greek and Latin letters denote the indices in coor-
dinate and tangent spaces, respectively, and Γβµν is the
Christoffel symbol related to the derivatives of the metric
gµν with respect to the coordinates. In the following, we
can choose et0 = e
x
1 = e
y
2 = e
z
3 = 1, e
x
0 = yΩ, e
y
0 = −xΩ,
and other components are zero [51].
The symmetric gauge will be chosen for the vec-
tor potential in the inertial frame, that is Ai =
(0, By/2,−Bx/2, 0), which just results in B = Bzˆ. By
substituting Eq.(4) and (5) into Eq.(2), we eventually
obtain [24]:
L = ψ¯
{
γ0
[
i∂t +Ω
(
Lˆz + Sˆz
)]
+ iγ1Dx + iγ
2Dy
+ iγ3∂z −m0
}
ψ + Lint, (6)
with the orbital angular momentum operator Lˆz ≡
−i(x∂y − y∂x) and the spin operator Sˆz ≡ σ12/2. We
have defined Dx = ∂x + iqˆBy/2 and Dy = ∂y −
iqˆBx/2 for convenience. Note that in the rotating
frame, the vector potential is given by Aµ = Aie
i
µ =
(−BΩr2/2, By/2,−Bx/2, 0), which leads to an electric
field. However, A0 = −BΩr2/2 does not appear in Eq.(6)
because the gamma matrix γ0 = γieti cancels it out [24].
A. Fermion propagator
We first derive the fermion propagator under PRM
background. To this end, we consider the one-flavor
3fermion with constant mass m and electric charge q for
convenience. The Dirac equation is given by{
γ0
[
i∂t +Ω
(
Lˆz + Sˆz
)]
+ iγ1Dx + iγ
2Dy
+ iγ3∂z −m
}
ψ = 0. (7)
Consider the case qB > 0 first. Working in cylindrical
coordinate system with x = r cos θ and y = r sin θ, the
solution of this Dirac equation with energy E can be
expressed as [24]
ψ = e−i (Et−pzz)Hn,l(θ, r) un,l(pz),
Hn,l(θ, r) = P↑χn,l(θ, r) + P↓χn−1,l+1(θ, r), (8)
where P↑,↓ = 12 (1± σ12) are the spin projectors, and the
normalized wave function χn,l is given by
χn,l(θ, r) =
[
qB
2π
n!
(n+ l)!
] 1
2
ei lθ r˜le−r˜
2/2Lln
(
r˜2
)
(9)
with r˜2 = |qB|r2/2. The Laguerre polynomial Lln(x) is
nonvanishing only for n ≥ 0 and l ∈ [−n,N − n], where
the degeneracy factor N for each Landau level reads
N =
⌊
qBS
2π
⌋
, (10)
with S being the area of the xy-plane. Using the identity
iγ1Dx + iγ
2Dy = [P↓(Dx + iDy)− P↑(Dx − iDy)] γ2
(11)
and the relations
∂x = cos θ ∂r − sin θ
r
∂θ, ∂y = sin θ ∂r +
cos θ
r
∂θ,(12)
we obtain(
iγ1Dx + iγ
2Dy
)
Hn,l(θ, r) = −Hn,l(θ, r)γ2
√
2nqB.
(13)
Substituting this result into the Dirac equation (7), we
obtain the eigenvalue equation for un,l(pz):(
γ0ε+ − γ3pz − γ2
√
2nqB −m
)
un,l(pz) = 0, (14)
with ε+ ≡ E + Ω (l + 12). One branch of solutions, cor-
responding to the positive-energy ones in the absence of
magnetic field and rotation, can be expressed in a com-
pact form as [52]
usn,l(pz) =
( √
p · σξs√
p · σ¯ξs
)
, (15)
where s = ±, pµ = (εn, 0,
√
2nqB, pz) with εn ≡ (2nqB+
p2z +m
2)1/2, σµ = (1,σ), and σ¯µ = (1,−σ). The two-
component spinors ξ± are given by ξ+ = (1, 0)T and
ξ− = (0, 1)T.
With the solutions of the Dirac equation, we can con-
struct the fermion Green’s function by following Ref. [53].
In the following, we use the notation x = (t, r, θ, z) for
convenience. For t > t′, the retarded Green’s function
can be evaluated as
SR(x, x
′) ≡ Θ(t− t′)〈0|{ψ(x)ψ¯(x′)}|0〉
=
∞∑
n=0
∑
l
∫ ∞
−∞
dpz
2π
1
2εn
e−i[εn−Ω(l+
1
2 )](t−t
′)+ipz(z−z
′)Hn,l(θ, r)
[∑
s=±
usn,l(pz)u
s†
n,l(pz)
]
H†n,l(θ
′, r′)γ0
=
∞∑
n=0
∑
l
∫ ∞
−∞
dpz
2π
e−i[εn−Ω(l+
1
2 )](t−t
′)+ipz(z−z
′)
2εn
{[P↑χn,l(θ, r)χ∗n,l(θ′, r′)+P↓χn−1,l+1(θ, r)χ∗n−1,l+1(θ′, r′)]
(γ0εn − γ3pz +m)−
[P↑χn,l(θ, r)χ∗n−1,l+1(θ′, r′) + P↓χn−1,l+1(θ, r)χ∗n,l(θ′, r′)]√2nqBγ2
}
. (16)
Accordingly, the Feynman Green’s function can be given by
SF(x, x
′) ≡ 〈0|Tψ(x)ψ¯(x′)|0〉
=
∞∑
n=0
∑
l
∫ ∫
dp0dpz
(2π)2
i e−ip0(t−t
′)+ipz(z−z
′)(
pl+0
)2 − ε2n + iǫ
{[P↑χn,l(θ, r)χ∗n,l(θ′, r′) + P↓χn−1,l+1(θ, r)χ∗n−1,l+1(θ′, r′)]
(
γ0pl+0 − γ3pz +m
)− [P↑χn,l(θ, r)χ∗n−1,l+1(θ′, r′) + P↓χn−1,l+1(θ, r)χ∗n,l(θ′, r′)]√2nqBγ2
}
(17)
with pls0 = p0 + Ω
(
l+ s 12
)
. It is easy to show that this
propagator can be derived straightforwardly from the one
in the absence of rotation (Ω = 0) by a coordinate shift
θ → θ+Ωt and including the spin-rotation coupling 12Ω.
4The lowest Landau level (LLL) contribution comes from
the term χn,l(θ, r)χ
∗
n,l(θ
′, r′) as should be.
The correctness of the above fermion propagator can
be briefly checked in the vanishing rotation limit, where
only the function χn,l(θ, r) and its conjugate depend on
the orbital angular quantum number l. For the lowest
Landau level with n = 0, the summation over l can be
completed as
∞∑
l=0
χ0,l(θ, r)χ
∗
0,l(θ
′, r′)
=
∞∑
l=0
qB
l!
ei l(θ−θ
′)
2π
(
qB
2
rr′
)l
e−
qB
4
(r2+r′2)
=
qB
2π
eiq
∫
x′
x
Aµdxµ−
qB
4
(r−r′)2 (18)
with the exponent in Schwinger phase iq
∫ x′
x
Aµdxµ =
i qB2 sin(θ− θ′)rr′. For the first Landau level with n = 1,
we have
∞∑
l=−1
χ1,l(θ, r)χ
∗
1,l(θ
′, r′)
=
∞∑
l=−1
qB
(l + 1)!
(
ei (θ−θ
′) qB
2 rr
′
)l
2π e
qB
4
(r2+r′2)
Ll1
(
r˜2
)
Ll1
(
r˜′2
)
=
qB
2π
eiq
∫
x′
x
Aµdxµ−
qB
4
(r−r′)2
[
1− qB
2
(r− r′)2
]
.(19)
We find that the summations over l give the well-known
Schwinger phase consistently. Apart from the Schwinger
phase, by taking Fourier transformation of Eqs.(18)
and (19), we can exactly reproduce the corresponding
terms of the effective fermion propagator in Euclidean
space [54]. However, in the presence of rotation, the sit-
uation becomes quite different. Because pl+0 depends on
l, the summation over l does not give rise to a simple
Schwinger phase. Therefore, the full propagator cannot
be decomposed into a translation invariant part multi-
plying by a general Schwinger phase.
For the case qB < 0, the solution can be obtained by
making the replacements Hn,l → H−n,l and χn,l → χ−n,l,
where
H−n,l(θ, r) =
[
P↑χ−n−1,l−1(θ, r) + P↓χ−n,l(θ, r)
]
,
χ−n,l(θ, r) =
( |qB|
2π
n!
(n− l)!
) 1
2
ei lθ r˜−le−r˜
2/2L−ln
(
r˜2
)
.
Here the Laguerre polynomial L−ln (x) is nonvanishing
only for n ≥ 0 and −l ∈ [−n,N − n], with N =
⌊|qB|S/(2π)⌋. The eigenvalue equation for un,l(pz) reads(
γ0ε− − γ3pz + γ2
√
2n|qB| −m
)
un,l(pz) = 0 (20)
with ε− ≡ E+Ω (l − 12), which can be solved in a similar
way as the case qB > 0. The Feynman Green’s function
is finally given by
SF(x, x
′) =
∞∑
n=0
∑
l
∫ ∞
−∞
dp0dpz
(2π)2
i e−ip0(t−t
′)+ipz(z−z
′)(
pl−0
)2 − ε2n + iǫ
{[
P↑χ−n−1,l−1(θ, r)χ−∗n−1,l−1(θ′, r′) + P↓χ−n,l(θ, r)χ−∗n,l (θ′, r′)
]
(
γ0pl−0 − γ3pz +m
)
+
[
P↑χ−n−1,l−1(θ, r)χ−∗n,l(θ′, r′) + P↓χ−n,l(θ, r)χ−∗n−1,l−1(θ′, r′)
]√
2n|qB|γ2
}
. (21)
B. Gap equation for dynamical quark mass
Now we investigate the dynamical quark mass induced
by the four fermion interaction under the circumstance
of PRM. Here we first consider the state with vanishing
pion condensate, i.e.,
〈ψ¯ψ〉 6= 0, 〈ψ¯iγ5τψ〉 = 0. (22)
In the mean-field approximation, the effective action is
given by
Γeff(m) =
∫
d4x
(m−m0)2
4G
− i lnDet [iγµ(Dµ+Γµ)−m] , (23)
where dynamical quark mass m is defined as
m = m0 − 2G〈ψ¯ψ〉. (24)
In the presence of rotation, the area S of the xy-plane
cannot be infinitely large. We set S = πR2 with R being
the radius of the xy-plane, then causality requires that
ΩR < 1. Due to the existence of a boundary (r = R), the
chiral condensate or the dynamical quark mass becomes
generically inhomogeneous, i.e., m = m(r). From the
variational condition, δΓeff/δm = 0, we obtain the gap
equation [55]
m(r) −m0 = 2GTr [SF(x, x)] . (25)
Generalization to finite temperature is straightforward,
by using the standard imaginary time formalism.
Considering the spatial dependence of the dynamical
quark mass is rather complicated. For sufficiently large
R, the inhomogeneity appears only in a narrow regime
near the boundary r = R [24, 55–58]. As a good approx-
imation, we treat m as a constant. The effective action
and the gap equation can be conveniently evaluated. We
employ a regularization scheme where the divergent vac-
uum part is explicitly separated out [35, 53]. The gap
equation at finite temperature is explicitly given by
5m−m0
2GNc
=
m2
π2
[
Λ
√
1 +
Λ2
m2
−m ln
(
Λ
m
+
√
1 +
Λ2
m2
)]
+
m
4π2
∑
f=u,d
∫ ∞
0
ds
s2
e−sm
2
(
qfBs
tanh qfBs
− 1
)
− m
∑
f=u,d
∞∑
n=0
1
S
Nf∑
l=0
∫ ∞
−∞
dpz
π
αn
εnf
[
f(εnf +Ωnl) + f(εnf − Ωnl)
]
, (26)
where Nc = 3 is the color degree of freedom, Λ is the
three-momentum cutoff as in the vacuum case, αn = (2−
δn0)/2, Ωnl = (l− n+ 1/2)Ω, the cutoff for the l-sum is
given by Nf = ⌊|qfB|S/(2π)⌋, and f(E) = 1/(eE/T+1) is
the Fermi-Dirac distribution function with T the temper-
ature. For vanishing rotation Ω = 0, the l-sum 1S
∑
l in
the last term just gives the well-known degeneracy fac-
tor |qfB|/(2π). However, for nonzero rotation Ω 6= 0,
states with different l are no longer degenerate due to
the quantity Ωnl in the Fermi-Dirac distribution func-
tion, which acts like a baryon chemical potential. The
l-sum is divergent if we take R→∞. Here we consider a
finite-size cylindrical system, of which the radius satisfies
1/
√
|qfB| ≪ R ≤ 1/Ω [24].
For numerical calculations, we use the model parame-
ter set: m0 = 5 MeV, Λ = 653 MeV, G = 4.93 GeV
−2
and study the cases where the magnetic field is suffi-
ciently strong: eB = 0.5 GeV2 and eB = 1 GeV2 for
illuminations. In Fig. 1(a) and Fig. 2(a), we show the de-
pendence of the dynamical mass m on the angular veloc-
ity Ω. In the calculations, we considered two values of the
system size: R1 = 20/
√
2eB and R2 = 20/
√
eB, which
are of a few fermi. The results are qualitatively consis-
tent with the findings in [24]: The dynamical quark mass
keeps a constant for small angular velocity and starts to
decrease at a critical angular velocity Ω = Ωm. For the
magnetic field and system size we choose, Ωm is of order
O(MeV).
III. STABILITY AGAINST CHARGED PION
CONDENSATION
In this section, we explore the possibility of charged
pion condensation induced by rotation in a strong mag-
netic field. To this end, we consider the state with a
nonzero dynamical mass and charged pion condensate,
i.e.,
〈ψ¯ψ〉 6= 0, 〈ψ¯iγ5τ±ψ〉 6= 0, (27)
where τ± = τ1± iτ2. For convenience, we define the CPC
order parameter as
∆ = 2G〈ψ¯iγ5τ+ψ〉 = 4G〈u¯iγ5d〉. (28)
Because of the residual isospin U(1) symmetry, ∆ can be
chosen to be real without loss of generality.
The brute-force method is to derive coupled gap equa-
tions for m and ∆, and solve them simultaneously. How-
ever, because the charged pion condensate couples dif-
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FIG. 1. The dependence of the dynamical quark mass m (a)
and the coefficient A (b) on the angular velocity Ω for two
system sizes R1 = 20/
√
2eB (red dashed lines) and R2 =
20/
√
eB (blue solid lines) at magnetic field eB = 0.5 GeV2.
ferent Landau levels of u and d quarks, the correspond-
ing quark propagator matrix mixes all Landau levels and
the calculation becomes rather complicated [35]. Thus
we study the stability of the system against formation
of CPC based on the state given by Eqs.(22) and (26).
The effective potential can be expressed as the form in
Ginzburg-Landau theory
Veff(m,∆) = Veff(m, 0) +A ∆2 + B ∆4 + . . . , (29)
where Veff(m, 0) is given by Eq.(23) divided by the vol-
ume of the system. In a pure magnetic field, it has been
shown that the coefficient B of the quartic term is pos-
itive [35]. As we will see in the numerical results, the
transition to the CPC occurs at relatively small angular
velocity Ω, so we can set B > 0 in our study. The co-
efficient A in the quadratic term thus characterizes the
stability against formation of CPC. If A < 0, the true
ground state of the system prefers a nonzero charged pion
condensate.
In the absence of rotation, the coefficient A is given by
A = 1
4G
+AFL
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FIG. 2. The dependence of the dynamical quark mass m (a)
and the coefficient A (b) on the angular velocity Ω for two
system sizes R1 = 20/
√
2eB (red dashed lines) and R2 =
20/
√
eB (blue solid lines) at magnetic field eB = 1 GeV2.
with the contribution from fermion loop as
AFL = i
V4
Tr
[
SuF(x, y)iγ
5SdF(y, x)iγ
5e−ie
∫
y
x
Aµ(z)dzµ
]
,
(30)
where V4 is the space-time volume and the trace is taken
over the internal and coordinate spaces. Note that we
have compensated the gauge link contribution (the phase
term) from the charged pion condensate in order to keep
A gauge invariant [35]. This process is equivalent to de-
fine a local condensate with a Wilson line:
∆˜(y) = e−ie
∫
y
0
[Aµ(z)+
1
2
Fµνz
ν ]dzµ∆, (31)
which guarantees that the effective potential Veff(m,∆)
is formally gauge invariant and we can expand it in pow-
ers of the gauge-independent quantity ∆. When rotation
is turned on, the gauge link contribution may be ambigu-
ous because we cannot read out a general phase term that
does not only depend on the relative distance between u
and d quarks in the Minkowski coordinate system from
the pion propagator. Taking LLL for example, the gauge-
link term in pion propagator looks like that in Eq.(18)
but with the polar angle shifted: θ → θ + Ωt. The same
argument also applies to higher Landau levels. Neverthe-
less, the integral path in the gauge link can be shown to
be geodesic; see Ref. [59] for more detailed discussions.
In this work, we consider the case that the magnetic
field is sufficiently strong (
√
eB ∼ 1GeV) and the rota-
tion is relatively slow (Ω of order a few MeV). Thus, we
can assume that the charged pions condense in the static
Landau state in the laboratory frame and hence does not
feel the rotation, which is in analogy to that found in
3He superfluid for small rotation [60]. In this case, the
coefficient AFL is also given by Eq.(30), but with the
induced scalar potential A0 = −BΩr2/2 neglected, i.e.,
Aµ = (0, By/2,−Bx/2, 0) as in the laboratory frame.
For this static Landau state of the charged pion conden-
sate, the coefficient AFL can be evaluated as
AFL = −Nc
2S
∞∑
n=0
∑
l=0
∞∑
n′=0
∑
l′=0
∑
s=±
∫ ∞
−∞
dpz
(2π)
tanh
(
εun−s Ω(l−n+
1
2
)
2T
)
n!n′!
l!l′!
(
quB
2
)l−n+1 (
|qdB|
2
)l′−n′+1
εun
[
(εun − s Ωnl,n′l′)2 − (εdn′)2
]
{[
|qdB|
n′
Gnl,n′l′(quB, |qdB|) + quB
n
Gn′l′,nl(|qdB|, quB)
] [
(εun − s Ωnl,n′l′)2 − (εdn′)2 − Ω2nl,n′l′
]
+Hnl,n′l′(quB, |qdB|)
}
+
(
εdn′ ↔ εun, nl↔ n′l′, qu ↔ |qd|
)
, (32)
where εun = (p
2
z + 2nquB +m
2)1/2, εdn = (p
2
z + 2n|qdB| +m2)1/2, and Ωnl,n′l′ = (l + l′ − n − n′ + 1)Ω. The details
of the calculations and the definitions of the auxiliary functions Gnl,n′l′(quB, |qdB|) and Hnl,n′l′(quB, |qdB|) can be
found in Appendix A. Again, following the “vacuum regularization” scheme [53], the coefficient A can be divided into
three parts: A = A0 + AB + AΩ, where A0 and AB are the contributions from the vacuum and the pure magnetic
field effect, respectively [35]. We have
A0 = 1
4G
− NcΛ
2
2π2
[√
1 +
m2
Λ2
− m
2
Λ2
ln
(
Λ
m
+
√
1 +
Λ2
m2
)]
, (33)
AB = − Nc
8π2
∫ ∞
0
e−sm
2
ds
s2
∫ 1
−1
dv



 (1−g2u(s, v))(1−g2d(s, v))(
gu(s,v)
quBs
+ gd(s,v)qdBs
)2 − 1

+ (sm2+1)
[
1+gu(s, v)gd(s, v)
gu(s,v)
quBs
+ gd(s,v)qdBs
− 1
]
 ,(34)
7where gu(s, v) ≡ tanh(1+v2 quBs) and gd(s, v) ≡ tanh(1−v2 qdBs). The rotation contribution as well as the temperature
effect is included in AΩ which is explicitly
AΩ = −Nc
2S
∞∑
n=0
Nu∑
l=0
∞∑
n′=0
Nd∑
l′=0
n!n′!
l!l′!
(
quB
2
)l−n+1( |qdB|
2
)l′−n′+1{[ |qdB|
n′
Gnl,n′l′(quB, |qdB|)+ quB
n
Gn′l′,nl(|qdB|, quB)
]
∑
s=±
∫ ∞
−∞
dpz
(2π)

 tanh
(
εun−s Ω(l−n+
1
2
)
2T
)
− 1
εun
−
Ω2nl,n′l′ tanh
(
εun−s Ω(l−n+
1
2
)
2T
)
εun
[
(εun − s Ωnl,n′l′)2 − (εdn′)2
]

+Hnl,n′l′(quB, |qdB|)
∑
s=±
∫ ∞
−∞
dpz
(2π)
1
εun

 tanh
(
εun−s Ω(l−n+
1
2
)
2T
)
(εun − s Ωnl,n′l′)2 − (εdn′)2
− 1
(εun)
2 − (εdn′)2



+ (εdn′ ↔ εun, nl↔ n′l′, qu ↔ |qd|) . (35)
The coefficient A can be computed once we have
solved the dynamical mass m from the gap equation
Eq.(26). Since the magnetic field is strong, we can
analytically work out the functions Gnl,n′l′(quB, |qdB|)
and Hnl,n′l′(quB, |qdB|) up to the 10-th Landau levels
(nmax = n
′
max = 10) by using Mathematica. We have
checked that the truncations of the Landau level summa-
tions give very accurate value of the coefficient A for the
chosen magnetic fields eB = 0.5 GeV2 and eB = 1 GeV2.
Again, we also consider two system sizes R1 = 20/
√
2eB
and R2 = 20/
√
eB.
The dependence of the coefficient A on the angular
velocity Ω is shown in Fig. 1(b) and Fig. 2(b). For the
magnetic fields and system sizes we considered, we find
that the coefficient A becomes negative if Ω exceeds a
critical value ΩPC, which is of order O(1 MeV). In the
regime with A < 0, CPC becomes energetically favored.
Another important observation is that the critical angu-
lar velocity ΩPC at which CPC occurs is much smaller
than another critical value Ωm observed in the last sec-
tion at which the dynamical mass m starts to decrease if
only the chiral condensate is considered. As a result, if
the CPC is taken into account, the chiral condensate or
the dynamical massm will start to decrease at ΩPC. This
phenomenon is quite similar to the case with finite isospin
chemical potential µI , where the CPC occurs and the dy-
namical quark massm gets reduced at the critical isospin
chemical potential equal to the vacuum pion mass [40].
Without considering the CPC, m will start to decrease
at µI = 2m according to the Silver-Blaze theorem [37],
just like the case with baryon chemical potential. It is
also found that for a given value of the magnetic field, a
larger system size leads to a smaller value of ΩPC. The
reason is that the quantity Ωnl,n′l′ plays the role of an
effective isospin chemical potential and the upper limits
for the l- and l′-sums become also larger for larger system
size.
The final question is that how we can reconcile the
contradiction between the initial expectation from spin
argument which disfavors CPC and the above numerical
results which shows that the CPC becomes energetically
favored beyond ΩPC. The key point is that our initial
spin argument is based on the LLL approximation where
only one option of the spin is available for each quark
flavor. Actually, for LLL, we have G0l,0l′ = H0l,0l′ = 0
regardless the values of l and l′, then AΩ = 0 in the LLL
approximation and A is positive definite. In this case
we may conclude that the CPC is not favored, consistent
with our initial expectation. However, the contribution
from higher Landau levels, with both spin up and down
components for each quark, are also important. From
the explicit form of AΩ in Eq.(35), we find that the ro-
tation induces the effect of isospin chemical potential,
i.e., the quantity Ωnl,n′l′ plays the role of an effective
isospin chemical potential [40]. Therefore, there exist
two competing effects: the spin breaking effect function-
ing through the LLL and the isospin enhancement effect
functioning through the higher Landau levels. The nu-
merical calculations indicate that the later overwhelms
the former, leading to CPC when a sufficiently rapid ro-
tation is turned on.
IV. SUMMARY
Based on the non-interacting Klein-Gordon theory of
charged pions, the previous study of QCD system pre-
dicted that charged pions would get condensed for suf-
ficiently rapid rotation in a strong parallel magnetic
field, which can be realized in relativistic heavy ion col-
lisions [26]. However, it is known that a strong mag-
netic field will significantly influence the meson proper-
ties through the internal quark structures of the mesons.
Actually, exploring the internal quark structures of the
charged pions, the spin breaking effect may disfavor the
condensation of charged pions. Therefore, it is impor-
tant to check this prediction for charged pion condensa-
tion by adopting an interacting theory with quarks as
elementary degrees of freedom. In this work, we have
studied the stability of the QCD system under PRM
against the formation of CPC within the Nambu–Jona-
Lasino model. Technically, we adopted a Ginzburg-
Landau-like approach and evaluated the coefficient of the
quadratic term which characterizes the stability against
CPC. Quantitatively, we observed the spin breaking ef-
fect functioning through the LLL and the isospin en-
8hancement effect functioning through the higher Landau
levels. The later overwhelms the former and hence CPC
becomes energetically favored when a sufficiently rapid
rotation is turned on.
It is significant to mention that the values of the mag-
netic field and the angular velocity we used in this work
are all reachable in peripheral heavy ion collisions. Ac-
tually, the chosen magnetic field is almost the strongest
that can be produced in heavy ion experiments and the
fastest rotation was found to be Ω ≈ (9± 1)× 1021 Hz ∼
6 MeV [7]. Therefore, we wish that the CPC will be ex-
plored in the future experiments. On the theoretical side,
the structure of the charged pion condensate and the cor-
responding critical temperature still need further investi-
gations. With increasing rotation velocity, the charged
pion condensate could not be in a uniform state but
rather forms some interesting vortex lattice structure as
in the 3He system [60]. We expect that the Bogoliubov-
de Gennes method developed for rotating finite-size sys-
tem [55] can be applied to study the CPC.
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Appendix A: Calculation of the coefficient AFL
Using the fermion propagator derived in Sec. II, the coefficient AFL can be expressed as
AFL = −i
S
∞∑
n=0
∑
l
∞∑
n′=0
∑
l′
∫ ∞
−∞
dp0
2π
∫ ∞
−∞
dpz
2π
Tr
{[P↑χn,l(θ, r)χ∗n,l(θ′, r′) + P↓χn−1,l+1(θ, r)χ∗n−1,l+1(θ′, r′)]
× (γ0pl+0 − γ3pz +m)− [P↑χn,l(θ, r)χ∗n−1,l+1(θ′, r′) + P↑χn−1,l+1(θ, r)χ∗n,l(θ′, r′)] γ2√2nquB
}
×
{[
P↑χ−n′−1,l′−1(θ′, r′)χ−∗n′−1,l′−1(θ, r) + P↓χ−n′,l′(θ′, r′)χ−∗n′,l′(θ, r)
] (
γ0pl
′−
0 − γ3pz −m
)
+
[
P↑χ−n′−1,l′−1(θ′, r′)χ−∗n′,l′(θ, r) + P↓χ−n′,l′(θ′, r′)χ−∗n′−1,l′−1(θ, r)
]
γ2
√
2n′|qdB|
}
× e
−ie
∫
y
x
Aµ(z)dzµ[(
pl+0
)2 − (εun)2] [(pl′−0 )2 − (εdn′)2] , (A1)
where the trace is taken over all internal spaces and the coordinate space. Completing the traces in the internal
spaces, we obtain
AFL = −2Nci
S
∞∑
n=0
∑
l
∞∑
n′=0
∑
l′
∑
r,r′
∑
θ,θ′
∫ ∞
−∞
dp0
2π
∫ ∞
−∞
dpz
2π
e−ie
∫
Aµ(z)dzµ[(
pl+0
)2 − (εun)2] [(pl′−0 )2 − (εdn′)2]{ [
χn,l(θ, r)χ
∗
n,l(θ
′, r′)χ−n′−1,l′−1(θ
′, r′)χ−∗n′−1,l′−1(θ, r) + χn−1,l+1(θ, r)χ
∗
n−1,l+1(θ
′, r′)χ−n′,l′(θ
′, r′)χ−∗n′,l′(θ, r)
]
×
(
pl+0 p
l′−
0 − p2z −m2
)
+ 2
√
(2nquB)2n′|qdB|χn,l(θ, r)χ∗n−1,l+1(θ′, r′)χ−n′,l′(θ′, r′)χ−∗n′−1,l′−1(θ, r)
}
, (A2)
9where
∑
r,r′ =
∫∞
0 rdr
∫∞
0 r
′dr′ and
∑
θ,θ′ =
∫ 2pi
0 dθ
∫ 2pi
0 dθ
′. Then, the integrals over the polar angles can be completed
to give
AFL = −4Nci
S
∞∑
n=0
∑
l=0
∞∑
n′=0
∑
l′=0
∑
r,r′
∫ ∞
−∞
dp0
2π
∫ ∞
−∞
dpz
2π
Jl+l′−n−n′+1
(
eB
2 rr
′
)
(rr′)l+l
′−n−n′+1e−eB(r
2+r′2)/4[(
p
(l−n)+
0
)2
− (εun)2
] [(
p
(n′−l′)−
0
)2
− (εdn′)2
]
n!n′!
l!l′!
(
quB
2
)l−n+1( |qdB|
2
)l′−n′+1{[ |qdB|
n′
Fnl,n′l′(quB, |qdB|; r)Fnl,n′l′(quB, |qdB|; r′)
+
quB
n
Fn′l′,nl(|qdB|, quB; r)Fn′l′,nl(|qdB|, quB; r′)
] (
p
(l−n)+
0 p
(n′−l′)−
0 − p2z −m2
)
+4|qdB|quBFnl,n′l′(quB, |qdB|; r)Fn′l′,nl(|qdB|, quB; r′)
}
, (A3)
where the function F is defined as
Fnl,n′l′(quB, |qdB|;x) ≡ Ll−nn
(
quB x
2
2
)
Ll
′−n′+1
n′−1
( |qdB| x2
2
)
. (A4)
Using this function and further defining auxiliary functions:
Gnl,n′l′(quB, |qdB|) ≡
∫ ∞
0
drdr′ Jl+l′−n−n′+1
(
eB
2
rr′
)
(rr′)l+l
′−n−n′+2e−eB(r
2+r′2)/4
∏
x=r,r′
Fnl,n′l′(quB, |qdB|;x)
Hnl,n′l′(quB, |qdB|) ≡ 2
∫ ∞
0
drdr′Jl+l′−n−n′+1
(
eB
2
rr′
)
(rr′)l+l
′−n−n′+2e−eB(r
2+r′2)/4
{ ∏
x=r,r′
[
|qdB|Fnl,n′l′(quB, |qdB|;x) + quBFn′l′,nl(|qdB|, quB;x)
]
+nn′quB|qdB|
∏
x=r,r′
(
Fnl,n′l′(quB, |qdB|;x)
n′
+
Fn′l′,nl(|qdB|, quB;x)
n
)}
, (A5)
the coefficient can be conveniently re-expressed as
AFL = −2Nci
S
∞∑
n=0
∑
l=0
∞∑
n′=0
∑
l′=0
∫ ∞
−∞
dp0
2π
∫ ∞
−∞
dpz
2π
n!n′!
l!l′!
(
quB
2
)l−n+1 (
|qdB|
2
)l′−n′+1
[(
p
(l−n)+
0
)2
− (εun)2
] [(
p
(n′−l′)−
0
)2
− (εdn′)2
]
{
Hnl,n′l′(quB, |qdB|) +
[ |qdB|
n′
Gnl,n′l′(quB, |qdB|) + quB
n
Gn′l′,nl(|qdB|, quB)
]
×
[(
p
(l−n)+
0
)2
− (εun)2 +
(
p
(n′−l′)−
0
)2
− (εdn′)2 − Ω2nl,n′l′
]}
. (A6)
Finally, by transferring to imaginary-time formalism and summing over the fermion Mastubara frequency, we get the
finite temperature expression Eq.(32).
To check the correctness of the above result, we consider the nonvanishing contributions from low Landau levels.
First we study the contributions from n = 0, n′ = 1 and n = 1, n′ = 0. Utilizing the following results
G0 l,1 l′(quB, |qdB|) = G0 l′,1 l(|qdB|, quB) = (l + l
′)!
eB
(
2
eB
)l+l′+1
,
H0 l,1 l′(quB, |qdB|) = 2(l + l
′)!
eB
(
2
eB
)l+l′+1
|qdB|2,
H1 l,0 l′(quB, |qdB|) = 2(l + l
′)!
eB
(
2
eB
)l+l′+1
(quB)
2, (A7)
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we obtain
A1 = −4Nci
S
∑
l=0
∑
l′=0
∫ ∞
−∞
dp0
2π
∫ ∞
−∞
dpz
2π
(l + l′)!
l!l′!
(
quB
eB
)l+1 ( |qdB|
eB
)l′+1
∑
n+n′=1
p
(l−n)+
0 p
(n′−l′)−
0 − p2z −m2[(
p
(l−n)+
0
)2
− (εun)2
] [(
p
(n′−l′)−
0
)2
− (εdn′)2
]
Ω→0
=
−2Nci
π
quB|qd|B
eB
∫ ∞
−∞
dp0
2π
∫ ∞
−∞
dpz
2π
[
1
p20 − (εd1)2
+
1
p20 − (εu1 )2
]
= −Nc
2π
quB|qd|B
eB
∫ ∞
−∞
dpz
(2π)
[
1
εd1
+
1
εu1
]
. (A8)
Next we calculate the contribution from n = n′ = 1. Utilizing the following results
G1 l,1 l′(quB, |qdB|) = (l + l
′ − 1)!
(eB)3
(
2
eB
)l+l′ [
(|qdB|l − quBl′)2 − (l + l′)(quB)2
]
,
H1 l,1 l′(quB, |qdB|) = 2|qdB|eBG1 l,1 l′(quB, |qdB|) + 2quBeBG1 l′,1 l(|qdB|, quB)
−8|qdB|quB (l + l
′ − 1)!
(eB)3
(
2
eB
)l+l′ [
(|qdB|l − quBl′)2 + (l + l′)|qdB|quB
]
, (A9)
we obtain
A2 = −4Nci
S
∑
l=0
∑
l′=0
∫ ∞
−∞
dp0
2π
∫ ∞
−∞
dpz
2π
(l + l′ − 1)! ( que )l ( |qd|e )l
′
l!l′!
[(
p
(l−1)+
0
)2
− (εu1 )2
] [(
p
(1−l′)−
0
)2
− (εd1)2
]
{(
p
(l−1)+
0 p
(1−l′)−
0 − p2z −m2 − 4eB
qu
e
|qd|
e
)( |qd|
e
l − qu
e
l′
)2
−
(
p
(l−1)+
0 p
(1−l′)−
0 − p2z −m2 + 4eB
qu
e
|qd|
e
)
(l + l′)
( |qd|
e
)(qu
e
)}
Ω→0
=
−2Nci
π
quB|qd|B
eB
∫ ∞
−∞
dp0
2π
∫ ∞
−∞
dpz
2π
1
[p20 − (εu1 )2]
[
p20 − (εd1)2
] {(p20 − p2z −m2 − 4eBque |qd|e
)
−
(
p20 − p2z −m2 + 4eB
qu
e
|qd|
e
)}
= −16Nc
π
(eB)2
(
qu
e
|qd|
e
)2 ∫ ∞
−∞
dp4
2π
∫ ∞
−∞
dpz
2π
1
[p24 + (ε
u
1 )
2]
[
p24 + (ε
d
1)
2
] . (A10)
In the vanishing rotation limit (Ω = 0), we can compare the above results with the those obtained by using the
effective fermion propagator in Euclidean space [54]. With the Euclidean method, we obtain
A1 = −
∫
d4p
(2π)4
e−(p
2
x+p
2
y)[1/(quB)+1/(|qdB|)][
p24 + (ε
u
1 )
2
] [
p24 +
(
εd0
)2] Tr
{
(m− p4γ4 − pzγ3)
[
(1 + iγ1γ2)L1
(
2(p2x + p
2
y)
quB
)
− (1− iγ1γ2)
]
(−m− p4γ4 − pzγ3)(1 − iγ1γ2)
}
−
∫
d4p
(2π)4
e−(p
2
x+p
2
y)[1/(quB)+1/(|qdB|)][
p24 + (ε
u
0 )
2
] [
p24 +
(
εd1
)2] Tr
{
(m− p4γ4 − pzγ3)(1 + iγ1γ2)
(−m− p4γ4 − pzγ3)
[
(1− iγ1γ2)L1
(
2(p2x + p
2
y)
|qdB|
)
− (1 + iγ1γ2)
]}
= −8Nc
∫
d4p
(2π)4
e−(p
2
x+p
2
y)[1/(quB)+1/(|qdB|)]
[
1
p24+(ε
u
1 )
2+
1
p24+
(
εd1
)2
]
= −Nc
2π
quB|qd|B
eB
∫ ∞
−∞
dpz
(2π)
[
1
εd1
+
1
εu1
]
(A11)
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and
A2 =
∫
d4p
(2π)4
e−(p
2
x+p
2
y)[1/(quB)+1/(|qdB|)][
p24 + (ε
u
1 )
2
] [
p24 +
(
εd1
)2] Tr
{
(m− p4γ4 − pzγ3)
[
(1 + iγ1γ2)L1
(
2(p2x + p
2
y)
quB
)
− (1− iγ1γ2)
]
+4(pxγ
1 + pyγ
2)
}{
(−m− p4γ4 − pzγ3)
[
(1 − iγ1γ2)L1
(
2(p2x + p
2
y)
|qdB|
)
− (1 + iγ1γ2)
]
+ 4(pxγ
1 + pyγ
2)
}
= 8
∫
d4p
(2π)4
e−(p
2
x+p
2
y)[1/(quB)+1/(|qdB|)][
p24 + (ε
u
1 )
2
] [
p24 +
(
εd1
)2]
{
(p24 + p
2
z +m
2)
[
L1
(
2(p2x + p
2
y)
quB
)
+ L1
(
2(p2x + p
2
y)
|qdB|
)]
− 8(p2x + p2y)
}
= −16Nc
π
(eB)2
(
quB
eB
|qdB|
eB
)2 ∫ ∞
−∞
dp4
2π
∫ ∞
−∞
dpz
2π
1[
p24 + (ε
u
1 )
2
] [
p24 +
(
εd1
)2] . (A12)
Thus, for the two types of contributions, the results from two different methods are consistent with each other in the
vanishing rotation limit.
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