The aim of this paper is to investigate the stability of boundary layers which appear in numerical solutions of hyperbolic systems of conservation laws in one space dimension on regular meshes. We prove stability under a size condition for Lax Friedrichs type scheme and inconditionnal stability in the scalar case. Examples of unstable boundary layers are also given.
Introduction

Presentation of the problem
The aim of this paper is to describe the asymptotic behavior of numerical approximations of systems of conservation laws in one space dimension, of the form @ t u + @ x f(u) = 0; (1) where f 2 C 1 (R d ; R d ) and u is a vector valued function, u : (x; t) 2 R + R + ! R d . Equation (1) must be completed with an initial data u(x; 0) = u 0 (x) (2) for every x 0, where u 0 is a given smooth function. We must also provide boundary conditions at x = 0. There are di erent ways to do this, and we refer to 1] and 3].
Let us rst recall the approach of M. Gisclon and D. Serre in 4], 5]: we consider solutions of (1) as limits of solutions of the following parabolic equation @ t u " + @ x f(u " ) ? "@ xx u " = 0 (3) with Dirichlet boundary condition u " (0; t) = 0:
As " goes to 0, solutions u " of (3, 4) converge, under some particular conditions, to solutions of (1) with boundary conditions u(0; t) 2 C vis (5) where C vis , introduced in 5] is the set of vectors v 2 R d such that there exists a solution w of @ x f(v + w) = @ xx w; (6) on x > 0 satisfying w(0) = ?v and w ! 0 as x ! +1. Near 0, C vis is a manifold, whose tangent space is spanned by the eigenvectors of f 0 (0) with negative corresponding eigenvalues. We refer to 5], 8] and 9] for more details.
In this paper instead of looking at solutions of (1) as limits of solutions of a parabolic system (namely as limits of solutions of (3,4)), we consider solutions of (1) as limits of numerical solutions obtained by some numerical schemes like monotonic schemes or Lax Friedrichs type schemes. We prove, under a smallness condition, the convergence of numerical solutions to solutions of (1) with boundary condition u(0; t) 2 C num (7) (see (16)) which is a numerical counterpart of (5), as long as this solution remains smooth. Therefore we do not investigate shocks, but rather the existence and stability of numerical boundary layers in small time. These layers turn out to be stable under a smallness condition, except in the scalar case where no condition is required. Hence this paper is a rigorous justi cation of the formal analysis developed in 9] and is a numerical counterpart to 8]. It also completes the analysis of 6] . In all the paper we will assume that the boundary is noncharacteristic, i.e. that 0 is never an eigenvalue of f 0 . We also assume that the system is symmetrizable: 8u 2 R d ; 9S(u) symmetric nonnegative de nite such that S(u)f 0 (u) is symmetric: (8) Moreover, we add that S(u) I for all u 2 R d and we assume that S is uniformly bounded with respect to u (similar proofs can be ful lled if we only assume that S is locally bounded in u).
Numerical schemes
Let us now detail the numerical schemes. We want to compute an approximate solution of u(x; t), solution of (1). Therefore, we consider an uniform mesh of R + , which is constituted of cells M i =](i ? 1)h; ih] of size h, i 1. The center of the cell M i is denoted by x i = (i ? 1=2)h.
Let k be the time step and let set t n = nk. In order to discretize the hyperbolic system (1), we use the modi ed Lax-Friedrichs scheme. Therefore, we introduce the numerical
2 with large enough ( > sup jf 0 (u)j).
In the scalar case, we don't restrict the study to the Lax-Friedrichs scheme. We just make the following assumptions on the numerical ux 8 > > > > > > < > > > > > > :
is nondecreasing with respect to u and nonincreasing with respect to v. (10) In both cases, the scheme is the following h k (u n+1 i ? u n i ) + F(u n i ; u n i+1 ) ? F(u n i?1 ; u n i ) = 0; i 1;
u n 0 = 0;
and the numerical solution is de ned by ( u num (x; t) = u n i on M i t n ; t n+1 ; 8i 1; 8n 2 N; u num (0; t) = u n 0 on t n ; t n+1 ; 8n 2 N: (13) We assume that the space step and the time step are linked by a CFL condition:
k Ch (14) where C, small enough, depends on F. To simplify the proofs we will also assume that k and h are linked by an inverse CFL condition k C 0 h
for some arbitrarly small nonnegative constant C 0 (the general case can be treated if we re ne the nal Gronwall type argument). The analysis of the paper can be extended to the case where (12) is replaced by
Let us de ne C num to be the set of vectors u such that there exists a solution v(i) to In fact the proof of this Theorem says more since it gives a complete expansion of u n i in h and k. We will not precise the regularity of u int;0 . Basically we need H s regularity with s large. The restriction to compactly supported initial data is a nonessential simpli cation which avoid to take care of the behavior near +1.
In the scalar case d = 1, following an idea of J. Goodman 7] and T.P Liu 10] we can remove the smallness assumption (17) and for every scheme whose uxes satisfy (10) we have Section 2 is devoted to the construction of an approximate solution u app of u num . In Section 3, we prove L 2 estimates between the numerical solution and the approximate one. Theorem 1.1 is then a consequence of this part. Theorem 1.2 is proved in Section 4. Section 5 is devoted to numerical counterexamples, that are cases of unstable boundary layers where the condition (17) is not satis ed, and Section 1.4 is a list of possible extensions.
Extensions
Similar techniques can be used in multidimensional space x = (x 1 ; :::; x N ) 2 R N with x N 0 in the particular case of regular meshes of rectangles. Theorem 1.1 can be extended to this case. We will not detail it here.
In one dimensional space x 0, other boundary conditions can be treated, like inhomogeneous Dirichlet conditions u n 0 = g(t n ) where g is some smooth given function, or Neumann conditions u n 0 = u n 1 :
This latest case is even simpler since there is no boundary layer at leading order.
2 Asymptotic expansion In this section, we give a formal derivation of the equations satis ed by the u int;j , u b;j and u b;j . The fact that u app is really a good approximation of u num will be proved in Section 3. The idea is the following : if u app (x i ; t n ) is close to u num (x i ; t n ) then it satis es an equality similar to (11) but with some error terms. It means that, for all i and n, E n i de ned by
is controlled by o(h (N ) ) for some (N). The approximate solution u app must also satisfy the initial and boundary conditions (12) up to some error terms.
In the next subsections, we study the expansion of E n i with respect to the powers of h in each area of R + R + : in the initial boundary layer (small i and n), in the boundary 5 layer (small i and large n) and outside the boundary layers (large i and n). If we want E n i to be a o(h (N ) ), we have to set all the terms of the expansion of E n i until h (N ) equal to 0: it formally yields the equations satis ed by u int;j , u b;j andũ b;j .
We also discuss the existence and uniqueness of the solutions to these equations.
2.1
The rst boundary layer pro le : u b;0
In order to get the equation on the rst pro le of the boundary layer, we study E n i for n large and i small. Therefore, the initial boundary layer pro les do not have any in uence, and :
E n i = F(u int;0 (x i ; t n ) + u b;0 (i; t n ); u int;0 (x i+1 ; t n ) + u b;0 (i + 1; t n ))
?F(u int;0 (x i?1 ; t n ) + u b;0 (i ? 1; t n ); u int;0 (x i ; t n ) + u b;0 (i; t n )) + O(h):
But, in the boundary layer, u int;0 (x i ; t n ) = u int;0 (0; t n ) + O(h). Therefore, E n i = F(u int;0 (0; t n ) + u b;0 (i; t n ); u int;0 (0; t n ) + u b;0 (i + 1; t n ))
?F(u int;0 (0; t n ) + u b;0 (i ? 1; t n ); u int;0 (0; t n ) + u b;0 (i; t n )) + O(h): 
which de nes C num . The space C num is the numerical analog to C vis (compare (5) with (16)). We refer to 9] for further properties of C vis . In particular C vis and C num have the same tangent space in 0, which is spanned by the eigenvectors of f 0 (0) with negative corresponding eigenvalues.
The rst inner term : u int;0
Note that the study of u b;0 gives the boundary condition on u int;0 : u int;0 (0; :) 2 C num .
The expansion of E n i for large i and n leads to the equation satis ed by u int;0 . Indeed, for 6 such i and n, all the boundary and initial boundary terms can be considered as equal to 0. Using the smoothness of u int;0 , E n i rewrites :
E n i = h@ t u int;0 (x i ; t n ) + F(u int;0 (x i ; t n ); u int;0 (x i+1 ; t n ))
?F(u int;0 (x i?1 ; t n ); u int;0 (x i ; t n )) + O(h 2 ):
In this expression, we can add and subtract the following ux terms :
F(u int;0 (x i+1 ; t n ); u int;0 (x i+1 ; t n )) ? F(u int;0 (x i ; t n ); u int;0 (x i ; t n )) = f(u int;0 (x i+1 ; t n )) ? f(u int;0 (x i ; t n )) = hf 0 (u int;0 (x i ; t n )):@ x u int;0 (x i ; t n ) + O(h 2 ):
But the regularity of F and u int;0 and the regularity of the mesh imply F(u int;0 (x i ; t n ); u int;0 (x i+1 ; t n )) ? F(u int;0 (x i+1 ; t n ); u int;0 (x i+1 ; t n )) +F(u int;0 (x i ; t n ); u int;0 (x i ; t n )) ? F(u int;0 (x i?1 ; t n ); u int;0 (x i ; t n )) = O(h 2 ): Finally, we get :
We deduce that u int;0 must be solution to the hyperbolic conservation law (1) We refer to J. Rauch 11] for the expression of the compatibility conditions and the proof of this proposition. ?@ 1 F(u int;0 (0; t n ) + u b;0 (i ? 1; t n ); u int;0 (0; t n ) + u b;0 (i; t n ))u b;1 (i ? 1; t n ) ?@ 2 F(u int;0 (0; t n )+u b;0 (i?1; t n ); u int;0 (0; t n )+u b;0 (i; t n ))u b;1 (i; t n ) = S b;1 (u b;0 ; u int;0 (0; :)) with the following boundary conditions : u b;1 (0; t n ) = ?u int;1 (0; t n ) and u b;1 (+1; t n ) = 0:
The source term S b;1 is a function of u b;0 and u int;0 (0; :). It is not of wide interest to develop its expression here. We just want to note that it is rapidly decreasing with respect to i. The equation satis ed by u b;1 can be seen as a linearization of the equation satis ed by u b;0 . Following the expansion on E n i , we will get the same kind of equation for all the u b;k , with a source term S b;k still rapidly decreasing in i.
The inner terms : u int;j
We formally obtain the equations on the u int;j by studying the di erent powers of h in E n i for large i and n. For instance, to get the equation on u int;1 , we are looking for the coe cient of h 2 in E n i .
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For large i and n, we have :
E n i = h@ t u int;0 (x i ; t n ) + hk 2 @ tt u int;0 (x i ; t n ) + h 2 @ t u int;1 (x i ; t n ) + F(u int;0 (x i ; t n ) + hu int;1 (x i ; t n ); u int;0 (x i+1 ; t n ) + hu int;1 (x i+1 ; t n )) ?F(u int;0 (x i?1 ; t n ) + hu int;1 (x i?1 ; t n ); u int;0 (x i ; t n ) + hu int;1 (x i ; t n )) + O(h 3 ):
We add and subtract f(u int;0 (x i+1 ; t n )) ? f(u int;0 (x i ; t n )) in E n i . As u int;0 is solution to (1) ?F(u int;0 (x i+1 ; t n ); u int;0 (x i+1 ; t n )) ? F(u int;0 (x i?1 ; t n ) + hu int;1 (x i?1 ; t n ); u int;0 (x i ; t n ) + hu int;1 (x i ; t n ))
?F(u int;0 (x i ; t n ); u int;0 (x i ; t n )) :
Using some Taylor's formula, we can rewrite F as :
with 0 F = F(u int;0 (x i ; t n ); u int;0 (x i+1 ; t n )) ? F(u int;0 (x i+1 ; t n ); u int;0 (x i+1 ; t n )) ? F(u int;0 (x i?1 ; t n ); u int;0 (x i ; t n )) ? F(u int;0 (x i ; t n ); u int;0 (x i ; t n )) and 1 F = h@ 1 F(u int;0 (x i ; t n ); u int;0 (x i+1 ; t n )):u int;1 (x i ; t n ) +h@ 2 F(u int;0 (x i ; t n ); u int;0 (x i+1 ; t n )):u int;1 (x i+1 ; t n )
?h@ 1 F(u int;0 (x i?1 ; t n ); u int;0 (x i ; t n )):u int;1 (x i?1 ; t n ) ?h@ 2 F(u int;0 (x i?1 ; t n ); u int;0 (x i ; t n )):u int;1 (x i ; t n ):
The term 0 F will contribute to the source term in the equation on u int;1 because 0 F = h 2 G(u int;0 (x i ; t n ); @ x u int;0 (x i ; t n ); @ xx u int;0 (x i ; t n )):
It remains to rewrite 1 F . Therefore, we use the consistency of the scheme F(u; u) = f(u), which implies f 0 (u) = @ 1 F(u; u) + @ 2 F(u; u) and f 00 (u) = @ 11 F(u; u) + 2@ 12 F(u; u) + @ 22 F(u; u). Developing all the derivatives of F around the point (u int;0 (x i ; t n ); u int;0 (x i ; t n )) in 1 F , we get : 1 F = h 2 f 0 (u int;0 (x i ; t n )):@ x u int;1 (x i ; t n ) +f 00 (u int;0 (x i ; t n )):@ x u int;0 (x i ; t n ):u int;1 (x i ; t n ) + O(h 3 ):
Finally, we nd that u int;1 satisfy the linearized system of (1) The initial boundary layer pro les :ũ b;j
As for j 1, u int;j vanish at t = 0, u b;j is equal to 0 at t = 0 and henceũ b;j also.
Justi cation of the asymptotic expansion : L 2 estimates
In this Section, we give the proof of Theorem 1.1, which is inspired by the methods of 2]. Let us consider u app de ned by (19) where the u int;j , u b;j andũ b;j are solutions to the equations derived in the Section 2. We want to prove that u app is an asymptotic expansion of the numerical solution u num de ned by the Lax-Friedrichs scheme (11), (12), (9), (13) . Thanks to the numerical scheme, u num satis es : h k (u num (x i ; t n+1 ) ? u num (x i ; t n )) +F(u num (x i ; t n ); u num (x i+1 ; t n )) ? F(u num (x i?1 ; t n ); u num (x i ; t n )) = 0 (25) Furthermore, the construction of the u int;j , u b;j andũ b;j ensures that h k (u app (x i ; t n+1 ) ? u app (x i ; t n )) +F(u app (x i ; t n ); u app (x i+1 ; t n )) ? F(u app (x i?1 ; t n ); u app (x i ; t n )) = R n i (26) with R n i = O(h N+1 ) in the boundary and initial boundary layers and R n i = O(h N+2 ) outside.
We set v=u num ? u app and v n i = v(x i ; t n ). The di erence between the scheme (25) and the equation satis ed by u app (26) leads to : h k (v n+1 i ? v n i ) + F(u num (x i ; t n ); u num (x i+1 ; t n )) ? F(u app (x i ; t n ); u app (x i+1 ; t n )) ?F(u num (x i?1 ; t n ); u num (x i ; t n )) + F(u app (x i?1 ; t n ); u app (x i ; t n )) = ?R n i :
But, for the Lax-Friedrichs ux de ned by (9), we have, using a Taylor formula F(u num (x i ; t n ); u num (x i+1 ; t n )) ? F(u app (x i ; t n ); u app (x i+1 ; t n )) = f 0 (u app (x i ; t n ))v n i + f 0 (u app (x i+1 ; t n ))v n 
Multiplying (28) by S n i , we get : 
We now bound all the terms of the right hand side of (31).
1. Terms containing F 1 .
First, we rewrite 
But, we can control the term C b P Let us now prove Theorem 1.2. This theorem holds for every scheme satisfying the hypotheses of monotonicity and consistency (10), without any smallness condition.
The rst step is to construct an approximate solution u app of the form (19) for N 2: it is done in Section 2. The second step is to make energy estimates on v n i = u num (x i ; t n ) ? u app (x i ; t n ). The main ingredient is a trick of J. Goodman 7] and T.P. Liu Using the monotonicity of the scheme we get kV n+1 k L 1 kV n k L 1 + CkV n k 2 L 1 + Ckh N with V (0) = 0 and the proof can be ended as in the previous section, using a discrete Gronwall type Lemma.
Note the k which appears by multiplying (37) by k=h. By re ning the discrete Gronwall Lemma it is possible to handle the case when k > C 0 h for arbitrarly small C 0 and arbitrarly large . We will not detail this point here.
Numerical counterexamples
Numerical examples of stable boundary layers can be found in 6] for the Godunov and Lax Friedrichs schemes. In this section we will give counterexamples, that is examples of unstable boundary layers. The rst one is inspired by the unstable layer described in 8], but is not in conservative form. Let us consider the following system (39) and let try to compute the solutions using a Lax Friedrichs type scheme, starting from a small u (of order 10 ?3 to x the ideas) and v = 0. For small , Theorem 1.1 can be applied and v has a boundary layer type behavior (with an exponentially decreasing boundary layer) and u remains small, of order 10 ?3 . However if is large enough, v has always a boundary layer type behavior, but u = 0 is unstable. Therefore u begins to grow . Figure 1 shows the behavior of v and u at di erent times in the boundary layer (initial data, during the growth in the boundary layer, formation of the shock, after a while the shock is inside the domain).
Therefore if try to compute the obvious solution u = 0 and v = for large enough using a Lax Friedrichs type scheme, we go into big troubles, since instead of u = 0 we get a big shock which enters the domain ! The second example is conservative. Let us consider the system 
with initial data v = 1 and u = . Then for large we get an instability similar to the previous one (see gure 2 for a zoom on the boundary layer). 
