Abstract-Biometric systems are quite common in our everyday life. Despite the higher difficulty to circumvent them, nowadays criminals are developing techniques to accurately simulate physical, physiological, and behavioral traits of valid users, process known as spoofing attack. In this context, robust countermeasure methods must be developed and integrated with the traditional biometric applications in order to prevent such frauds. Despite face being a promising trait due to its convenience and acceptability, face recognition systems can be easily fooled with common printed photographs. Most of state-of-the-art antispoofing techniques for face recognition applications extract handcrafted texture features from images, mainly based on the efficient local binary patterns (LBP) descriptor, to characterize them. However, recent results indicate that high-level (deep) features are more robust for such complex tasks. In this brief, a novel approach for face spoofing detection that extracts deep texture features from images by integrating the LBP descriptor to a modified convolutional neural network is proposed. Experiments on the NUAA spoofing database indicate that such deep neural network (called LBPnet) and an extended version of it (n-LBPnet) outperform other state-of-the-art techniques, presenting great results in terms of attack detection.
I. INTRODUCTION
B IOMETRICS, i.e., people automatic recognition based on their physical, physiological or behavioral traits, presents many advantages over the traditional knowledgeand possess-based identification systems [1] , [2] . However, nowadays criminals are already developing sophisticated techniques to accurately simulate traits of valid users, process known as spoofing attack. In this sense, countermeasures, i.e., robust spoofing detection techniques, must be developed and integrated with biometric systems in order to prevent such frauds [3] .
There are many points of attack in security systems that can be exploited by criminals. In the case of biometric systems, the great majority of attacks occur by fooling the capture sensor with synthetic traits since no knowledge regarding the inner working of the application is needed [4] . Among the main biometric traits, face is a promising one especially due to its convenience, low cost of acquisition and acceptability by users, being very suitable to a wide variety of environments, including mobile ones. However, despite all these advantages, face recognition systems are the ones that most suffer with spoofing attacks since they can be easily fooled even with common printed photographs obtained in the worldwide network.
In this brief a novel approach for face spoofing detection that works with high-level (deep) texture features instead of handcrafted ones is proposed based on a modified Convolutional Neural Network (CNN) [5] by incorporating the LBP (Local Binary Patterns) [6] texture descriptor in its first layer. Besides the good results of LBP itself, CNNs have been increasingly used in such difficult tasks since they can extract and work accurately with high-level features, learned from the own set of training data, being more robust and suitable for activities such as attack detection, in which patterns are complex and can not be easily detected. Experiments show that the proposed deep neural network, called LBPnet, and its extended version, n-LBPnet (normalized LBPNet), outperform the stateof-the-art techniques based on handcrafted texture information, presenting great results in terms of attack detection.
II. TEXTURE-BASED FACE SPOOFING DETECTION
Likewise as in face recognition, texture plays an important role in face spoofing detection [7] . In general, the state-of-theart antispoofing techniques extract handcrafted texture features from images in order to detect fake faces [7] - [10] . Among the main texture descriptors, the original LBP (Local Binary Patterns) [6] and its variations are the most commonly used due the good results they allow to reach and the efficient algorithm of LBP.
Briefly explaining, given a neighborhood system {P, R}, where P corresponds to the number of neighbors to be considered and R the radius of the neighborhood, the LBP descriptor works by comparing the grayscale value of each pixel p of the image with the intensity of its neighbors and associating a new integer (grayscale) value to p based on such comparisons.
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In handcrafted methods, in general, a histogram is built based on the grayscale values of the LBP-based image in order to represent its original version and, given a set of known images and their respective histograms, a classifier, e.g., a Support Vector Machine (SVM) [11] , is trained to predict the classes of new faces (real or fake) [7] . Some works divide the face image in patches and generate a histogram to each patch, which at the end are concatenated.
An important handcrafted method for face spoofing detection is based on a multiscale version of LBP (Multiscale Local Binary Patterns -MLBP) [7] . It generates multiple handcrafted histograms from a given image, varying the neighborhood (values of P and R) of the LBP descriptor, to characterize it. Other recently proposed technique, e.g., is based on Dynamic Local Ternary Patterns (DLTP) [8] . It uses a modified version of LBP, which works with three labels instead of two when comparing the central pixel with its neighbors, to classify faces in real or synthetic ones.
III. CONVOLUTIONAL NEURAL NETWORKS (CNN)
Convolutional Neural Networks (CNN) [5] are deep learning architectures constituted of layers in which different kind of filters (convolution and sampling) are applied to the input data, initially two-dimensional images. The result of a given layer serves as input to the above one until the top of the network is reached. Differently from the fully connected networks, CNNs present a simplified topology and neurons of same layers use to share parameters, enabling an efficient learning. Besides convolutional and sampling operations, layers with neurons completely connected can be included at the top of the network for classification [12] - [14] .
In practice, given a two-dimensional image, in each network layer a set of convolutional filters (kernels) are applied, obtaining different channels of the original input. Pooling, i.e., sampling operations are also performed in order to obtain certain kind of translational and scale invariance and reduce the amount of data being considered. At the top of the network it is obtained a high-level representation of the original image, which is more robust than the raw pixels information for many applications [3] .
IV. LBP-BASED CONVOLUTIONAL NEURAL NETWORK
Based on the well-referenced Lenet-5 [5] network model, in this brief a novel CNN architecture, called LBPnet, is proposed by integrating the LBP (Local Binary Patterns) [6] descriptor in its first layer in order to extract deep texture features, instead of handcrafted histograms, from images for a more robust face spoofing detection.
The first layer of LBPnet incorporates LBP information as follows: the convolution operation actuates not only convolving the values of the kernels (weights of connections between neurons learned in training) with the image grayscale values, but also finding the LBP values of the image pixels before performing the convolution, i.e., the convolution is performed on the transformed LBP values of the pixels and not on their original grayscale values. This improves a lot the results of the proposed deep neural network since the method inherits the power of enhancing face spoofing cues from the LBP descriptor in a deeper and more robust architecture, working with high-level texture features learned from the training data. Fig. 1 shows the convolution of the first layer of LBPnet.
The LBPnet presents the following configuration, from bottom to top, mainly inherited from Lenet-5: (i) Two layers with a convolution followed by a pooling operation -the first layer is modified, as said, by incorporating the LBP descriptor in the convolution step; (ii) a Rectified Linear Unit (ReLU) layer, that performs an inner product followed by a rectification (elimination of negative values) on the originated signals; and (iii) a Fully Connected (FC) layer, with two nodes, which also performs an inner product and classification (attack or not attack attempt) of the input image using the softmax function.
A scheme of the architecture of LBPnet is shown in Fig. 2 . Given a detected and normalized grayscale facial image (in this brief resized to 66 × 66), the convolution operation in the first layer, CONV1, finds the pixels LBP-based values and produces 20 outputs with size 60 × 60 by convolving such values with 20 different kernels with size of 5 × 5 -each kernel generates an output and is applied with stride of 1 to the image.
The convolution operation can be written as:
where LBP(I(q)), with q = (x q , y q ), represents the LBP value of the pixel q belonging to the neighborhood of pixel p 1), (1, 2) , . . . , (5, 5) , are generally initialized with weights inversely proportional to the size of input and output matrices of the convolution operation and also can be viewed as the weights of connections between the neurons Fig. 2 . Architecture of LBPnet. The first two layers perform convolution and pooling operations, (CONV1, POOL1) and (CONV2, POOL2), respectively. CONV1 actuates not only convolving the input data with predefined kernels but also converting it to its LBP-based version before convolution.
of the CNN, which are adjusted during learning. The biases of such neurons are initially set to zero and also are optimized during training.
Still in the first layer of the LBPnet, a pooling operation, POOL1, is applied to obtain certain scale and translational invariance. In such case, the max-pooling is performed with a 2 × 2 sized kernel with no overlapping (stride of 2) generating 20 output feature maps with size 30 × 30 (since the size of the pooling kernel is 2 and there is no overlapping, the dimensions of the output feature maps of the pooling operation are half of the dimensions of the input ones). The max-pooling operation can be written as:
where C i (s), with s = (x s , y s ), represents the value in position s belonging to the neighborhood of position r = (x r , y r ), i.e., s ∈ N(r), in feature map C i (generated in the previous convolution step), with i = 1, 2, . . . , 20 (also considering r ∈ N(r)); P i (r) means the value in the corresponding position to r in the new output feature map P i , also with i = 1, 2, . . . , 20. These two mentioned operations, convolution and pooling, are repeated in the second layer of LBPnet, without LBP calculation, but also using kernels with size and stride of 5 and 1, and of 2 and 2, respectively. As shown in Fig. 2 , after the second layer, there are 50 two-dimensional feature maps with size 13 × 13. At the top of the network there are a Rectified Linear Unit (ReLU) and a Fully Connected (FC) layers. The ReLU layer actuates by performing an inner product with the 13 × 13 structures and by rectifying the signal obtained, not propagating negative values, following Eq. 3:
where t corresponds to the weighted sum of the signals from the neurons of the previous layer of the LBPnet (values in the 13 × 13 feature maps). The Fully Connected layer presents two neurons fully connected to the neurons of the ReLU layer also performing an inner product operation and applying the softmax function for defining their activations, which is given by:
where u k , with k ∈ {0; 1}, corresponds to the weighted sum of the values provenient from the previous layer (ReLU) in softmax neuron k. The softmax function normalizes the sum of inputs of both neurons, making that the sum of their outputs becomes 1 (probabilities of activation). It is used to classify the original image as spoofing (greater activation of the first neuron) or not (greater activation of the second neuron). An extended version of LBPnet, called normalized LBPnet (n-LBPnet), is also proposed in this brief. The n-LBPnet architecture is quite similar to the LBPnet model, however a normalization step is included in the second layer of the network between the convolution and the pooling operation. First, the output of CONV2, i.e., each value in the resultant feature maps C i , with i = 1, 2, . . . , 50, is linearly rectified as in the ReLU layer of the network (following Eq. 3). After, each position p = (x p , y p ) in a given feature map C i , i.e., C i (p) is normalized by considering the values in the same positions of the two previous, C i−2 (p) and C i−1 (p), and of the two posterior feature maps, C i+1 (p) and C i+2 (p), following:
where α and β are parameters that control the magnitude of the normalization; α is generally set to 0.2 since 5 adjacent feature maps are considered, in our case, per time, and β is usually set to 0.75 (we used such values in the experiments of Section V). When there are no previous or posterior feature maps for a given C i , zero-valued feature maps are virtually included to the output of CONV2 to avoid problems with missing neighbors. Such normalization step, called Local Response Normalization (LRN) [15] , is usually included between the convolution and pooling operations in CNNs and simulates the competitive process presented by neurons of human brain in nearby areas, in which some neurons tend to inhibit activations of their neighbors when they are highly excited, enhancing the especialization of such cells to input signals and improving learning. It is important to note that, depending on the case, j may vary for more than 5 feature maps per time.
V. EXPERIMENTS, RESULTS AND DISCUSSION
The proposed networks, LBPnet and n-LBPnet, were assessed on the traditional NUAA Photograph Imposter Database [16] , with images obtained from real and fake faces. This dataset contains 3,491 images for training (1,743 from real faces and 1,748 from printed ones) and 9,123 test images (3,362 real and 5,761 fake facial images). They were obtained from different people in terms of gender, age, etc., and on different capture sessions (also varying the cameras used for such task), making the database very realistic. Some examples of the captured images for composing such dataset are shown in Fig. 3 together with their normalized versions (after applying face detection, grayscale conversion and resizing algorithms).
The normalized images (in grayscale and with size of 64 × 64) were already provided by the authors of the database Fig. 3 . NUAA [16] images with real (first row) and fake faces (second row). As one can observe, given the normalized grayscale images, attack detection is a challenging task.
in order to make the comparison of antispoofing methods fair, avoiding that different preprocessing techniques affect the results. We used such normalized images in our experiments. They were only resized to 66×66 pixels before feeding LBPnet and n-LBPnet since the LBP descriptor reduces the image dimensions by 2 pixels, going back to the size of 64×64 (we considered a neighborhood of P = 8 and R = 1 for LBP).
As an observation, we augmented the training set (doubling its size) by considering the 3,491 initial normalized images and their histogram equalized versions in order to avoid lack of data while training the networks.
LBPnet and n-LBPnet were implemented using the Caffe [17] framework. As said, the weights of the kernels of both networks were initialized with values inversely proportional to the size of input and output feature maps in each operation ("xavier filler" from Caffe framework), while the biases of the neurons were zero-initialized. The networks were trained for 200 iterations by means of Stochastic Gradient Descent (SGD) [18] approach with the following parameters: 64 images per batch, initial learning rate of 0.01, momentum of 0.9 and weight decay of 0.004. The learning rate decay policy was "inv", i.e., the actual learning rate for a given training iteration k was given by:
where lr 0 was the initial learning rate; γ was set to 0.0001 and δ to 0.75.
In order to evaluate the performances of LBPnet and nLBPnet and compare with state-of-the-art methods, many metrics used in different works over the given NUAA [16] dataset were calculated, such as the ROC (Receiver Operating Characteristic) curve, Accuracy rate (Acc) and HTER (HalfTotal Error Rate). Depending on the compared methods, a kind of metric was reported in literature, so we were not able to compared all of them with the proposed ones through all the metrics.
Regarding the ROC curves, Fig. 4 shows the True Acceptance Rate (TAR) versus the False Acceptance Rate (FAR) of: (i) n-LBPnet; (ii) LBPnet; (iii) the MLBP-based method [7] ; (iv) the best method of the original paper of the NUAA [16] dataset -this best approach works on DoG (Difference of Gaussians) images with a sparse low rank bilinear logistic regression classifier; and (v) the Low Fig. 4 . ROC curves of the proposed methods, MLBP (Multiscale LBP) [7] , the best method proposed by the authors of the NUAA [16] dataset, and of LLD (Low Level Descriptors) [19] approach. The higher the curve, the better the method.
Level Descriptors (LLD) [19] approach, i.e., combination of HoG (Histograms of Oriented Gradient), GLCM (Gray Level Co-occurrence Matrix) and HSC (Histograms of Shearlet Coefficients), which works with a Partial Least Squares (PLS) classifier. The higher the ROC curve, the better the approach. As can be seen, the proposed deep networks outperformed the best technique of the original paper of NUAA [16] database and the LLD approach [19] by far (both based on handcrafted texture features), presenting considerably higher curves.
Despite the MLBP-based approach [7] also presenting a high curve, it is still lower then the results of LBPnet and n-LBPnet. Even extracting many handcrafted histograms from faces by varying the LBP neighborhood to characterize them and using a powerful classifier (SVM [11] ) for attack detection (all this demanding time), the results of such method are still worse than the ones obtained by LBPnet and n-LBPnet, which work with high-level (deep) features based only on a fixed neighborhood system for LBP calculation. All this indicate that the deep texture features are good source of information for face antispoofing compared to the traditional handcrafted texture features.
Regarding the Accuracy (Acc), Half-Total Error Rate (HTER), False Acceptance Rate (FAR) and False Rejection Rate (FRR), Area Under the Curve (AUC) and Equal Error Rate (EER), Tab. I shows the results of LBPnet, n-LBPnet and other approaches, including some of the already compared and new ones, such as: LPQ (Local Phase Quantization) [20] , Gabor wavelets [21] , DLTP (Dynamic Local Ternary Pattern) [8] , MLPQ/MBSIF (Multiscale LPQ with Multiscale Binarized Statistical Image Features) [9] , and CDD (Component Dependent Descriptor) [10] . The higher the Accuracy and AUC and the lower the HTER, FAR, FRR, and EER, the better.
As one can see, the proposed networks, in general, outperformed other techniques, presenting greater results on the NUAA [16] dataset. As for the ROC curves, n-LBPnet outperformed again LBPnet, indicating that the normalization improved the network training. The n-LBPnet architecture obtained the best values in four of six metrics and LBPnet was close to it. MLBP also presented good results due to its multiscale approach. However, it may become impractical. Regarding the other accurate methods in Tab. I, the MLPQ/MBSIF and CDD techniques, despite of presenting great results, also combine lots of handcrafted features in order to characterize faces, and may become computationally expensive. The MLBP/MBSIF, e.g., is based on two kind of multiscale handcrafted texture descriptors.
Finally, as can also be observed in Tab. I, the LBP texture descriptor presents itself (with SVM) a good EER, lower than other important descriptors such as LPQ and Gabor, also justifying the choice of integration of such method in LBPnet and n-LBPnet instead of the other techniques.
An advantage of detecting spoofing attacks in simple static images consists in the fact that it usually can be performed in real time and even if there is available only a short image sequence of the face (or only a single image). Besides, there is no need of extra sensors or specific behaviors of the user. All this make the proposed methods even more interesting for real applications.
VI. CONCLUSION
In this brief, two LBP-based Convolutional Neural Networks, LBPnet and n-LBPnet, are proposed for spoofing detection in face recognition systems, which presented great results on the NUAA spoofing dataset, outperforming other assessed state-of-the-art techniques. With the highest ROC curves, low EER as well as high accuracy, the proposed LBPnet and n-LBPnet networks configure effective alternatives for spoofing detection in real face recognition applications of nowadays. Besides of presenting great results, the proposed methods are more efficient than other state-ofthe-art techniques that combine lots of handcrafted information to detect attacks. Our approaches use the LBP descriptor with a single neighborhood, a forward bottom-up pass and simple softmax neurons at the top for detecting spoofing attempts quickly, being more suitable for real time applications. Based on all this it is possible to conclude that deep texture features are rich sources of information for face spoofing detection, propiciating better results than handcrafted ones (or even combination of them, which may become impractical). The integration of the LBP descriptor in a deep learning architecture is a suitable and robust alternative to prevent such criminal activities.
