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Abstract 
A new method to compute the Riemann mapping function via the Bergman kernel is presented. The method expresses 
the Bergman kernel as the solution of a second-kind integral equation involving the Neumann kernel. For symmetric 
regions, the integral equation can be transformed into a new one that uses only a small part of the original boundary. 
Numerical implementations on some test regions are also presented. 
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1. Introduction 
The Szeg6 and the Bergman kernel functions of a simply connected omain (2 are well-known 
reproducing kernels and are related to the Riemann mapping function which maps Q onto a disk 
(see e.g. [12]). These kernels are also related to orthonormal polynomials where the orthogonality 
is defined with respect to the boundary integral (Szeg6 kernel) or an area integral (Bergman kernel). 
Early numerical experiments in conformal mapping via these kernels can be found in 
[5, 7, 9, 14, 27]. However these experiments indicate that the Gram-Schmidt process for orthonor- 
malization is generally unstable and demands high accuracy for numerical purposes. Methods to 
circumvent such instability problems for the Bergman kernel are described in [19, 24-26]. Another 
type of methods which are more effective are based on integral equations (see e.g. [9, 12, 33]). 
Among these methods is one based on the Kerzman-Stein i tegral equation for the Szeg6 kernel 
which has been found to be numerically attractive [16, 18, 22, 34]. 
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In this paper a new method to compute the Riemann mapping function via the Bergman kernel 
is proposed. The method does not involve any orthonormalization process but expresses the 
Bergman kernel as the solution of a second-kind integral equation. The kernel of the equation is 
simply the Neumann kernel which is real and continuous on a smooth boundary of f2. 
Organization of this paper: Section 2 contains a brief review of the Szeg6 and the Bergman 
kernels as well as their relationships with the Riemann mapping function. Section 3 concerns on the 
derivation of the boundary integral equation for the Bergman kernel. Section 4 determines the 
simplification of the integral equation for rotationally and/or axially symmetric regions. Discussion 
on the numerical implementation a d results is given in Sections 5 and 6. 
2. The Szegii kernel and the Bergman kernel functions 
Let ~2 c C be any simply connected bounded region whose boundary F is assumed to be of class 
C 2 Jordan curve, i.e., a simple closed curve that is twice continuously differentiable. This means 
F admits a counterclockwise parametrization z(t), 0 <. t <. fl, z(O) = z(fl), z'(O) = z'(fl), z"(O) = z"(fl), 
with z ' ( t )= dz/dt  ~ 0 for all t. Thus the boundary F is smooth and possesses a continuously 
turning tangent. The unit tangent o F at the point z(t) will be denoted by T(z) = z'(t)/lz'(t)l. 
Let a ~ f2 be a fixed point and let R be the Riemann mapping R: ~2 ~ Unit Disk normalized at a, 
that is 
R(a) = O, R'(a) >0.  (2.1) 
The existence and uniqueness of R can be found, for, e.g., in [11]. Since F is of class C 2, R' can be 
extended to a function that is continuous on the closure ~ = f2wF, and that R'(z) ~ 0 for z e F 
(Kellogg's theorem, see, e.g., [35]). 
Closely connected to the Riemann mapping function R are the Szeg6 kernel (briefly, S) and the 
Bergman kernel (briefly, B) of f2. For definitions and basic properties of S and B, see, e.g., 
[3,4, 12,21,31]. The Szeg6 kernel S(z,a) and the Bergman kernel B(z,a) are continuous with 
respect o z on ~, and 
2~ 
R'(z) - - -  S(z, a) 2, z 6 O, (2.2) 
S(a, a) 
R'(z) = B(z,a), z e ~. (2.3) 
From these equations we have 
B(z, a) = 4r~S(z, a) 2, (2.4) 
1 x /R , (a )R , (z )  ' (2.5) S(z,a) 
B (z, a) = 1 R'(a) R' (z). (2.6) 
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It can also be shown that the Riemann mapping function can be computed on the boundary 
F without any integration by means of [16] 
R (z) = 1 R'(z) ~- T (z)[R'(z)--~' z ~ F, (2.7) 
or, in terms of S and B, 
R(z) = 1 S(z,a) 2 
i T (z) IS(z, a)2 l 
1 B(z, a) 
=_T(z ) - -  z~F .  (2.8) 
1 IB(z,a)l' 
The representation f R in (2.8), while elegant, is of immediate use only if either S or B is known 
explicitly. Since the computation ofS or B will bring us to the solution of many conformal mapping 
problems, this looks like a very strong requirement. Therefore determining new facts about the 
Szeg6 and the Bergman kernels would yield new information about conformal mapping. It is 
therefore an interesting discovery by Kerzman and Trummer [16] that for a fixed a e f~ and for 
z ~ F the Szeg6 kernel function S(z, a) satisfies a certain integral equation of the second kind. 
Theorem 1 (Kerzman and Trummer [16]). The Szeg~ kernel S(z, a) is the unique continuous olution 
to the Kerzman-Stein integral equation 
S(z, a) + .It A(z, w)S(w, a)ldw[ = H(a, z), 
with 
and 
z E F, a e f2, (2.9) 
~H(z, w) - H(w, z), for w, z e F, w v a z, 
A (w, z) = [0, for w = z ~ F, (2.10) 
H(w,z ) -  1 T(z) wed,  z~F ,  w#z.  (2.11) 
2~i z -- w' 
The kernel A is known as the Kerzman-Stein kernel and is smooth, skew-hermitian, and is 
identically zero if ~ is a disc. The kernel H is usually referred to as the Cauchy kernel. The integral 
equation (2.9) is derived as the concrete realization of an operator equation given in [15]. In [32] it 
is also shown how to extend the integral equation (2.9) to certain nonsmooth domains. A recent 
successful application of (2.9) in determining stresses in a certain mechanics problem is given in 
[23]. 
3. Integral equation for the Bergman kernel 
The discovery of the Kerzman-Stein tegral equation aturally leads us to the question whether 
an integral equation can also be determined for the Bergman kernel. At this stage we point out that 
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the Kerzman-Stein integral equation turns out to have another different way of its verification as 
shown by Henrici in [12, pp. 560-563]. Studying Henrici's method brings in a surprise, namely 
a boundary integral equation of the second kind for the Bergman kernel. 
For the derivation of the integral equation for the Bergman kernel, suppose z = z(t) is the 
parametric representation f a C 2 Jordan curve F with T (z) = z'(t)/I z'(t) l denotes the unit tangent 
in the direction of increasing parameters at the point z. If R is any Riemann map of I2 whose 
boundary is F, then (2.7) implies, 
T (z) = iR(z) {R'(z)} 1/2 
{R,(z)}l/2 , z E F. (3.1) 
On squaring we have 
T (0 2 = -- R(z) 2 R'(z) R'(z)' z e F, (3.2) 
a formula that will be used repeatedly. 
We now consider the following two integrals, 
1 
lB (W,a)  T(w)ldw[, zeF ,  (3.3a) 11 = PV ~ Jr w----~T 
and 
1 frB(W,a) T(w)ldwl, zeF .  (3.3b) Is = PVF i 
To evaluate 11, we use the fact that T (w)ldwl = dw and the formula (see for, e.g., [13, p. 176]) 
PV2~l frw-zF(W) dw=½F(z),  zsF ,  (3.4) 
for a function F that is analytic in f2 and continuous in I2uF. Hence we obtain 
I1 = ½B(z, a). (3.5) 
As for the second integral 12, we first observe that from (3.2) we have 
R'(w) T (w) 2 
R'(w) - 
R(w) z 
which on multiplying both sides by R'(a) and using (2.6) gives 
B(w, a) T (w) 2 
B(w,a) = -- , w ~ F. (3.6) 
R(w) 2 
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In view of T (w)T(w) = IT (w)l 2 = 1 and T (~ldwl = d--w, the integral 12 becomes 
1 fr B(w, a) - -  
12 - 2hi PVo, R(w)2( ~ _ ~) dw, 
[1 f " wa' l = ~ PV R(w~(--w--- z) dw z ~/", 
where the minus sign in the superscript denotes complex conjugation. By the usual definition of the 
principal value integral, we write 
I 2=~l imlv  1 -Lp_ ,  o 
where 
1 fr B(w,a) Ip = ~ i  - r, R(w) 2 (w -- z) dw, 
and/"p is the portion of F inside the circle A "Lw - z l = p. To determine the value of the ordinary 
integral Ip, let F3 = F1 + Fp +/"2 (see Fig. 1). Therefore, 
1 fr B(w, a) 
Ip = ~ - r3 + 4o R(w)2(w - z) 
1 fr B(w, a) 
dw +~i  2-~°+~, R(w)2( w-  z) dw. 
Z 
A 
F 
Ao 
oO, 
Fig 1. Notations to evaluate Ip. 
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Taking the limit p ~ 0 and applying residue theory to the first integral and the formula (3.4) to the 
second, we get 
1 Btz, I2 = ~ResfB(w'a)/(W--Z! q_ 
tw=a [_ R(W) 2 2 R(z) 2 J " 
To evaluate the residue above, we use the fact that iff(w) = 9(w)/h(w) where 9 and h are analytic at 
a, and 9(a) # O, h(a) = h'(a) = O, h'(a) # O, which means a is a double pole off(w), then (see for, e.g., 
[10]) 
g'(a) 2 h" (a) 9 (a) 
Res f (w) = 2 - -  
w=a h"(a) 3 h"(a) 2 
Applying (3.7) we obtain 
FB(w,a)/(w - z!l _ 1 
L g(w)  2 ~(z -- a) 2" 
Thus 
(3.7) 
1 1 B(z, a) 
12 - Tc(£ - d)2 + 2 R(z) 2 ' 
and on using (3.6) once more the following is obtained: 
1 1 
12 - -  7Z(Z - -  a )  2 2 B(z'a)T(z)2" 
Finally looking at T (z~I  2 - -  11 yields 
[  wfl .dw. BIz'a)+PV  i L w Tz- w-z j  
1 T(z) 2 
- ~(g_  d)2, z~F,  
(3.8) 
(3.9) 
which is an integral equation of the second kind for the Bergman kernel. This integral equation 
however has a more pleasant form if we multiply both sides by T (z) and let B(z, a) = T (z)B(z, a), in 
which we get 
B(z,a) + PV frU(Z,w)B(w,a)ldwl - 1 rc ( i f_ d)2, zeF ,  (3.10) 
where 
N(z ,w)=l - Im[T(z ) ] ,  z ,w~F,  z#w.  
7~ LZ-WA 
The real kernel N is the familiar Neumann kernel which arises frequently in the integral equations 
of potential theory and conformal mapping (see for, e.g., [12]). Since F is of class C z, the Neumann 
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kernel N is certainly continuous at all points (z, w) ~ F x F where [-12, p. 282] 
1 lm l,z"(t)z'(t)] 
N(z,z)=2~ iz,(t)L3 , z=z( t )eF .  
Thus the symbol PV may be dropped from the integral equations (3.9) and (3.10). The value of 
2xN(z, z) also has a geometrical interpretation, i  which it is the curvature of F at the point z = z(t) 
1-11, p. 1863. 
After parametrizing F, the integral equation (3.10) will take the form 
(p(t) - )o f f  U(t, s)c~(s) ds = •(t), (3.11) 
where ~ and fl are finite, N is a given continuous function of two variables, ~b is a given function, 2 is 
a parameter which takes the value - 1, and q~ is to be determined. Various facts concerning the 
eigenvalues ofN are known (see, e.g., 1,1, 30]). An important fact is that 2 = - i is not an eigenvalue 
of N. The homogeneous equation corresponding to (3.11) thus has the trivial solution, and by the 
Fredholm alternative (see, e.g., [17, p. 453]) the nonhomogeneous equation has exactly one 
continuous olution q~ for any continuous function ~. We summarize: 
Theorem 2. Let F be of class C 2. The function B(z, a) = T (z)B(z, a) is the unique continuous solution 
to the integral equation 
B(z, a) + frg(Z, w)B(w, a) ldwl - 
where 
~1 Im [z"(t)TCt)] 
I z ' ( t ) l  ' 
1 T(z) 
zer ,  (3.12) 
Z, W ~ F, z ¢ W, 
z=w~l ' .  
(3.13) 
4. Treatment of symmetric regions 
Often the region of interest in conformal mapping possesses ome symmetrical qualities. 
Numerical conformal mapping for symmetric regions via the Szeg6 kernel has been treated in 
[20, 34]. In this section it is shown how to exploit the symmetry of the given regions in numerical 
conformal mapping via the Bergman kernel. Based on some results given in 1,20], the boundary 
integral equation for the Bergman kernel is transformed into another integral equation that uses 
only a small part of the original boundary. 
4.1. Rotational symmetric regions 
Suppose F is invariant under otations about the origin with an angle 2~/m, where m is a natural 
number. Denote the part of F with the angular domain 0 ~< argz ~< 2x/m by F1. For 
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j = 0, 1, . . . ,  m - 1, let Fj+ 1 represents the curve F1 rotated about the origin with angle 2nj/m. 
Hence F = F1 + ... + I'm. Also let e~ :=  e i2~j/m. An integral equation for/3 restricted to 1"1 can be 
derived. To achieve this we need the following lemmas. 
Lemma 3 
m- 1 ~j _mw m- 1 
Z - -  w" (4.1) j=O ~jW - -  Z - -  Z m' 
m-1  (Xj m -- 1 
-- - (4.2) 
j= l~ j - -  1 2 ' 
m - 1 O~--j mwzm - 2 
Z __ wm j=O ~jW - -  Z - -  Z m' 
(4.3) 
m - 1  m 
7! - 3 - m (4.4) 
j= l~ j  - 1 2 
Remark.  Eqs. (4.1) and (4.2) had been proved in [34]. Similar proofs can also be given for Eqs. (4.3) 
and (4.4). 
Lemma 4 (Murid and Razali [20]). Assume that p,9~C(1"), K~C(Fx1" )  such that 
9(~jz) = p(~j)9(z) and K(~jz, ~jw) = K(z, w). Suppose f ~ C(1") is the unique solution to the inte#ral 
equation 
f(z) + frK(Z,w)f(w)ldwl = g(z), z ~ 1". (4.5) 
Then f (ajz) = p(~9) f (z) and 
t"  
f(z) + | Km(z,w)f(w)ldwl = O(z), 
dF 1 
where K,,(z, w) ~- 1 = )-',j=o p(ej)K(z, ejw). 
We now prove: 
z ~ 1"1, (4.6) 
Theorem 5. Let F be a closed Jordan curve which is invariant under rotations about the origin with an 
angle 2n/m. Denote the part of F with the angular domain 0 <<. argz ~< 2n/m by F1. Then 
B(cgz, O) = o~jB(z, O) and 
fr 1 T(z) B(z,O) + Nm(Z,W)B(w,O)Idwl - rc ~2 , zeF1 ,  (4.7) 
1 
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where 
I w--'_Z(z!l 
Nm(z, w) = ~2rfi L ~ - ~ w m - z" J' 
[N(z'z) +4-~l[!3 -m-)T(Z)z (m--1)T(z)], 
where N is the Neumann kernel as defined in (3.13). 
z, w ~ F1, z ~ w, 
Z = wEF1,  
(4.8) 
Proof. Compar ing (3.12) and (4.5) with a = 0 leads to f (z)  =/~(z,0), K(z,w) = N(z, w) and 
1 T(z) g(z) - 
~t ~2 
Since T(~jz) = ~jT(z), the hypotheses of Lemma 4 are clearly satisfied with p(ct,) = ~,. Thus 
/3(~,z, 0) = ~,/3(z, 0) and the integral equation for the funct ion/3 restricted to F1 is 
fr 1 T (z) B(z,O) + Nm(z,w)B(w,O)ldwl- X 5 2 ' zEF I '  
1 
where 
m--1  
Um(z,w) = ~ ~;N(z, ajw). 
j=0  
As for the proof of (4.8), observe that 
m--1  
Nm(z, w) = F, ~#(z ,  ~,w) 
j=O 
= 2xi j-£g'o ~j - - -  
2rti ; = o 09w - 2 2rti j = o a,w - z" 
Applying (4.3) and (4.1) of Lemma 3 to the first and second term respectively, we obtain (4.8) for the 
case z # w. For  the other case, we first observe that 
Nm(z,w)=U(z,w)+ ~x [- T(z) T(z) ] 
2hi ,=2-' I= ,L~-~ =,w- z 
Taking w ~ z, we have 
T (z )~ l  a, T(z) m~l 09 
N,,(z, z) = N(z, z) + ~ ,=~x ~--]. - 1 2rtiz 1= a e; - 1" 
Finally applying (4.4) and (4.2) of Lemma 3 to the second and third term, respectively, completes 
the proof. []  
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Note that the new kernel Nm in Theorem 5 is no longer a real kernel. However for the case m = 2 
the kernel is once more real and thus yielding a simpler looking result as shown in the following 
corollary. 
Corollary 6. Let F be a closed Jordan curve which is invariant under rotations about the origin with 
an angle n. Denote the part of F with the angular domain 0 <<, arg z <~ n by Ft. Then 
B(z,O) + fr N2(z,w)B(w,O)ldwl - 1 T(z) 
J ~ ~2 ' 
where 
z ~ F1, (4.9) 
(2 FwT(z) q 
i= Im i ~T----S..,2/, z, we  Fl, Z¢  w, 
N2(z,w) = J '~ L; - 'V 3 (4.10) 
Theorem 5numerically means that it suffices to compute the solution/3 on the boundary Fx, which 
is just one ruth of the original boundary F. 
4.2. Axial symmetric regions 
In this section we shall again consider the integral equation (3.12) for the function/3 but for this 
time F is symmetric with m axes of symmetry. Thus the angle between any two adjacent axes of 
symmetry is rt/m. Let the real axis be one of the axes of symmetry. This type of symmetry is actually 
a special case of rotational symmetry about the origin with an angle 2rc/m. The only added feature 
here is that the curve F1 is now symmetric with respect o the ray 0 = 7tim. Let G~ and G 2 denote 
the curves, respectively, below and above the ray 0 = n/m. Thus if z e G2, then Ctl~ ~ G~. 
Lemma 7 (Murid and Razali [20]). Let F be a symmetric losed Jordan curve with m axes of 
symmetry with the real axis always being one of the axes of symmetry. Assume also that the kernel 
K and the functions p, g satisfy the hypotheses of Lemma 4. I f  in addition K(~, ~) = K(z, w) and 
g(2) = zg(z), where z is a nonzero complex constant, then f(£) = ff(z) and 
f(z) + ~ Km(z, w)f(w)ldwl + ~p(~l) I_ Km(Z,~l~)'f(w)ldwl = g(z), z ~ G1, (4.11) 
dG 1 J (~  1 
where K,,(z, w) m- 1 = Zj=o p(ej)K(z, ~jw). 
Since T (ctiz) = ctiT (z) and T (~) = - T (z), the hypotheses of Lemma 7 are clearly satisfied by 
the integral equation (3.12) for the function/3 with p(~j) = ~j and z = - 1. Thus/3(~, 0) = - B(z, O) 
and 
B(z, O) + fG Nm(z, w)B(w, O)Idw, - fG1Nm(z, ~)B(w, O)ldw, 
1 T(z) 
- 7t ~2 , zeG1,  (4 .12)  
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where Nm as given in (4.8) and where we have also use the fact that Nm(z, v~) = e lN, , (z ,  a l~) .  If 
m = 2, i.e., if F has two axes of symmetry, then the kernel N,, will be a real kernel. 
Eq. (4.12) numerically means that it suffices to compute the solution/~ on the boundary Gx, 
which is just one 2ruth of the original boundary F. 
5. Numerical implementation 
Using a parametric representation z(t) of F, 0 ~< t ~< fl, the integral equation (3.12) becomes 
ok(t) + f f  v(t, s)¢(s) ds = ~(t), (5.1) 
where for 0 ~< s, t ~< fl, 
4) (t) = [z' (t)[/~ (z (t), a), (5.2a) 
1 z'(t) 
~(t)  - rt (z(t) - d) 2' (5.2b) 
l imV.  _z,(t)_ .~ 
v(t,s) = ~ ] z(t) - z(s)J' t ~: s, 
(5.2c) 
1 Fz"(t)-] 
TIm/7 j, t=s 
The new kernel v(t, s) is also known as the parametric Neumann kernel [12, p. 394]. 
Since the functions 4), 0, and v in (5.1) are fl-periodic, an appealing procedure for solving (5.1) 
numerically is using the NystrSm's method [2] with the trapezoidal rule which is equivalent to the 
Fourier method [6]. The trapezoidal rule is the most accurate method for integrating periodic 
functions [30, p. 72]. Choosing n equidistant collocation points t~ = (i - 1)fl/n and the trapezoidal 
rule for NystrSm's method to discretize (5.1), we obtain 
¢(ti) + -fl ~ v(ti, tj) d/)(t2) = tP(ti), 1 <. i <. n. (5.3) 
n j= l  
Defining the matrix Q by Qij = flv(ti, t j)/n and xi = ¢(ti), yi = (P(tl), Eq. (5.3) can be rewritten as an 
n by n system 
(I + O)x  = y. (5.4) 
Since (5.1) has a unique solution, then for a wide class of quadrature formula the system (5.4) also 
has a unique solution, as long as n is sufficiently large [2]. Note that the coefficient matrix I + Q is 
real, but x and y are complex. 
Once the solution x~ = ¢(ti) has been computed, discretization of (5.1) provides us with a very 
good "natural" interpolation formula (see, e.g., [2]): 
m ~ ¢(t) = 0(0 Z tj)¢(tj). 
n j= l  
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Suppose O(t) is the boundary correspondence function to any representation z = z(t), 0 <<, t <<, fl, 
of F. Then 
R(z(t)) = e i°~') (5.5) 
where R again denotes the Riemann mapping function. Differentiating (5.5) yields 
R'(z(t)) z'(t) = iO'(t)e i°~t). 
Therefore 
O(t) = arg( -  iR'(z(t))z'(t)), 
and on using (2.3) leads to 
O(t) = arg( - iB(z(t), a) z'(t)) 
= arg( -- iB(z(t), a) lz'(t)l T (z (t))) 
= arg( -- iB(z(t), a)[z'(t)l). 
Finally using (5.2a), we can compute the boundary correspondence function (without integration) 
by the formula 
O(t) = arg( -  i~b(t)). (5.6) 
We now have two methods for numerical conformal mapping; one via the Szeg5 kernel and the 
other via the Bergman kernel. Comparisons of these two methods how that each method has its 
own strong and weak points. When one method suffers a drawback, the other seems to complement 
it. For example the Neumann kernel N(z, w) has the advantage of being real but unfortunately it is 
generally nonsymmetric. Even though the Kerzman-Stein kernel A(z, w) is complex, it has the 
advantage of being skew-hermitian. 
Parametrization of the Kerzman-Stein integral equation (2.9) as given in [16] is 
f2 ~5(t) + k(t, s) ~(s) ds ds = ~(t), 0 <. t <. fl, (5.7) 
where 
 5(t) = Iz ' ( t ) l '2S(z(t) ,  a), 
k (t, s) = I z' (t) l 1/21z' (s) l 1/2 A (z (t), z (s)), 
~(t) = Iz'(t) l~/2H(a, z(t)). 
The new kernel k preserved the skew-hermitian property, i.e., k(t, s) = - k(s, t). This property seems 
to be an advantage of (5.7) to that of(5.1). However (5.1) has a real kernel and does not involve a lot 
of square roots. 
In [16] the integral equation (5.7) is discretized using NystrSm's method with trapezoidal rule at 
n equidistant collocation points. This gives rise to a complex system of n linear equations in 
n unknowns 
(I + (~)x = y, (5.8) 
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where the complex matrix Q is skew-hermitian. This property is exploited in [34] by solving the 
system (5.8) using an iterative method based on the generalized conjugate gradient method (CGM) 
[8, 36]. This algorithm uses a splitting of the coefficient matrix into its symmetric and skew- 
symmetric parts. In the case of the complex system (5.8), the symmetric part is just the identity 
matrix which simplifies the algorithm. As for the system (5.4), the matrix involved is real and 
nonsymmetric. Thus solving the system (5.4) by Gaussian elimination requires less computational 
effort than solving the system (5.8) using the same method. However implementation f CGM 
algorithm on the system (5.4) is not as simple as on the system (5.8). To avoid the splitting process 
as required by CGM, one may use a different algorithm such as the Generalized Minimal Residual 
(GMRES) method of Saad and Schultz [29]. The GMRES method is formulated in such a way that 
it is directly applicable to solve linear systems whose coefficient matrices are not symmetric and/or 
positive definite. In [28], the performance ofGMRES was found to be quite efficient in a test case 
involving four different integral equations arising in potential theory. 
Finally the boundary correspondence function O(t) associated with the Szeg5 kernel is computed 
by means of [16, 34] 
0(t) = arg( - iq~ 2 (t) z ' ( t ) ) .  (5.9) 
However the boundary correspondence function (5.6) which is associated with the Bergman kernel 
certainly looks simpler. 
As for the rotationally symmetric regions, after having discretized the integral equation (4.9), 
application of the Nystr6m algorithm associated with an n'-point midpoint gives rise to a complex 
system of n' linear equation in n' unknowns of the form 
(I + O)u  = v. (5.10) 
If m --- 2, then the matrix D is real, 
As for the axially symmetric regions, after having discretized the integral equation (4.12), similar 
application of the Nystr6m algorithm associated with an n"-point midpoint rule leads to a complex 
system of n" linear equations in n" unknowns of the form 
(I + E)p  - Fff = q. (5.11) 
The complex system (5.11) can be rewritten as two n" by n" real systems. To see this we write 
p = 9tp + i3p,  q = ~q + i3q. Upon substituting and comparing the real and imaginary parts, 
(5.11) becomes 
(I + E -- F )9 tp  = ~Rq, (5.12a) 
(1 + E + V)~p = ~q. (5.12b) 
If m --- 2, then the matrices E and F are reals. 
6. Numerical results 
In this section the numerical scheme discussed in Section 5 is applied to several test regions with 
the usual normalization R(0)= 0, R'(0)> 0. The method employed in solving the system of 
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equations (5.4) is by Gaussian elimination which has an order of operations of O(n 3) with n being 
the number of discretization points of the boundary. The entire computer programming was done 
using the MATHEMATICA package [37] in single precision (16 digit machine precision). 
Following [16] we list the sup-norm error II O(t) -- OM(t)II ®, where O(t) is the exact boundary 
correspondence function and OM(t) is the approximation obtained by means of the interpolation 
formula given in Section 5 using M equally spaced points in the parameter interval, most of which 
are not the original collocation points. In all our experiments we have chosen M = 36. These allow 
exact comparisons with some of the results given in [16]. Tables 1-4 show the results. 
We also performed two numerical experiments hat exploit the axial symmetry of two selected 
regions (m = 2). The method employed in solving the two systems of equations (5.12a) and (5.12b) is 
again by Gaussian elimination with n" being the number of discretization points of the boundary 
lying in the first quadrant. As before we list the sup-norm error II O(t) - OM.(t ) I I  ®, where O(t) is the 
exact boundary correspondence function and OM,,(t) is the approximation obtained by means of an 
appropriate interpolation formula using M" equally spaced points in the parameter interval, most 
of which are again not the original collocation points. In all our experiments we have chosen 
M" = 30. Tables 5 and 6 show their results. 
Example 1. Ellipse (0 ~< e < 1, axis ratio = (1 + e)/(1 - e)). 
z(t) = e it -'l- ~e -it, 
O(t) =t + 2 ~ (k  1)k ek k = 1 1 + e2k sin(2kt). 
Example 2. Inverted ellipse (0 < p ~< 1). 
z(t) = x/1 - (1 - p2)cos2(t)ei~, 
tan O(t) = p -  1 tan t. 
Table 1 
Ellipse. Error norm II O(t) - OMt)II 
Axis ratio 
n 1.2 1.5 2.0 3.0 5 
4 1.0(-- 02) 1.2(-- 01) 6.4(-- 01) --  
8 1.6(-- 04) 9.4(-- 03) 1.7(-- 01) 1.3 
16 2.1 (-- 08) 3.0(-- 05) 4.5(-- 03) 5.6(-- 01) 
32 8.9(-- 16) 1.5(-- 10) 1.4(-- 06) 5.4(-- 03) 
64 --  8.9(-- 16) 6.4(-- 14) 1.7(-- 07) 
128 -- - -  1.3(-- 15) 1.0(-- 14) 
m 
1.5 
9.6(-- 02) 
4.5(-- 07) 
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Table 2 
Inverted ellipse. Error norm II 0(t) -- OM(t)II oo 
Values of p 
n 0.8 0.5 0.2 
4 6.4(-- 03) 3 .0 ( -  01) - -  
8 4 .2 ( -  06) 1 .3 ( -  02) - -  
16 4 .9 ( -  08) 7 .8 ( -  04) - -  
32 8 .2 ( -  15) 2 .1 ( -06)  1.2(--01) 
64 5 .6 ( -  16) 9 .1 ( -  13) 3.6(--03) 
128 - -  3.3(-- 16) 1.9(-- 05) 
Table 3 
Oval of Cassini. Error norm II O(t) - O~t(t)II oo 
Values of ct 
n 0.2 0.5 0.8 0.9 0.99 0.999 
4 2 .4 ( -  05) 6 .0 ( -  03) 1 .2 ( -  01) 2.7(-- 01) - -  
8 4 .0 ( -  09) 4 .2 ( -  05) 8 .4 ( -  03) 6 .3 ( -  02) - -  
16 8 .9 ( -  16) 6 .0 ( -  09) 7 .5 ( -  05) 1 .8 ( -  03) - -  
32 - -  8 .9 ( -  16) 1 .3 ( -  08) 4 .9 ( -  06) 3 .0 ( -  02) - -  
64 - -  - -  4 .0 ( -  10) 6 .7 ( -  11) 5.6(--04) 3 .5 ( -01)  
128 - -  - -  8 .9 ( -  16) 9 .8 ( -  16) 5 .5 ( -  07) 9 .5 ( -  03) 
Table 4 
Epitrochoid. Error norm II O(t) - OM(t)II o~ 
Values of 
n 0.2 0.3 0.4 0.6 0.8 0.9 
4 4.3(-- 05) 3.5(-- 04) 1.7(-- 03) 1.7(-- 02) 3.5(-  01) - -  
8 9.9(-  09) 4.8(-- 07) 8.4(-- 06) 6.3(-  04) 1.7(- 02) - -  
16 8 .9 ( -  16) 5 .9 ( -  13) 1.6(-- 10) 8 .3 ( -  07) 7 .5 ( -  04) 1.2(-- 02) 
32 - -  8 .9 ( -  16) 8.9(-- 16) 8 .2 ( -  13) 1 .6( -  07) 3.9(-- 04) 
64 - -  - -  - -  8.9(-- 16) 7.8(-- 13) 2 .8 ( -  07) 
128 . . . .  8.9(-- 16) 3 .3 ( -  13) 
Example  3. Ova l  o f  Cass in i  ( Iz  - ~[[z + ~[ = 1,0  ~< ~ < 1) 
z(t) = (~2 cos  2t + x /1  - c~ 4 sin 2 2t) 1/2 e it, 
0(0 = t - ½ arg(w(t)), 
w(t) = x /1  - ~4 sin 2 2t + i~ 2 s in 2t. 
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Table 5 
Inverted ellipse. Error norm FI O(t) - 0M',(t)I] o~ 
Values of p 
n" 0.8 0.5 0.2 
1 4 .0 ( -  03) 1.1 (-- 01) - -  
2 3 .7 ( -  06) 7 .7 ( -  03) - -  
4 5.0 ( -  08) 9.6 ( -  04) - -  
8 1 .0( -  14) 2.3(-- 06) 1 .3 ( -  01) 
16 4 .4 ( -  16) 3 .6 ( -  12) 5 .9 ( -03)  
32 - -  4 .2 ( -  15) 4.0(-- 05) 
64 - -  - -  1.7 ( -  09) 
128 - -  - -  4 .4 ( -  15) 
Table 6 
Square 
n" II O(t) - O~,,(t) I I  o~ 
8 7.2 ( - 02) 
16 1.9 ( - 02) 
32 4 .4 ( -  03) 
64 1.0 (-- 03) 
128 2.6 ( -  04) 
256 6.4 ( -  05) 
Example 4. Epitrochoid ("Apple") (0 ~< ~ < 1). 
z(t) = e it q- 2 e2it' 
o( t )  = t. 
Example 5. Square. 
1 z(t)=~[-1-(1-i)t], 0<t<l  (first quadrant) 
cos0(t) = 1 + ~ cn(-Kt) cn(Kt , K = r(1/4)} 2, 
where cn is one of the Jacobian elliptic functions and F(.) is the gamma function. Notice that for 
this region, the smoothness condition for the boundary is no longer satisfied. In this example, the 
tangents at t = 0 and t = 1 are not even defined. However, since we are employing the n"-point 
midpoint rule, the tangents at these two endpoints are not needed. Nevertheless, we still get 
reasonable approximations to the solutions. 
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The numerical examples above illustrate that the present method based on the Bergman kernel 
produces approximations of comparable accuracy to the method based on the Szeg/5 kernel 
discussed in 1-16]. These experiments also show that both integral equations based on the Bergman 
and the Szeg~5 kernels can be used to produce approximations of high accuracy for numerical 
conformal mapping. But since the matrices Q, E, and F are reals, the present method requires less 
computational effort. 
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