An effective way to reduce clutter in a graph drawing that has (many) crossings is to group edges into bundles when they travel in parallel. Each edge can participate in many such bundles. Any crossing in this bundled graph occurs between two bundles, i.e., as a bundled crossing. We minimize the number of bundled crossings. We consider two settings.
Introduction
In traditional node-link diagrams, vertices are mapped to points in the plane and edges are usually drawn as straight-line segments connecting the vertices. For large and somewhat B is contained in a closed Jordan region R(B) whose boundary consists of four Jordan arcsẽ 1 ,ẽ 2 ,ẽ 3 , andẽ 4 that are pieces of edges e 1 , e 2 , e 3 , and e 4 in D. The pieces of the edges cut out by the region R(B) can be partitioned into two setsẼ 1 andẼ 2 such thatẽ 1 ,ẽ 3 ∈Ẽ 1 ,ẽ 2 ,ẽ 4 ∈Ẽ 2 , and each pair of edge pieces inẼ 1 ×Ẽ 2 has exactly one intersection point in R(B), whereas no two edge pieces inẼ 1 (respectivelỹ E 2 ) have a common point in R(B).
Our definition is similar to that of Alam et al. [1] but accommodates also non-simple drawings. We call the setsẼ 1 andẼ 2 of edge pieces bundles and the Jordan arcsẽ 1 ,ẽ 3 ∈Ẽ 1 andẽ 2 ,ẽ 4 ∈Ẽ 2 frame arcs of the bundlesẼ 1 andẼ 2 , respectively. For simple drawings, we accordingly call the edges that bound the two bundles of a bundled crossing frame edges. We say that a bundled crossing is degenerate if at least one of the bundles consists of only one edge piece; see Fig. 1 (b) . In this case, the region of the plane associated with the crossing coincides with that edge piece. In particular, any point in I(D) by itself is a degenerate bundled crossing. Hence, any drawing admits at least a trivial bundling.
We denote by bc(G) the bundled crossing number of a graph G, i.e., the smallest number of bundled crossings over all bundlings of all simple drawings of G. When we don't insist on simple drawings, we denote the corresponding number by bc (G). In the circular setting, where vertices are required to lie on the boundary of a disk and edges inside this disk, we consider the analogous circular bundled crossing numbers bc • (G) and bc • (G) of a graph G.
Fink et al. [13] showed that it is NP-hard to compute the minimum number of bundled crossings that a given drawing of a graph can be partitioned into. They showed that this problem generalizes the problem of partitioning a rectilinear polygon with holes into the minimum number of rectangles, and they exploited this connection to construct a 10approximation for computing the number of bundled crossings in the case of a fixed circular drawing. They left open the computational complexity of the general and the circular bundled crossing number for the case that the drawing is not fixed.
Alam et al. [1] showed that bc (G) equals the orientable genus of G, which in general is NP-hard to compute [27] . They showed that bc and bc differ (by proving that bc (K 6 ) = 1 < bc(K 6 )). As it turns out, the two problem variants differ in the circular setting, too (see Fig. 2 and Observation 5). For computing bc(G) and bc • (G), Alam et al. [1] gave an algorithm whose approximation factor depends on the density of the graph; see Table 1 . They posed the existence of an FPT algorithm for bc • (G) as an open question. Table 1 gives an overview of existing and new results. We settle one of the open problems posed by Fink at al. [13] by showing that it is NP-hard to compute the Table 1 Algorithmic and complexity results concerning bundled crossing minimization (with respect to a graph G with m edges, density δ, and bundled crossing number k). We omit poly-terms. Our results are in boldface. In the fixed-drawing setting [13] , we only consider storyline layout.
Our Contribution

General layout
Circular layout
bc (G) NP-hard, FPT [13] , [20] To prove this, for each simple circular layout D with k bundled crossings of a graph G, we examine a special genus-k surface S. The key idea is that in S, D is crossing-free and its frame edges partition the remaining edges into O(k) outerplanar components (implying, e.g., that G has bounded treewidth). So, by enumerating all ways to draw the frame edges of k bundled crossings, and, for each such way, expressing the edge partition problem (into frame edges and outerplanar components) in extended monadic second order logic, we can apply Courcelle's Theorem [7] (stated as Theorem 8 in Section 3) to establish Theorem 1.
Again using the above-mentioned connection, here between genus and the circular bundled crossing number bc • , we can decide whether bc • (G) = k in 2 O(k) n time. In other words, if non-simple drawings are allowed, the problem is also FPT in k; see Section 2 (Theorem 7).
We also consider the setting where we are given a drawing and the task is to bundle the existing edge crossings into as few bundled crossings as possible. We consider this setting for storyline visualizations. In contrast to the above results, the storyline literature considers the number of characters, m, to be small and the number of crossings to be large. (Recall that storyline visualizations are non-simple.) We show that computing the bundled crossing number bc s (D) of a given storyline visualization D is FPT in m with singly-exponential runtime; see Section 4.
Preliminaries
For a given graph G, the search for drawings having the fewest bundled crossings is surprisingly similar to computing the orientable genus 1 g(G) of G. In fact, Alam et al. [1] showed that bc (G) = g(G), which implies that testing whether bc (G) = k is FPT in k, since the same is true for testing whether g(G) = k [20] ; we highlight this as Observation 2.
Observation 2 ( [1, 20] ). For a given graph G, testing whether bc (G) ≤ k can be performed in 2 O(k) n time.
To show bc (G) = g(G), Alam et al. [1] showed first that a drawing with k bundled crossings can be lifted onto a surface of genus k, and thus bc (G) ≥ g(G):
. A drawing D with k bundled crossings can be lifted onto a surface of genus k via a one-to-one correspondence between bundled crossings and handles, i.e., at each bundled crossing, we attach a handle for one of the two edge bundles, thus providing a crossing-free lifted drawing; see Fig. 9 .
Then, to see that bc (G) ≤ g(G), Alam et al. [1] used the fundamental polygon representation (or polygonal schema) [10] of a drawing on a genus-g surface. More precisely, the sides of the polygon are numbered in circular order a 1 , b 1 , a 1 , b 1 , . . . , a g , b g , a g , b g ; for 1 ≤ k ≤ g, the pairs (a k , a k ) and (b k , b k ) of sides are identified in opposite direction, meaning that an edge leaving side a k appears on the corresponding position of side a k ; see Fig. 3c for an example showing K 5 drawn in a fundamental square that models a drawing on the torus. In such a representation all vertices lie in the interior of the fundamental polygon and all edges leave the polygon avoiding vertices of the polygon. Alam et al. [1] showed that such a representation can be transformed to a non-simple bundled drawing with g many bundled crossings. It is not clear, however, whether such a representation can be transformed to a simple bundled drawing with g bundled crossings, as this transformation can produce drawings with self-loops and pairs of edges crossing multiple times, e.g., Alam et al. [1, Lemma 1] showed that bc(K 6 ) = 2 while bc (K 6 ) = g(K 6 ) = 1.
We use this connection to genus to prove that computing bc(G) is NP-hard (Theorem 4) and that computing bc • (G) (Theorem 7) and bc • (G) (Theorem 1 in Section 3) are in FPT. Proof. Let G be a graph obtained from G by subdividing each edge O(|E(G)| 2 ) times. We reduce from the NP-hardness of computing the genus g(G) of G by showing that bc(G ) = g(G), with Observation 3 in mind.
Consider the embedding of G onto the genus-g(G) surface. By a result of Lazarus et al. [22, Theorem 1] , we can construct the fundamental polygon so that its boundary intersects with edges of the graph O(g(G)|E(G)|) times. Note that each edge piece outside the polygon intersects each other edge piece at most once. We then add a vertex to each intersection of an edge with the boundary of the fundamental polygon. The subdivisions make sure that no edge intersects itself or intersects another edge more than once in the corresponding drawing of the graph on the plane; hence, the drawing is simple. Since g(G) ≤ |E(G)|, by subdividing edges further whenever necessary, we obtain a drawing of G . Our subdivisions keep the integrity of all bundled crossings, so bc(G ) ≤ g(G). On the other hand, since subdividing edges does not affect the genus, g(G) = g(G ) = bc (G ) ≤ bc(G ).
We now consider circular layouts, where vertices are placed on a circle and edges are routed inside the circle. We first note that bc • (G) and bc • (G) can be different. Proof. Similarly as in [1, Theorem 1] , it is easy to see that bc • (G) is an upper bound for the genus of G , because, according to Observation 3, we can lift any circular drawing of G onto a surface S of genus bc • (G) and then we can add v using the outside of the circle. Clearly, this produces a crossing-free drawing of G on the surface S.
It remains to show that given a crossing-free drawing of G on a surface of genus k, we can construct a circular drawing of G with at most k bundled crossings. Consider a drawing of G on a surface S of genus k; see Fig. 3a for instance. We can modify the drawing so that all the neighbors N (v ) of v in G are placed in an -neighborhood of v in S (which is a topological disk). We now explain the modification in more detail. Consider all the edges incident to v in the drawing and drag each neighbor u of v along the edge uv (as illustrated in Fig. 3b ) until it reaches the -neighborhood on the surface S. Since for each u ∈ N (v ) the edges uw ∈ E with w = v are bundled together at the position where u was on the surface and dragged together with u along the edge uv , this does not introduce any crossings. Then we use the fundamental polygon representation [1, Theorem 1] to the modified drawing of G on the surface S of genus k. Since all the vertices are located on the boundary of the -neighborhood of v (which itself is a surface of genus 0), there exist a representation where all edges between v and V \ v are drawn inside the polygon. After removing the vertex v from the representation, we obtain a circular drawing of G with at most k bundled crossings.
Proof. This follows directly from Lemma 6 and the FPT algorithm for genus [20] , which runs in 2 O(g) n time. 
Bundled Crossings in Simple Circular Layouts is FPT
To prove our main result (Theorem 1) we will design an algorithm which tests whether bc • (G) = k with runtime fixed-parameter tractable in k. Our algorithm is inspired by recent works on circular layouts with at most k crossings [2] and circular layouts where each edge is crossed at most k times [5] . In both of these prior works, it is first observed that the graphs admitting such circular layouts have treewidth O(k) (see Appendix A), and then algorithms are developed using Courcelle's theorem, which establishes that expressions in extended monadic second order logic (MSO 2 ; see Appendix A) can be evaluated efficiently.
Theorem 8 (Courcelle [7, 8] ). For any integer t ≥ 0 and any MSO 2 formula ψ of length , an algorithm can be constructed which takes a graph G with treewidth at most t and decides in O(f (t, ) · (n + m)) time whether G |= ψ where the function f from this time bound is a computable function of t and .
Our approach is similar and we proceed along the lines of Bannister and Eppstein [2]. We start by very carefully describing a surface (in the spirit of Observation 3) onto which we will lift our drawing. We will then examine the structure of this surface (and our algorithm) for the case of one bundled crossing and finally for k bundled crossings.
Constructing the surface determined by a bundled drawing
Consider a bundled circular drawing D, i.e., it is drawn on a disk D residing on a sphere, where the boundary of D is the circle of D. Note that inserting parallel edges into the drawing (i.e., making our graph a multi-graph) can be done without modifying the bundled drawing, but allows us to assume that every bundled crossing has four distinct frame edges; see Fig. 9 . Each bundled crossing B defines a Jordan curve C B made up of the four Jordan arcsẽ 1 ,ẽ 2 ,ẽ 3 ,ẽ 4 in clockwise order taken from its four frame edges e 1 , . . . , e 4 respectively (here (e 1 , e 3 ), and (e 2 , e 4 ) frame the two bundles and e i = u i v i ). Let C B (see Fig. 4 ) denote a Jordan curve on D outside of C B where every point on C B lies at a sufficiently small distance > 0 from C B so that C B only contains the crossings in B and the distance from C B to the crossings outside of C B is at least 2 3 of the distance from C B to these crossings. Note that C B consists of eight Jordan arcs (in clockwise order) c 2,1 , c 1,3 , c 3,2 , c 2,4 , c 4,3 , c 3,1 , c 1,4 , c 4,2 , where c i,j goes from e i to e j . Similarly to Observation 3, the surface D is constructed by creating a flat handle on top of D which connects c 1,3 to c 3,1 (when we lift the drawing onto this surface the bundle containing e 1 and e 3 will go over this handle), and doing so for each bundled crossing. We lift the drawing D onto D obtaining the lifted drawing D . Clearly, D is crossing free. Note that each Jordan curve C B remains on our original disk. We will now cut D into components (maximal connected subsets) using the frame edges and the Jordan curves C B . Namely, for each bundled crossing B, we first cut D along each of the frame edges e 1 , . . . , e 4 of B. We additionally cut D along the four corner Jordan curves c 2,1 , c 3,2 , c 3, 4 , and c 1,4 of C B . This results in a subdivision of D which we call S. Here, we also use D S to denote the sub-drawing of D on S, i.e., D S is missing the frame edges since these have been cut out. Let us now consider the components of S. Notice that every edge of D S is contained in one component of S. Since we draw all edges on topside of handles and disks, there is no edge on the underside of handles and we disregard such components. Furthermore, in order for a component s of S to contain an edge of D S , s must have two endpoints on its boundary-to be precise, we consider the boundary of s in D whenever we think of the boundary of such a component of S. With this in mind we focus on each component of S with a vertex of G on its boundary and call it a region. Observe that a 
Recognizing a graph with one bundled crossing
We now discuss how to recognize if an n-vertex graph G = (V, E) can be drawn in a circular layout with one bundled crossing. Consider a bundled circular drawing D of G consisting of one bundled crossing. The bundled crossing consists of two bundles, so we have up to four frame edges, whose set will be denoted by F. By V (F), we denote the set of vertices incident to frame edges. Via the construction above, we obtain the subdivided surface S; see Fig. 4 . Let r 1 and r 2 be the regions each bounded by the pair of frame edges corresponding to one of the bundles and r 3 , . . . , r 6 be the regions each bounded by one edge from one pair and one from the other pair; see Fig. 4 . These are all the regions of S. Observe that, since, as mentioned before, each of the non-frame edges of G (i.e., each e ∈ E(G) \ F) along with two endpoints are contained in exactly one of these regions, each component of G \ V (F) including the edges connecting it to vertices of V (F) is drawn in D S in some region of S. In this sense, for each region r of S, we use G r to denote the subgraph of G induced by the components of G \ V (F) contained in r in D S including the edges connecting them to elements of V (F). Additionally, each vertex of G is incident to an edge in F (in which case it is on the boundary of at least two regions) or it is on the boundary of exactly one region.
Notice that there are two types of regions: {r 1 , r 2 } and {r 3 , r 4 , r 5 , r 6 }. Consider a region of the first type, for example r 1 , and note that it is a topological disk, i.e., G r1 is outerplanar. Moreover, it has a special drawing where the two frame edges e 1 and e 3 bounding the region r 1 are on the outerface. Now, consider adding a new vertex w j , for j = 1, 3 adjacent to both u j and v j so that w j is placed slightly outside of the region; see Fig. 4 . Denote the resulting augmented graph by G * r1 and the corresponding drawing by D * r1 -it is easy to see that D * r1 is outerplanar. Moreover, in every outerplanar embedding of G * r1 , the vertices u j , w j , v j , j = 1, 3, occur consecutively on the outerface. Similarly for a region of the second type, for example r 3 , the graph G r3 is outerplanar also with a special drawing where all the vertices must be on the arc u 3 u 2 of the disk subtended by the two frame edges e 3 and e 2 bounding the region r 3 . We construct the augmented graph G * r3 by adding to G r3 an edge u 3 u 2 and adding a vertex w adjacent to both u 3 and u 2 . Again, G * r3 is outerplanar as r 3 is a topological disk. Moreover, in every outerplanar embedding of G * r3 , the vertices u 3 , w, u 2 occur consecutively on the outerface. In other words, the reason G ri "fits" into r i is because its augmented graph G * ri is outerplanar ( ) -note: this augmentation can be performed on G ri without having the specific outerplanar embedding of G ri .
To sum up, the reason G has a circular drawing D with at most one bundled crossing, is that there exist (i) a set of β ≤ 4 frame edges F = {e 1 , e 2 , . . . , e β }, (ii) a particular circular drawing D F of frame edges, (iii) the drawing of the one bundled crossing B, and (iv) corresponding regions r 1 , . . . , r γ (γ ≤ 6) of the subdivided surface S so that the following properties hold:
There is a bijection from E 0 to F so that the subgraph of G formed by E 0 is isomorphic to the graph formed by F.
No vertex in
, and each edge e incident to v, exactly one of the following is true:
(i) e ∈ E 0 or (ii) e ∈ E i and v is on the boundary of r i . 5. For each region r i , let G i be the graph formed by E i and vertices in V (E 0 ) on the boundary of r i (even if they are not incident to an edge in E i ), and let G * i be the corresponding augmented graph (i.e., as in above). Then, G * i must be outerplanar.
To test for a drawing with one bundled crossing, we first enumerate drawings D F of up to four lines in the circle. For each drawing D F that is valid for frame edges of one bundled crossing, we define our surface and its regions (which will allow the augmentation to be well-defined). Then, we will build an MSO 2 formula to express Properties 1-5 above. We have intentionally already phrased these properties in a logical way so that it is clear that they are expressible in MSO 2 . The only condition which is not obviously expressible is the outerplanarity check. For this, we recall that outerplanarity is characterized by two forbidden minors (i.e., K 4 and K 2,3 ) [ in O(f (ψ, t)n) time for input graphs of treewidth at most t. Since outerplanar graphs have treewidth 2 [23] , the region graphs are outerplanar, and adding the (up to) 8 frame vertices raises the treewidth by at most 8, G must also have treewidth at most 10.
Recognizing a graph with k bundled crossings
It remains to generalize the above approach to k bundled crossings. In a drawing D of G together with a solution consisting of k bundled crossings there are 2k bundles making (up to) 4k frame edges F. As described above, these bundled crossings provide a surface S and corresponding set of regions. The key ingredient above was that every region was a topological disk. However, that is now non-trivial as our regions can go over and under many handles. To show this property we first consider the two following partial drawings D A (p) and D B (p) of a matching with p + 1 edges f 0 , f 1 . . . , f p (see, e.g., Fig. 5 ) such that edge f i crosses only f i−1 mod p+1 and f i+1 mod p+1 for i = 0, . . . , p; the endpoints of the edge f i , i = 1, . . . , p − 1, are contained within the cycle C formed by the crossing points and the edge-pieces between this crossing points; only one endpoint of f 0 and only one endpoint of f p are contained in the cycle C in the drawing D A (p) and only one endpoint of f 0 and no endpoints of f p are contained in the cycle C in the drawing D B (p).
Note that the partial drawings D A (p) and D B (p) differ only in how the last edge is drawn with respect to the first edge. Then we show that neither of these partial drawings can be completed to a simple circular drawing, that is, the endpoints of the edges cannot be extended so that they lie on a circle which contains the drawing. . If its endpoint next to the crossing with f i−1 is extended so that f i crosses through some edge f j (i + 1 < j), then the drawing of edges f i , . . . , f j is D A (q) for some q < p, and therefore, by induction hypothesis, it cannot be completed; see Fig. 7a . If the endpoint of f i next to the crossing with f i−1 is extended so that f i crosses through some edge f j (j + 1 < i), then the drawing of edges f j , . . . , f i is D B (q) for some q < p, and therefore, by induction hypothesis, it cannot be completed; see Fig. 7b . We can argue the same for the drawing D B (p); see Fig. 7c and Fig. 7d . Fig. 8(a) . Observe that the orthogonal projection of γ on D will self-intersect.
We describe the profile of the frame edges near γ in D by defining a rightmost trace of γ as a Jordan arc γ r that starts at one of the frame edges, say e 4 , corresponding to one of the bundles of the bundled crossing B and follows the edge e 4 in the direction of γ. If the trace is following an edge e there are two cases: either (i) it meets another frame edge e that crosses e at some intersection point X, and no other frame edge crosses e between the point X and the intersection point Y of the edge e and γ, then the rightmost trace also crosses e and continues following e; or (ii) it switches to the edge e and follows it on the same side with respect to e where γ passes; see Fig. 8(b) . Observe that the crossing pattern of the rightmost trace γ r is the same as that of γ, therefore it must arrive to the same bundled crossing B and self-intersect there as γ does; see Fig. 8(b) . We symmetrically define a leftmost trace which starts from the other edge e 2 of the same bundle as the rightmost trace. The important property of the leftmost and rightmost traces is that they describe the profile of the frame edges near the Jordan arc γ in the drawing D. Assume that the projection of γ makes a loop by turning to the right; see Fig. 8 (c) and let f 0 , f 2 . . . , f p be the edges traced by the rightmost trace γ r , where f 0 = e 4 and f p = e 3 . Then these edges form a partial drawing D A (p) see Fig. 8 (c) and according to Lemma 9 such a partial drawing cannot be completed to a valid simple circular drawing. The case when γ makes a loop by turning to the left is symmetric.
As for holes, it is easy to see that if r had a hole, its boundary around the hole would similarly give a partial drawing that could not be completed. Therefore, the region r is a proper topological disk.
A direct consequence of Lemma 10 is that the treewidth of a graph G with bc • (G) ≤ k is at most 8k + 2. Lemma 11. If a graph G admits a circular layout with k bundled crossings then its treewidth is at most 8k + 2.
Proof. If the graph G can be drawn in a circular layout with k bundled crossings then there exist at most 4k frame edges. According to Lemma 10, the removal of their endpoints breaks up the graph into outerplanar components. The treewidth of an outerplanar graph is at most two [23] . Moreover, deleting a vertex from a graph lowers its treewidth by at most one. Thus, since deleting the at most 8k frame vertices leaves behind an outerplanar graph, G has treewidth at most 8k + 2. We can now prove Theorem 1, namely that deciding whether bc • (G) ≤ k is in FPT.
Proof of Theorem 1. Our algorithm is based on the discussion of the one bundled crossing case and Lemma 10 above.
Suppose G has a circular drawing D with at most k bundled crossings. In D we see the set F of (up to) 4k frame edges of these bundled crossings. As we have discussed, F together with D defines a subdivided topological surface S partitioned into a set of regions R. As in the one bundled crossing case, each edge of G is contained in exactly one such region, and each vertex of G either is incident to an edge in F (in which case it belongs to at least two regions) or belongs to exactly one region.
Throughout the proof we will refer to Fig. 9 for an example. By Lemma 10, each region r is a topological disk and as such its graph G r is outerplanar with a quite special drawing D r described as follows. In particular, if we trace the boundary of r in clockwise order, we see that it is made up of arcs of D, marked in red in Fig. 9 (b) (some such arcs can be just a single point), and Jordan arcs c 1 , . . . , c α , traced in orange in Fig. 9(b) , each of which connects two such arcs of the disk. Clearly, for each such Jordan arc c i , both of its endpoints are vertices u i , v i incident to frame edges and no vertex of G r belongs to the interior of c i . Now, consider adding the edge u i v i to D r along c i , and a new vertex w i adjacent to both u i and v i so that w i is placed slightly outside of c i with respect to r. After doing this for each Jordan arc c i , we call the resulting augmented graph G * r and the corresponding drawing D * r -it is easy to see that D * r is outerplanar. Moreover, in every outerplanar embedding of G * r , for every i, the vertices u i , w i , v i occur consecutively on the outerface. The fact that the augmented graph G * r is outerplanar guarantees us that G r "fits" into r as needed. The reason G has a circular drawing D with at most k bundled crossings is that there is a β-edge k-bundled crossing drawing D F (of the graph formed by F), whose corresponding surface S consists of regions r 1 , . . . , r γ (note: γ ≤ 2β ≤ 8k) so that Properties 1-5 hold.
Our algorithm enumerates all arrangements of at most 4k pseudolines [12] and, for each one, further enumerates the possible ways to form k bundled crossings so that every edge is a frame edge of at least one bundled crossing. Then, for each such bundled drawing D F , we will build an MSO 2 formula ϕ (see Appendix B) to express Properties 1-5. Finally, since G must have treewidth at most 8k + 2, we can apply Courcelle's theorem on (G, ϕ). 
Storyline Visualizations
For our purposes, a storyline visualization D is a set of m x-monotone curves, possibly non-simple; recall that I(D) is the set of crossings. We assume here that all curves start respectively end on the same x coordinate, which is common in storyline visualizations, but this restriction can be dropped with additional care. Each curve gives a left-to-right order on its incident crossings and these orders are consistent since the curves are x-monotone, that is, their intersection is a partial order on I(D). Let π be an arbitrary linear extension of these partial orders -a valid π can be found in polynomial time given D. We subdivide the drawing into columns in this order, and label the faces in these columns as to describe a bundling of the drawing. A dynamic program over these labelings yields the following.
Theorem 12. Given a storyline drawing D with m characters and c crossings, bc s (D) and an optimal bundling of D can be computed in 2 O(m) ·poly(m+c) time. This is fixed-parameter tractable in m.
We will prove this theorem after a number of definitions. The subdivision of D is given by adding a set of y-monotone curves with the following properties: one at the left endpoints of the curves, one at the right endpoints, and one through each crossing in I(D); each intersects all curves of D; the new curves do not intersect each other, and; the curves are totally ordered from left to right by π. See Fig. 10a . Call the resulting subdivision S and its faces F. Fig. 10b illustrates a stretched drawing of S that helps reason about its topology. Note that S has O(|I(D)|) columns, each consisting of m + 1 faces (all triangles or quadrangles).
Let L be the set of "labels" listed below; a function F → L is called a labeling. A labeling is called real if there exists a bundling of D such that the rules below produce it. Note that, for a given bundling, precisely one of these conditions holds for each face and its real labeling is therefore uniquely defined. (Labels 'S' and 'E' stand for 'start' and 'end.')
• No edge bounding this face is in a bundled crossing and neither 'S' nor 'E' applies. S Same as •, except this face is directly left of the π-earliest point of a bundled crossing. E Same as •, except this face is directly right of the π-last point of a bundled crossing. × All edges bounding this face are in a bundled crossing.
Only the lower edge of this face is in a bundled crossing and this boundary goes up.
Only the lower edge of this face is in a bundled crossing and this boundary goes down.
u Only the upper edge of this face is in a bundled crossing and this boundary goes up. u Only the upper edge of this face is in a bundled crossing and this boundary goes down.
⇒
Both the upper and lower edge of this face bound a bundled crossing and these boundaries go up.
Both the upper and lower edge of this face bound a bundled crossing and these boundaries go down.
We now present three different rules and if all three hold, the labeling is called legal. We will show that a labeling is real if and only if it is legal. Crossing Rule. Consider the six faces surrounding a crossing. Case distinction reveals a (finite) set of labelings for these faces that can possibly be real: for any labeling not on this list, it can be locally seen that does not describe bundles. See Fig. 11 .
Column Rule. Consider the sequence of labels encountered top to bottom in a single column of S. In a partition of D into bundled crossings, each face of the column is either inside or outside a bundled crossing and for every edge we know if it is part of a frame edge. Hence any column in a real labeling is accepted by the finite state machine in Fig. 12 , which accepts any sequence of labels that can occur from entering and leaving bundled crossings arbitrarily. Additionally, the Column rule requires that 'S' and 'E' labels occur only to the left and to the right of a crossing, respectively.
Horizontal Rule.
Horizontally-adjacent faces must have the same label, except if both have the same crossing on their boundary (that is: except if both are affected by the same Crossing rule). This holds for all real labelings, since the relation of these faces to the bundled crossings must be the same.
Directly from these definitions, we have the following.
Lemma 13. Any bundling of D corresponds one-to-one with a legal labeling of F. This labeling is real. The number of bundled crossings equals the number of faces with label 'S'.
Proof of Theorem 12. We use dynamic programming, moving from left to right by column of S: with L ∈ L m+1 , let f (L, i) be the minimum number of 'S' labels in any legal labeling of the columns up to i, ending with the labels L for column i. There are at most |L| m+1 possible label assignments for a single column and those legal according to the Column rule can be enumerated with polynomial delay. Each individual f (L, i) can be computed with a constant number of lookups of f ( · , i − 1): in a valid labeling only the six faces adjacent to a crossing can change from one column to the next (Horizontal rule) and by the construction of S, there is only one crossing on the boundary between adjacent columns.
If desired, the bundling itself can be read from the dynamic programming table. Since |L| is a constant and the number of columns is O(|I(D)|), the claimed FPT runtime follows.
Open Problems
Given our new FPT result for simple circular layouts, it would be interesting to improve its runtime, and also investigate whether such an FPT result can also be obtained for general simple layouts. We also remind the reader of the open problem posed by Alam et al. [1] and Fink et al. [13] concerning the computational complexity of bc • (G). Finally, we conjecture that there is a constant-factor approximation algorithm for computing bc • (G), extending the existing algorithm for non-sparse graphs [1] . To express Properties 3 and 4 we introduce some helpful notation. We denote the set of boundary vertices of the region r i as ∂r i . For example, for the one bundled crossing case in Fig. 4 , ∂r 1 = {u 1 , u 3 , v 3 , v 1 } and ∂r 3 = {u 3 , u 2 }. For each vertex v i ∈ V (F), i = 1, 2, . . . , η, we denote the indices of regions incident to v i in the drawing D F as σ(i), that is, σ(i) = {j | v i ∈ ∂r j }. Then Properties 3 and 4 can be expressed as the following MSO 2 formulas:
Finally let G * i be the augmented graph and notice that outerplanarity test can be expressed as follows:
Now we construct the MSO 2 formula corresponding to Properties 1-5:
outerplanar(G * i ) .
