The performance of automatic speech recognition systems(ASR) degrades in the presence of noisy speech. This paper demonstrates that using electroencephalography (EEG) can help automatic speech recognition systems overcome performance loss in the presence of noise. The paper also shows that distillation training of automatic speech recognition systems using EEG features will increase their performance. Finally, we demonstrate the ability to recognize words from EEG with no speech signal on a limited English vocabulary with high accuracy.
INTRODUCTION
Traditional state of art Automatic Speech Recognition (ASR) systems mainly uses acoustic features for doing speech recognition. In [1] authors show how combining acoustic and articulatory features can help in designing robust speech recognition systems. Recently, researchers have used Functional near-infrared spectroscopy (fNIRS) signals for doing speech recognition with 74.7 % accuracy [2] . In [3, 4] authors provide interesting results on how Electrocorticography (ECoG) signals, which is an invasive approach can help in speech recognition. Electroencephalography (EEG) on other hand is a non invasive approach. It is a measure of electrical activity of the human brain. In [5] authors demonstrate decoding vowel articulation using EEG cortical currents. In our work we used only surface EEG potentials, which are directly obtained from the EEG sensors. In [6] authors used EEG signals to perform envisioned speech recognition using random forest algorithm and they reported an average accuracy of 85.2 %. In our work we used a deep learning model and achieved a highest test accuracy of 99.38 %. In [7] authors propose neural network based model which predicts phonemes from EEG but in our work the model directly predicts words with higher accuracy and we also study the effect of noisy speech. References [8, 9, 10, 11] describes various techniques to perform speech recognition with noisy ‡ Equal author contribution speech but as far as we know our work is first demonstration of EEG's ability to overcome performance loss in presence of background noise and our approach demonstrates a significant high recognition accuracy of 99.38 % for recognition of limited words in presence of background noise.
In [12] Hinton proposed the concept of distilling the knowledge in neural networks, where a simple model learns a complex task by imitating the solution of a more complicated and flexible model. In [13] authors demonstrate the integration of acoustic and articulatory features using Generalized Distillation. Motivated by the results presented in [2, 7, 14, 5, 15, 6, 16, 17] , primary goal of our research was to create a state of art ASR system and train it with EEG features, acoustic features, concatenation of acoustic -EEG features and investigate its performance in absence and presence of background noise. We tested our model for recognition of the five English vowels and four English words 'yes', 'no' , 'left', 'right'. Inspired from [12] and [13] we further tried implementing Generalized Distillation in the speech recognition task in order to integrate EEG information into speech recognition system and observed that distillation training with EEG improves the recognition accuracy of our ASR model. Major contributions of our paper are as follows: we identified a set of EEG features which are better representation of speech, we proposed a deep learning model that is capable of learning EEG features and perform speech recognition with no speech as input, we demonstrate the ability of EEG features to make up for ASR performance lost due to background noise and we show that performance of ASR system can be improved by distillation training with EEG features.
AUTOMATIC SPEECH RECOGNITION SYSTEM MODEL
For this work we created an ASR model using gated recurrent unit (GRU) networks [18] . The model was created using Google TensorFlow deep learning library. GRU has an architecture similar to long short term memory (LSTM) but has less parameter's compared to LSTMs. Hence GRU's are ideal for recurrent neural network applications where less amount of training data is available. A GRU cell architecture is shown Figure 1 , x t is the input vector, h t is the output vector, z t is update gate vector and r t is reset gate vector. Sigmoid and hyperbolic tangent activation functions are used in the GRU cell.
Given the sequence of input vectors X = [x 0 , x 1 , ..., x n ] and x i ∈ R d is the input vector at time i. Our model contains a GRU layer, an average pooling layer and a dense (fully connected) layer followed by output layer, which takes X and returns the probabilities being the all words (vowels) o ∈ R p , as shown in Figure 2 . The pooling layer computes the average value 1 n n i=0 h i of all outputs of GRU layer. The number of hidden units in GRU layer is 128 and in dense layer is 64 respectively, the output dimension p is 4 or 5 corresponding to the number of classes. The batch size is 1 and the dropout rate for the dense layer is 0.2. We used Adam Optimizer with 0.001 learning rate. We used cross entropy as the loss function.
Fig. 2. Our ASR Model Architecture
As shown in Table 1 , 64 percent of the data was used for training set, 16 percent for validation set and remaining 20 percent for testing set.
We trained and tested GRU based deep learning ASR model using three different feature sets. 1) only acoustic features, 2) concatenation of acoustic and EEG features and 3) only EEG features. Number of training epochs was 10000 for all cases except for vowels in presence of noise data set. For that data set the number of epochs was set to 30000 as we didn't observe convergence at 10000 epochs. In Figure 2 observation vectors x 0 ,x 1 up to x n are treated as input vectors. Training  set   Validation  set   Test  set   Total   Ratio  64  16  20  100  Words  yes  195  49  61  305  Words  no  259  66  81  406  Words  right  219  56  68  343  Words  left  214  54  67  335  Vowel  a  170  44  53  267  Vowel  e  170  44  53  267  Vowel  i  170  44  53 The hyper parameters to tune for the training the student model are temperature and lambda. Temperature is a hyper parameter of neural network used to control the randomness of predictions by scaling the logits (raw predictions) before applying softmax activation function [12] . Training loss for the student model is defined as:
Words/Vowels Class
(hard loss * (1−Lambda)+sof t loss * (Lambda)) (1)
Where sof t loss is the cross entropy loss between soft targets,soft logits and hard loss is the cross entropy loss between hard targets,logits. The parameter lambda behaves like a regularization parameter in the loss function of the student model. It is called the imitation parameter. We tuned the hyper parameters temperature and lambda for the following values:-Temperature = [1.0,2.0,5.0,10.0] and Lambda =[0,0.2,0.8,1.0] [12] . We used the ASR model shown in Figure 2 for both our teacher and student model. Instead of the average pooling layer, we used the last time step output of the GRU layer as input to the dense layer for distillation training.
DESIGN OF EXPERIMENTS FOR BUILDING THE DATABASE
Four subjects took part in the experiment.All subjects were male undergraduate students in their early twenties. Three were native English speakers and one had an accent. The subjects were asked to speak English vowels [a,e,i,o,u] separately for 5 minutes each with a time interval of 2 seconds for each vowel. Their simultaneous speech and EEG signals were recorded. The same subjects were then asked to speak the English words [yes,no,left,right]. Their simultaneous speech and EEG signals were recorded. The words were spoken for 5 minutes each with a time interval of 5 seconds for each word. We then repeated the same set of EEG-Speech recording experiments for recognition of English words and vowels in presence of background noise. For generating a background noise of 60 db we used background music played from our lab computer as the source of the noise. We used Brain Vision EEG recording hardware. Our EEG cap had 32 wet EEG electrodes including one electrode as ground as shown in Figure 3 . We used EEGLab [19] to obtain the EEG sensor location mapping. It is based on standard 10-20 EEG sensor placement method for 32 electrodes [20] . In total for this work we used 75 minutes of speech EEG data for vowels with noise, 75 minutes of speech EEG data for vowels without noise, 40 minutes of speech EEG data for words with noise and 40 minutes of speech EEG data for words without noise. The data was recorded from the subjects on different days.
EEG AND SPEECH FEATURE EXTRACTION DETAILS
EEG signals were sampled at 1000Hz and a fourth order IIR band pass filter with cut off frequencies 0.1Hz and 70Hz was applied. A notch filter with cut off frequency 60 Hz was used to remove the power line noise. EEGlab's [19] Independent component analysis (ICA) toolbox was used to remove other biological signal artifacts like electrocardiography (ECG), electromyography (EMG), electrooculography (EOG) etc from the EEG signals. We extracted five statistical features for EEG, namely root mean square, zero crossing rate,moving window average,kurtosis and power spectral entropy [21] . So in total we extracted 31(channels) X 5 or 155 features for EEG signals. The EEG features were extracted at a sampling frequency of 100Hz for each EEG channel. The recorded speech signal was sampled at 16KHz frequency. We extracted MFCC as features for speech signal. We first extracted MFCC 13 features and then computed first and second order differentials ( delta and delta-delta) thus having total MFCC 39 features. The MFCC features were also sampled at 100Hz same as the sampling frequency of EEG features to avoid seq2seq problem.
EEG FEATURE DIMENSION REDUCTION ALGORITHM DETAILS
After extracting EEG and acoustic features as explained in the previous section, we used non linear methods to do feature dimension reduction in order to obtain set of EEG features which are better representation of acoustic features. We reduced the 155 EEG features to a dimension of 39 by applying Kernel Principle Component Analysis (KPCA).We plotted cumulative explained variance versus number of components to identify the right feature dimension. We used KPCA with polynomial kernel of degree 3. We further computed delta, delta and delta of those 39 EEG features, thus the final feature dimension of EEG was 117 (39 times 3). This approach gave best performance for feature dimension reduction for EEG data recorded for words in presence, absence of background noise and for vowels in presence of background noise. For EEG data recorded for vowels in absence of background noise we used autoencoder for doing feature dimension reduction. Here the EEG feature dimension was first reduced to 6 by autoencoder and delta, delta and delta features were computed thus making the final EEG feature dimension equal to 18 for that data set.
RESULTS
The evaluation metric was recognition accuracy. We defined ASR recognition accuracy as the ratio of number of correct predictions given by our model to the total number of predictions given by the model in training,validation and test data sets respectively. Table 3 . In order to make the system more applicable to real world, we also trained the model with a smaller feature set containing only 4 EEG channels (T7, T8, Fc5, P7) + MFCC and obtained a remarkably close 93% accuracy on the same dataset. We obtained best results during test time after distillation training for the hyper parameters temperature equal to 2 and lambda equal to 0.2, as shown in Table 4 . Table 5 shows test accuracy values obtained after distillation training for different data sets. Student model underwent distillation training but during its test time EEG features are not provided. Fig. 4 . ASR using EEG only accuracy plot for recognition of words in presence of background noise
CONCLUSION
To our knowledge, this is the first time that a deep learning model based speech recognition is demonstrated with high accuracy using only EEG features for character or word level prediction. Our work also demonstrates the ability of EEG to make up for ASR performance lost due to background noise. We also show that distillation training can improve the accuracy of an ASR system fused with EEG features. We are currently working towards speech recognition for a larger speech Table 5 . Test accuracy after distillation training for different datasets EEG corpus. We believe speech recognition using EEG will help people with speaking difficulties to have better technology accessibility.
