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Abstract—Digital Twin is one of the use cases targeted by
the fourth industrial revolution (Industry 4.0), which, through
the digitalization of the robotic systems, will enable enhanced
automation and remote controlling capabilities. Building upon
this concept, this work proposes a solution for an Edge-based
Digital Twin for robotic systems, which leverages on the cloud-
to-things continuum to offload computation and intelligence from
the robots to the network. This imposes stringent requirements
over the communication technologies which are fulfilled in the
proposed solution by relying on 5G. This solution is implemented
in an E2E scenario and validated through a set of experimental
evaluations. Results show that offloading the robot’s functions
to the edge is feasible when supported by the 5G connectivity.
Moreover, the benefits of introducing intelligence and automation
are also assessed.
Index Terms—Digital Twin, Edge and Fog, 5G, Intelligence
I. INTRODUCTION
The concept of Digital Twin, which has evolved towards
a multitude of definitions in recent years [1], is identified as
one of the main Industry 4.0 (I4.0) use cases. In I4.0, most
of the processes are run by machines (e.g., robots) and, thus,
a Digital Twin allows their remote control either by a human
or intelligent agent. A Digital Twin consists of mapping the
physical and virtual worlds (e.g., a physical machine with its
virtual replica) supported by a continuous exchange of data
that ties the two worlds together. It comprises computation
models (e.g., physics and motion) that define its behavior
and, driven by the advent of I4.0, also analytics models (e.g.,
learning and prediction) that define intelligent and automated
behaviors. It may also include visualization models (e.g., 3D
modeling and augmented reality) that mirror the physical
entity as a visual representation. Finally, the connected data
comprises the data exchange between the different models.
The high computation required by the models of a Digital
Twin prompted the use of cloud computing. However, as cloud
resides many networking hops away from the physical entity,
the Digital Twin is highly dependent on the performance of the
network(s) between the physical entity and its digital replica
(in terms of e.g. packet-loss, jitter and latency). Consequently,
offloading time-sensitive operations to the cloud may not be
feasible.
Edge and Fog Computing [2] emerged as the natural can-
didate to fill this gap by placing computational resources
closer to the user. In this sense, while ETSI provides a
framework for Multi-access Edge Computing (MEC) over
static substrates (e.g., data centers or servers) deployed at
the edge, the industry-led Industrial Internet Consortium (IIC)
extends this definition with less powerful and mobile compu-
tational substrates including the end-user devices. Offloading
the abovementioned Digital Twin models to an infrastructure
closer to the physical entity not only mitigates the problems
associated with a cloud-based deployment, but also paves the
way for further enhancements. Namely, (i) offloading of time-
sensitive tasks; (ii) context information can be leveraged for
automation and intelligence; (iii) computational and storage
distribution; and (iv) enhanced privacy and security of the data.
Nevertheless, independently of the computing infrastructure
used to implement the Digital Twin, mirroring the physical
entity through a digital replica, especially in near real-time,
imposes a new set of networking requirements, including low-
latency, and high reliability and availability. The emerging
5G network can fulfill those requirements by bringing the
performances of wired-like connections to the wireless do-
main, while keeping the benefits of a wireless connection (e.g.,
mobility and high connection density). Moreover, it enables
differentiated services to coexist.
This work proposes an Intelligent Edge-based Digital Twin
for Robotics, where the computation and analytics models
of the robots are mainly offloaded to an intelligent Edge
and Fog, while still envisioning their extension towards the
cloud (cloud-to-things continuum). The proposed solution is
supported by 5G connectivity, as the alternative to wired tech-
nologies able to meet the stringent networking requirements,
and by a set of intelligence capabilities (e.g., task learning,
prediction and optimization), as facilitators for enhanced au-
tomation and control. Its initial assessment is performed over
a physical testbed, which not only validates the proposed
solution but also showcases the introduced benefits.
The remainder of this paper is organized as follows. Sec-
tion II overviews the exiting state of the art. In Section III,
the solution for an Intelligent Edge-based Digital Twin for
Robotics is presented, which is validated and assessed in
a set of experiments over a 5G and 4G-enabled testbed
in Section IV. Finally, conclusions and future research are
presented in Section V.
II. RELATED WORK
Cloud computing has been initially leveraged to cope with
the computational-intensive tasks of a Digital Twin. The
concept of a cloud-based Digital Twin platform is presented
in [3], identifying entities, actors and the interactions among
them. In [4], the authors proposed a cloud-based Digital twin
architecture for cyber-physical systems. It focuses on the com-
munication between the physical devices (mainly identified as
sources of data), the digital devices in the cloud (providing
non-time-sensitive analysis) and the digital and physical de-
vices (control feedback from the digital to the physical world).
Moreover, solutions that exploit the co-existence of fog, edge
and cloud computing have been proposed. [5] proposes the
applicability of fog, edge and cloud computing mapping them
to each level of a Digital Twin, namely unit (e.g., devices),
system (e.g., factories) and system-of-systems (e.g., intercon-
nected factories), respectively. Following a similar approach,
[6] proposes and implements a novel Digital Twin based data
management framework for metal additive manufacturing. It
uses the edge for life-cycle processes needing local real-time
computation and the cloud to store historical data and uses
analytics models to enhance the production efficiency.
5G is regarded as a key technology of the I4.0, and so of
the Digital Twin. A comparison between the remote control of
a Digital Twin under LTE and a proof-of-concept of 5G has
been performed in [7]. However, it does not consider the use
of edge and fog computing.
Finally, AI/ML can be applied to the huge and heteroge-
neous amount of data gathered by a Digital Twin. AI/ML
algorithms can be used: (i) to improve the efficiency of fault
diagnosis in manufacturing [8], both training the model in the
virtual world (when no historical data is available) and doing
predictive maintenance in the real world; (ii) to train an agent
to infer the required actions to perform a task (e.g., humanoid
robot lifting an object of unknown weight [9]); and (iii) to
optimize network performances (e.g., using a Digital Twin of
a network to train a deep learning algorithm optimizing the
normalized energy consumption of users [10]).
Proponents of previous work already address, although
individually, the different key technologies in the scope of
Digital Twin. However, their implementation and validation
in an environment comprising the cloud-to-things continuum
(i.e., fog, edge and cloud computing), 5G connectivity and
intelligence capabilities can provide a full assessment of the
potential of the Digital Twin applications in I4.0 environments.
In the following sections, this work aims to fill this gap.
III. INTELLIGENT EDGE-BASED DIGITAL TWIN FOR
ROBOTICS
In this section, the proposed solution for an Intelligent
Edge-based Digital Twin for Robotics is presented, which not
only offers a digital mirror of the physical robotic system but
also enables its real-time control with zero perceived latency
from a remote location. For that, the proposed solution relies
on an Intelligent 5G Edge and Fog infrastructure comprising
the following strands: (i) cloud-to-things continuum; (ii) 5G
connectivity; and (iii) intelligence.
A. Intelligent 5G Edge and Fog Infrastructure
As depicted in Fig. 1, this work envisions a physical
infrastructure where computing, networking and intelligence
resources operate in a jointly and distributed fashion along
the cloud-to-things continuum.
At the computing strand, it inherently assumes the availabil-
ity of cloud resources that enables a ubiquitous, convenient
Fig. 1. Intelligent 5G Edge and Fog Infrastructure
and on-demand access to a shared pool of static computing
resources, as well as its extension towards more distributed
but less powerful resources available at the network edge to
enable computational capabilities at the proximity of the data
sources. Moreover, these concepts are extended further down
towards the multitude of mobile and volatile terminals, which,
due to their heterogeneity, have different capabilities in terms
of storage, computing, communication, and power resources.
The decision to offload and allocate virtual function across
each computing substrates must consider latency, cost in terms
of bandwidth and energy, and privacy concerns.
At the networking strand, on one hand, wired technologies
provide the best values for requirements such as low-latency,
high-bandwidth and reliability, but they are limited in terms
of flexibility, mobility and high-density connectivity, all of
them required at the edge of the network. On the other
hand, wireless technologies can meet the latter requirements,
while the former can only be guaranteed when operating
in interference-free or controlled environments (e.g., when
operating in licensed bands, like cellular networks). Still,
current cellular networks (i.e., 3G and 4G) cannot fulfill
every requirement set by digital twinning. In this sense, 5G
has positioned as the candidate solution to fulfill all the
aforementioned requirements, not only introducing a new
powerful radio solution but also network slicing, which evolves
the current one-size-fits-all to a custom-fit paradigm where
different virtual and logically isolated networks (i.e., network
slices) are tailored to distinct requirements. Nevertheless, at the
transport-level, connections mainly rely on wired technologies.
At the intelligence strand, intelligent and automated mecha-
nisms (e.g., leveraging on AI/ML) are unleashed across differ-
ent elements of the fog, edge and cloud computing substrates.
In particular, from a distributed on-device intelligence that
processes data where it is generated, up to an increasingly
centralized and more powerful in-network intelligence as it
moves towards the edge and the cloud. The envisioned in-
telligence capabilities must, therefore, be placed according to
the level of privacy of the data and outcomes (e.g., federated
Fig. 2. Intelligent ROS-based Edge-based Digital Twin
learning [11]), the computational resources and communica-
tion requirements, and the level of shared functionalities.
B. ROS-based Edge Digital Twin
Robot Operating System (ROS) is a robotics middleware
that provides common robotic functionality (e.g., read sensor
data, navigation, planning, etc.) over general hardware ab-
straction using low-level device control. Such an approach
not only makes available a common interface to interact
with a different set of robots but also avoids vendor lock-in
situations. Targeting for an open and generic solution that can
be integrated with a variety of robotic systems, the proposed
Intelligent Edge-based Digital Twin relies on ROS to interface
with the underlying robots.
The proposed solution (as depicted in Fig. 2) is composed
by the computation and analytics stacks, which modules are
offloaded towards the edge and fog (and also towards the
cloud), together with the connected data. By offloading the
computation and analytics stacks from the robot to computing
resources in the network, several benefits are envisioned: (i)
simpler and cheaper robots; (ii) better cooperation and au-
tomation; (iii) scalability and reliability; and (iv) safer failover
mechanisms and easier maintenance.
The modules that compose the computation and analytics
stacks of the proposed Digital Twin are presented next:
1) Computation Stack: The computation stack defines the
behavior of the robot, its operational states and the control
flexibility. It is envisioned as various ROS modules that are
distributed across the robot and the edge, core or cloud data
center:
• The Robots Driver consists of the lowest-level module
that directly interacts with the robot hardware and is
responsible for: (i) making available sensor data and
operational states to the other modules, and (ii) executing
instructions or navigation commands received from the
control module. Due to the tight relation with the robot’s
hardware, this module must be deployed in the robot.
• The Control module defines an abstraction that allows
robot manipulation. It receives a navigation command
and runs a control loop, following a given frequency,
towards the Robots Driver. The loop is closed by the
robot continuously sending-back the operational state.
This module can only be offloaded to a close edge node,
due to latency constraints.
• The Motion Planning module is responsible for finding
inverse kinematics and building a path for the robot. The
created path consists of a series of navigation commands
that are sent to the Control module. This module can be
placed in both edge node or core data center, in a balance
between computing time and the network latency.
• The Interface module represents a high-level abstraction
for the core motion planning functionalities. This module
can be seen as the gateway between the operator and the
robot manipulator. It can be offloaded to any computa-
tional resource from the edge up to the cloud.
• The Digital Twin App gives a human understanding of
the connected data, by implementing the 3D models and
control mechanisms. While the former provides a visual
representation of the variations of the physical robot, the
latter enables remote control and maintenance. Finally, it
has the flexibility to be deployed in the user device (e.g.,
laptop, tablet), edge node, core or cloud data center.
It comes naturally that while moving up in the computation
stack, the control loop increases. Consequently, hardware-
specific optimizations can be achieved but the robot loses
precision and reaction time. Computation modules that are
more tolerant to latency can be placed in a third-party cloud,
however, latency-sensitive modules must be placed in the edge
or core data center.
2) Analytics Stack: After the data is collected, aggregated
and transformed through the Interface module, the analytics
stack comprises techniques (such as statistics, AI/ML and sim-
ulations) to monitor, simulate and predict the behavior of the
physical robot. Subsequently, by interfacing with the Digital
Twin App, the modules of the analytics stack can suggest
actions to control the physical robot or provide predictions.
• The Movement Prediction module focuses on navigation
commands predictions to cope with the variability of the
wireless medium (e.g., increased jitter or packet loss).
• The Task Learning module aims at teaching an AI-based
agent how to dynamically execute tasks (e.g., sorting
objects) without a human in the loop.
• The Predictive Maintenance module aims at predicting
hardware failures of the robot components using mainte-
nance data and suggesting when maintenance is required.
• The Control Loop Optimization module analyzes infor-
mation from both the robot and network, along with other
contextual information, to identify the best configuration
parameters that provide the highest performance.
The previous modules can be distributed between the edge,
core and cloud data center (i.e., in-network intelligence) since
they operate on historical data and are resource-demanding
with respect to training and inference tasks.
However, the proposed solution is flexible to also accom-
modate analytics modules on the robot itself (i.e., on-device
intelligence).
• The Fault Detection module targets the detection of faults
in the hardware components of the robot by correlating
raw information exposed by the Robot Drivers.
Three type of interactions among the modules of the
abovementioned stacks are envisioned (Fig. 3): (i) get state
information from the physical robot; (ii) send actions to the
physical robot; and (iii) analytics.
The Control module is the bridge component between the
Robot Drivers and the remaining of the computation stack.
All the modules of the computation stack use the Control
module to get state information about the robot and/or send
actions to the robot. However, the Digital Twin App can choose
also to send actions to the robot via the Motion planning
or Interface modules. The difference resides on the levels of
Fig. 3. ROS-based Digital Twin Workflow
abstraction provided by each module, as higher-level modules
offer higher abstractions of the underlying robotic system.
Lastly, the analytics interaction gets the state information,
stores it for analysis and recommends an action/prediction that
the Digital Twin App executes.
In particular, the Interface module offers a custom-made
interface (e.g., Python API or REST-based), while the interac-
tion with the Robot Drivers, Control and Motion Planning
modules is done using the ROS communication protocols.
ROS provides a publish-subscribe platform to exchange topic
information between different nodes which, once registered,
communicate via configurable topics in a peer-to-peer fashion.
Lastly, the Digital Twin App makes use of custom-made
interfaces to interact with the analytics stack modules.
IV. VALIDATION RESULTS
This section provides an assessment of the proposed Intel-
ligent Edge-based Digital Twin for Robotics, through its im-
plementation and instantiation targeting a ROS-based robotic
manipulator.
A. Experimentation Setup
The experimentation setup (depicted in Fig. 4) used for this
evaluation is built over the 5TONIC Laboratory, located in
the IMDEA Networks Institute (Madrid, Spain). The robotic
system is composed of both physical and simulated instances
(running on a MiniPC) of the Niryo One robotic manipulator,
a 6-axis robotic arm powered by ROS. Due to the lack of 5G
and 4G interfaces on these devices, they are connected via
Ethernet to two CPEs (HUAWEI 5G CPE Pro Baloong 5000
and HUAWEI B315s-22, respectively) that provide connectiv-
ity towards the 5G and 4G networks available at 5TONIC.
5TONIC provides an implementation of 5G NSA (BB630
baseband and Advance Antenna System AIR 6488) and 4G
networks (BBU5216 baseband and RRU 2203 with integrated
antenna) provided by Ericsson. Finally, an edge data center and
a more distant cloud data center (emulated through a virtual
machine that introduces an artificial delay of 7ms) host the
required virtual entities.
Fig. 4. Experimentation Setup at 5TONIC Laboratory
B. Experiment 1: Digital and Physical Synchronization
This experiment aims to evaluate the synchronization be-
tween the physical and digital instances, by measuring their
distance offset over time. The physical Niryo One robotic
manipulator is controlled by a remote Digital Twin App that
is continuously sending instructions (in a loop) to the robot
and receiving its pose on each instant. Such experiment is
performed for a different combination of the following con-
figurations: (i) 5G vs 4G (Net); (ii) Digital Twin App located
on the edge vs cloud (DT); and (iii) computation stack located
on the Robot vs offloaded to the edge (Comput). In doing so,
results were measured for five different configurations.
Fig. 5 shows the results for the five configurations con-
sidered (expressed as a 3-tuple Net-DT-Comput), namely the
position of both robotic arm and its digital twin replica over
time (bottom) and the synchronization accuracy (top).
Fig. 5. Synchronization between the Digital Twin and the Physical Robot
Considering as the baseline configuration (i.e., state of
the art solution) having the full computation stack in the
robot, results show that the Digital Twin App is able to
achieve a synchronization of 97.72±0.65% when leveraging
on 5G connectivity (i.e., 5G-edge-robot). An error on the
synchronization is witnessed because the Niryo One Robot has
a control loop of 20 ms, meaning that any update on the pose is
only sent to the Digital Twin App on the next control loop after
receiving the instruction. When relying on 4G connectivity
(i.e., 4G-edge-robot), the synchronization decreases down to
95.40±2.88%, making the robot to move erratically. Since the
latency is bigger than the robot’s control loop, instructions
which lifespan is expired are discarded by the robot.
In fact, when using 4G, the computation stack cannot be
offloaded to the edge due to the latency witnessed in the
link. When 5G is considered, it is possible to offload the
computation stack to the edge (i.e., 5G-edge-edge), while
maintaining the same performance levels between the physical
and the digital replica (i.e., synchronization of 97.66±0.67%).
Finally, when considering the Digital Twin App in the cloud
(i.e., 5G-cloud-robot and 4G-cloud-robot), the high latency
caused unpredictable movements to be executed by the robot
(when using 5G) or to not move at all (when using 4G), as
expired instructions are discarded by the robot.
C. Experiment 2: System Load
This experiment aims to compare the loading limits for both
5G and 4G and to identify when the Digital Twin starts to
misbehave. A simulated robot manipulator is used for this
experiment, which receives continuous instructions from the
Digital Twin App. At the same time, different traffic loads (i.e.,
5Mbps, 10Mbps, 25Mbps, 50Mbps, 75Mbps and 100Mbps)
are injected at the uplink of the wireless link. Additionally,
to overcome the misbehavior of the Digital Twin when using
4G, the control loop of the robot was increased to 30ms and
only the Digital Twin App is running on the edge.
Fig. 6 depicts the synchronization accuracy between the
robotic arm and its digital replica for different system loads.
Fig. 6. System Load with Background Traffic
When the system load is below the saturation point of the
link, the Digital Twin App does not suffer any disruption.
However, as the system load gets closer to the saturation point,
an impact on the synchronization between the physical and
digital robot can be witnessed (50Mbps and 100Mbps for
4G and 5G, respectively). With its current implementation,
5G already provides an important enhancement in terms of
bandwidth with respect to the 4G. With the implementation of
5G SA, together with the slicing of the radio access network
(RAN) [12], it will be possible to define advanced QoS
policies. In this way, the digital twin delay-sensitive traffic
(URLLC type) can be prioritized over the background traffic
(eMMB type), ensuring the correct operation of Digital Twin
even under link saturation.
D. Experiment 3: Adaptive Control Loop Configuration
This experiment aims to demonstrate the capability of
autonomously adapt the configuration of the control loop, so
that the Quality of Experience (QoE) when using the Digital
Twin is not impacted by changes in the network conditions. In
this experiment, the Digital Twin App is continuously issuing
instructions towards the robot while introducing an additional
delay in the link between both end-to-end entities. A Control-
Loop Optimization module, as part of the analytics stack, is
implemented which continuously monitors the RTT latency
and, based on the measured values, re-configures the control
loop of the robot (to avoid instructions to be discarded as
explained in Experiment 1).
Fig. 7. Adaptive Control Loop
Fig. 7 presents the comparison between the normal opera-
tion of the proposed Digital Twin (i.e., with a fixed control
loop of 20ms) and its operation when implementing the
control loop optimization mechanism while increasing the
RTT latency. Moreover, it presents the behavior if no latency
is introduced. When using the optimization mechanism, the
Digital Twin App maintains its synchronization with the phys-
ical robot, even when the latency is increased up to 90ms.
However, at the cost of having slower movements executed
by the robot (green line). In opposite, without the proposed
mechanism, the robot moves slightly faster but with a lower
synchronization (i.e., latency of 20ms), stopping the execution
of any command when the latency is above 30ms (orange line).
Although the current implementation of the Control-Loop
Optimization module is using a threshold-based mechanism,
it can be enhanced with more advanced AI-based agents and
considering a combination of different parameters for deci-
sions (e.g., latency, packet loss and jitter). As the complexity
increases, so do the required resources to compute the deci-
sions. Thus, these modules can benefit from the computational
resources available at the edge (and beyond).
V. CONCLUSION AND FUTURE WORK
This paper presents a solution for an Intelligent Edge-based
Digital Twin for Robotics, converging the cloud-to-things
continuum, 5G and intelligence technologies with the Digital
Twin paradigm. The proposed solution is then implemented
and validated in an E2E scenario through a set of experiments
aiming to assess the benefits introduced by the aforementioned
technologies. Results validate the proposed solution, highlight-
ing the feasibility of offloading the robot’s modules to the
edge and the importance of the 5G to fulfil the networking
requirements. Moreover, it is showcased that intelligence can
play a key role to ease automation and optimization (e.g., by
reconfiguring the robot’s parameters) in order to guarantee the
best performance at each instant.
For future research, the considered modules of the analytic
stack are going to be implemented and evaluated. Also, the
solution is going to be integrated into a Technology Readiness
Level (TRL) 5/6 environment, where multiple robotic systems
and other types of services need to coexist simultaneously.
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