Ill posed quadratic optimization frequently occurs in control and inverse problems and are not covered by the Lax-Milgram-Riesz theory. Typically small changes in the input data can produce very large oscillations on the output. We investigate the conditions under which the minimum value of the cost function is finite and we explore the 'hidden connection' between the optimization problem and the least-squares method. Eventually, we address some examples coming from optimal control and data completion, showing how relevant our contribution is in the knowledge of what happens for various ill-posed problems. The results we state bring a substantial improvement to the analysis of the regularization methods applied to the ill-posed quadratic optimization problems.
Introduction
Let H be a real Hilbert space with infinite dimension, (·, ·) denotes the inner product and · is the associated norm. Assume that A is a continuous and semi-definite linear operator on H. For a given b in H, we consider the following unconstrained semi-definite quadratic optimization problem 
Without restriction of the generality A may be taken symmetric. When it is coercive, that is (Ay, y) ≥ α y 2 , for all y ∈ H, and α is a given positive real number, the Riesz-Lax-Milgram theory ensures the well-posedness of the problem (1) . The argument of the minimum does exist, specified by the equation Ax = b, is unique and depends continuously on b (see [7] for instance). The operator A is therefore invertible with a continuous inverse on H. In addition, the function J(·) can be put under a least squares form. Suffices it to notice that the square root of A, denoted by √ A, is well defined (see [26] ), is elliptic and invertible. Then, there exists d ∈ H such that b = √ Ad and we have that
Some notions and notations.-Most often the adjoint operator of A is denoted by A * , N (A) and R(A) stand for the kernel and the range of A respectively. Recall that N (A * ) ⊥ = R(A) and N (A) ⊥ = R(A * ). The symbol F ⊥ is for the orthogonal set of F and F is for the topological closure of F . When A is continuous, symmetric and semi-definite with a non-closed range, its spectrum is a compact set included in [0, A ] and contains 0 which is an accumulation point of it. The spectral decomposition theorem is at the basis of the functional calculus on A (see [26, 8, 7] ). We are able define the powers (A θ ) θ≥0 of A and we have A θ A τ = A θ+τ for any θ, τ ≥ 0 (see [26, 8] ). It holds that (Ay, y) = √ Ay 2 , ∀y ∈ H.
Quadratic Optimization with Bounded Operators
Let us observe that whenever the kernel of A is not trivial, that is N (A) = {0}, the data b that are worth to look at are those orthogonal to N (A) (b ∈ N (A) ⊥ ) otherwise γ J is obviously infinite (γ J = −∞). The optimization problem can then be restricted to the Hilbert space R(A). With these respects, assuming that N (A) = {0} does not restrict the generality. We focus only on the operators to which the Lax-Milgram lemma fails to apply, A is therefore non-coercive. We deduce that (see [7, 1] ) (i.) the range R(A) is not closed and is dense in H. (ii.) the functional J(·) is strictly convex.
When b ∈ R(A) and then b = Ax, the optimization problem (1) has x as the only solution with γ J = J(x) (see [9] ). Now, if b ∈ R(A) can the quadratic functional J(·) be bounded from below? The answer is: yes, it can! More specifically, we have Since R( √ A) is not closed and is dense in H. A small perturbation on b ∈ R( √ A) would make J(·) be unbounded from below. The optimization problem is therefore ill-posed. The proof of this theorem requires two preliminary lemmas.
Lemma 2.2
Assume that γ J is finite. Then, we have
Proof. That J(·) is minimized on H with the infimum value γ J yields that
Putting it under the canonical form, we obtain that
For such an inequality to hold, it is necessary to have that
The proof is complete.
Lemma 2.3 Let T be a bounded operator on H, with N (T * ) = {0}, and b ∈ H. Assume that for a given real-number η ≥ 0, we have that
Then, there exists d ∈ H such that b = T * d.
Proof. Notice that estimate (2) yields in particular that b ∈ N (T ) ⊥ . For any y ∈ R(T ), let z ∈ R(T * ) so that y = T z. Such a z is unique. Introduce the linear form ℓ(·) as follows
On account of (2), we obtain the boundedness
This implies that ℓ(·) can be continuously extended to H. Indeed, because R(T ) = N (T * ) ⊥ = {0} ⊥ , the range R(T ) is dense in H. By the Riesz theorem there exists d ∈ H such that
The proof is achieved.
Proof of Theorem 2.1.
Therefore, γ J is finite. Assume now that γ J is finite. Using Lemma 2.2 we obtain that
The theorem is proved. Proof. When γ J is finite, we have by Theorem 2.1 that b ∈ R( √ A) and the function J(·) is given by
The density of R( √ A) in H yields that
Remark 2.2 Be aware that these properties in the proof of Corollary 2.4 are but of a theoretical interest. Neither √ A nor d are available to us. The data we really dispose of are A and b and reconstructing √ A or d is a costly task and is out of record. However, as will be seen in the examples provided in Section 6, the value of γ J can be directly computed from the data which has tremendous effects on the regularization of problem (1).
Remark 2.3
The condition that b ∈ R( √ A) is nothing else than the general source condition (see [23, 16] ). In the regularization theory, such an assumption is made on the exact solution while it appears naturally on the data in our analysis.
A Linear Inverse Problem
Mathematically, a linear inverse problem is often expressed as finding x ∈ H which solves the equation
A is a linear operator with non-closed range. Assume that A is injective for simplicity and that it is symmetric. If the data b is not in the range of A there is no solution to (3), so the inverse problem is generalized and we seek a solution x to the optimization problem (1). This is, for instance, the way the Conjugate Gradient method works. Another class of methods is based on the minimization of the residual such as the GMRES, FOM or MINRES methods (see [27] ). Each of them consists in minimizing the least squares functional
On account of the density of R(A) in H the minimum value of L(·) is necessarily zero.
, there is no other possibility than the minimizing of the least-squares functions L(·) (J(·) is not bounded from below. Otherwise, if b ∈ R( √ A) \ R(A), we pursue the comparison and the possible connections between the two classes of methods, those involved in the minimization of J(·) and those concerned with the minimization of L(·).
Proof. i.-Let (x n ) n ⊂ H be a minimizing sequence of J(·) that is the limit of (J(x n )) n is γ J > −∞. On account of Remark 2.2, we have that ( √ Ax n ) n ⊂ H converges toward d. Thanks to the boundedness of √ A, it comes out that (Ax n ) n ⊂ H converges toward b = √ Ad. This achieve the first statements of the lemma.
ii.-Assume that (x n ) n is bounded then, modulo an extracted subsequence, it is weakly convergent toward x ∈ H. Since A is linear and bounded then (Ax n ) n weakly converges toward Ax, which means that Ax = b. As a result, we have that b ∈ R(A).
Proof. The proof comes from the facts that the range R( √ A) is dense and that √ A has no bounded inverse. For any integer n ≥ 1, there exists
Normalizing to
from which (∇J(x n )) n converges toward zero and ((L(x n )) n∈N converges toward 0. In the other hand side, it is direct that for n ≥ 1,
This achieves the proof.
Remark 3.1 Lemma 3.2 tells that (∇J(x n )) n converges to zero does not necessarily imply that (J(x n )) n converges toward γ J . We say with Auslender that J(·) is not asymptotically wellbehaved (see [3] ).
Remark 3.2 Any minimizing sequence
This is far from being unimportant. Indeed, for some concrete problems, such as the data completion that will be investigated later on, the least squares method conceals some spurious modes that are filtered by the minimization of J(·). The effect of these observations on the regularization procedures is appreciable as will be discussed in the future.
What about Unbounded Operators?
Almost all the results stated for bounded operators can be extended as well to unbounded operators. For the others, only some slight modifications must be added, in particular for Lemma 2.3. Assume that A is an unbounded operator on H, with a dense domain D(A), selfadjoint and semi-definite. Consequently, A is a closed operator (see [7] ). Again, the functional calculus allows the construction of the operator √ A, with a dense domain D( √ A) (see [26] ). We have that 
Analogous results as Theorem 2.1 for the new optimization problem are provided in 
Proof. The proof is conducted exactly as was proved Theorem 2.1. The only point that remains to deal with is the explicit value of γ J when b ∈ R( √ A). The second equality in (5) is straightforward from the density of R( √ A) in H. To prove the first equality, we have obviously that
The result is then may be obtained as follows. Because √ A is a closed operator, D( √ A), endowed with the graph norm, denoted · √ A ( 1 ), is a Hilbert space. Then, we consider the operator
Stating that it is closed is proceeded without any high technicalities. Due to N ( √ A) = {0}, we conclude to the density of
, with respect to · √ A , and in particular with the norm of H. This completes the proof.
When we are involved in solving equation Ax = b, the connection between the minimization problem (4) and the least squares method is arisen. The result of Lemma 3.1 is weakened.
Proof. Let (x n ) n ⊂ D(A) be a minimizing sequence of J(·). That ( √ Ax n ) n ⊂ H converges toward d can be processed as in Lemma 3.1. The unboundedness of √ A does not allow to
directly conclude to the convergence (Ax n ) n ⊂ H toward b. We proceed then in a different way. For any y ∈ H and t ∈ R, the following decomposition holds
Setting J(x n ) = γ J + ǫ(x n ), we have that (ǫ(x n )) n is non-negative and decays to zero. Inserting in the previous identity, and seen J(x n + ty) − γ J ≥ 0, we obtain that for y = 0,
That the quadratic polynomial on t has a constant sign yields that
This produces
Passing to the limit provides the weak convergence of (Ax n ) n∈N toward b. Now, if (x n ) n∈N is bounded then it is weakly convergent toward an x ∈ H (modulo the extraction of a subsequence). That A is a closed operator yields that x ∈ D(A) and Ax = b, and then b ∈ R(A). The proof is complete.
Fourier Analysis and Weak Picard's Principle
A particular illustration of the results in Sections 2 and 3 is by a Fourier analysis. So let us assume that the Hilbert space H is separable and that the operator A is compact. As a result, by the Hilbert-Schmidt Theorem, there exists a countable family of eigenvectors and eigenvalues (ζ k , γ k ) k∈N of A such that (ζ k ) k∈N is a Hilbert basis of H. The eigenvalues (γ k ) k∈N are all in ]0, +∞[ and tend to zero. Therefore, any y ∈ H can be expanded along the orthonormal basis
This establishes an isometry between H and the space ℓ 2 (R) (of square summable sequences). Considering the expansion of A on this basis leads to the countable infinite diagonal matrix diag (γ k ) k∈N ∈ M N (R). Similarly, we associate to the b the countable infinite vector (b k ) k∈N ∈ R N . Looking closely at the functional J(·), yields that either b k goes to zero sufficiently faster than γ k and the optimization problem (1) has only one solution, or we have not existence for that problem (the formal solution x = (x k ) k∈N = (b k /γ k ) k∈N blows up). This is the Picard principle applied to the ill-posed optimization problem or to the equation Ax = b (see [14] ). Actually, the Picard principle for the existence in H of the argument of the minimum for (1) precisely reads as
The event that it is not fulfilled, when b ∈ R(A), compels one rather to handle minimizing sequences. The truncated sum x n = k≤n x k ζ k provides the most natural of them. Now, we intend to exhibit spurious modes generated by the least squares methods. We need, then, to redisplay the energy functional in terms of the Fourier coefficients,
Assume that b ∈ R( √ A). A direct computation of the minimum of J(·) yields that
Let x n be defined by
The sequence (x n ) n∈N obviously blows up. Again by some explicit calculations we obtain that
We deduce that (∇J(x n )) n tends to zero, (x n ) n is hence a minimizing sequence of the least squares functional whereas the limit of (J(x n )) n does not coincide with the infimum γ J , but with γ J + 1/2.
Remark 5.1 Contrary to the least squares problem, the minimizing procedure of the energy function J(·) acts like a filter of the oscillating modes, which appear as "spurious modes" (they could hardly contain any useful information).
Remark 5.2
We infer from (8) that a necessary and sufficient condition for J(·) to have a least-squares form, or for γ J to be finite, is that
which may be considered as a weak Picard condition.
Some Examples
After discussing an abstract case coming from the least-squares, we exhibit some examples picked out from the optimal control and inverse data completion problems.
We first need some tools related to the Sobolev spaces. Then, let Ω be a regular domain in R m , m ≥ 1 and x denote the generic point of Ω. The Lebesgue space of square integrable functions L 2 (Ω) is endowed with the natural inner product (·, ·) L 2 (Ω) ; the associated norm is · L 2 (Ω) . The Sobolev space H 1 (Ω) (resp. H 2 (Ω)) involves all the functions that are in L 2 (Ω) so as their first (resp. second) order derivatives. It is provided with the norm · H 1 (Ω) and the semi-norm is denoted by | · | H 1 (Ω) . For any portion of the boundary Υ ⊂ ∂Ω, the space H 1 0 (Ω, Υ) contains all the functions of H 1 (Ω) that vanish on Υ. When Υ = ∂Ω, we simply write H 1 0 (Ω) and H −1 (Ω) is the dual space of it. The space H 1/2 (Υ) is the set of the traces over Υ of all the functions of H 1 (Ω). The notation H −1/2 (Υ) is for the topological dual space of H 1/2 (Υ) and ·, · 1/2,Υ stands for the duality between both spaces. We refer to [1] for a detailed study of the fractionary Sobolev spaces.
An Abstract Example
Let T be a bounded linear operator on H such that zero is an accumulation point of its spectrum( 2 ). We may assume that N (T ) = {0} without loss of generality. The operator T * T is symmetric, semi-definite with an unbounded inverse. Assume b ∈ H, and consider the quadratic functional
The following lemma provides the condition for J(·) to be a least-squares function of the form
Lemma 6.1 The quadratic function J(·) given by (9) is a least-squares function of the particular form (10) if and only if it is bounded from below.
and the minimum value of J(·) is
ii.-Conversely if the minimum value γ J of J(·) exists, using Theorem 2.1 we obtain that b ∈ R( √ T * T ). The proof is achieved because of the equality R(T * ) = R( √ T * T ) (see [16] ) ( 3 ).
Remark 6.1
The difference between Lemma 6.1 and Corollary 2.4 is that the form of the least squares functions in Lemma 6.1 is fixed in advance to (10) . The least-squares function given in Corollary 2.4 is different from (10), and is rather provided by
2 Equation T y = d is then ill-posed. 3 Actually, a consequence of i. and Theorem 2.1 is that R(T
Remark 6.2
The distinction between the data b that are in R(A * ) and those that are not in there has an important effect on the regularization procedures one may use for the stabilization of the computations for the ill-posed optimization problem. Indeed, when b = A * d, a general perturbation (δb)( ∈ R(A * )) has a worse incidence on the computations than a particular perturbation of the form (δb) = A * (δd) (see [16, 14] ).
An Optimal Control Problem
We are interested in a distributed control problem associated with an elliptic partial differential equation set in R m (see [22, 11] 
Let ϕ ∈ H −2 (R m ) be fixed. The optimal control deals with the problem of finding a control g ∈ L 2 (R m ) minimizing the cost function
β is a positive real-number and we make a notation abuse replacing the duality between H 2 (R m ) and H −2 (R m ) by an integral. A comprehensive analysis of this optimal control problem can be easily undertaken in the phase space. We have, therefore, to translate both the functional J(·) and equation (11) in terms of the Fourier transform. Letĝ ∈ L 2 (R m ) stand for the Fourier transform of g. The unique solution v of (11) can be characterized as followŝ
ξ is the Fourier variable. Using these new variables the cost function can be changed into
It is readily checked that A is continuous, symmetric and positive-definite. The spectrum of A is purely continuous and is given by [0, max(1,
4(β−1) )] (see [7] , for the definition of the continuous spectrum). Problem (12) is then ill-posed and we are interested in knowing whether J(·) is a least-squares function with respect to g. We are fitted to the quadratic optimization addressed above. Applying Theorem 2.1, J(·) is bounded from below only ifφ (1+ξ 2 ) 1/2 ∈ L 2 (R m ) which means that ϕ ∈ H −1 (R m ). It can be checked that
Remark 6.3 Pursuing in the Fourier space, one can establish that the control problem (12) has only one solution if ϕ ∈ L 2 (R m ). The argument of the minimum is such that
Remark 6.4
In case where γ J is finite, Corollary 2.4 tells that may J(·) be put under a leastsquares form. The explicit (least-squares) expression of J(·) can be inferred from the fact that ϕ ∈ H −1 (R m ) may be written as ϕ = (1 − β∆)ψ with ψ ∈ H 1 (R m ). We obtain then
The Steklov-Poincaré Formulation of the Data Completion problem
Let Ω be a regular bounded domain in R d with n the unit normal to the boundary Γ = ∂Ω oriented outward. Suppose that Ω is annular and that Γ is split into Γ C , accessible to measures, and inaccessible Γ I . They are assumed disjoint. Given a flux ϕ C and a datum g C , the data completion problem for the Laplace operator is expressed as a Cauchy problem (see [28, 17] ): find u such that
The goal pursued is to complete the data along Γ I , so to be able to compute u on the whole domain Ω. The lack of a source term in (13) is only for clarity and are by no way restrictive.
To fit the Cauchy problem into a variational framework, we follow [4] . We need the introduction of some more notations. Assume that g C ∈ H 1/2 (Γ C ) and
and
From now on, we write u N (µ) instead u N (µ, 0) andȗ N (ϕ C ) instead of u N (0, ϕ C ) and similar notation abuses are made for u D .
We consider the bilinear form s(·, ·) on H 1/2 (Γ I ) × H 1/2 (Γ I ) and the linear form ℓ(·) on H 1/2 (Γ I ) defined to be: ∀λ, µ ∈ H 1/2 (Γ I ),
The symmetry and the semi-definiteness of s(·, ·) are stated in [4, Lemme 3.3] .
When existence occurs, the solution of problem (13) (14) (15) is the one whose trace λ on Γ I satisfies u = u D (λ, g C ) = u N (λ, ϕ C ) and solves the Steklov-Poincaré problem:
Problem (18) is the variational translation of the equation
In case where there is a solution λ, Holmgren theorem tells that u D (λ, g C ) = u N (λ, ϕ C ) which is the solution of the data completion problem. In [5] is provided a comprehensive explanation of why the ill-posedness of the Cauchy problem (18) , the operator associated with s(·, ·) turns to be of Hilbert-Schmidt type and all its eigenvalues are clustered around the origin excepted a finite number of them.
Remark 6.5 The bilinear form s(·, ·) is composed of two symmetric semi-definite bilinear forms denoted s D (·, ·) and s N (·, ·). Each of them determines an inner-product on H 1/2 (Γ I ) which provides each a norm equivalent to the natural one.
Complying with the requirements of Sections 2 and 3, suggests to consider the space H 1/2 (Γ I ), endowed with the inner-product s D (·, ·) denoted henceforth by (·, ·) s D . The associated norm is · s D . Then, let λ ∈ H 1/2 (Γ I ), we define T λ ∈ H 1/2 (Γ I ) to be the unique solution of the elliptic
T is symmetric on H 1/2 (Γ I ) (when endowed with the inner-product (·, ·) s D ). Next, let us consider f ∈ H 1/2 (Γ I ) as the unique solution of
Setting A = (I − T ), problem (18) can be reformulated as follows:
The operator A is continuous symmetric, semi-positive and compact with N (A) = {0} (see [4, Theorem 3.1, Lemma 3.3]). The generic situation for f is not to belong to R(A). To cope with equation (19) , one can use the least squares method or the minimization of the energy functional. Notice that: ∀µ ∈ H 1/2 (Γ I )
In [4, Lemma 4.2] is checked that J(·) is bounded from below and its minimum value is given by (see [4, Lemma 4.3] )
Applying Theorem 2.1 yields that f ∈ R( √ A) for any Cauchy data (g C , ϕ
When a numerical simulation of the Cauchy solution u is pursued, a performing methodology is to approximate equation (19) with the incomplete boundary unknown λ. The fact that f is more regular than expected, even when the data (g C , ϕ C ) are polluted, together with the explicit knowledge of γ J , have important effects on the regularization strategies such as the Lavrentiev method, necessary in computing the solution for ill-posed problems. These issues will be focussed on in the future.
Ill-posed Integral Equations
Let be given a Mercer kernel G ∈ L 2 (Ω × Ω) (see [24] ) which means that G(x, y) = G(y, x) > 0, ∀(x, y) ∈ Ω × Ω and
Define the linear operator in L 2 (Ω) by
It is continuous, symmetric, semi-definite and belongs to the class of Hilbert-Schmidt operators; it is then compact (see [7, 1] ). In addition, if N (A) = {0} (which is assumed henceforth), then A is of non-closed and dense range, that is R(A) = H.
Let f be in L 2 (Ω). So many problems are reducible to solve equations similar to:
Such an equation arises in image processing, in signal identification, in computerized tomography, in geophysics inspection, in remote sensing and in so many other industrial or biomedical processes (see [19, 20] ). The generic situation is that f ∈ R(A) and A has not a continuous inverse. Small changes in the data f can cause arbitrarily large changes in the results. Problem (20) is thus ill-posed and the ill-posedness degree of it is narrowly related to the regularity of the Kernel G(·, ·). The more it is regular the more severe is the ill-posedness (see [15] ).
When exact solutions fail for equation (20) , practitioners resort to some approximating methods such that least squares procedure or the minimization of the quadratic energy functional. Both kernels do exist in L 2 (Ω) (see e.g. [7] ). We define
The operator S naturally maps H −1/2 (Γ I ) into H 1/2 (Γ I ) and ℓ ∈ H 1/2 (Γ I ). Restricted to L 2 (Γ I ), S defines a Hilbert-Schmidt operator (see [5] ). Moreover, it is symmetric and semi-definite with N (S) = {0}. It is then a Mercer kernel. Thanks to the elliptic regularity, when existence is guaranteed( 4 ) the solution λ turns to be in L 2 (Γ I ) and satisfies
It is also the argument of the minimum of the function J(·), defined as follows,
In [5] is proved that, whatever (g C , ϕ C ) are in H 1/2 (Γ I ) × H −1/2 (Γ I ), the functional J(·) is bounded from below which means that ℓ ∈ R( √ S).
Conclusion
Ill posed quadratic optimization arises, for example, in optimal control and in inverse problems such as the data completion. The finiteness of the minimal value of the cost function is guaranteed for regular data. As illustrated in the current paper, such a regularity is naturally fulfilled in many problems. We emphasize on the fact that bounding the cost function from below provides valuable informations on the smoothness of the data which turns to be useful for the regularization strategies such as the Lavrentiev or the Mann methods (see [21, 23, 10] ).
