Abstract. Let A be a weakly irreducible nonnegative tensor with spectral radius ρ(A). Let D (respectively, D (0) ) be the set of normalized diagonal matrices arising from the eigenvectors of A corresponding to the eigenvalues with modulus ρ(A) (respectively, the eigenvalue ρ(A)). It is shown that D is an abelian group containing D (0) as a subgroup, which acts transitively on the set {e , and A is called spectral ℓ-symmetric. We obtain the structural information of A by analyzing the property of D, especially for connected hypergraphs we get some results on the edge distribution and coloring. If moreover A is symmetric, we prove that A is spectral ℓ-symmetric if and only if it is (m, ℓ)-colorable. We characterize the spectral ℓ-symmetry of a tensor by using its generalized traces, and show that for an arbitrarily given integer m ≥ 3 and each positive integer ℓ with ℓ | m, there always exists an m-uniform hypergraph G such that G is spectral ℓ-symmetric.
Introduction
A real tensor (also called hypermatrix) A = (a i1i2...im ) of order m and dimension n refers to a multidimensional array with entries a i1i2...im ∈ R for all i j ∈ [n] := {1, 2, . . . , n} and j ∈ [m]. Surely, if m = 2, then A is a square matrix of dimension n. A subtensor of A is a multidimensional array with entries a i1i2...im such that i j ∈ S j ⊆ [n] for some S j 's and j ∈ [m], denoted by A[S 1 |S 2 | · · · |S m ]. Let ρ(A) be the spectral radius of A, and Spec(A) be the spectrum of A. The circle centered at the origin of the complex plane with radius ρ(A) is called the spectral circle of A.
By the famous Perron-Frobenius theorem, for a nonnegative irreducible matrix A of dimension n, if it has k eigenvalues with modulus ρ(A), then those k eigenvalues are equally distributed on the spectral circle, i.e. they are ρ(A)e Key words and phrases. Tensor, hypergraphs, adjacency tensor, spectral symmetry, coloring. The first author is the corresponding author. The first and the second authors were supported by National Natural Science Foundation of China #11371028. The third author was supported by National Natural Science Foundation of China #11401001. spectral symmetry, A has a cyclic structure via a permutation matrix P , i.e. The Perron-Frobenius theorem for nonnegative tensor is established by Chang et.al [1] , Friedland et.al [6] and Yang et.al [22, 23, 24] . From those work, the spectral symmetry of an irreducible or weakly irreducible nonnegative tensor A is investigated. The eigenvalues of A with modulus ρ(A) are also equally distributed on the spectral circle. However, the structure of A receives little attention. Does A has a similar structure to that in (1.1)? The key difference is that an irreducible nonnegative matrix has a unique (positive) eigenvector corresponding to the spectral radius up to a scalar (called Perron vector), but an irreducible or weakly irreducible nonnegative tensor may have more than one eigenvector corresponding to the spectral radius up to a scalar.
In order to obtain the structural information of weakly irreducible nonnegative tensors, we start from the discussion of spectral symmetry of tensors. Suppose that A is spectral ℓ-symmetric. The maximum number ℓ such that (1.2) holds is called the cyclic index of A and denoted by c(A) [2] , and A is called spectral c(A)-cyclic. Obviously, if A is spectral k-cyclic, it is spectral k-symmetric; and for any positive integer ℓ such that ℓ|k, it is also spectral ℓ-symmetric. In particular, if A is spectral 2-symmetric, then λ is an eigenvalue of A if and only −λ is an eigenvalue of A; in this case, we say A has a symmetric spectrum. If c(A) = 1, then A is spectral 1-cyclic, and is also said spectral nonsymmetric.
If a nonnegative tensor A holds one of the following properties: (1) A is positive [22] ; (2) A is primitive [2] ; (3) A is irreducible [23] or weakly irreducible [24] with positive trace, then A is spectral nonsymmetric. Nikiforov [15] characterize a symmetric weakly irreducible nonnegative tensor with a symmetric spectrum by introducing the odd-coloring of a tensor, where an odd-coloring is exactly an (m, 2)-coloring in the following definition for m being even. By the results in [23, 24] , for a weakly irreducible nonnegative tensor A of order m, if A is spectral ℓ-symmetric, then there exists a diagonal matrix D such that 
In the case of A being a matrix, for j = 0, 1, . . . , ℓ − 1, each D (j) contains only one element, and D is a group of order ℓ under the usual matrix multiplication. However, in the general case of A being a tensor, each D (j) may have more than one element, and contains more rich content. We show that D is a finite abelian group containing D (0) as a subgroup. Let S = {e . In this paper we mainly investigate the structure of a weakly irreducible nonnegative tensor A by the group D. The paper divides into two parts. First we give some properties of D defined in (1.4), and then obtain the structural information of A similar to (1.1) with application to the edge distribution and coloring of connected hypergraphs. Consequently, we prove that a symmetric weakly irreducible nonnegative tensor is spectral ℓ-symmetric if and only if it is (m, ℓ)-colorable, which generalizes the result of Nikiforov [15] . In the second part, we characterize the spectral ℓ-symmetry and the cyclic index of a tensor by its generalized traces, which generalizes the result of Shao et.al [21] . We also prove that for an arbitrarily given integer m ≥ 3 and for each positive integer ℓ such that ℓ | m, there always exists an m-uniform hypergraph G such that its adjacency tensor is spectral ℓ-symmetric.
Preliminaries

2.1.
Notions. Let A be a real tensor of order m and dimension n. The tensor A is called symmetric if its entries are invariant under any permutation of their indices. Given a vector x ∈ R n , Ax m ∈ R and Ax m−1 ∈ R n , which are defined as follows:
Let I = (i i1i2...im ) be the identity tensor of order m and dimension n, that is, i i1i2...im = 1 if and only if
Definition 2.1.
[17] Let A be an m-th order n-dimensional real tensor. For some λ ∈ C, if the polynomial system (λI − A)x m−1 = 0, or equivalently Ax
, has a solution x ∈ C n \{0}, then λ is called an eigenvalue of A and x is an eigenvector of A associated with λ, where
If x is a real eigenvector of A, surely the corresponding eigenvalue λ is real. In this case, λ is called an H-eigenvalue of A. The spectral radius of A is defined as ρ(A) = max{|λ| : λ is an eigenvalue of A}.
Definition 2.2 ([1])
. A tensor A = (a i1i2...im ) of order m and dimension n is called reducible if there exists a nonempty proper index subset I ⊂ [n] such that a i1i2...im = 0 for any i 1 ∈ I and any i 2 , . . . , i m / ∈ I. If A is not reducible, then it is called irreducible.
For a tensor A of order m and dimension n, we associate it with a directed graph D(A) on vertex set [n] such that (i, j) is an arc of D(A) if and only if there exists a nonzero entry a ii2...im such that j ∈ {i 2 . . . i m }. The tensor A is called weakly irreducible if D(A) is strongly connected; otherwise it is called weakly reducible [6] . It is known that if A is irreducible, then it is weakly irreducible; but the converse is not true.
A
. . , v n } and an edge set E(G) = {e 1 , e 2 , . . . , e l } where e j ⊆ V (G) for j ∈ [l]. If |e j | = m for each j ∈ [l], then G is called an m-uniform hypergraph. In particular, the 2-uniform hypergraphs are exactly the classical simple graphs. 
The hypergraph G is connected if every two vertices of G are connected by a walk, and is called k-colorable if there exists a map φ : V (G) → [k] such that each edge contains at least two vertices with different colors, or equivalently, the vertices can be partitioned into k subsets such that each edge intersects at least two subsets. The chromatic number χ(G) is the smallest k such that G is k-colorable. The adjacency tensor A(G) of the hypergraph G is defined as A(G) = (a i1i2...im ), an m-th order n-dimensional tensor, where
otherwise.
In this paper, the eigenvalues of a hypergraph G always refer to those of its adjacency tensor. Let D(G) be an m-th order n-dimensional diagonal tensor, where
Observe that the adjacency (Laplacian, signless Laplacian) tensor of a hypergraph G is symmetric, and it is weakly irreducible if and only if the G is connected [16, 24] . However, even if G is connected, the tensor A(G) (L(G), Q(G)) is always reducible when m ≥ 3; for taking an arbitrary proper subset I ⊂ [n] with cardinality not less than n − (m − 2), we always have a i1i2...im = 0 for all i 1 ∈ I and all i 2 , . . . , i m / ∈ I since there must exist repeated indices among i 2 , . . . , i m . Let I X be the indicator function of a set X ⊂ [n], and let A be a tensor of order m and dimension n.
A tensor A with an odd transversal is called an odd transversal tensor [15] . Odd transversal tensors were also named weakly odd-bipartite tensors by Chen an Qi [3] , and were called odd-bipartite tensors in case of m being even. When we say a hypergraph is spectral ℓ-symmetric (or spectral ℓ-cyclic, (m, ℓ)-colorable, odd-colorable, odd transversal), it always referred to its adjacency tensor. An even uniform hypergraph is called odd-bipartite if its vertices can be partitioned into two subsets such that every edge intersects with each subset with an odd number of vertices.
Nikiforov [15] proved that if m is even, then an m-th order tensor with an odd transversal is always odd-colorable. Furthermore, if m ≡ 2 mod 4, then these two notions are equivalent. However, if m ≡ 0 mod 4, they construct two classes of m-uniform hypergraphs to illustrate that they are odd-colorable but not odd transversal. We also construct a class of non-odd-bipartite generalized power hypergraphs to illustrate the above fact [5] .
Finally we introduce some special classes of hypergraphs. An m-uniform hypergraph G is called p-hm bipartite if the vertex set has a bipartition V (G) = V 1 ∪ V 2 such that each edge of G intersects V 1 with exactly p vertices [21] . The notion of p-hm hypergraphs generalizes the hm-bipartite hypergraphs [8] (i.e. 1-hm hypergraphs), and m-partite hypergraphs [4] . A cored hypergraph is one such that each edge contains one vertex of degree one [9] , which is also hm-bipartite. An m-th power of a simple graph G, denoted by G m , is obtained from G by replacing each edge (a 2-set) with a k-set by adding (k − 2) additional vertices [9] , which is a cored hypergraph and hence hm-bipartite. A generalized power hypergraph G m,s is constructed from a simple graph G by Khan and Fan [12] and from a hypergraph G by Kang et.al [11] . In particular, if t|m, then G , and the edge set {u 1 ∪ · · · ∪ u t ∪ e : e = {u 1 , . . . , u t } ∈ E(G)}, where v denotes an s-set corresponding to v and e denotes an (m − ts)-set corresponding to e, and all those sets are pairwise disjoint.
2.2.
Characteristic polynomial of tensors. Let A be an m-th order n-dimensional real tensor. The determinant of A, denoted by det A, is defined as the resultant of the polynomials Ax m−1 , and the characteristic polynomial ϕ A (λ) of A is defined as det(λI − A) [2, 17] . It is known that λ is an eigenvalue of A if and only if it is a root of ϕ A (λ). The algebraic multiplicity of λ as an eigenvalue of A is defined as the multiplicity of λ as a root of ϕ A (λ). The spectrum of A, denoted by Spec(A), is the multi-set of the roots of ϕ A (λ), including multiplicity. Denote by HSpec(A) the set of distinct H-eigenvalues of A.
Morozov and Shakirov [14] give a formula for calculating det(I − A) using Schur polynomials in the generalized traces of A. Let A be an auxiliary matrix of order n with distinct variables a ij as entries. The generalized d-th order trace of A is defined by
where d 1 , . . . , d n are nonnegative integers, t iy = t ii2...im and
By the results in [4, 7, 21] 
where the Schur polynomial (2.1)
It was proved in [7, 21] that
where λ 1 , . . . , λ D are all eigenvalues of A. Shao, Qi and Hu [21] give a graph theoretic formula for the trace Tr d (A). Denote
. Here, for each tuple (i j , α j ), i j is called the primary index and the indices in α j are called secondary indices.
In the directed graph D(F ), denote by b(F ) the product of the factorials of the multiplicities of all arcs of E(F ), by c(F ) the product of the factorials of the outdegrees of all vertices incident to the arcs of E(F ), and by W(F ) the set of all closed walks with the arc multi-set E(F ). Denote by
If one summand of (2.3) is nonzero for some
e. each index occurs in the monomial Π F (A) in times of multiple of m [4, 21] ; furthermore, the directed graph D(F ) contains a Eulerian directed circuit, i.e. W(F ) = ∅, or equivalently D(F ) is connected and each vertex of D(F ) has the same in-degree and out-degree. If, in addition, A = A(G) for some hypergraph G, then, by omitting the order of tuples in F , the above F can be written as a set
where e j (i j ) denotes an edge e j of G with primary index (vertex)
2.3. Perron-Frobenius theorem for nonnegative tensors. Chang et.al [1] generalize the Perron-Frobenius theorem for nonnegative matrices to nonnegative tensors. Yang and Yang [22, 23, 24] get some further results for Perron-Frobenius theorem, especially for the spectral symmetry. Friedland et.al [6] also get some results for weakly irreducible nonnegative tensors. We combine those results in the following theorem, where an eigenvalue is called H + -eigenvalue (respectively H ++ -eigenvalue) if it is associated with a nonnegative (respectively positive) eigenvector.
Theorem 2.4 (The Perron-Frobenius Theorem for nonnegative tensors).
(1) (Yang and Yang [22] ) If A is a nonnegative tensor of order m and dimension n, then ρ(A) is an H + -eigenvalue of A. According to the definition of tensor product in [19] , for a tensor A of order m and dimension n, and two diagonal matrices P, Q both of dimension n, the product P AQ has the same order and dimension as A, whose entries are defined by
It is proved that two diagonal similar tensors have the same spectrum [19] . 
Structure of nonnegative weakly irreducible tensors
In this section we will first analyze the property of the group D defined in (1.4) by the theory of finite abelian group. Then we obtain some structural information of a weakly irreducible nonnegative tensor, with application to the edge distribution and coloring of connected hypergraphs.
Lemma 3.1 ([24]
). Let A be an m-th order n-dimensional weakly irreducible nonnegative tensor. Let y be an eigenvector of A corresponding to an eigenvalue λ with |λ| = ρ(A). Then |y| is the unique positive eigenvector corresponding to ρ(A) up to a scalar.
Let r be a positive integer and let p be a prime number. Denote by r [p] be the maximum power of p that divides r. Surely, if p ∤ r, then r [p] = 1.
Lemma 3.2. Let A be an m-th order n-dimensional weakly irreducible nonnegative tensor, which is spectral ℓ-symmetric. Suppose A has r distinct eigenvectors corresponding to ρ(A) in total up to a scalar. Let D and D (j) be as defined in (1.4) for j = 0, 1, . . . , ℓ − 1. Then the following results hold.
(1) D is a finite abelian group of order rℓ under matrix multiplication, where and D (j2) ∈ D (j2) , we have
. So D is a group under the usual matrix multiplication. Following the same routine, one can verify that
. Next we will show D (0) has r elements, and hence D has rℓ elements by the above discussion. Let y (01) , . . . , y (0r) be the r distinct eigenvectors of A corresponding to ρ(A) up to a scalar, each of which contains no zero entries by Lemma 3.1. Without loss of generality, assume y
By Theorem 2.5,
. By Theorem 2.4(2), we may assume
we get
So Dy (01) is an eigenvector of A corresponding to ρ(A) with (Dy (01)
, and
where e 1 ≥ · · · ≥ e τ ≥ 1 and
, and hence
Otherwise, e 1 = f 1 . We consider Z p e 2 and Z p f 2 , and repeat the above process. Finally we have two cases: (i) there exists a j ∈ [τ ] such that e j > f j , (ii) τ ≥ ξ + 1, and for each j ∈ [ξ], e j = f j . If the case (i) occurs, we will obtain a desired matrix likeD as in the above. Otherwise, there is an element D ∈ D\D (0) of order p e ξ+1 , implying that D\D (0) contains an element of order p, as desired. 
As A is symmetric, replacing i 1 in left side of (3.2) by i l and summing over all l = 1, . . . , m,
So we have 
Proof. Similar to (3.1), we can construct a diagonal matrix D by the eigenvector y (j) :
By the results in [22, 24] , we have A = e −i 
furthermore, if A is also symmetric, then σ | ml i for each i ∈ [s], and
Proof. By the definition of D (j) , as D σ = I, without loss of generality, we write
where s ≥ 2 as D = I, I t denotes an identity matrix of dimension t, and l 1 (= σ), l 2 , . . . , l s are distinct integers not greater than σ. So we have a partition of [n] = V 1 ∪ · · · ∪ V s such that V i consists of the indices indexed by I ni for i ∈ [s], and a map φ :
yielding (3.3).
If A is symmetric, replacing l i1 in the left side of (3.5) by l ij for j ∈ [m], then (3.5) also holds. So for j ∈ [m],
As A is weakly irreducible and l 1 = σ, we have mli j σ ≡ 0 mod Z, which implies that σ | ml j for each j ∈ [s]. So, from (3.5) we get
yielding (3.4).
Now we will arrive at a result on hypergraph coloring by using spectral symmetry. By Lemma 3.2(1), for any D ∈ D, D rℓ = I as D has order rℓ. But, for the coloring problem, we need as few colors as possible. So we will use the matrix D in (2) or (3) of Lemma 3.2.
Corollary 3.6. Let G be a connected m-uniform hypergraph with s(G) = r, which is spectral ℓ-symmetric (ℓ ≥ 2). Then the following results hold.
(
where the minimum is taken over all prime numbers p with p | ℓ.
Proof. By Lemma 3.2(2), there exists a diagonal matrix
So by Lemma 3.5 and (3.4), there exists a map φ : [n] → [r [p] p] such that if e = {i 1 , . . . , i m } ∈ E(G) (or equivalently a i1,...,im = 0), then
If the vertices contained in e receive the same color from φ, as (r 
yielding G has an (m, ℓ)-coloring, and hence G is m-colorable. The last result is obtained immediately from the above discussion.
Finally we will investigate the structure of weakly irreducible nonnegative tensor, i.e. the zero entries distribution. When applying to the hypergraphs, we will get the information of edge distribution. 
implying (3.6). If A is also symmetric, by (3.4) of Lemma 3.5, we get r
The remaining discussion is similar by using (3.4) and taking j = 0 and σ = m. 
or there exists a partition of [n] = U 1 ∪ · · · ∪ U t for some integer t ≥ 2 and a coloring
, where q 1 (= m), q 2 , . . . , q t are distinct integers, such that if
Proof. By Lemma 3.2(2), there exists a diagonal D ∈ D (1) with D rℓ = I. Taking j = 1 and σ = rℓ in Lemma 3.5, we get the first result from (3.3) and the second result from (3.4). Also, for any D ∈ D, D m = I. So, taking j = 1 and σ = m in Lemma 3.5, we get the third result from (3.4). Now for the case of m ≥ 3, it will happen that s(A) ≥ 2 or c(A) ≥ 2. If s(A) ≥ 2, then A has a structure as in (3.6), (3.7) or (3.8). If c(A) ≥ 2, then A has a structure as in (3.9), (3.10) or (3.11) . This is the difference between low-dimensional tensors (matrices) and high-dimensional tensors.
Corollary 3.10. Let A be an m-th order n-dimensional symmetric weakly irreducible nonnegative tensor, which is spectral ℓ-symmetric (ℓ ≥ 2). Then A is (m, ℓ)-colorable. 
It is easy to verify that
The following two theorems follow by Corollary 3.10 and Lemma 3.11 immediately, which generalize the Nikiforov's results on spectral 2-symmetry. If taking x 1 = 1 and x 2 as a parameter, then by the first four equations of (3.12) we get (3.13) 
For each i = 0, 1, . . . , 5 and each j ∈ [21], we associated the eigenvector x (ij) with a diagonal matrix
6 ), and form a set
is a group of order 126, and
, where the superscript is taken modulo 21, so that D
(1) = D (0) D (11) . Writing
.
Then we have a partition [n] = V 1 ∪ · · · ∪ V 6 , where V i = {i} for i ∈ [6] ; and a map
One can verify that (3.6) of Corollary 3.7 holds. For example, as the solutions of the equation
) and (j, k) = (3, 2), except a 123 and a 132 , all other entries a 1jk = 0 for j, k ∈ [6] .
As 2 | 6 and 2 ∤ 21, by Lemma 3.2(2), there exists a D ∈ D\D (0) such that
Example 3.15. Next we consider a symmetrization form of the tensor A in Example 3.14. Let G be a 3-uniform hypergraph with vertex set [6] and edge set {{1, 2, 3}, {2, 3, 4}, {3, 4, 5}, {4, 5, 6}, {5, 6, 1}, {6, 1, 2}}.
Let A = A(G)) be the adjacency tensor of G. Since G is 3-regular, ρ(G) = 3, with the all-one vector as an eigenvector. By Lemma 3.1, for any eigenvector x corresponding to an eigenvalue with modulus ρ(G), |x| = x (01) if normalizing x 1 = 1; and by Corollary 3.4(4),
. By the eigenvector equations of A(G), the eigenvalues with modulus ρ(G) are λ k = 3ω k (k = 0, 1, 2), which are corresponding to the eigenvectors x (kj) (j ∈ [3]) listed as in Table 2 , that is, s(G) = 3 and c(G) = 3. 
For each i = 0, 1, 2 and each j ∈ [3] , define D (ij) = diag(x (ij) ), and form a set
is a group of order 9, and D (0) is a subgroup of order 3. It is easy to verify that each set
. Also, we find that
So each elementary divisor of D and . Let V 1 = {1, 4}, V 2 = {2, 5} and V 3 = {3, 6}. Observe that the equation
has solutions (i, j, k) with {i, j, k} = {1, 2, 3}. So, we have a partition V (G) = V 1 ∪ V 2 ∪ V 3 such that each edge of G intersects those three parts. Equivalently, if one of i, j, k occurs more than one time, then
which implies that G contains no edges {1, 2, 4},{1, 2, 5}, {1, 3, 4}, {1, 3, 6}, {1, 4, 5}, {1, 4, 6}, {2, 3, 5}, {2, 3, 6}, {2, 4, 5}, {2, 5, 6}, {3, 4, 6}, {3, 5, 6}. From the eigenvector
3 , e . Let U 1 = {1, 3, 4, 6} and U 2 = {2, 5}. Then every edge of G takes two vertices from U 1 and one from U 2 . So we get the information of edge distribution of G, in particular we find almost all non-edges of G in this example.
Cyclic index of tensors and hypergraphs
In this section, we will discuss how to characterize the spectral symmetry or the cyclic index of weakly irreducible nonnegative tensors or connected hypergraphs. Shao et.al give a characterization of spectral m-symmetric m-uniform hypergraphs by using the generalized traces; see [21, Theorem 3.1] . Following their idea, we get a generalized result. (1) A is spectral ℓ-symmetric.
for some nonnegative integer t and some polynomial f . (2) we have for some integer s,
Let P be a circulant permutation matrix of dimension ℓ, that is p ij = 1 if and only
, and by (2.2)
It Proof. The first result is obtained by the equivalence of (1) and (2) In the remaining part of this paper, we will discuss the spectral symmetry of connected hypergraphs. Cooper and Dutle [4] raised a problem on characterizing the m-uniform hypergraphs whose spectra are invariant under multiplication by the m-th roots of unity (i.e. the spectral m-symmetric m-uniform hypergraphs by our definition). Pearson and Zhang posed a more specific problem on characterizing all connected uniform hypergraphs with symmetric spectrum (i.e. the spectral 2-symmetric m-uniform connected hypergraphs). Nikiforov [15] obtains a complete solution to the latter problem, which is exactly the result of Theorem 3.13 for ℓ = 2.
Shao et.al [20] give a characterization on the symmetry of H-spectra of hypergraphs, that is, an m-uniform hypergraph G has a symmetric H-spectrum if and only if m is even and G is odd-bipartite (or odd transversal). They posed a problem that whether Spec(L(G)) = Spec(Q(G)) can imply that HSpec(L(G)) = HSpec(Q(G)), which is equivalently to ask whether Spec(A(G)) = −Spec(A(G)) can imply that HSpec(A(G)) = −HSpec(A(G)). Zhou et.al also pose a similar conjecture whether −ρ(A(G)) being an eigenvalue of G can imply that m is even and G is odd-bipartite. In fact, −ρ(A(G)) is an eigenvalue of G if and only if G has a symmetric spectrum. By Nikiforov's result [15] , this is equivalent to ask whether an odd-colorable hypergraph is odd transversal. They construct two classes of hypergraphs to give a negative answer. We also give a negative answer to the above problem in [5] by constructing a class of non-odd-bipartite generalized power hypergraphs.
In general, for an m-uniform hypergraph G, as A(G) is symmetric, if G is spectral ℓ-symmetric, then ℓ | m by Lemma 3.2. If G is m-partite [4] , or hm-bipartite [8] , or p-hm bipartite with (p, m) = 1 [21] , then G is spectral m-symmetric. The following result is proved in Lemma 3.2(3), which is re-proved by using the generalized traces as follows. The following result in the case of (p, m) = 1 is given by Shao et.al [21] . d H (v) = dp.
As each vertex of H has an m-valent degree, m | dp, which implies that
Finally we will discuss the spectral symmetry of generalized power hypergraphs, and show that for an arbitrarily given positive integer m and any positive integer ℓ with ℓ|m, there exists an m-uniform hypergraph G with c(G) = ℓ. 
and D(F ) is a Eulerian directed graph, the latter of which also implies that each index occurring in F will be a primary index and a secondary index as well. Correspondingly, we have ds edges of G m,s such that For any fixed j ∈ [s], we assert that in the directed graph D(F ), each vertex of D j (F ) has the same number of in-neighbors and out-neighbors outside D j (F ). We will prove the assertion by considering each primary index i pj occurring inF for p ∈ [d], including multiplicity, which means if considering i pj as a vertex, the (out-or in-)degree of i pj is the sum of (out-or in-)degrees of the index i pj for each appearance of i pj (thinking of all i pj being distinct). Observe that i pj has t(s − 1) out-neighbors outside D j (F ) arising from the edgeē p (i pj ), where for each l ∈ [s]\{j}, i pj has t out-neighbors in D l (F ). As D j (F ) contains a Eulerian directed circuit and i pj has exactly t−1 out-neighbors in D j (F ) arising from the edgeē p (i pj ), i pj also has exactly t − 1 in-neighbors in D j (F ), say i q1j , . . . , i qt−1j , corresponding to t − 1 edgesē q1 (i q1j ), . . . ,ē qt−1 (i qt−1j ), each of which contains i pj as a secondary index. So, by the construction ofF , for each l ∈ [t − 1], we have s − 1 edges e q l (i q lj )'s forj ∈ [s]\{j}, each of which also contains i pj as a secondary index. In addition, for eachj ∈ [s]\{j}, the edgeē p (i pj )'s contains i pj as a secondary index. So, i pj has (t − 1)(s − 1) + (s − 1) = t(s − 1) in-neighbors outside D j (F ).
By the above discussion, we know D(F ) is weakly connected (considering its underlying undirected graph), and each vertex of D(F ) has the same in-degree and out-degree, which implies that D(F ) is Eulerian, and hence Tr ds (G m,s ) = 0 by (2.3). By Corollary 4.2, 
Conclusions
It is known that the Earth has two kinds of movement: one is the rotation around its own axis, the other is the travel around the Sun. Let A be a weakly irreducible nonnegative tensor of order m and dimension n. Governed by the group D defined in (1.4) (taking ℓ = c(A)), the "movement" of A has a similar behavior: one is self-rotating determined by D (0) with "period" s(A), the other is traveling through the orbit S = {e with "period" c(A). So, we have two important parameters s(A) and c(A), from which we know the structural information of A. If m = 2 or A is an irreducible nonnegative matrix, then s(A) = 1. But for the case of m ≥ 3, it will happen that s(A) ≥ 2; see Examples 3.14 and 3.15. So it will be interesting to investigate s(A) and get more structural information of A.
