Simple optimal policies are known for the problem of scheduling jobs to minimize expected makespan on two parallel machines when the job running-time distribution has a monotone hazard rate. But no such policy appears to be known in general. We investigate the general problem by adopting two-point running-time distributions, the simplest discrete distributions not having monotone hazard rates. We derive a policy that gives an explicit, compact solution to this problem and prove its optimality. We also comment briefly on first-order extensions of the model, but each of these seems to be markedly more difficult to analyze. §
This paper is a sequel to the research in [4] where the same problem is studied except that the makespan objective function is replaced by the sum of finishing times (flow time). The analysis here is quite different and leads to stronger results. The approach to the somewhat more difficult problem in [4] entails asymptotic methods. We also refer to [4] for a brief discussion of potential applications.
A variant to the general problem studied here assumes machines of different speeds; see e.g. [3] .
In a variant of the probability model, jobs are taken as independent samples of exponential distributions with rate parameters that may vary from job to job [1, 5, 11] . For additional references, see [10, 4] .
Preliminaries
A state of the system is given by a A schedule for a collection of jobs with known running times is represented by a sequence of job/duration pairs for each machine. The job sequences begin at time 0 on both machines and satisfy the following constraints: The total running time of a job on the two machines is equal to the job's running-time requirement, and at no time is any job scheduled to run on both machines at the same time. The makespan of a schedule is its latest job finishing time. 
and if is odd, then
Note that, whenever the sample does not contain exactly one long job, LAT yields a minimal makespan, i.e., a makespan of length ), schedules will contain either no long jobs or at least two long jobs. When there is exactly one long job, LAT produces a schedule with that job running alone at the end of the schedule, so the makespan is clearly not minimal.
Consistent with these remarks, Section 3 will show that LAT is an optimal turnpike policy in the sense that, if enough unstarted jobs (in our case at least
the LAT decision is optimal in state £ . The difficulty in designing an optimal policy will center on states where the work remaining consists of relatively few (in fact at most shows that, for¨large enough, we will not want to schedule all remaining unstarted jobs (as does LAT) before getting to the remainder of the long job; this strategy might be too likely to produce a poor schedule that ends with a large part of the remainder of the one long job running on one machine while the other machine is idle.
In the purely combinatorial version of our scheduling problem, the running times are known in advance, and the makespan is deterministic. If £ is a deterministic state (i.e., ¤ © "
) , then 0 £ ¡ denotes the corresponding minimal makespan. The lemma below evaluates 0 £ ¡ by applying Theorem 2.1 in [2] which is due to T. C. Hu. It is also an easy extension of the results in [6] and [8] ; we omit the details. Let
denote a largest running time over all deterministic jobs in £ .
, and this value is achieved by a policy that assigns the machines to the jobs with the longest remaining running times first.
We conclude this section by stating the principle of optimality for our stochastic scheduling problem. This formula brings out the recursive structure of an optimal policy and can serve as the definition of such policies. Although the formula is not explicitly used in what follows, it was used for computations that suggested the properties of optimal policies.
The makespan of optimal schedules is denoted by
Define § to be the conditional probability that a job which has not finished after
. Then a straightforward analysis gives
Main result
This section presents the desired optimal algorithm along with a proof of its optimality. 
£
We are now ready to prove that the policy below is optimal if started in a state
¡ .
Each step of the policy is labeled with the lemmas to be used in proving its optimality. 
Policy
, then assign one machine to the deterministic job and the other machine to a stochastic job. Otherwise, assign both machines to the stochastic jobs. (Lemmas 3.5, 3.6, and 3.7)
(c)
.
Proof:
We need only give the proofs of Lemmas 3.3-3.7 below (and referenced above); the theorem will then follow at once from the definition of 2 . . It is not difficult to see that both policies achieve the same state at the following epoch, and make identical assignments thereafter. , and To begin with, we calculate 
The probability of each of these sample paths is¨G § " . Since for all other sample paths the two policies achieve identical makespans, we get 
£
The proof of Theorem 3.1 is complete.
Concluding remarks
We conclude with some comments on open problems. As mentioned earlier, the problem We conjecture that even then a turnpike policy will continue to be optimal, but so far a proof has eluded us. A final extension which is worth mentioning, is the case where the running-times follow a¨-point distribution,¨ ! .
