Abstract: Personalisation of information is a desired feature, but authoring and creation of adaptive hypermedia is a difficult endeavour. Especially, manual annotation is the bottleneck of such authoring. Thus it is vital to support the authoring process by reusing automatically generated metadata. Here, we show the integration of the generic AH authoring environment MOT into a semantic desktop environment, as well as its first small-scale evaluation. In this set-up, the semantic desktop environment provides the rich source of automatically generated metadata, while MOT allows enhancing this metadata manually, as needed for the authoring of an adaptive environment -here, an adaptive course.
Introduction
Authoring of adaptive hypermedia is a difficult endeavour, and researchers are therefore looking to find new sources of automatic generation of at least part of the content alternatives required. In this context, the semantic desktop (Chirita et al., 2005; Semantic Desktop, 2006) looks like an ideal candidate, as it promises rich structures: resources can be categorised by flexible, information-rich ontologies, with semantic links expressing various kinds of semantic relationships between resources. The semantic desktop stores not only a paper's filename, for example, but also information on where it was published, when and by whom, which of the colleagues sent it, and how often and in what context it was accessed by the current user (see Figure 1 ). All these metadata are generated automatically by other applications, and stored in an application-independent way as RDF metadata, in the user's personal data store. This rich set of metadata enables the user to easily retrieve material for various contexts: e.g., for the current running example, when he wants to select fitting materials for a course lecture. Of course, a course author still has to create the basic lesson material, and might need to add more metadata information about course structures and other relevant attributes, such as any pedagogically relevant attributes. In this paper we focus on course authoring on the semantic desktop, as well as its first prototype evaluation. Specifically, we show the interaction and exchange of data between the Beagle++ environment (Beagle++ website, 2006; Chirita et al., 2006) , which is an advanced search and indexing engine for the desktop, generating and utilising metadata information, and the adaptive hypermedia authoring environment MOT (Cristea and De Mooij, 2003a; MOT homepage, 2006) , a sophisticated system for authoring personalised e-courses, and a small-scale evaluation of this whole process. The remainder of this paper is organised as follows. Section 2 introduces the generic motivating scenario of our work. Section 3 presents the idea of enriching metadata, as well as the input and output schemas applied. Section 4 describes the conversion from both a conceptual and an implementation point of view. We are currently evaluating our process. A small-scale evaluation of the prototype was performed to gain some qualitative feedback. Also a larger-scale user study has been performed. In Section 5 we present both evaluations and the results of the small-scale evaluation, with some pointers from the larger-scale evaluation, which is still being processed. In Section 6 we discuss the results, draw conclusions, and we discuss possible directions for future research.
Motivating scenario
We use a scenario for adaptive authoring that builds upon a combination of automatically and manually generated metadata, as introduced in Cristea et al. (2006) :
Dr. Brown prepares a new online course on Adaptive Hypermedia for 4th year masteral students at Warwick. The university work distribution allocates a limited amount of time for this, equivalent to the creation of a static, linear course. However:
• owing to the fact that Dr. Brown not only considers it useful to be able to extend the course in the future with more alternative paths guided by adaptivity, but also,
• because she wants to benefit from automatic help during the authoring process, she uses a concept-based adaptive educational hypermedia authoring environment with adaptive authoring support, MOT (Cristea and De Mooij, 2003a; MOT homepage, 2006) . This decision costs her slightly more time than the static course creation, as she has to manually divide her course into conceptual entities with explicit, independent semantics and semantic labelling. The advantage is that the adaptive authoring system can afterwards automatically enrich the course based on pedagogical strategies. For instance, the system can consider the version of the Adaptive Hypermedia course created by Dr. Brown as the version for beginner students, who are only moderately interested in the subject, and do not aspire for higher grades or deep knowledge on the subject. For advanced students wishing to pass the course with high honours, or simply wanting to acquire more information for their future professional lives, the adaptive authoring system can use semantic personal desktop search to automatically find on Dr. Brown's desktop any existing scientific papers that are relevant to the current course. These scientific papers can be used as alternative or additional material to the main storyline of the static course. This mechanism builds upon the following assumptions:
• As Dr. Brown is a specialist in the subject taught, her interest is wider than that given by the limitations of the course; she therefore both publishes and reads papers of interest on the subject, which are likely to be stored on her computer.
• These papers can be considered as useful extra resources for the current course, and can therefore be reused in this context.
• As this storing process has taken place over many years, Dr. Brown may not know exactly where on her computer each article relevant to the current course is.
• However, Dr. Brown has been using Beagle++ Semantic Desktop System (Beagle++ website, 2006; Chirita et al., 2006) to store both papers and all relevant metadata automatically, in RDF format.
This situation can be exploited by the authoring tool; a quick search will find some of Dr. Brown's own papers on Adaptive Hypermedia, as well as some papers written by her colleagues on the same topic, such as the paper by Brusilovsky, called 'Adaptive Educational Hypermedia: From generation to generation' (Brusilovsky, 2004) , or the paper 'Adaptive Authoring of Adaptive Hypermedia' (Cristea and De Mooij, 2003a) . She may have saved these papers by herself, or might have received them by e-mail, from a colleague working in the same field, or may have used her browser's bookmarks to mark their position on the web (thus they are stored as shown in Figure 1 ). In order for these retrieved resources to be relevant to the overall Adaptive Hypermedia course, two conditions have to be fulfilled:
1 The domain concept in the course where each resource is most relevant has to be found (the right information).
2 The resource has to be bound afterwards to that particular domain concept (in the right place).
This means that the first paper can be added to the course at a higher level, somewhere next to the explanation of generic principles of adaptive hypermedia, whereas the second paper should only be placed somewhere in connection with the authoring process in adaptive hypermedia, otherwise its content might be too specific to follow.
How can Brown find the right resource and store it in the right place? The search can take place via the keywords labelling both the course pieces created by Brown, on one hand, and the matching keywords labelling the papers and resources on her desktop (as described in Section 4) on the other hand. The following sections will describe in more detail how Dr. Brown can enrich her course semiautomatically, without much extra work, as well as keep the overall control and overview at all times.
Enriching metadata and their schemas
As highlighted by the scenario, both automatically generated metadata as well as manually added metadata are necessary. Automatically generated metadata enable description and retrieval of appropriate articles. Manual annotation allows, besides a higher level of control, the addition of extra content, as well as of attributes such as pedagogical weights and labels, which are necessary to build the final adaptive course product. The next subsections detail these two kinds of metadata, from the point of view of the two worlds that come together: semantic desktop and authoring of adaptive hypermedia.
Metadata in the semantic desktop
Beagle++ (Beagle++ website, 2006; Chirita et al., 2006) is an extension of Beagle (Beagle website, 2006) that generates and stores additional metadata describing the documents indexed by Beagle, as well as other resources and their relationships on a semantic desktop. Such additional metadata automatically annotates material the user has read, used, written or commented upon. Applications that generate such desktop behaviour metadata are: applications for file access or editing on the desktop; internet browsing and files stored from the internet; and mail exchanges with their respective files stored from mail attachments (Chirita et al., 2006; Ghita et al., 2005) . Figure 1 depicts an instance of this ontology illustrating files annotated with their publication metadata, file system attributes, web history, and mailing context (e.g., the fact that files are attached to specific e-mails). In the figure, the rectangle in the upper-left part describes e-mails (with subject, body, sender and status attributes) and their attachments; the rectangle in the upper-right part shows publications written by different authors at various conferences (with title, publication year, etc.); the rectangle in the lower-left part displays the web cache history (web pages visited and dates of visits). The rectangle in the lower-right part of the figure shows files that were saved on a person's desktop, with their names and specific directories. Files on the desktop may have been saved via any of the other three processes (from e-mails, from websites, or from conferences), so an attachment entity and a file entity may refer to the same object. There is currently, however, no version control in Beagle++, so no clear relationship found between versions of the same file.
Metadata in authoring environments for adaptive courses
For our running example, the files above and their metadata are not enough to generate a complete course. Concretely, we also have to add information about the hierarchical structure and default presentation order of the material in the context of a lesson, as well as supplementary pedagogical annotations describing which target students the material is best suited for (e.g., beginner versus advanced). Figure 2 shows this target schema for authoring of adaptive lessons, as defined in MOT (My Online Teacher; originally proposed in Cristea and De Mooij (2003a) , and currently extended at the MOT homepage), an adaptive hypermedia authoring system. The schema describes two models used in the adaptive hypermedia authoring paradigm: the domain map (Figure 2 , left side) and the lesson (Figure 2, right side) .
A domain map is a hierarchical representation of domain concepts. Each domain concept is built from domain concept attributes, containing or linking to semantically independent (e-learning) content alternatives describing the same domain concept. In addition to being involved in hierarchical relations, domain concepts can also participate in relatedness connections, binding together related domain concepts.
A lesson is a hierarchical collection of sublessons. Each lesson represents a filtered, pedagogically labelled, weighted and ordered version of the domain concept attributes (see the relation between sublessons and domain concept attributes, Figure 2 ).
The figure also contains more details omitted here, as they are not relevant to the current paper. 
Conversion and enrichment process in steps
As can be seen in Figure 3 , Beagle++ stores all its metadata in the Sesame RDF database (Schlieder and Naumann, 2006) . All Beagle++ components, which generate metadata (for example, the e-mail, publication, web cache and file metadata generators) add metadata to this database. All Beagle++ components that use metadata (for example, the search and indexing module, the ranking module or the browsing modules) retrieve their data from this repository, and, in some cases, write back new data (such as the PageRank value for documents or other resources). It is easy to accommodate additional modules in this environment by writing appropriate interface components, which read and write from this repository. This is what we have done for MOT (Cristea and De Mooij, 2003a; MOT homepage, 2006) , as described in this paper. For our scenario, we have focused on the semiautomatic addition of articles stored on the user's desktop to a MOT lesson (Cristea and De Mooij, 2003a) . In MOT, this addition is done to an existing lesson. Based on her pedagogic goals, the author can process the data by changing labels and weights and adding other information on the article. After this enrichment the lesson can be imported back into the RDF store. We use Common Adaptation Format (CAF) (Cristea et al., 2005) , a system-independent XML exchange format) in order to simplify the transformation process from RDF to the MOT MySQL storage format. 
RDF to CAF transformation
In this step, we transform available articles into a CAF sublesson. This is a semiautomatic step, where the author selects a lesson in MOT and then the system searches (based on keywords and title) for related articles in the Sesame data store. This is done by a Java utility, which takes the metadata in the Sesame store and the lesson in CAF format as input and generates a new (updated) lesson as CAF file. As the articles are stored in files on the desktop, as an extra step, they have to be physically transported to the supporting server for MOT. This step, as well as the fact that the author can check first what is added before performing the addition, ensures that confidential files are not mistakenly publicised. A simplified UML model 2 is given in Figure 4 . As we can see, the Enricher is controlled by the EnricherGUI user interface class. To decide which resource to add, it is necessary to compare the scores of resources and the places in the hierarchy where they should be added. The Enricher first constructs a list of {resource, score, place in the hierarchy} triplets. These are stored using the ArticleScore class. These triplets are then compared to determine the ones to be added. The Enricher and the EnricherGUI use the configFileReader to read the default XML configuration file ( Figure 5 ). This could, in principle, be changed by an external application. The configuration file offers settings for the base URI, name of the main schema used, user and password with which to connect to the Sesame store, the database name used by Sesame, the URI pointing to the Sesame store, and the default weights and labels for the added lessons and attributes. These weights and labels (see also Figure 2 ) enable the adaptation. In our example in Figure 5 , they determine the fact that added material is only considered appropriate for advanced learners.
Enrichment of the lesson and domain model
As MOT is mainly a tool for authoring educational (adaptive) material, the internal information structures are based on strict hierarchies (see Figure 2) . When enriching the domain model and lesson, we obviously want to get the right information in the right place in this hierarchy.
To achieve this, the program first queries the Sesame database, using as search terms title and keywords of each domain concept found in the current lesson. This procedure may result in the same file being relevant in many places within the hierarchy. The RDF query in the SeRQL (Broekstra and Kampman, 2004 ) language looks as follows: select x from x {p} y where y like "*keyword" ignore case Next, for each resource, the place with highest relevance is sought.
3 For computing relevance, we have developed two slightly different theoretical alternatives, as follows.
Concept-oriented, relevance-ranking method
The first relevance-ranking method is computing relevance according to Equation 1:
where:
rank(a,c) is the rank of article a with respect to the current domain concept c; k(c) is the set of keywords belonging to the current domain concept c; k(a) is the set of keywords belonging to the current article a; |S| = the cardinality of the set S, for a given set S.
We have chosen to implement two different versions, one with a set, and the intersection operation on sets, and one with multisets or bags and the intersection operation on bags.
Within the set theory, a bag can be formally defined as a pair (A, m) where A is some set and m : A → N is a function from A to the set N = {1,2,3,...} of (positive) natural numbers. Set A is called the underlying set of elements. For each a ∈ A, the multiplicity (i.e., number of occurrences) of a is the number m(a).
The intersection can then be defined as
For example:
The reason for using bags instead of sets is that, for our system, the number of times keywords appear in certain texts can be relevant in itself (not just which keywords). A text containing a greater number of occurrences of a specific keyword could be a better match for that keyword than a text with only one occurrence of the respective keyword.
Equation 1 shows how many of the keywords (shared by the article and the concept) are present in the article; e.g., if an article has less keywords than another one, but the keywords shared between articles and concept are the same, the former article will have a higher rank and 'win' the place in the concept. Therefore, this formula is concept-oriented, in the sense that articles 'battle' for the same concept.
The actual implementation of the concept-oriented formula is not trivial for the RDF database that we have, as there is no keyword property available for retrieved objects (articles). Therefore, these keywords had to be extracted from the title property of the object. This means that the computation of the cardinality of the keywords, |k(a)|, can be interpreted in many ways. The easiest way is to set it to the number of words in the title property. Another option is to compute the number of relevant keywords (e.g., eliminating words such as 'the', 'a', etc.) by connecting them to a given ontology or dictionary, such as Wordnet. Both options were implemented, but the current Wordnet connection is very slow and thus inefficient.
Article-oriented, relevance-ranking method
A second implementation of the rank is given by Equation 2.
Equation 2 Article-oriented ranking
The equation shows how many of the keywords (shared by the article and the concept) are present in the concept; e.g., if a concept has less keywords than another one, but the keywords shared between article and concept are the same, the former concept will have a higher rank and 'win' the article. This formula thus shows to which of the concepts the article should be attributed. Therefore, this formula is article-oriented, in the sense that concepts 'battle' for the same article.
Comparison of relevance-ranking methods with information retrieval success measurements
Information retrieval is a well-known area of computer science, which deals with ranking of retrieved results (Ghosh and Lee, 2006) . Information can be retrieved from various sources, such as databases and XML files. A widely accepted method to measure the success of an information retrieval system is the use of precision and recall. Precision shows how close a given retrieved object is related to what the user asked, whilst recall tells us how many of the relevant objects where retrieved. Precision and recall can be measured using the following formulae:
Precision A ⊆ U = the set of relevant objects B ⊆ U = the set of retrieved objects U = the total set of documents used in the experiment |S| = the cardinality of the set S.
In information retrieval, usually, the standard Boolean model is used, which means that relevance is determined in a binary way: either a document is relevant, or it is irrelevant. The precision and recall are computed on a set of training data, with a set of test queries. A user would have to manually assess the relevance of the resources in the training set with regard to the query. Ideally, one would want to achieve a high level of recall, without sacrificing precision. However, as the figure below shows, as the recall rate increases, the precision usually deteriorates very rapidly. Moreover, this trend is not linear. Depending on the type and quality of the information and the retrieval algorithm, precision will change. The ideal balance between precision and recall will be found at a payoff point that represents an acceptable balance of the precision and recall lines in a graph. Traditionally, this point is defined by either fixing the recall (thus the number of allowed articles -see Google), or by fixing the minimum precision threshold.
Figure 6 Precision and recall

Source: See the Measuring Search Effectiveness web page
If we compare the precision and recall method in information retrieval to our first method of concept-oriented results ranking, they look surprisingly similar. Indeed, we can apply substitution to Equation 4 and obtain Equation 1 (see Equation 5 ).
Equation 5
Substitution in the precision formula
The substitution is interesting, as, indeed, the set of keywords from the original concept in MOT could be considered to represent the set of (potentially) relevant objects, whilst the set of article keywords represents the retrieved objects. Therefore, our formula represents some sort of precision measurement: how precisely the chosen article expresses the chosen concept. Similarly, by comparing the formula for the article-oriented retrieval with the information retrieval success measurements, one can see that this is comparable to a computation of the recall. Unlike in information retrieval, however, when designing a course, precision is probably preferable to recall, because adding too many articles can be confusing instead of helpful. This is the reason why we have limited our recall to a threshold of three 4 articles maximum per concept. However, our two formulas respond to two different goals: 1 finding the correct article for a given concept (concept-oriented) 2 finding the correct place in the hierarchy for a given article (article-oriented).
Just as in recall versus precision in information retrieval, these two goals can be leading to different responses and error structures.
The first might extract only relevant articles, but might attach them in too many places (the same article might be relevant for more than one concept, and trying too hard to find an article for each concept might, per formula alone, generate too many copies of it 5 ). The second might distinguish between merit concepts only, letting concepts compete, but may try to add too many articles per concept. For finding the optimal retrieval for a certain dataset, these two formulas should be balanced against each other, finding the optimal pay-off point, in the same way it is done in information retrieval with recall and precision.
CAF to MOT transformation
The import of CAF files into MOT is implemented as a PHP script and done in two steps. First, the domain map is processed. During this process, an associative array is created as a look-up table. In this table, every domain concept attribute created is stored as follows:
[name_of_domain_map\name_of_concept_1\...\ name_of_concept_N\attribute_name] => attribute_id
This allows a faster look-up in the next step than would be possible by doing a direct query on the database.
In the second step, the lesson and its parts are generated. While importing, conflicts between lesson names or names of domain maps may occur. There are currently three ways of handling this:
3 The third option is to merge lessons and domain maps with the same name, taking into consideration that they might be extensions of each other (see Figure 7) . For domain maps, merging means that two domain maps with the same name are compared, concept by concept. Domain concepts and attributes that were not present before are added. This merge option is essential to our application. For our purposes a lesson is exported, then articles are added to the CAF file and then the CAF file is imported back into MOT with the merge option. Using this merge option means that possible additions made to the lesson between the export and the import will not be deleted, and IDs of already existing attributes will not change, so other lessons using one of the adapted domain maps will not be affected. The merge option is especially necessary to be able to update goal maps, which are already in use either by people or by other goal maps. First, the domain maps and goal map are imported as a duplicate with the same name and then merged into the old domain maps and goal map. The merge completely rewrites the domain and goal maps with similar name as the imported one, leaving alone only concepts and attributes that were existent in the old maps and do not appear in the import maps.
As the CAF format, which is a portable format used in several adaptive hypermedia systems, does not include the lesson name, this can be changed or imported from a separate XML file. Figure 7 shows a screenshot of the CAF import interface. 
Working in MOT
In MOT, the data and metadata imported from Sesame can be reordered and edited. Figure 8 shows an extract of editing in the lesson environment (the import from Beagle++ generates extra information both for the domain map as well as for the lesson). The paper called 'Adaptive Educational Hypermedia: From generation to generation' and all its relevant metadata (title, authors, references, conference where presented) have been added automatically during extraction to the 'Adaptive Hypermedia' domain concept, at the highest level in the hierarchy. The paper 'Adaptive Authoring of Adaptive Educational Hypermedia' has been added to the domain concept 'Authoring of Adaptive Hypermedia', in a lower position in the hierarchy, as it is a more specific paper. The author can now manually add pedagogical labels to this new material, labelling the material 'adv' for advanced learners. 
MOT to RDF transformation
The MOT to RDF transformation has two steps: MOT to CAF (an intermediate format for data exchange) and CAF to RDF. In the following, these two steps are explained.
MOT to CAF transformation
Exporting MOT to the CAF intermediate format is implemented as a PHP script. First, the lesson is constructed, based on the target lesson hierarchy of the CAF XML file. During this process, a list of the mappings between lesson objects and domain objects is kept. After producing the lesson, the corresponding domain map is generated. Every domain map used in the lesson is added to the domain model, with all its sublessons. For flexibility reasons, an RDF file can also be imported, via an XSLT transformation. This transforms the RDF file into a CAF file and then imports it. The import will detect whether it is dealing with a CAF file or an RDF file. Below we will describe the important parts of the XSLT style sheet. Writing out XML headers is skipped here.
First the XML header and the CAF open and close tags are written to the output and then, between them the template for the CAF item is applied. This template applies templates for the domain model and goal model as can be seen below:
<xsl:template match="lesson:domainmodel"> <domainmodel> <xsl:apply-templates select="lesson:concept"/> </domainmodel> </xsl:template> <xsl:template match="lesson:goalmodel"> <goalmodel> <xsl:apply-templates select="lesson:lesson"/> </goalmodel> </xsl:template>
The domain model in turn applies templates for concepts and attributes. These templates select the required contents and write it in the way it has to be represented in CAF:
<xsl:template match="lesson:concept"> <concept> <name> <xsl:value-of select="lesson:name"/> </name> <xsl:apply-templates select="lesson:attribute"/> <xsl:apply-templates select="lesson:concept"/> </concept> </xsl:template> <xsl:template match="lesson:attribute"> <attribute> <name> <xsl:value-of select="lesson:name"/> </name> <contents> <xsl:value-of select="lesson:contents"/> </contents> </attribute> </xsl:template> Importing a ZIP file containing the CAF file and the resources to be added in a resources subdirectory is also possible. If a ZIP is detected, it will be extracted, the resources placed on the server and the CAF file imported.
CAF to RDF transformation
For the sake of flexibility, the MOT lessons should also be exported as RDF. These RDF data can then be used again by Beagle++ (Beagle++ website, 2006) . The schema of the RDF metadata is the one as described in Cristea and De Mooij (2003b) . Since we already export the CAF file and the extra information file, and they are both in an XML format, we can use an XSLT style sheet and do an XSLT transformation to translate these two files into one RDF file describing the lesson.
The export to RDF is handled much in the same way as is the import of RDF. First, the goal model and the domain models are exported to CAF, and then this CAF is transformed into RDF using an XSLT style sheet (XSLT page at W3C, 2006) in a way symmetrical to the sheet used in the CAR2RDF section. The RDF MOT output then looks as shown in Figure 2 . If we export the changed information to RDF so that it can again be used by Beagle++, we might introduce duplicates. If the duplicates are exact duplicates, and overwrite existing information, this is obviously not a problem. If, however, the information contradicts existing information, the effects may be less desirable. A solution to this problem would be to keep track of which objects were already present, and not export those. However, in this case, any changes made to data with MOT (Cristea and De Mooij, 2003a) would not be reflected. Therefore, if an author manually corrects some error, this will not appear in the target RDF. On the other hand, an author may make changes that are only valid in a particular context (e.g., for the given domain maps), and do not apply to the resource in general. If changes would overwrite the original, this could have undesired effects. There are two possible solutions to this problem:
1 We search for the existence of the resources to be exported and ask the user whether to overwrite the current resources or not.
2 We save the information together with its context as a new information item.
Evaluation
A small-scale evaluation of the prototype was preformed in cooperation with the University of Joensuu, Finland, to gain some qualitative feedback. In this chapter we shall describe the experiment and its results. We shall also describe a larger-scale user evaluation that took place at the University Politehnica of Bucharest in January 2007.
The Joensuu experiment was conducted in November and December 2006 during a course on Adaptive Personalised Learning for PhD students enrolled in the IMPDET programme. The course had five participants, a small number, appropriate for our first usability studies according to Nielsen (2000) . The experiment consisted of a series of steps, taking the participants through the process of using additional resources for advanced learners to a given linear course and visualising the results; then, they were asked to write a short critique about their experience with the system. The steps they were asked to perform, are the steps described in Chapter 4.
7 From the feedback provided it is clear that they understood the different goals of the experiment:
• connecting the semantic desktop with an adaptive hypermedia authoring system
• converting a linear web-course to an adaptive web-course via a semiautomatic resource retrieval procedure based on metadata
• the resources retrieved for the course extension are articles from the desktop of the course author; the author can decide ultimately to allow the semiautomatic addition of his resources or not (thus respecting privacy).
We also asked for feedback regarding the suitability of our approach for helping authors create adaptive content for advanced learners by adding articles on the topic to the course. This was evaluated from two points of view:
1 The appropriateness of the idea
There was no clear response on the appropriateness of the idea in general, mostly because of the open nature of the assignment. A more closed assignment will give a better idea as to students' position on this matter. From the point of view of the generated adaptive courseware, the remark was made that the added articles could disturb the reading flow of the lessons, as they are not tuned to the particular narrative. A simple solution in our case would be to add the articles only at the end of the given domain concept, with a narrative smoothening element introducing them as follows: "Find more information in the following article(s)". In this case, only one such narrative smoothening element should appear per given domain concept, to avoid unnecessary repetitions.
2 The appropriateness of the formulas for adding resources Furthermore, we asked respondents to indicate whether they noticed any difference between different settings for the ranking method, set computation and adding method (hierarchy preserving versus non-hierarchy preserving). Although the participants stated that they noticed a difference, they where unable to tell whether it complied with their expectations. This shows that more specifically targeted questions should be designed for the following experiment.
As stated in Chapter 4, the concept-oriented ranking method should theoretically be better then the article-oriented one. We are keen to see whether that is indeed the case with the next practical experiment. Moreover, the experiment also highlighted a number of issues regarding the user interface and helped us find and patch some system bugs, as follows:
• The MOT pages have general titles that can be confusing. This comes from the fact that the system uses frames, and accesses the database to retrieve the courses only within the child frames, and not the parent frame. This could be rectified by reading from the database in the parent frame as well; however, the traffic between client and server would thereby increase.
• After opening the CAF file in the Enricher, it appears as if the Enricher is not responding, whilst in fact it is retrieving relevant resources in the background. A progress bar or a notification will have to be added.
• When retrieving resources from the RDF store to MOT (via the CAF format), there is an intermediate step allowing a user to select which attributes of the retrieved resources should be included in the final adaptive course (e.g., author of article, conference name, conference date, etc.). The pop-up window allowing the selection called these attributes 'standard attributes' (as a refined attribute selection per actual article included is possible afterwards). This allowed confusion with the term 'standard attributes' used in the MOT authoring system. Therefore, the naming in the pop-up window was changed to 'common attributes'.
• There is no way to go back to the selection of these common attributes, when a mistake has been made -the whole process should be repeated from scratch. There is no quick fix for an undo button, but this will have to be treated in the future.
• A bug was detected, where the selection of common attributes was not functioning as expected. This bug was fixed in the new version.
Respondents also agreed with the idea of making a web application out of the Enricher or perhaps a web start application. The Bucharest experiment was already conducted in January of 2007. It took place within the Intelligent Systems course, attended by 61 students. The students were selected from fourth year Engineering students and second year masteral students in Computer Science, both from the English-language stream. We have constructed more precise questions to answer both generic and specific issues regarding the acceptance of automatic generation of adaptivity and personalisation via the methods described here. Moreover, we have already found with the help of the previous small-scale experiment some problems and bugs regarding the user interface and solved some of them, and will try to identify possible others, as well as prioritise problems. The assignment made sure that the students will have to try every option in both the import and export of CAF/RDF and of the Enricher at least once, providing at the same time a scalability test for the system, with larger number of users. The results of this experiment have been processed partially and will be published elsewhere. In short we can add here that most of our hypotheses on the appropriateness of our automatic authoring approach, on the similarity between theory and praxis (i.e., implementation), on the different options of the conversion process have been validated by the test results. We are still processing some of the numerical data, as well as the qualitative feedback, in the form of filled-in free forms. The full results of this experiment will be published elsewhere.
Conclusion and future research
The semantic desktop is a rich source of metadata on, and the relationships of, resources. While many of these metadata can be generated automatically, some additional metadata, necessary, e.g., for adaptive courses, still have to be added manually. In this paper, we have described how the semantic desktop, building on semantic web techniques, can be interfaced with a sophisticated adaptive hypermedia authoring environment. The semantic desktop system provides automatically generated metadata describing publications and other materials relevant for an advanced course. The MOT authoring system adds context and pedagogical information. Moreover, we have evaluated this interfacing and conversion process with the help of two experiments: (1) one small-scale experiment conducted with a small number of PhD students, which gave us some relatively quick, qualitative feedback -that had some immediate impact, resulting in a series of bug-fixes, and also some long-term impact, resulting in new considerations; and (2) another larger-scale experiment conducted with an entire regular class of undergraduate students, whose first batch of results were remarkably positive, and from which we expect a greater future impact.
The concept-oriented ranking method aims at adding the most relevant resources to every concept. An advantage is that only the most relevant articles get added, but the number of added articles may vary, and duplicates are, in principle, allowed. On the other hand, the article-oriented method tries to find the concepts that match the articles. In this way more articles may get added, but perhaps not with the highest relevance. It is interesting therefore to further research on these issues, and set, for instance, different thresholds for acceptance of articles -i.e., not just the once with the highest relevance, but also some with relevance above a given threshold, should be added. Moreover, it is interesting to also analyse the impact of duplicates with different nature: duplicate articles with identical relevance versus duplicate articles with different relevance, etc.
These issues are closely related to the issues with precision and recall, mentioned before in Section 4. As the Measuring Search Effectiveness web page (2006) illustrates, there is an inverse relationship between precision and recall, and the best performance will be obtained by a good trade-off between precision and recall. Therefore we think it may be a good idea to combine both methods to determine where and which articles should be added. A possible way is applying the concept-oriented method after the article-oriented method. We expect that this will improve the overall relevance of the selected set of articles, as well as how relevant the articles are to the individual concept they get added to. Another option would be to take some normalised mean of both measures.
It is interesting also to consider how the extracted articles can influence possible interlinking between concepts that connect to the same article, e.g., by adding extra relatedness relations.
Furthermore, the maximum number per concept could be an author tuneable parameter, allowing an author to directly choose the density of articles per concept.
Yet another direction we are considering is that of recommender systems. Based upon techniques such as collaborative filtering, or other clustering techniques, these systems typically recommend, e.g., movies to people. However, it may be possible to use some of these techniques to 'recommend' articles to concepts, for instance. 4 This value has been established experimentally; other values could, in principle, be used. 5
This could be acceptable in some cases, depending on the author's purpose. A very good article, for instance, might be relevant for, e.g., ten concepts. We have already implemented a version allowing duplicates, but more variety might be needed, with options to establish exactly which type of duplicates are allowed, as well as different thresholds for acceptance of articles found. 6
The exact style sheet can be found in the CAF subfolder of the MOT implementation, see http://prolearn.dcs.warwick.ac.uk. 7
For more information, see also http://prolearn.dcs.warwick.ac.uk/sesame2mot/. Participants were given a version of the Enricher, which included settings for accessing a Sesame store at the University of Warwick. We were able to provide temporary access for trials.
