We develop a non-anticipative calculus for functionals of a continuous semimartingale, using an extension of the Ito formula to path-dependent functionals which possess certain directional derivatives. The construction is based on a pathwise derivative, introduced by B Dupire, for functionals on the space of right-continuous functions with left limits. We show that this functional derivative admits a suitable extension to the space of square-integrable martingales. This extension defines a weak derivative which is shown to be the inverse of the Ito integral and which may be viewed as a non-anticipative "lifting" of the Malliavin derivative.
Introduction
In the analysis of phenomena with stochastic dynamics, Ito's stochastic calculus [15, 16, 8, 23, 19, 28, 29] has proven to be a powerful and useful tool. A central ingredient of this calculus is the Ito formula [15, 16, 23] , a change of variable formula for functions f (X t ) of a semimartingale X which allows to represent such quantities in terms of a stochastic integral. Given that in many applications such as statistics of processes, physics or mathematical finance, one is led to consider path-dependent functionals of a semimartingale X and its quadratic variation process [X] such as:
G(t, X t , [X] t ), or E[G(T, X(T ), [X](T ))|F
(where X(t) denotes the value at time t and X t = (X(u), u ∈ [0, t]) the path up to time t) there has been a sustained interest in extending the framework of stochastic calculus to such path-dependent functionals.
In this context, the Malliavin calculus [3, 24, 22, 25, 30, 31, 32] has proven to be a powerful tool for investigating various properties of Brownian functionals. Since the construction of Malliavin derivative does not refer to an underlying filtration F t , it naturally leads to representations of functionals in terms of anticipative processes [4, 14, 25] . However, in most applications it is more natural to consider non-anticipative versions of such representations.
In a recent insightful work, B. Dupire [9] has proposed a method to extend the Ito formula to a functional setting in a non-anticipative manner, using a pathwise functional derivative which quantifies the sensitivity of a functional F t : D([0, t], R) → R to a variation in the endpoint of a path ω ∈ D([0, t], R):
ǫ Building on this insight, we develop hereafter a non-anticipative calculus [6] for a class of processes -including the above examples-which may be represented as
where A is the local quadratic variation defined by [X](t) = t 0 A(u)du and the functional
represents the dependence of Y on the path X t = {X(u), 0 ≤ u ≤ t} of X and its quadratic variation. Our first result (Theorem 4.1) is a change of variable formula for path-dependent functionals of the form (2) . Introducing A t as additional variable allows us to control the dependence of Y with respect to the "quadratic variation" [X] by requiring smoothness properties of F t with respect to the variable A t in the supremum norm, without resorting to p-variation norms as in "rough path" theory [20] . This allows our result to cover a wide range of functionals, including the examples in (1) .
We then extend this notion of functional derivative to processes: we show that for Y of the form (2) where F satisfies some regularity conditions, the process ∇ X Y = ∇ ω F (X t , A t ) may be defined intrinsically, independently of the choice of F in (2) . The operator ∇ X is shown to admit an extension to the space of square-integrable martingales, which is the inverse of the Ito integral with respect to X: for φ ∈ L 2 (X), ∇ X φ.dX = φ (Theorem 5.8). In particular, we obtain a constructive version of the martingale representation theorem (Theorem 5.9), which states that for any square-integrable F X t -martingale Y ,
This formula can be seen as a non-anticipative counterpart of the Clark-Haussmann-Ocone formula [4, 13, 14, 18, 25] . The integrand ∇ X Y is an adapted process which may be computed pathwise, so this formula is more amenable to numerical computations than those based on Malliavin calculus.
Finally, we show that this functional derivative ∇ X may be viewed as a non-anticipative "lifting" of the Malliavin derivative (Theorem 6.1): for square-integrable martingales Y whose terminal values is differentiable in the sense of Malliavin
. These results provide a rigorous mathematical framework for developing and extending the ideas proposed by B. Dupire [9] for a large class of functionals which notably includes stochastic integrals and allows for dependence on the quadratic variation along a path.
Functional representation of non-anticipative processes
semimartingale defined on a filtered probability space (Ω, F , F t , P) assumed to satisfy the usual hypotheses [8] . Denote by P (resp. O) the associated predictable (resp. optional) sigma-algebra on [0, T ]. F , denote by x(t) the value of x at t and by
For a process X we shall similarly denote X(t) its value at t and X t = (X(u), 0 ≤ u ≤ t) its path on [0, t].
We denote by [X] = ([X i , X j ], i, j = 1..d) the quadratic (co-)variation process associated to X, taking values in the set S 
where
is a family of functionals
representing the dependence of Y (t) on the underlying path of X and its quadratic variation. Introducing the process A as additional variable may seem redundant at this stage: indeed A(t) is itself F t − measurable i.e. a functional of X t . However, it is not a continuous functional with respect to the supremum norm or other usual topologies on D([0, t], R d ). Introducing A t as a second argument in the functional will allow us to control the regularity of Y with respect to [X] t = t 0 A(u)du simply by requiring continuity of F t in supremum or L p norms with respect to the "lifted process" (X, A) (see Section 2.2). This idea is analogous in some ways to the approach of rough path theory [20] , although here we do not resort to p-variation norms.
Since Y is non-anticipative, Y (t, ω) only depends on the restriction of ω on [0, t] . This motivates the following definition: Definition 2.1 (Non-anticipative functional). A non-anticipative functional on Υ is a family of functionals F = (F t ) t∈[0,T ] where
is measurable with respect to B t , the canonical filtration on
as a map defined on the vector bundle:
If Y is a B t -predictable process, then [8, Vol. I,Par. 97]
where ω t− denotes the path defined on [0, t] by
Note that ω t− is cadlag and should not be confused with the caglad path u → ω(u−).
The functionals discussed in the introduction depend on the process A via [X] = .
0 A(t)dt. In particular, they satisfy the condition F t (X t , A t ) = F t (X t , A t− ). Accordingly, we will assume throughout the paper that all functionals F t : D([0, t], R d ) × S t → R considered have "predictable" dependence with respect to the second argument:
Horizontal and vertical perturbation of a path
Consider a path
For h ∈ R d , we define the vertical perturbation x h t of x t as the cadlag path obtained by shifting the endpoint by h:
or in other words x h t (u) = x t (u) + h1 t=u . We now define a distance between two paths, not necessarily defined on the same time interval.
is simply the distance in supremum norm.
Continuity for non-anticipative functionals
We now define a notion of (left) continuity for non-anticipative functionals. 
We now define a notion of joint continuity with respect to time and the underlying path:
We denote C 0,0 ([0, T )) the set of non-anticipative functionals continuous on Υ. A non-anticipative functional F = (F t , t ∈ [0, T )) is said to be left-continuous if for each t ∈ [0, T ),
We denote C 0,0
) the set of left-continuous functionals. We define analogously the class of right continous functionals C 0,0
We call a functional "boundedness preserving" if it is bounded on each bounded set of paths:
Definition 2.4 (Boundedness-preserving functionals). Define B([0, T )) as the set of non-anticipative functionals F such that for every compact subset K of R d , every R > 0 and t 0 < T :
Measurability properties
Composing a non-anticipative functional F with the process (X, A) yields an F t −adapted process
The results below link the measurability and pathwise regularity of Y to the regularity of the functional F .
Lemma 2.5 (Pathwise regularity
Since x and v are cadlag, this quantity converges to 0 as h → 0+, so
, and if either A is continuous or F verifies (6), then Z is a predictable process.
In particular, any F ∈ C 0,0 l is a non-anticipative functional in the sense of Definition 2.1. We propose an easy-to-read proof of points (i) and (iii) in the case where A is continuous. The (more technical) proof for the cadlag case is given in the Appendix A.
Continuous case. Assume that F is continuous at fixed times and that the paths of (X, A) are almost-surely continuous. Let us prove that Y is F t −adapted:
, as well as the following piecewise-constant approximations of X and A:
The random variable
is a continuous function of the random variables
The representation above shows in fact that Y n (t) is F t -measurable. X n t and A n t converge respectively to X t and A t almost-surely so 3 Pathwise derivatives of non-anticipative functionals
Horizontal and vertical derivatives
We now define pathwise derivatives for a functional F = (F t ) t∈[0,T ) ∈ C 0,0 , following Dupire [9] .
if the corresponding limit exists. If (16) is defined for all (x, v) ∈ Υ the map
defines a non-anticipative functional
Note that our definition (16) is different from the one in [9] where the case
Dupire [9] also introduced a pathwise spatial derivative for such functionals, which we now introduce. Denote (e i , i = 1..d) the canonical basis in R d .
is differentiable at 0. Its gradient at 0
is called the vertical derivative of F t at (x, v). If (18) is defined for all (x, v) ∈ Υ, the maps
define a non-anticipative functional
, the vertical derivative of F . F is then said to be vertically differentiable on Υ.
is simply the directional derivative of F t in direction (1 {t} e i , 0). Note that this involves examining cadlag perturbations of the path x, even if x is continuous.
in the direction of purely discontinuous (e.g. piecewise constant) functions with finite variation, which is similar to Def. 3.2. This notion, used in [3] to derive an integration by parts formula for purejump processes, is natural in the context of discontinuous semimartingales. We will show that the directional derivative (18) also intervenes naturally when the underlying process X is continuous, which is less obvious. • horizontally differentiable with D t F continuous at fixed times,
Note that this notion of regularity only involves directional derivatives with respect to local perturbations of paths, so ∇ x F and D t F seems to contain less information on the behavior of F than, say, the Fréchet derivative which consider perturbations in all directions in C 0 ([0, T ], R d ) or the Malliavin derivative [21, 22] which examines perturbations in the direction of all absolutely continuous functions. Nevertheless we will show in Section 4 that knowledge of DF, ∇ x F, ∇ 2 x F along the paths of X derivatives are sufficient to reconstitute the path of Y (t) = F t (X t , A t ). Example 1 (Smooth functions). In the case where F reduces to a smooth function of X(t),
, the pathwise derivatives reduces to the usual ones:
with:
In fact to have F ∈ C 1,k we just need f to be right-differentiable in the time variable, with rightderivative ∂ t f (t, .) which is continuous in the space variable and f, ∇f and ∇ 2 f to be jointly leftcontinuous in t and continuous in the space variable.
with D t F (ω) = 0 and
Example 3 (Integrals with respect to quadratic variation). A process
It is readily observed that F ∈ C
1,∞ b
, with:
is represented by the functional
Then F ∈ C
Elementary computations show that F ∈ C
Note that, although A t may be expressed as a functional of X t , this functional is not continuous and without introducing the second variable v ∈ S t , it is not possible to represent Examples 3, 4 and 5 as a left-continuous functional of x alone.
Obstructions to regularity
It is instructive to observe what prevents a functional from being regular in the sense of Definition 3.6. The examples below illustrate the fundamental obstructions to regularity:
functional. All vertical derivatives are 0. However, F fails to be horizontally differentiable.
Example 7 (Jump of x at the current time). F t (x t , v t ) = x(t) − x(t−) defines a functional which is infinitely differentiable and has regular pathwise derivatives:
However, the functional itself fails to be C
4 Functional Ito calculus
Functional Ito formula
We are now ready to prove our first main result, which is a change of variable formula for nonanticipative functionals of a semimartingale [6, 9] : verifying (6) and any t ∈ [0, T ),
In particular, for any
is a semimartingale. We note that:
• the dependence of F on the second variable A does not enter the formula (29) . Indeed, under the assumption (6) variations in A lead to "higher order" terms which do not contribute to (29) .
• (29) shows that, for a regular functional F ∈ C 1,2 ([0, T )), the process Y = F (X, A) may be reconstructed from the second-order jet (DF, ∇ x F, ∇ Proof. Let us first assume that X does not exit a compact set K and that A ∞ ≤ R for some R > 0. Let us introduce a sequence of random partitions (τ n k , k = 0..k(n)) of [0, t], by adding the jump times of A to the dyadic partition (t n i = it 2 n , i = 0..2 n ):
The following arguments apply pathwise. Lemma A.3 ensures that
) + X(t)1 {t} which is a cadlag piecewise constant approximation of X t , and n A = 
where we have used the fact that F has predictable dependence in the second variable to have
The first term in can be written ψ(h n i ) − ψ(0) where:
Since
, ψ is right-differentiable and left-continuous by Lemma 2.5, so:
The second term in (31) can be written φ(X(τ
. Applying the Ito formula to φ between 0 and τ n i+1 −τ n i and the (F τi+s ) s≥0 continuous semimartingale (X(τ n i + s)) s≥0 , yields:
Summing over i ≥ 0 and denoting i(s) the index such that s ∈ [τ n i(s) , τ n i(s)+1 ), we have shown:
)ds
F t ( n X t , n A t ) converges to F t (X t , A t ) almost surely. Since all approximations of (X, A) appearing in the various integrals have a d ∞ -distance from (X s , A s ) less than η n → 0,he continuity at fixed times of DF and left-continuity ∇ x F , and∇ 2 x F imply that the integrands appearing in the above integrals converge respectively to A s ) as n → ∞. Since the derivatives are in B the integrands in the various above integrals are bounded by a constant dependant only on F ,K and R and t does not depend on s nor on ω. The dominated convergence and the dominated convergence theorem for the stochastic integrals [28, Ch.IV Theorem 32] then ensure that the Lebesgue-Stieltjes integrals converge almost surely, and the stochastic integral in probability, to the terms appearing in (29) as n → ∞.
Consider now the general case where X and A may be unbounded. Let K n be an increasing sequence of compact sets with n≥0 K n = R d and denote the optional stopping times
Applying the previous result to the stopped process (X t∧τn , A t∧τn ) and noting that, by (6), F t (X t , A t ) = F t (X t , A t− ) leads to:
The terms in the first line converges almost surely to the integral up to time t since t ∧ τ n = t almost surely for n sufficiently large. For the same reason the last term converges almost surely to 0.
Remark 4.2. The above proof is probabilistic and makes use of the (classical) Ito formula [15] . In the companion paper [5] we give a non-probabilistic proof of Theorem 4.1, using the analytical approach of Föllmer [12] , which allows X to have discontinuous (cadlag) trajectories. (29) reduces to the standard Itô formula.
Example 11. For the functional in Example 5) F t (x t , v t ) = e x(t)− 1 2 t 0 v(u)du , the formula (29) yields the well-known integral representation
An immediate corollary of Theorem 4.1 is that, if X is a local martingale, any C
1,2
b functional of X which has finite variation is equal to the integral of its horizontal derivative:
Proof. Y (t) is a continuous semimartingale by Theorem 4.1, with semimartingale decomposition given by (29) . If Y has finite variation, then by formula (29) , its continuous martingale component should be zero i.e. t 0 ∇ x F t (X t , A t ).dX(t) = 0 a.s. Computing its quadratic variation, we obtain
Vertical derivative of an adapted process
For a (F t −adapted) process Y , the the functional representation (41) is not unique, and the vertical ∇ x F depends on the choice of representation F . However, Theorem 4.1 implies that the process ∇ x F t (X t , A t ) has an intrinsic character i.e. independent of the chosen representation:
Then, outside an evanescent set:
where B is a continuous process with finite variation and M is a continuous local martingale. There exists Ω 1 ⊂ Ω such that P(Ω 1 ) = 1 and for ω ∈ Ω the path of t → X(t, ω) is continuous and t → A(t, ω) is cadlag. Theorem 4.1 implies that the local martingale part of 0 = F 1 (X t , A t ) − F 2 (X t , A t ) can be written:
Considering its quadratic variation, we have, on Ω 1
By Lemma 2.5 (∇ x F 1 (X t , A t ) = ∇ x F 1 (X t− , A t− ) since X is continuous and F verifies (6) . So on Ω 1 the integrand in (40) is left-continuous; therefore (40) implies that for t < T and ω ∈ Ω 1 ,
In the case where for all t < T , A(t−) is almost surely positive definite, Corollary 4.4 allows to define intrinsically the pathwise derivative of a process Y which admits a functional representation 
If A(t) is non-singular i.e. det(A(t)) = 0 dt × dP almost-everywhere then for any Y ∈ C 1,2 b (X), the predictable process:
is uniquely defined up to an evanescent set, independently of the choice of F ∈ C 1,2 b in the representation (41). We will call ∇ X Y the vertical derivative of Y with respect to X.
In particular this construction applies to the case where X is a standard Brownian motion, where A = I d , so we obtain the existence of a vertical derivative process for C F t (W t , t) , the predictable process
is uniquely defined up to an evanescent set, independently of the choice of F ∈ C 1,2 b .
Martingale representation formulas
Consider now the case where X is a Brownian martingale:
The functional Ito formula (Theorem 4.1) then leads to an explicit martingale representation formula for F t -martingales in C 1,2 b (X). This result may be seen as a non-anticipative counterpart of the Clark-Haussmann-Ocone formula [4, 25, 14] and generalizes other constructive martingale representation formulas previously obtained using Markovian functionals [7, 10, 11, 17, 26] , Malliavin calculus [2, 18, 14, 25, 24] or other techniques [1, 27] .
Consider an F T measurable random variable H with E|H| < ∞ and consider the martingale Y (t) = E[H|F t ].
A martingale representation formula
If Y admits a representation Y (t) = F t (X t , A t ) where F ∈ C 1,2 b , we obtain the following stochastic integral representation for Y in terms of its derivative ∇ X Y with respect to X:
Note that regularity assumptions are not on H = Y (T ) but on the functionals Y (t) = E[H|F t ], t < T , which is typically more regular than H itself.
Proof. Theorem 4.1 implies that for t ∈ [0, T ):
Given the regularity assumptions on F , the first term in this sum is a continuous process with finite variation while the second is a continuous local martingale. However, Y is a martingale and its decomposition as sum of a finite variation process and a local martingale is unique [29] . Hence the first term is 0 and: 
Extension to square-integrable functionals
Let L 2 (X) be the Hilbert space of progressively-measurable processes φ such that:
and I 2 (X) be the space of square-integrable stochastic integrals with respect to X:
endowed with the norm ||Y ||
is then a bijective isometry from L 2 (X) to I 2 (X). We will now show that the operator ∇ X : → L 2 (X) admits a suitable extension I 2 (X) which verifies
i.e. ∇ X is the inverse of the Ito stochastic integral with respect to X.
Definition 5.3 (Space of test processes). The space of test processes D(X) is defined as
Theorem 5.2 allows to define intrinsically the vertical derivative of a process in D(X) as an element of L 2 (X).
as the equivalence class of ∇ x F t (X t , A t ), which does not depend on the choice of the representation functional Y (t) = F t (X t , A t ) Proposition 5.5 (Integration by parts on D(X)). Let Y, Z ∈ D(X). Then:
Applying the Ito isometry formula yields the result.
Using this result, we can extend the operator ∇ X in a weak sense to a suitable space of the space of (square-integrable) stochastic integrals, where ∇ X Y is characterized by (50) being satisfied against all test processes.
The following definition introduces the Hilbert space W 1,2 (X) of martingales on which ∇ X acts as a weak derivative, characterized by integration-by-part formula (50). This definition may be also viewed as a non-anticipative counterpart of Wiener-Sobolev spaces in the Malliavin calculus [22, 30] . The Martingale Sobolev space W 1,2 (X) is in fact none other than I 2 (X), the set of squareintegrable stochastic integrals:
Proof. We first observe that the set U of "cylindrical" processes of the form φ n,f,(t1,..,tn) (t) = f (X(t 1 ), ..., X(t n ))1 t>tn
For such an integrand φ n,f,(t1,..,tn) , the stochastic integral with respect to X is given by the martingale
where the functional F is defined on Υ as:
Since I X is a bijective isometry from L 2 (X) to I 2 (X), the density of U in L 2 (X) entails the density of I X (U ) in I 2 (X), so W 
Thus, the conditional expectation operator (more precisely: the predictable projection on F t ) can be viewed as a morphism which "lifts" relations obtained in the framework of Malliavin calculus into relations between non-anticipative quantities, where the Malliavin derivative and the Skorokhod integral are replaced, respectively, by the vertical derivative ∇ W and the Ito stochastic integral.
From a computational viewpoint, unlike the Clark-Haussmann-Ocone representation which requires to simulate the anticipative process D t H and compute conditional expectations, ∇ X Y only involves non-anticipative quantities which can be computed in a pathwise manner. It is thus more amenable to numerical computations. This topic is further explored in a forthcoming work. We can now prove Theorem 2.6 in the case where A is a cadlag adapted process. Proof of Theorem 2.6: Let us first show that F t (X t , A t ) is adapted. Define: 
as well as their truncations of rank K: 
The truncations F To show optionality of Z(t) in point (ii), we will exhibit it as limit of right-continuous adapted processes. For t ∈ [0, T ], define i n (t) to be the integer such that t ∈ [ iT n , (i+1)T n ). Define the process: Z n t = F (i n (t))T n (X (i n (t))T n , A (i n (t))T n ), which is piecewise-constant and has right-continuous trajectories, and is also adapted by the first part of the theorem. Since F ∈ C 0,0 l , Z n (t) → Z(t) almost surely, which proves that Z is optional. Point (iii) follows from (i) and lemma 2.5, since in both cases F t (X t , A t ) = F t (X t− , A t− ) hence Z has left-continuous trajectories.
