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Résumé – La variation temporelle de la luminance dans les séquences d’images, ou effet de pompage, est une dégradation typique des
archives vidéos et cinématographiques. Nous proposons ici un nouveau procédé qui vise à supprimer ces perturbations visuellement désagréables.
Plusieurs améliorations sont proposées à la fois sur le modèle de pompage, l’estimation des paramètres correspondants et sur la méthode de
compensation des images. Les expériences menées sur des vidéos, dont l’une est particulièrement dégradée, permettent de montrer l’apport de
notre système de restauration par rapport aux méthodes existantes.
Abstract – Temporal random variation of luminance in images, or flicker, is a typical degradation observed in archived films and videos. In
this article, we propose a new process for flicker removal that improves the existing flicker models, the estimation of the parameters and the
image compensation method. Comparative results obtained on severely degraded sequences illustrate the efficiency of our method.
1 Introduction
Les archives vidéos et cinématographiques contiennent de
nombreux chefs d’œuvres artistiques qui sont actuellement sto-
ckés sur des supports fragiles et qui ont un besoin urgent d’être
conservés et restaurés. Grâce à l’émergence des médias numé-
riques, des efforts ont été entrepris pour la sauvegarde de ces
archives. Des entreprises comme Philips, Thompson, Sony et
Snell & Wilcox ont par exemple développé des outils de restau-
ration plus ou moins automatiques, dont certains fonctionnent
en temps réel. L’effet de pompage - ou flicker - fait partie des
dégradations majeures de ces archives. Présent dans quasiment
tous les films et vidéos, même récents, le flicker correspond à
une variation anormale de la luminance des images (cf. figure
4 et [8]). Il est perçu par le spectateur comme un battement
lumineux, qui peut être parfois très désagréable. Les origines
de cette dégradation sont multiples : vieillissement de la pel-
licule, variations du temps d’exposition, éclairage insuffisant,
non synchronisation des lumières, etc.
Le paragraphe 2 rappelle brièvement les méthodes de sup-
pression du flicker proposées dans la littérature. Les procédés
existants s’étant révélés insuffisants dans le cas de films forte-
ment dégradés, plusieurs améliorations sont proposées au para-
graphe 3. Nous avons testé notre nouveau système sur plusieurs
vidéos dont Rory O’More, un film de 10 minutes de 1911 par-
ticulièrement dégradé. Les résultats obtenus montrent les avan-
tages de notre nouveau système de suppression du flicker.
2 État de l’art
2.1 Modèles du flicker
Le modèle linéaire. Les causes physiques du flicker pouvant
être multiples, les modèles ont toujours été établis sur la base
de l’observation. Le modèle le plus classique est [1, 10, 6] :
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au pixel de position 	ﬂ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 "!# . Les fonctions spatiales de gain
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et d’offset 	 sont modélisées par des polynômes du
second ordre [10, 6].
Le modèle non linéaire. Naranjo et al. [5] proposent un mo-
dèle non linéaire mais spatialement indépendant :
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2.2 Estimation des paramètres du flicker
Comparaison des statistiques de l’intensité. La fonction &
de l’équation (2) est estimée par simple comparaison des his-
togrammes d’intensité des images [5]. Les paramètres  et 
de l’équation (1) sont estimés pour le cas du flicker spatiale-
ment indépendant par la comparaison des moments (moyenne
et variance) de l’intensité [1, 10].
Localisation du flicker. Roosmalen [10] traite la variation spa-
tiale du flicker en réalisant cette estimation sur des blocs d’image.
Ohuchi et al. [6] proposent d’estimer directement les poly-
nômes 
	 et 	 (cf. éq. (1)) par minimisation d’une énergie
robuste. Cette approche robuste devient indispensable dans le
contexte de la restauration de vieux films fortement dégradés
par des salissures, poussières, rayures, etc. Les paramètres sont
alors estimés en minimisant le critère suivant (M-estimation) :
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Le paramètre d’échelle 0 1 contrôle la valeur au-delà de laquelle
les erreurs sont considérées comme erronées [6]. La minimisa-
tion de * se fait grâce à l’algorithme IRLS (Iterative Reweigh-
ted Least Squares) [2, 7].
2.3 Compensation3 du flicker
Une méthode simple de compensation est de choisir manuel-
lement une image non affectée par le flicker puis de compenser
chaque image en fonction de la précédente image restaurée.
Cependant, cette méthode étant sensible à l’accumulation
des erreurs d’estimation, Roosmalen [10] propose de mélanger
une proportion de l’image courante originale   avec le résultat
 4
 de la compensation de   par rapport à la précédente image
restaurée  56# :
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avec la constante
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fixée expérimentalement fixée à @-A BDC .
2.4 Remarques
Le modèle du flicker à choisir dépend de la vidéo à restaurer.
Dans le cas de Rory O’More, le film est si fortement dégradé
que les modèles existants se sont révélés insuffisants pour sup-
primer le flicker. En particulier la méthode de compensation de
Roosmalen ne peut traiter correctement le cas du flicker très
impulsif et ne permet pas de stabiliser la luminance sur des pé-
riodes de plus d’une vingtaine images. Nous proposons donc
une nouvelle méthode de compensation au paragraphe 3.1.
Par ailleurs la régression exprimée par l’équation (3) intro-
duit un biais dans l’estimation [9]. Celui-ci devient très signi-
ficatif en présence de fort flicker. Une méthode simple de le
réduire est présenté au paragraphe 3.2. Celle-ci repose sur le
modèle de l’équation 1 où le gain 	 et l’offset 
	 ont été
exprimés dans une base base polynomiale. Nous proposons de
changer de base fonctionnelle au paragraphe 3.3.
Enfin le flicker peut s’avérer fortement non-linéaire. La non-
linéarité peut être éventuellement prise en compte par notre
système de restauration (cf. 3.4).
3 Nouveau procédé de restauration
3.1 Nouvelle méthode de compensation
Pour une image
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, il est possible d’estimer les paramètres
du flicker EFHG IJ KﬁG IL entre cette image et ses images voisines
M
 ION (voir figure 1). Ces paramètres mesurent à la fois le bruit
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FIG. 1 – Compensation des images : PQSRUT
R
les images originales, Q?V
R
l’image Q R restaurée, W RDX Y et Z R[X Y les paramètres du flicker entre les
images QSR et Q\Y .
de flicker, qui est typiquement impulsif (bref flash lumineux),
mais aussi les effets que l’on souhaite conserver tels que les
effets d’ombrage, d’éclairage, les fondus etc., qui eux sont le
plus souvent graduels. Sous ces hypothèses, l’espérance des
paramètres [ﬁG I et KﬁG I sur le voisinage de   est une approxi-
mation des paramètres recherchés pour compenser le flicker de
l’image   par rapport à ses images voisines :
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La figure 2 montre un exemple de mesures de la composante @
du vecteur  HG I (cf. 3.3) et de l’espérance correspondante ]e 
dans le cas d’un flicker impulsif en   .
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FIG. 2 – Exemple de mesures de la composante W
R[X Y
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L’estimation de l’espérance dépend de la nature du bruit.
Nous avons ici choisi d’appliquer un filtrage médian sur la
courbe des paramètres pour tenir compte de son aspect impul-
sif, puis de faire une simple moyenne sur une fenêtre gaus-
sienne de 30 images.
Le calcul de l’espérance repose sur l’estimation des para-
mètres  HG I et  ﬁG I pour un voisinage de 30 images. Ce cal-
cul nécessite donc 30 estimations par image traitée. Il est pos-
sible d’alléger les calculs en ne faisant que les estimations entre
images consécutives puis en retrouvant les valeurs de [ﬁG I et
KHG I
par composition. On a par exemple :
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Cette méthode de compensation est non-supervisée et peut
être facilement appliquée à d’autres types de dégradations comme
l’instabilité spatiale [3].
3.2 Correction du biais
L’estimation des paramètres du flicker par régression (cf.
éq. (3)) est biaisée lorsque les variables aléatoires   et  
sont corrélées [9]. En conséquence les estimations diffèrent (ie.
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) si l’on minimise l’énergie robuste en
considérant l’un ou l’autre des résidus suivants :
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En pratique l’estimation de ª
	 est sous-évaluée [9] et induit
une mauvaise compensation. L’utilisation de l’analyse en com-
posante principale permet d’éviter le biais mais sa variante ro-
buste est coûteuse en temps de calcul [4]. Cependant dans notre
cas, le gain

	
est généralement proche de 1. Sous cette hy-
pothèse, une manière très simple de réduire le biais est de chan-
ger l’expression du résidu :
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avec Ç

	È
	<¬; (voir annexe A).
Les estimations  , § , É  et $É§ des équations (5) et (6) ont
été effectuées sur une séquence de 100 images de Rory O’More
pour un flicker à l’ordre 6 (cf. 3.3). Le biais se mesure à l’aide
du coefficient d’autocorrélation Ê 	ﬂ ª
	 ª§U	 qui
doit être égal à ; si l’estimateur n’est pas biaisé. Celui-ci de-
vient visible si Ê 
	 diffère de plus de @-A @ ; de ; . La table 1
montre les résultats de cette expérience. Il apparaît clairement
que le gain du flicker peut être largement sous-estimé si l’on
considère le modèle original. En revanche, notre nouveau ré-
sidu corrige ce problème de manière très satisfaisante. En pra-
tique ce changement de formulation devient indispensable en
présence de fort flicker.
TAB. 1 – Mesures moyennes du biais des estimateurs sur une sé-
quence de 100 images de Rory O’More.
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sans correction 0.941 1.086 0.446
avec correction 0.998 1.000 0.983
3.3 Changement de fonctions spatiales
Nous proposons ici de changer la nature de la base fonction-
nelle au profit d’une base cosinusoïdale. Ainsi pour le gain à
l’ordre Ó :
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Ce changement de base apporte des résultats de meilleure
qualité et des simplifications numériques (la base fonctionnelle
est alors orthogonale) qui rendent les calculs plus stables.
L’énergie de l’erreur (cf. éq. 3) a été mesurée pour les deux
bases sur une séquence de 100 images de Rory O’More pour
un nombre fixé d’itérations jusqu’à l’ordre 12 (cf. tableau 2). Il
apparaît clairement que la base cosinusoïdale permet d’obtenir
des énergies plus basses.
L’ordre de la base est choisi manuellement. L’expérience
montre qu’un ordre de 2 à 6 suffit pour les films faiblement
dégradés. Pour les films très sévèrement dégradés un ordre 12
peut s’avérer nécessaire. À un tel ordre l’estimation du flicker
risque de mesurer aussi les occlusions dues aux mouvements
locaux ou aux salissures. Considérant alors les possibles er-
reurs d’estimation, il est déconseillé d’estimer les paramètres
[ﬁG I
et
KﬁG I
par composition (cf. 3.1).
TAB. 2 – Moyenne du rapport des énergies robustes en utilisant une
base de polynômes ou une base cosinus, en fonction de l’ordre de la
base.
ordre de la base 2 4 6 9 12
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  0.87 0.79 0.79 0.77 0.62
3.4 Intégration de la non linéarité
Nous traitons le problème de non-linéarité (cf. éq. 2) en ap-
pliquant le procédé de restauration décrit en [5]. Les résultats
de cette première étape servent ensuite de base au reste de la
restauration. Des exemples de vidéos ainsi traitées sont dispo-
nibles en [8]. Ce traitement optionnel améliore légèrement les
résultats de restauration mais n’est conseillé que dans le cas
des vidéos faiblement dégradées car l’estimation de & n’est pas
robuste.
4 Résultats
Comparaison des méthodes. Mesurer mathématiquement la
qualité des résultats est très difficile et nos vérifications sont
toujours faites visuellement. Il est cependant possible d’intro-
duire certaines mesures pour comparer les méthodes de restau-
ration. Il a été proposé en [10, 1, 6] de suivre l’évolution de la
moyenne et de la variance de l’intensité des images de la vi-
déo restaurée. Les courbes correspondantes aux séquences res-
taurées doivent être plus lisses que dans le cas de la séquence
original. Cependant il faut garder à l’esprit que ces mesures ne
sont pas robustes aux nombreux artefacts (salissures, rayures,
etc.) qui affectent la vidéo.
Plusieurs scénarios de restauration ont été testés :
A : séquence originale,
B : estimation par la méthode de régression robuste biaisée
pour une base cosinus à l’ordre 10 et compensation par
la méthode de Roosmalen,
C : comme en B mais avec correction du biais,
D : comme en C mais en appliquant la nouvelle méthode de
compensation (fenêtre de 30 images).
La figure 3 montre les résultats obtenus pour les différents scé-
narios sur une séquence de Rory O’More. Les procédés de res-
tauration lissent effectivement les courbes des moments de l’in-
tensité. La figure montre également en début de séquence que
la méthode de compensation de Roosmalen est dépendante de
la qualité de la première image, qui se trouve être particulière-
ment dégradée pour cette séquence. De manière général, notre
méthode de compensation permet d’obtenir des niveaux d’in-
tensité plus stables.
Il est de même visible que le biais (exp. B) affecte la variance
(ceci est dû à la sous-évaluation du gain). La restauration cor-
respondante est de mauvaise qualité [8].
Exemples de résultats. La figure 4 montre quelques résultats
de la restauration de Rory O’More. En particulier, la bande dia-
gonale noire a été correctement estimée puis compensée (ordre
12). Des exemples de vidéos restaurées peuvent être visualisés
sur notre site web [8].
5 Conclusion
Les méthodes de réduction du flicker dans les films anciens
proposées dans la littérature se sont révélées insuffisantes pour
restaurer les films très fortement dégradés. Dans cet article plu-
sieurs améliorations ont été apportées sur le modèle du bruit de
flicker, l’estimation de ses paramètres et leur utilisation pour
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FIG. 3 – Variation de la moyenne et de la variance pour les scénarios
de restauration A, B, C et D (cf. 4).
FIG. 4 – Images extraites de Rory O’More. En haut les images ori-
ginales dégradées par un flicker particulièrement localisé. En bas les
images restaurées.
la compensation. Cette dernière étape est réalisée par une nou-
velle méthode générique [3] et permet au procédé de restaura-
tion d’être non supervisé. Les résultats obtenus montrent que
notre méthode améliore sensiblement la qualité de restauration
du flicker pour une complexité équivalente aux méthodes exis-
tantes.
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A Correction du biais
L’estimation est non biaisée lorsque les expressions du ré-
sidu sont identiques à un changement de variable près :
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Sachant que §U	ö÷; , nous pouvons faire un développement
limité au premier ordre de §U
	=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 . Nous introdui-
sons alors le changement de variable suivant :
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L’expression du résidu devient :
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Le problème est donc en première approximation non biaisé.
