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.Abstract 
Linear problems associated with the derivative nonlinear Schrodinger (DNLS) equation 
are studied from the point of view of inverse scattering techniques. By means of the generalized 
inverse method we find the solution of a linear homogeneous equation corresponding to the 
first variational system of the DNLS equation. This solution is represented by the squared 
eigenfunctions of the Kaup-Newell eigenvalue problem. A Green function is defined for that 
linear equation and we obtain the solution of a nonhomogeneous linear equation which naturally 
arises in the perturbation calculations of the DNLS equation. Giving explicit formulae of 
Jost functions and potentials, we analyse a perturbation with such a background as pure one­
soliton state. This perturbation has "stational" and "transitional" parts excited by the forced 
term and initial value, respectively. These both parts are classified into two components, 
"continuous" and "discrete'' components. At the limit of large time, generally speaking, the 
continuous component results in a decaying oscillation, while the discrete one yields secular 
terms. The sufficient condition which suppressess the secuiar term is given by a simple formula. 
§ L Introduction 
By means of inverse scattering method several workers had studied the perturbation method 
for a class of nonlinear evolution equations,I-4 >  Korteweg de-Vries, nonlinear Schrodinger and 
sine-Gordon equations, which are belonging to ·the AKNS class.5 > There is a discrete type of 
perturbations6> relating to the Toda Lattice. The above treatments are roughly classified into 
two types, (1) a type by Kaup-Newlll . 2 > and Karpman-Maslov3 > and (2) another type by Keener­
McLaughlin.4 . 7 >  For the first type (1) the effect of perturbations is obtained from a small 
variation of spectrums, while the second (2) directly estimates the lowest correction of solution 
by constructing a Green function.7 > The method of Keener-MacLaughlin has a remarkable 
similarity to the classical method for solving a linear partial differential equation. It is inter­
esting to develop the same technique for other types of equations. Recently Kaup and Newell 
proposed a new type of eigenvalue problem and solved a new class of nonlinear equations ; 
a derivative nonlinear Schrodinger (DNLS) equation8> and a two-dimensional massive Thirring 
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model .9 >  As shown in ref. 7 the squared eigenfunction5> plays an important role in the construc­
tion of a solution of the first variational system. The squared eigenfunction of the AKNS 
equation was worked out by Kaup10 > and he gave the completeness relation by which any 
function could be expanded to a series of squared eigenfunctions. Using the completeness by 
Kaup, Keener and McLaughlin constructed the Green function which gives the solution of a 
nonhomogeneous linear equation. 
In our previous paper,m the Kaup-Newell equation was extenSively analysed for the 
generalized inverse scattering theory and for the functional relations between variationals of 
potentials and scattering data. We also obtained the completeness of squared eigenfunctions. 
In this paper we study the linear problems associated with the DNLS equation. The solution 
of a linear homogeneous partial-differential equation regarded as the first variational system 
of the DNLS equation is given by using the squared eigenfunction. For that linear equation 
we define a Green function by which the solution of a nonhomogeneous equation is constructed. 
For actual applications of above discussion, it is necessary to give the squared eigenfunction 
with scattering data. In Appendix-A, we solve the pure one-soliton state according to 
Zakharov and Shabae2> and give the list of Jost functions and potentials. As a simple but 
important case, we analyse the nonhomogeneous solution corresponding to the lowest correction 
of the pure one-soliton state. Generally speaking, the solution has two kinds of components, 
one is the continuous component decaying into linear oscillations while another is the discrete 
one regarded as a resonant effect from the one-soliton's background. We remark that the 
discrete component may yield secular terms growing as large as possible under the limit of 
sufficiently large time. The sufficient condition to suppress the secular term is given by a 
simple formula. 
§ 2. Integrable Conditions and Variational System 
The DNLS equation,8 >  
(m = ± 1 ), . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (2. 1) 
is solved exactly with rapidly vanishing conditions ( q -> 0 as x-> ± oo) and the initial condition 
q (x, 0) = qo (x). The decoupling equations which give eq. (2 . 1) are 
Ux = A. Du, D =  - iA.o-3 + Q, Q = (�: �) . r = mq• , . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (2. 2a) 
Ut = Fu, F =  A a3 + B, B = (�: �) · . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (2. 2b) 
where A. is an eigenvalue, a3 is one of Pauli spin matrices and 
A = aA.4 - : < wl a3 l w > A.2 , a = - 2 i, w = ( : ) . 
h = ( : ) = iawA. 3 + a ( � a3 Wx - 1 < wl a3 1  w > w) A. . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (2. 3) 
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The , notation < ui v> means an inner product between a column vector v =  I v> and an 
adjoint raw vector u-4= < u 1 1 and we also define an exterior product I u > < v l ,  
< .u l v > = ( - Zl:!, u1 ) • ( ::) = - u2 v1 + .u 1 v2 , 
For an arbitrary matrix X, we note X I u >  = I  Xu > and < u l  X =  < XA u l , where XA is 
an adjoint matrix of X defined by 
The integrable condition of eqs . .  (2 . 2) is 
A. D1 - Fx + A.  ( DF· - FD) = 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . - . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (2 . 4) 
Substituting. eq. (2. 3) into eq. (2 . 4)1 we obtain a general expression of eq. (2. 1 ), 
. .  a { [ l a 1 
J
% 
, . a ] } . . w, = za ax . 2 i a3 0x - z- 1 w (x, t) >_ .. dy < w (y, t) I a3 a)l w . . � - · · · · · · · · · · · · · · · · · · · · · · (2 . 5) 
once we get a solution of eq. (2 . 1), it becomes important to . examine the stability of that 
solution. For this purpose . we consider a function 6. q  ( = q - q); where q is of course a splu­
tion of the DNLS .equation but its initial value q (x, 0) is different from q (x, 0). For q we 
provide another decoupling equations, 
ii, = Fii , . . . . . . . . .  , . . ,  . . . . . . . . . . . . .  , . .  , . . . . . . . . . . . . . . . . .  , . . . . . . . . . . . . . . . . . . . . . . . . .  (2 . 6) 
where the superscript "- "  is used for denoting all quantities relating to ij . . The generalized 
inverse scattering theory is powerful to calculate the solution 6.q with the knowledge of q. 
If the norm l l 6. q  (x, t) I I is sufficiently small, the meaning of the generalized theory becomes 
more clear, .The mapping from oq (x, 0) (= 6. q (x, 0), 11 6. q !l d )  to oq (x, t) may be linear 
and the behaviour of oq (x, t) can be described by the following inverse decoupling manner, 
oux = A. D ·  ou + A. oD ·  u ,  ou1 = F ·  ou + oF · u .  . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (2 . 7) 
From eq. (2 . 4) and the cross-differentiation of eq. (2 . 7) we get 
( A. oD, - oFx) + A. ( oD ·  F - oF ·  D) + A. ( D ·  oF - F ·  oD) = 0 . . .  . . . . . . . . . . . . . . . . . . .  (2 . 8) 
From eqs. (2 .  2) and (2 . 3) we can reduce eq. (2 . 8)" to 
L (x, t) o w  (x, t) = 0 . . .  . . . . . .  � . . . .  : . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  : . . . . . . . . . . . . . . . . . . .  (2 . 9) 
where L (x, t) is a linear partial diff�rential operator, 
L (x, t) = a , - � a3 ;fx + ia W(x, t) ox + ia Wx (x, t) ,  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (2 . 10) 
- 86 -
T.Kawata, ].Sakai : Linear Problems and Green Function 
1 1 W(x, t) = z- 1 w > <  w l a3 + 4 < w l a3 1 w > . 
We remark that eq. (2 . 9) is equivalent to the first variational system of the DNLS equation 
(2. 1) ,  
i oqt + oqxx - mi ( 2 1 q l 2 oq + l oq*) x = 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (2. 11) 
§ 3. Jost Functions, 5-Matrix and Squared Eigenfunctions 
For the Kaup-Newell equation (2. 2a) we define Jost (matrix) functions cp± and a scattering 
matrix S by 
cp; p, ,  x) = A. D ()... , x ) cp± ()... , x ) , . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (3. 1a) 
± 2 • 2 . . cp ()... , x ) --> ] ()... x )  = exp ( - zA. xa3 ) as x -->  ± oo  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (3. 1b) 
cp- ( A. ,  x) = cp+ ().. , x) S ()... ) ,  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (3. 2) 
where t is omitted for simplicity and 
Since the potential rapidly vanishies at infinity (x = ± oo ) , we get the following analytical 
property ; 'a set of functions l ¢)()... , x ) , �()... . x ) , sn ()... ) I  is analytic as to A. on the region 
Im ( A.  2 ) :;;;:; 0, while j rf2 ()... ,x ) , ¢7 ( A. , x ), s2 2  ( X  ) f  is analytic on Im (A 2 ) ;:;;; 0. " Since det cp± = 1 
and ([ cp±r1 )x = - A. [ cp±r1 D, anjoint J ost functions cpA ± are naturally defined by cpA± = [ cp±r1 . 
Using the bra-ket notation, 
for eq. (2 . 2a), we get 
a ± ± 
ax l ¢j > = A. D I ¢j > , 
cpA = ( -
< ¢z I ) , 
< ¢I I  
( j = 1 , 2 ); · · · · · · · · · · · · · · · · · · (3 . 3) 
We introduce the squared eigenfunction as the element of an exterior product of ]ost vectors, 
I ¢/ > < ¢j± 1 . We specially define a scalar type Qj± and a vector type cp/, 
(/)j 
= (  rp!j rp !j ) 
. 
¢2j ¢2j 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  .' . . .  · · · · · · · · · · · · · · · · · · · (3 . 4) 
The equation (3 . 1a) is rewritten by these squared �igenfunctions, 
( j  = 1 , 2 ). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (3. 5) 
The boundary condition is given by Q: ( A. ,  x) --> 0 as x -->  ± oo and 
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fb1± (A ,  x) ---+ 
( 
� )  e -2iA'x, fb2± (A ,  x) ---+ ( : ) e 2iA'x as x ---+ ± oo. . . . . . . . . . . . . . . . . . . . .  · (3. 6) 
A set of functions l J21 ( A ,  x ) ,  Qt(A ,  x) , fb! (A ,  x ) , fbt ( A ,  x) I is analytic as to A on the region 
Im ( A2 ) � 0, while j Q� (A ,  x ), Q� (A. ,  x ), fb� (A. , x ), fb� (A ,  x) f is analytic on Im ( A2 ) � O. Con­
sidering eqs. (2. 2b) and (3. lb), we obtain the temporal behaviour of squared eigenfunctions, 
:t J2f = 2 (- l )i Aoo Q/ + i < fbi± I a2 w > ,  
a ± l . ± Q± . at tbi - 2 Aa3 + ( - l )' Aoo l tbi = - 2 i a1 h, - . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (3. 7) 
where Aoo = lim A = - 2 iA4 • x-± oo 
The time evolution of S-matrix is given by 
5(A ,  t ) = e A-tu, 5 (A ,  O ) e -A-tu,, . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (3. 8) 
Reflectional coefficients Pu are introduced by p1 = s2 1/s1 1 and p2 = s1is22 , respectively, and 
p1 (A ,  t ) = p1 ( A, O) exp ( 2Aoot ), p2 (A. ,  t ) = p2 (A. ,  O ) exp ( - 2Aoot) . For the generalized case the 
function 6.pi ( =pi - p) is used for defining the spectral function (see the next section), 
l::,.pl (A ,  t ) = f::,pl (A ,  0)  eZA.t, l::,.pz (A ,  t ) = 6.p2 (A. ,  0)  e-ZA.t . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . .  (3. 9) 
The Jost matrices and S-matrix have symmetries about A, cp± ( A, x )  = a3 cJJ ± ( - A , x )  a3 and 
5 (A) = a3 5 ( - A) a3 • Furthermore, from r (x )  = mq* (x )  we get another type of symmetries, 
cp± ( A, x )  = am [ cp± ( A *, x ) ] *  am and 5( A )  = am5* (A * )  am , where am means a1 or a2 according to 
m = + 1 or - 1, respectively. We specially list 
± ± 
(0, m) ± • * (>2 (A ,  x )  = - a3 (>2 ( - A, x )  = [ (> 1 ( A , x ) ] , 
1, 0 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (3. lOa) 
6.p2 ( A )  = - 6.p2 ( - A) = m6.p� ( A * ) , . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (3 . lOb) 
fbi± (A ,  x )  = fbi±( - A, x ) , fb1± (A ,  x )  = a1 [ fb: (A * ,  x ) ] * . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (3. lOc) 
§ 4. Generalized Gel'fand- Levitan Integral Equation 
The solution of generalized inverse theory is obtained by solving a general type of Gel ' 
fand- Levitan equations, 
H., (x, y ) - Md (x, y ) a3 - iM0 (x, y ) Q (x ) 
+ J l Md (x, z ) H1 ( z, y ) + Mo (x, z ) H2 ( z, y ) f dz = O, 
H0 (x, y ) - M0 (x, y ) a3 
+ J l Md (x, z )  H0 ( z, y ) + Mo (x, z ) H1 ( z, y ) f dz = 0, (y > x ) . . . . . . . . . . . .  (4. 1 ) 
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where diagonal matrix Md and off-diagonal one M0 are unknown kernels and H. ( n = 0, 1, 
2 ) is a spectral function defined by H. = H.+ - H.- and 
H.+ (x, y ) = 2
1 j l ¢2 ( A , x )  > 6pi ( A ) < ¢2 ( A ,  y) I A" dA , 7r r+ 
H.- (x, y ) = 2
1
n[ 1 ¢ I ( A , x )  > 6p2 (A ) < ¢I ( A , y ) I A" dA. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (4. 2) 
The function ¢j of eq. (4 . 2) is the right-defined Jost vectors ¢7 and r+ (r-) is a large coun­
terclock circular path defined on the first and third (the second and fourth) quadrants of the 
A -plane. The kernel Mo is related to the potential, 
2Mo (x, x ) = M-
I (x )  Q (x )  M (x ) - Q (x ) . · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · (4 . 3) 
M (x )  = exp { � 1 [ q (y ) f (y ) - q (y ) r (y ) ]dy · a3 } . 
The time evolution is obtained from the replacement of 6pj with that of eq. (3. 9). The 
kernels Md and Mo are originally defined to give a mapping between two kinds of J ost 
matrices, 
i> ( A , x )  = M (x )  I <P (A , x ) + I [ Md (x, y ) + A M0 (x, y) ] <P ( A , y ) dyf .  . . . . . . . . . . . . . . . .  (4. 4) 
Considering the symmetry r = mq* ,  we can set the kernels as 
Md + Mo = ( m:
�
: :�) . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (4. 5) 
On the other hand, from eqs. (3. 10) we get a symmetry about spectral functions, 
Both symmtries satisfy eq. (4. 1) self-consistently. There is another type of symmetry for 
H.+ (x, y) ,  
If.3> = - (- 1) "  a. If. I >  a . . . . . . . . . . . . . . . . . . . . . . . . . . .  (4. 8) n 3 n 3 '  
where H.+ = I-f;.I> + I-f;,3> and J-f;.k> ( k = 1, 3 )  is given by integrating along the path rk (r+ = 
ri + T3 ) on the k-th quadrant. From eqs. (4. 6) and (4. 8) we remark that H0, � are off­
diagonal and HI is diagonal. Then we can reduce eq. (4. 1) to 
� (x, y ) - MI (x, y ) - imM2 (x, y ) q* (x )  
+ I I MI (x, z ) J; ( z, y) - mM2 (x, z ) J;* ( z, y ) f  d z  = 0, 
fo (x, y) + M2 (x, y ) 
+ j I MI (x, z )  fo ( z, y ) - M2 (x, z )  J;* ( z, y ) I dz  = 0, . . . . . . . . . . . . . . . . . . . . .  (4. 9) 
where f. is a reduced spectral function, 
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iJl; y ) = ; f if>12 (A ,  x ) if>12 (A ,  y )  6.p1 ( A ) A ndA  
+ m 1j if>22 (A ,  X)  if>22 (A ,  y ) 6.p1 ( A ) AndA I  * ,  7C r , ( n =;:= 0,2 )  
h (.x; y ) = - ; j if>12 (A ,  y ) if>22 (A ,  y ) 6.pi ( A ) Ad A 
r, 
- ; 1 j if>22 (A ,  x ) if>12 (A ,  y ) 6.p1 ( A ) AdA I * · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · (4 . 10) r , 
The relation (4. 3) becomes to 
00 
2M2 (x, x )  = q (x ) exp 1 mi j [ / q (y )
2 / ] - I q (y ) 1 2 ] dy l  - q (x ) . . . . . . . . . . . . . . . . . . . . . . . . . . . .  ; · · · · (4 . 1 1) % 
§ 5. Solutions of Associated Linear Problems 
If l l 6.pi I I is sufficiently small, the Gel'fand-Levitan equation (4. 1) can be linearized and 
we can get the variation ow (x ),m 
1 f dA ow (x ) = - 27C 0'2 1 2 iJx <1>2 (A ,  x ) op1 (A ) r+ 1\ 
+ 2
1
7C 0'2 f_� ox <l>i ( A ,  x )  op2 ( A ) ,  . , . . . . . . . . . . . . . . . . . . . . . . . . . . . . . • . . . . . . . . . . . . . . . . . . . . . .  (5. 1) 
where <l>i is a squared (vector) eigenfunction without a superscript ( + ) . From eqs. (2 . 7) and 
(5. 1) we find that 0'2iJx<1>2 op1 and 0'2iJx <1>1 op2 satisfy eq. (2 . 9). Using eqs. (3 .  5), (3 .  7) and 
(3. 9), we can really show 
L (.x; t ) [ 0'2 iJx <l>:! e2A..1] = L (.x; t )  [ 0'2iJx <1>1 e-zA..t] = 0. · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · (5 . 2) 
Now we consider the following integral, 
/d tj < u (.x; t ) I L (.x; t ) v (.x; t) > dx. · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · (5 . 3) 
1 1  -co 
Integrating by part, we get 
! d t /1 < u I Lv > - < L t u I v > I  dx 
t 1 -oo 
= j < u l v �:(:dx +  � /1 <  ux i 0'3 V > - < u l 0'3 vx >(I::d t , · · · · · · · · · · · · · · · · · · · · · · · · (5 . 4) -oo I t  
where L t is an adjoint operator of L, 
L t (.x; t ) = - 0,  + � 0'3 0: - iaWA (l;  t ) ax . · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · (5 . 5) 
If we substitute u = Uc1 and v = Vc2 ( c1 12 are constants) , equation (5. 4) is changed to 
/d tj1 UA · LV - (L t u> A · VI dx 
f t  -00 
= j< uA v�I�x + � /1 u%A 0'3 v - uA0'3 v% 1 :I::d t. · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · (5 . 6) 
We define a Green function G and its adjoint ct , 
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L (x, t )  G (x, t ; �. r; )  = 0, Lt (x, t ) ct (x, t ; �. r;) = 0, . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (5. 7a) 
G (x, t ; �. r; ) ,  ct (x, t ; �, r; ) ----> u1 o (x - � ) as t ----> r; , . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (5. 7b) 
G (x, t ; �. r; ) ----> 0 as X ----> + oo, ct (x, t ; �. r; ) ----> 0 as x ----> - 00 . . . . . . . . . . . . . . . . . . .  (5. 7c) 
Substituting U ( x, t )  = ct (x, t ; �2 , t2 ) and V ( x,  t) = G (x, t ; �1 , t1 ) into eq. (5. 6), we get a 
reciprocal relation of Green functions, 
c ( e:. f . e:. t ) = u [ ct ( e:. t . e:. t )J A �  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (5 8) S-2, "2 ' 1>1 • 1 1 S 1 • 1 ' S 2 • 2 v1 . · 
We consider the following nonhomogeneous problem which naturally arises in perturbation 
calculations for the DNLS equation, 
L (x, t )  v (x, t )  = f (x, t ) ,  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (5. 9a) 
v (x, 0 )  = v0 (x ) ,  v0 (x, 0 ) ----> 0 as X --> ± oo  . . . . . . . . . . . . . . .  ; . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (5. 9b) 
From eqs. (5. 4), (5. 7), (5. 8) and (5. 9) we obtain 
t 00 
u1 v ( x, t ) = f d r; _[ u1 G ( x, t ; �. r; ) u1 f ( �. r; ) d � 
00 
+ _[ 0"1 G (x, t ; �. 0 ) u1 v0 ( � )  d �. . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (5. 10) 
For this derivation we assumed that v (x, t ) vanishes as x ----> ± co for finite t. 
Now we assume the Green function as follows, 
G (x, t ; �, r; ) = 2
1 
u2 j l ax �2 ( ;\ ; x,  t ) > e2Aoo1 < A2 ( ;\ ; �, r; ) l d). 
TC r + 
+ 2
1 
0"2 J i ax �1 ( ). ; X,  t ) > e-2Aool < A1 ( A ; �. TJ )  I d )., . . . . . . . . . . . . . . . . . . . . .  (5. 1 1) TC r-
where Au are unknown vectors. To determine Au , we impose the condition (5. 7b), 
u1 o(x - � ) = 2
1 
u2 j l ax �2 ( ;\ ; x, t ) > e2Aoo1 < A2 ( ). ; �, t ) l d ). 
TC r + 
+ 2
1 
u2 j I ax �1 ( ). ; x, t )  > e-2Aoot < A1 ( A ; �. t ) I d )..  . .  . . . . . . . . . . . . . . . . . . . . . .  (5. 12) 
TC r-
On the other hand, the completeness relation of squared eigenfunctions is given by m 
u1 o (x - t } = - 2
1 
u2 j l ax �2 ( ). ; x, t ) > ). 2
d�
). ) 
< �� (). ; �, t ) l 
TC r+ S l l  
- 2
1 
u2 j I ax �1 ( ). , ; x, t )  > ). 2
d�
). ) 
< �2- ( ). ; �. t ) I . . .  . . . . . . . . . . . . . . . .  (5. 13) 
rc r- s22  
Comparing eq. (5. 12) with eq. (5. 13) ,  we obtain 
e -2Aoo (,\ )  TJ 
< A2 ( ). ; �. r; ) I = - 2 < �� ( A  ; �. r; ) I , AS l l ( ). ) 
e+2Aoo (A ) TJ  < A1 ( ). ; �. r; ) I = - 2 < �- ( ). ; �. r; ) 1 . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (5. 14) AS22 ( ). ) 
From eqs. (5. 1 1) and (5. 14) the Green function is given by 
- 9 1 -
G (x, t ; f, 
Bulletin of Faculty of Engineering Toyama U niversity 1984 
1 e ZA� · ( I��) -7J ) = - -2 a2 j l ax fP2 
(;\.
; x, t )  > 2 ) 
< fP1 ( ;\ ; f, 7J ) I d;\ 
Tr r + ;\ s l l  ( ;\ 
1 eZA� · ( I- �) -
- 2 az f I ax rpl ( ;\ ; X, t )  > ). 2 (;\.) < rp2 ( ;\ ; f, 7J ) I d;\ . . . . . . . . . . . . . .  (5. 15) 
Tr r �  52 2  
This formula surely satisfies eqs. (5. 7a) and (5. 7b), while the last condition (5. 7c) i s  also 
satisfied because of eq. (3 .  6) .  
We consider a perturbed DNLS equation, 
iijt + ijxx - mi ( l q l 2 q )x = ij(x, t ) , . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (5. 16) 
with an initial condition ij (x, 0 )  = q0 ( x  ). We want to get the variation oq (x, t )  = q (x, t )  
- q (x, t ) , where q (x, t )  i s  a solution of eq. (2. 1 ) with q (x, 0 )  = q0 (x ) . If I I  f (x, t )  I I  and 
II oq (x, t )  I I are sufficiently small, its solution is obtained by solving the nonhomogeneous 
problem, 
L (x, t) · ow (x, t) = f (x, t ) ,  f (x, t )  = , 
( f(x, t )  ) 
mf* ( x, t )  
ow (x, 0 )  = w0 (x ) -- w0 (x ) .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  · (5. 17) 
There are some symmetries, L (x, t) = a1 L* (x, t) al ' f (x, t) = ma1 f* (x, t ) , ow (x, t )  
= ma1 ow * (x, t )  and G (x, t ; f, 7J ) = a1 G * (x, t ; f, 7J ) a1 . The Green function i s  reduced to 
1 eZA� · ( I- �) -Gl ( x, t ; f, 7} ) = - - az f l ax rp2 ( ;\ ; X, t )  > ).  2 (;\. )  < rpl ( ;\ ; f, 7J ) I d). .  . . . . . . . . . . . . (5 . 18) Tr r, s l l  
From eqs. (5. 9), (5 . 10) , (5. 17) and (5. 18), we can obtain 
ow (x, t) = owl (x, t) + mal owt (x, t ) , . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (5. 19a) 
t = 
ow1 (x, t )  = f d 7J_[ G1 ( x, t ;  f, 7J ) aJ(f, 7J ) d f  
+ 1 G1 ( x, t ; f, 0 ) a1 ow0 ( f )  d f  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (5. 19b) 
§ 6. Considerations for Soliton Perturbation 
In this section we analyse the solution (5 . 19) regarded as the first correction from a 
perturbation effect. Our case is limited to the case of one-soliton state, that is, q (x, t )  
i n  the linear operator L ( x, t ) i s  constructed from only a discrete spectral point ). = 1\ 1 • In 
Appendix-A such a case is analysed by the method of Zakharov and Shabae2 > and Jost 
functions and the potential are detailed with explicit forms. We prefer to study the existe­
nce of secular terms (proportional to the time) rather than to estimate the lowest term. If we 
consider a stationary system, any secular term must not arise in that system. From this 
nonsecularity condition we may expect that the soliton parameter would be specified. 
In the same way as eq. (3 .  4) we introduce modified squared vectors IJf 1 . 2  from which 
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we get 
� z iA'x 1Jf2 ( A ,  x )  = fP2 ( A ,  x )  e . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (6. 1) 
From eqs. (3. 5) and (5. 18) we obtain 
� 2 J . ( ljrl2 ) e
2 iA2 (6 x - 2 ,\2 6 1 ) 
G1 � - j � a1 1 1Jf2 > + za3 � 1Jrn I w (x )  > I 2 < IJf1 1 AdA ,  . . . . . . . . .  (6. 2) 
l[ r 1  1\. S1 1  
where 6 x = x � � and 6 t = t � r;. We may change the variable A (and A 1 ) to t (and !;'1 ) 
by t = A 2 (and !;'1 = Ai ), where t (and !;'1 ) is defined on the upper !;'-plane. In the following 
all functions of A are regarded as the functions of t and instead of T1 we use an integral 
path rt ( ct = Lt + rt) on the upper !;'-plane. Since s1 1  ( !;') = t: ( !;' � !;'1 ) / !;'1 ( !;'  � ttl obc 
tained from eq. (A. 6) and eifJ, = lim exp [ itr ( x ) ] = t: I !;'1 , equation (6. 2) is arranged to x---+ + co  
1 ( !;'  � !;' * ) 4 e2 it (6 x - 2 t 6  t ) _ 
G1 = --; · ( t1* I !;': ) 2 � ( !;'  � !;'1 ) 2 ( !:'  � ttl 2 G1 ( !;') d !;', .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (6. 3) 
where G1 ( !;') = G1 ( !;' ; x, t ; �. r;) is an entire function of !;', 
The functions ?ii; , Q and 1/ij must be taken as 
- � (1N2 
( !;' ; x, t ) ) Je ( !;' ; x, t )  = 7 rj12 ( !;' ; X, t )  r/;22 ( !;' ; x, t ) , 1Jf2 ( !:' ; x, t )  � - , 1\. 
r/J2
22 ( !;' ; X, t )  
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (6. 4b) 
where rf;ii is defined in eqs. (A. 15) . Substituting eq. (6. 3) into eq. (5. 19b), we get ow1 = 
owl + OWo and 
1 ( !:' � !:' *) 4 e2it ( x - 2 tt ) owl. O  (x, t )  = --; .  ( �1*1 !:'!
1
) 2 I ( !;' � !:'! ) 2 ( !;'  � ttl 2 
� j � a1 iir2 ( !;' ; x, t ) + iQ ( !;' ; x, t ) a3 w (x, t ) ! C1, 0 ( !;') d!;' , . . . . . . . . . . . . . . . . . . . . .  (6. 5) 
where the order of integration was exchanged and expansion coefficients C1. 0 are given by 
t 00 
C1 ( !;' ; t ) =[ d r;_[ <  iir1 ( !;' ; �, r;) l aJ ( �, r;) > e -Z iW - Zt�l d � , . . . . . . . . . . . . . . . . . . . . . . . . . . .  (6. 6a) 
00 
Co ( !;') = 1 < iir1 ( !;' ; �. 0 ) I a1 oW0 ( � )  > e -Z it('d � . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (6. 6b) 
We remark that C 1 is dependent on the time. The integral (6. 6) is divided into a continuous 
part and a discrete part which are contributed from the paths � Lt, and Ct, respectively. 
The lowest correction ow1 is obtained as a sum of the transitional term ow0 and the stationary 
term ow1 which are excited by the initial variation ow0(x )  and the forced term f (x, t ) , 
respectively. 
To analyse the integral (6. 5), we introduce convenient variables (y, s ) and ( r;, v ) , 
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y = a (x - vt ), s = fJ (x - ut ) , . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (6. 7a) 
11 = a (� - vr;) , v = fJ (� - ur;) , . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (6. 7b) 
where tl = yei8 ( 0  < y, 0 < e < 7r ) and 
a =  2 ysin 8 ,  fJ = 2 ycos 8 ,  v = 4 ycos 8 ,  u = 2 ycos2 8/cos 8 . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (6. 8) 
The inverse relation of eq. (6. 7b) is 
11 - vtan B = - 4 y2 tan 8· r; , r; - vtan2 8 = - y (tan28/cos 8) �. . .  . . . . . . . . . . . . . . . . . . . . . . . . .  (6. 9) 
From eqs. (6. 7) we see 
and 
where 
2 it1 ( �  - 2t1 r;) = - 11 + iv ,  · · · . . . .  · · · ·  · . .  · · ·  · · · · ·  · · ·  . . .  · · (6 . 10) 
2 it (x ---:- 2tt )  = ix ( t) y + iw ( t) s , . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (6. l la) 
x ( t) = ( t/ Y) 2 cot 8 - ( t/ Y) cos28/sin 8, 
w ( t) = 2 ( t/ Y) cos B - ( t/ y) 2 , w ( tl ) = 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (6. l lb) 
For above exchange of variables, we still use the same notations as cfij ( t ; x, t )  = cfij ( t ; y, s ) 
and q (x, t )  = q (y, s )  etc . .  Considering eq. (A. 16), we obtain 
cf1 2 ( t ; Y, s ) = t1
2��t · 
b:��
(
��
-y e-
is , . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (6. 12a) 
cfzz ( t ;  .Y )  = -1- + t - t; e- irf (y), . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (6. 12b) 
6.+ (y )  tl - tl 
r (y, s ) = - 4 ie- irf (y) b+1���Y
�-y eis, . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (6. 12c ) 
cfzi ( t ; fJ. , v) = -
t�
2��t .  b_l�Jl
r;
e
)
-,., e- iv, . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (6. 13a) 
cln ( t ; fJ. ) = _1_ + t - t\ eifT (" ), . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (6. 13b) 
!:::,_ (/1 ) tl - tl 
q (fJ., v )  = - 4 ie + ifT (f.' ) b,;(�(�r e- iv, . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (6. 13c) 
where 
From eqs. (6. 7-9) the integral (6. 6a) is rewritten by 
where 
Cf ( J-, t ) =  
1
. J
�e- ix ( !; ) " d" j
"'
< 1Jf,- ( J- ) I f ( ) > e- iw ( ,) vd (6 14 ) !>' ,.3 ,.... 1 !:> ; fJ. , v ai fJ., v v , . . . . . .  . a 8 r  sm B-� v1 
v1 = fJ.COt 8 . · · · · · · · · ·  · · · ·  · · · · ·  · · · ·  · · · · · ·  · · · · ·  · · · ·  · · · · · ·  · · ·  · · · · · ·  · · ·  · · · ·  · · · · (6. 14b) 
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We consider the discrete component owfd (x, t )  of stationary term. The contribution 
from a double pole ?; = ?;1 is evaluated as 
owjd (x, t ) oc l - 2 i ( ?;l - rn (x - 4 ?:1 t )  - 1 A( Y · x t )  c ( !- t )  ?:J - ?:t 
�I ' ' j � ! ' 
+ d
d
Y A( ?; ; X, t )  cj ( ?;, t )  I I e2itl (x � Ztl t), . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (6. 15) � t= tl 
where A = - a1 iP; + i!2a3 w. By this relation we can examine the presence of secular terms. 
For the briefness of discussions only consider a simple case that the forced term is equal to 
the potential. We find that from eps. (6. 13) the integrand < lij I a1 f >  e� i" in eq. (6. 14a) is 
a simple periodic function of v. If the average value of that integrand dose not vanish, the 
function C1 ( ?;1 , t ) results in a linear term of t. For eq. (6. 15) it is better to use a new 
frame (y, t) where y is the same one defined in eq. (6. 7a). Under this frame we see 
2 i?;1 x - 4 i?;12 t = - y  + i (ycot e + 4 y2 t) etc . .  Along the direction y = const. there appear 
two kinds of secular terms in eq. (6. 15) that is, one is linear about t while another is square. 
For the case of transitional term owod there also appears a secular term which is linear about 
t and propagates along y = const . .  
Since i t  i s  rather difficult t o  evaluate the continuous part exactly, we approximately 
estimate it under the large t limit. We take the stationary term, !00 e2 ity/a 
ow1c (y, t ) oc _oo e ixW t l ?: - ?;1 I 4 A ( ?; ; y, t ) C1 ( ?;, t ) d?; ,  
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (6. 16) 
where X ( ?;) = 2 ?; ( v - 2 ?;) and C1 is still defined by eq. (6. 14) .  Since w ( ?;) [ = ± 2cos 8 - 1 ] 
is real and independent on ?; from eq. (6. l lb), the integrand < lij I a1 f > e � iw" of eq. (6. 14a) 
is always a periodic function. Clearly the function C1 ( ?;, t) is periodic as to t, that is, 
nonsecular. From above considerations, equation (6. 16) is treated by the method of stationary 
phase, 
( 7[ ) 1/2 e2itoY!a - [ i ] ow1c (Y, t ) oc 4t l ?:o - ?:1 I 4 A ( ?;0 ; y, t ) C1 ( ?;0 , t ) exp T ( t ± lf) ,  . . . . . . . . . . . . . . .  (6. 17) 
where ?;2 (= vI 4 )  is a stationary point. The case of transitional term is treated by the same 
way and the result is obtained from the replacement of C1 by �- Consequently we can say 
that the continuous part results in a decaying oscillation. 
§ 7. Concluding Remarks and Discussions 
Linear problems associated with the DNLS equation are studied from the point of view 
of inverse scattering technique. By the generalized Gel'fand-Levitan equation we found the 
solution of a linear homogeneous equation corresponding to the first variational system of 
DNLS equation. A certain integral formula as to the linear partial-differential operator 
L (x, t ) was derived for the treatment of a nonhomogeneous linear problem which naturally 
arises in perturbations of the DNLS equation. This integral formula corresponds to the 
classical Green formula. A Green function was defined self-consistently and was constructed 
explicitly by using the completeness of squared eigenfunctions. The solution of nonhomogeneous 
problem was obtained by this Green function. 
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For actual applications of generalized inverse theory and Green function method for 
perturbations, it is important to give J ost functions and potentials explicitly with specified 
scattering data. For this purpose we used the method by Zakharov and Shabat and listed 
these functions for the case of a discrete spectral point (corresponding to the pure one-soliton 
state). As a simple but important case, we studied the nonhomogeneous solution which should 
give the lowest correction of a soliton. This correction consists of "stationary" and "transi­
tional" parts excited by the forced term and the initial value of correction, respectively. 
These both parts are classified into ' 'continuous" and "discrete" components. The transitional 
term is interesting from another point of view, that is, the linear stability problem of soliton. 
We note that the nonlinear stability problem should be analysed by the generalized Gel 'fand­
Levitan equation. 
For both cases of stationary and transitional terms, the continuous component results in 
the decaying oscillation while the discrete one mostly yields secular terms. If the physical 
system in question is considered in a sufficiently long time scale, we cannot allow the existence 
of any secular terms. Then we expect the presence of nonsecularity condition from which 
the soliton parameter will be determined. 
If the initial variation is absent, from eqs. (6 . 14) the non-secularity condition is given by 
00 v, 
C1 ( t1 , t ) o: 1 e+11d,u j < W1 ( t1 ; ,u ,  11) [ a1 f (,u ,  11 ) > e- i"d 11 = 0 , · · · · · · · · · · · · · · · · · · · · · · · · (7 . 1 ) 
v, 
where W1 ( t1 ; ,u ,  11 ) = ifr1 ( t1 ; ,u, 11 ) . We remark that the transitional term also contains a 
secular term as the partial contribution from the double pole t = t1 in eq. (6 . 5). However 
the non-soliton part of solutions has been usually regarded as the decaying oscillation. In 
this paper we can not make clear this point, but we comment that the linearized solution (5. 1) 
of generalized Gel'fand-Levitan equation is equivalent to the transitional term. Especially in 
eq. (5. 13) of ref. 11 we had given an explicit representation by the scattering data . By this 
point we may give a conclusion for the above problem. 
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Appendix-A. Explicit Representations of ..lost Functions by the Scattering Data 
For actual applications of eq. (4. 9) or (5. 19), it becomes necessary to give the Jost 
vectors ¢t and ¢: explicitly. In this Appendix we treat this problem according to Zakharov 
and Shabat, 1 2 > because their method is more profitable for solving the Jost functions than the 
usual method 8· 1 3 • 1 4 > using the Gel'fand-Levitan integral equation. 
In the same way as used in ref. 13, we get the following relations between Jost vectors, 
(Im ( A2 ) ;;;;; 0 ) , . . . . . . .. . . . . . .. (A. 1a) 
tP2- (A , x) = ( � )  e - i{T(x ) + 2�i .£ ,/�
'
A P- ( A
') ¢� ( A ', x )  e - z i;.''x 
(Im ( A2 ) ;;;;; 0 ), .. . ... . . . . . . . .  (A. 1b) 
where P+ = p1 = s2 d s11  and p_ = s1 2 / s1 1 • Modified Jost vectors t/Jt, ¢:and functions /3
± (x )  
are defined by 
± ( ) ± ( 1 ) + i-''x ¢1 A, x = ¢1 /\, x e , 
+ 1 X 
13- (x ) = Z J q (y ) r (y ) dy, ±oo 
¢: ( A , x ) = ¢: ( A ,  x ) e - iA'x, . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (A. 2a) 
/30 = /3- (x ) - 13+ (x ) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (A. 2b) 
By eqs. (A. 1) J ost vectors are expanded to A -inverse series, with which we compare another 
type of A -inverse expansions shown in eq. (2. 5) of ref. 11.  Then we get 
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( 
0
) r (x ) e+ i,B. (x) = _ _!_ J dt\p+ ( A) 1/ii ( A , x ) e+ ZiA'x, . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (A. 3a) 
1 7r r 
(
1
) q (x ) e- ifF (x) = _ _!_ j dt\p_ (,\ ) rh- (t\ , x ) e-2i-\'x . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (A. 3b) 
0 7r r• 
We assume that su (t\ ) has only simple zeros t\j (j =  1, . . . , N) on the first quadrant of ).­
plane. Considering sn (,\ ) = Sn ( - ,\ )  = s1� ( A *) , we obtain the following expression,8> 
{ . 1 [ f.J.df.l. 2 } N A 2 - AJ s ( ,\ ) = exp if:)o + -. log I s ( I I ) I • II . . .  . . . . . . . . . . . . . . . . . . .  o o • (A. 4) n �-' 2 m f.1.2 - t\ 2 n ,.. .i=l t\ 2 - t\ *2 , 1 J 
where an integral path � ( � = T1 + T1 ) is taken along the real and imaginary axes. Since 
det [ 5 (..\ ) ]  = 1, we also get 
(f.J.cL1 ) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (A. 5) 
where the sign " - "  (or " + ") is the case that f.1. lies on the real (nr imaginary) axis. We 
note that for m = 1 (or - I )  the zero of sn may be on the real (or imaginary) axis. This 
results in the algebraic soliton. In the following we only consider the case of discrete spectrums, 
that is, p± (f.l. ) = 0 for f.J.£L1 . From eqs. (A. 4) and (A. 5) we get 
N ).2 - A2 
Sn ( ,\ ) = exp ( i/30 )  • �1 T- ).:2 •
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (A. 6) 
J 
Considering similar symmetries as eq. (3. lOa), we reduce eqs. (A. 1) and (A. 3) to 
,/, ( l ) ../!: 2 m). b* ( 1 ) A. *( 1 ) -2iA'2x ¥'1 2 1\ = -� 1 .2 _ 1 2 + 1\j ¥'22 1\j e j ' (Im (..\2 ) :;;;;; 0 )  . . . . . . . . . . . . . . . . . . . . . . . .  (A. 7a) ;=l 1\j 1\ 
N 
r (X'.) e+ i,B• (x) = - 4 i L: b+ (t\) ¢22 ( ..\) e+ ZiA:x , . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . (A. 7c) .i=l 
(lm ( ..\2 ) :;;;;; 0 ) . . . . . . . . . . . . . . . . . . . . . . . .  (A. Sa) 
,,, ( A ) = e +P- <x> + ../!: u; b* (..\ ) ,,, * ( ..\ .) e+ z.:.t;'x . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (A. Sb) ¥'1 1  � l * 2 - l 2 - J ¥'2 1 J ' ;=l 1\j 1\ 
N 
q (x ) e- i,B- (x) = -4 i L: b_ ( t\) ¢n ( t\) e-ZiA� x , . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (A. Sc) 
.i=l 
where we used the following notations, 
tP2 ( A , x ) = . 
+ (¢12 ( A ) ) 
¢22 ( A ) 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (A. 9) 
If we substitute t\ = t\k ( k = 1 . , .N) into eqs. (A. 7) and (A. 8), the resultant equations with 
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eq. (A. 2b) are closed as to Jost functions and potentials. The one-soliton case ( A  = A1 ) is 
important and we list the results as follows, 
,1. ( A  ) = 2 mA. I [ b+ ( A I ) 2iA: x J • . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (A. lOa) 'f'I2 I A� - Aj2 6+ (x ) e , 
e i(f(x) = �: i: � ' . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  · (A lOb) 
6 (x)  = 1 + 4 mA� 1' b (A ) 1 2 e2 i ( A: - -':' ) x . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (A lOc) + (A �  _ Aj2 ) 2 + I , · 
2 mAI r-b_ ( A I ) e-2 i-': x J ·• . . . . . . . . . . . . . . . . . . . . .  (A. l la) A� - Aj2 l 6_ (x )  ' 
+ i/T (x) _ 6� (x )  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (A. 11b) e - 6_ (x) ' 
( ) 1 4 mA� b ( ) 2 2 i ( A'2 - -'' l x ( 6 x = + I A 1 e 1 1 . . . . . . . . . . . . . . . . . . . . . . .  • . . . . . . . . . . . . . . . . . . . .  • A l lc) - ( A� - A j2 ) 2 - I . . 
From eqs. (A. 2a), (A. lOb) and (A. lOc) we find 
eifio = ( A j I A I ) 2 . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (A. 12a) 
Since s1 1  ( A ) = eifio ( A  2 - A� )  I ( A  2 - A j2 ) and det S = 1, we get 
. ( l ) Z A I i/3, S1 1  /\ I = A� _ Aj2 e • ,  si2 ( A J ) s2 I ( A I ) = -
1. . . . .  · . . . . . .  · . . . . . . . . . . . . . . . . . .  · . . . . . . . . (A. 12b) 
Furthermore from eqs. (3. 2) and (A. 2a) we obtain 
Using eqs. (A. 12), we can show that two sets of relations (A. 10) and (A. 1 1) are equivalent 
each other. We note that the Jost vector is completely determined from the substitution of 
eqs. (A. 10) and (A. 1 1) into eqs. (A. 7) and (A. 8), 
- A 
cPI 2 ( A ) = A I cPI 2 
( A I ) ' 
- A 
cP2 I ( A ) = � cP2 I ( A I ) , 
J: ( A ) = ,/, ( A  ) + A
2 - A� e- ifJ+ (x) , . . . . . . . . . . . . . . . . . . . . .  (A. 13a) 'f'22 'f'22  I A� _ A j2 
J: ( A) =  "· ( A  ) + A
2 - A� e+ ifJ- (x) . . . . . . . . . . . . . . . . . . . . .  (A. 13b) 'f'll  'f'll  I A� _ Aj2 , 
where we denoted c/Jij ( A ) = [ ( A� - Aj2 ) I ( A  2 - A j2 ) ] r/;i ( A) . 
To obtain the time dependence of Jost functions and the potential, we only replace 
b± ( A I ) e±ziA: x of eqs. (A. 10) and (A. 1 1) by 
+2  '-'2 + 2iA2 ( - 2A2 t)  b± ( A I ,  t) e - ' l x = b± ( A I ) e- 1 x 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (A. 14) 
For the briefness of notations it is convenient to use such a simplified quantity as r =  A2 ( ti = AD, 
then we get 
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then we get 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  · (A. 1 5a) 
where A is stil l  used for A = /I and 
6± ( x, t ) = 1 + 4 mtl I b ( A  d e ± 2 i ( t, - t,' ) [ x � 2 ( t, + t: l t l , ( tl - t:J 2 ± l 
e ± if3" (x,  t ) = 6± ( x, t ) / 6; (x, t ) . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (A. 16) 
We note ch1 ( t1 ;  x, t ) = ¢if ( t1 ; x, t ) .  
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