We study pushdown systems where control states, stack alphabet, and transition relation, instead of being finite, are first-order definable in a fixed countably-infinite structure. We show that the reachability analysis can be addressed with the well-known saturation technique for the wide class of oligomorphic structures. Moreover, for the more restrictive homogeneous structures, we are able to give concrete complexity upper bounds. We show ample applicability of our technique by presenting several concrete examples of homogeneous structures, subsuming, with optimal complexity, known results from the literature. We show that infinitely many such examples of homogeneous structures can be obtained with the classical wreath product construction.
the natural action of Aut(A), which renames atoms while keeping intact the remaining structure. For instance, on tuples of atoms the natural action is the point-wise renaming: for π ∈ Aut(A) and a 1 , . . . , a n ∈ A, π(a 1 , . . . , a n ) = (π(a 1 ), . . . , π(a n )). Similarly, on disjoint unions the action is component-wise. The action induces the notion of orbit, which is the set of elements that can be reached via renaming, i.e., orbit(e) = {π(e) | π ∈ Aut(A)}. The sets in the sequel will always be equivariant, i.e., invariant under action of automorphisms 2 . Every orbit is equivariant by definition, and every equivariant set is a disjoint union of orbits. For instance, in total order atoms (Q, ≤), the set Q 2 is the disjoint union of 3 orbits, {(q, q ) | q < q }, {(q, q ) | q = q }, and {(q, q ) | q > q }; and Q 2 Q 3 is the disjoint union of 16 orbits. A central notion is that of orbit-finite sets, which are finite unions of orbits (as opposed to arbitrary unions). Intuitively, an orbit-finite set has only finitely many elements up to renaming by atom automorphisms. Orbit-finiteness generalizes finiteness, and a substantial portion of results from automata theory carry over to the more general orbit-finite setting [5] . This paper can be seen as such a case study for the specific case of pushdown automata. For the sake of concreteness, we restrict in the rest of the paper to FO-definable sets, to be defined now; we only note that the results of this paper can be straightforwardly generalized to all orbit-finite sets with atoms.
FO-definable sets. Fix a structure A over a finite vocabulary. We describe infinite sets symbolically using first-order logic over the vocabulary of A, which we assume to always include the equality relation =. A first-order formula ϕ( x) (where we explicit list all free variables according to an implicit order) defines the subset [ϕ] ⊆ A n of tuples that satisfy ϕ, i.e., [ϕ] = { a ∈ A n | ( x → a) ϕ}. This set is always equivariant. The dimension of [ϕ] is the number n of free variables of ϕ, denoted by dim ϕ; as a limit case, when dim ϕ = 0, [ϕ] is a singleton. A FO-definable set X over A is a finite indexed union of such sets, i.e.,
where L is a finite index set.
When we want to omit the formal indexing, we just write X as the finite disjoint union l∈L [ϕ l ]. Since FO-definable sets are unions of equivariant sets, they are equivariant too. When dim ϕ l = 0 for every l ∈ L, then X is finite and has the same number of elements as L. Thus, FO-definable sets generalize finite sets.
We use FO-definable sets for control locations and alphabets of automata. In the former case, an index l ∈ L may be understood as a control location, and a tuple a ∈ A n as a valuation of n registers. Under this intuition, ϕ l is an invariant that constraints register valuations in a control location l. We do not assume that all component sets [ϕ l ] have the same dimension, i.e., the number of registers may vary from one control location to another.
FO-definable relations. Along the same lines, we define FO-definable binary relations. Consider two FO-definable sets
where the indexing set is the Cartesian product L × K, and every component set
In particular, dim ξ lk = dim ϕ l + dim ψ k . Relations of greater arities can be obtained by iterating the construction above. We use FO-definable relations to define transition relations of automata.
The formula ξ lk may be understood as a constraint on a transition from control location l to control location k, prescribing how a valuation of registers in l before the transition relates to a valuation of registers in k after the transition.
FO-definable NFA. As an example application of FO-definable sets and relations, we define FO-definable NFA. This model will be used later to recognize regular set of configurations of FO-definable PDS, also defined later. A classical NFA is a tuple A = (Γ, Q, F, δ), where Γ is a finite input alphabet, Q is a finite set of states, of which those in F ⊆ Q are the final ones, and δ ⊆ Q × Γ × Q is the transition relation. Once an initial state is chosen, the definitions of run, accepting run, and language L(A) recognized by A are standard. By simply replacing "finite" with "FO-definable" in the definition above, we obtain FO-definable NFA. To fix notation, a FO-definable NFA will be written as a tuple
, where w.l.o.g. we assume that Q and F have the same index set L. Notice that δ is a FO-definable set, while δ lkl is a first-order formula.
Example 1.
Let A be the total order atoms (Q, ≤), and let the alphabet be Γ = {k} × Q. Consider the language M = {(k, a 1 ) · · · (k, a n ) ∈ Γ * | a 1 ≥ a 2 ≤ a 3 ≥ · · · ≤ a 2n+1 } of nonempty finite words of odd length of alternating growth. This language can be recognized from state I by the NFA
The initial location I does not contain any register, while control locations 0 , 1 both contain one register, which is used to guess the next input symbol and to ensure the right ordering. Formally, δ I k 0 (, y, x ) ≡ x ≤ y (we use the notation δ I k 0 (, y, x ) to emphasize that I does not have any register), δ 0k 1 (x, y, x ) ≡ (x = y ∧ x ≥ y), δ 1k 0 (x, y, x ) ≡ (x = y ∧ x ≤ y), and [δ lkl ] = ∅ for the other cases.
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First-order definable pushdown systems
In this section we define FO-definable PDS and their reachability problem. According to the classical definition, a pushdown system (PDS) P = Γ, P, ρ consists of a finite stack alphabet Γ, a finite set of control states P , and a finite set of transition rules ρ = ρ push ∪ ρ pop , which is partitioned into push rules ρ push ⊆ P × Γ × P × Γ × Γ and pop rules ρ pop ⊆ P × Γ × P . In this paper, we reinterpret this definition in the setting of FO-definable sets, which yields a more general model. For an atom structure A, FO-definable PDS over A are obtained by replacing "finite set" with "FO-definable set" in the classical definition. To fix notation, a FO-definable PDS is a tuple
As in the classical case, a FO-definable PDS induces an infinite transition system C, −→ , where the set of configurations is C = P × Γ * , and there is a transition c −→ c between two configurations c = (q, aw) and c = (q , w ) if, and only if, either there exists a push rule (q, a, q , b, c) ∈ ρ push s.t. w = bcw, or there exists a pop rule (q, a, q ) ∈ ρ pop s.t. w = w . Let −→ * be the reflexive and transitive closure of −→. For a set C of configurations, the backward reachability set of C, denoted Reach −1 P (C), is the set of configurations that can reach some configuration in C:
Example 2. We define a FO-definable PDS P over total order atoms (Q, ≤) which constructs strictly monotonic stacks, the maximal element being on the top of the stack. Let
. This paper concentrates on the reachability analysis for FO-definable PDS. Given a FO-definable PDS P = Γ, P, ρ , two control locations p, q ∈ P , and a stack symbol ⊥ ∈ Γ, the reachability problem asks whether (p, ⊥) ∈ Reach −1 P ({q} × Γ * ). We start with stack ⊥ and we ignore the stack at the end of the computation. More general analyses can be considered by imposing regular constraints on the initial and final stack contents. These easily reduce to reachability of a regular set of configurations, which is the problem considered in the next section.
Preservation of regularity I: Oligomorphic atoms
We solve the reachability problem as a corollary of a general effective preservation of regularity result for the backward reachability relation of FO-definable PDS. To this end, we use FOdefinable NFA to describe regular sets of configurations. In the following, fix a FO-definable PDS P = Γ, P, ρ , and a FO-definable NFA A = Γ, Q, F, δ s.t. P ⊆ Q. The NFA A recognizes the following language L P (A) of configurations of P,
Such sets of configurations of P we call regular. We assume w.l.o.g. that states of A that belong to P do not have incoming transitions, i.e. δ ⊆ Q × Γ × (Q \ P ).
Example 3.
Recall the FO-definable PDS P from Example 2 building strictly monotonic stacks (maximal element on top). Let N be the following set of configurations
This set is regular, and it is recognized by the NFA A from Example 1, i.e., L P (A) = N . The backward reachability set is
We will see below how to compute a FO-definable NFA recognizing Reach −1 P (N ).
We solve the reachability problem for PDS over oligomorphic atoms. 3 . Oligomorphicity is an important notion in model theory [23] . Formally, a structure is oligomorphic if, and only if, for every n ∈ N, the set A n is orbit-finite. Not all structures are oligomorphic, as shown in the following example. Remark (Timed atoms). Timed atoms (Q, ≤, +1) is a well-known example of non-oligomorphic structure. They extend total order atoms (Q, ≤) with the successor relation (+1) ⊆ Q × Q. Automorphisms of timed atoms are monotone bijections π of Q that preserve unit intervals, i.e., π(x + 1) = π(x) + 1. To see why timed atoms are non oligomorphic, it suffices to see that already Q 2 has infinitely-many orbits. Indeed, for each z ∈ Z, Q 2 has a disjoint orbit (x, y) ∈ Q 2 | x − y = k . (Since automorphisms preserve unit intervals, they preserve all integer distances.) Working in non-oligomorphic structures like timed atoms requires the use of specialized techniques, and the generic algorithm presented in this section does not terminate. We have thoroughly studied the reachability problem for FO-definable pushdown systems and automata over timed atoms in [12] .
Since oligomorphic atoms are very general, we can merely state decidability of the reachability problem, without any complexity bounds. The only additional assumption that we require is decidability of the first-order satisfiability problem in the structure A, which asks, given a first-order formula ϕ(x 1 , . . . , x n ), whether some valuation η : {x 1 , . . . , x n } → A of its free variables satisfies ϕ. ). We prove Theorem 4 by using the classical saturation technique [6, 17] . We first describe a simple abstract algorithm manipulating infinite sets of transitions, and then we show how this can be implemented symbolically at the level of formulas. As in the classical case, the FO-definable NFA B which is computed by the algorithm is of the form Γ, Q, F, δ with δ ⊆ δ , i.e., it is obtained by adding certain transitions to A. For any relation α ⊆ Q × Γ × Q, let forced(α) ⊆ Q × Γ × Q be the following set of triples:
The abstract saturation algorithm is shown in Fig. 1 . The algorithm is partially correct for every structure A (even though it might not terminate). This follows directly from the observation that the saturated NFA B has a transition (q, a, q ) ∈ δ between states q, q ∈ P of P if, and only if, P admits a run (q, a) −→ * (q , ε) (we use here the assumption that no transition of A ends in a state q ∈ P of P). However, on arbitrary structures saturation does not terminate, either because the inclusion checking on line (3) is not decidable, or because it never actually holds. The first issue is addressed by the requirement that A has a decidable first-order satisfiability problem, and the second one by the fact that A is an oligomorphic structure.
We implement the abstract algorithm from Fig. 1 symbolically, by manipulating formulas instead of actual transitions. We assume w.l.o.g. that the index set of P (the control locations of P) is the same as the index set of Q (the states of A). First, notice that the set forced(α) is FO-definable whenever α is so, since it can be expressed as follows:
where L is the index set of Q, and K is the index set of Γ.
Steps (0) and (2) of the algorithm are implemented by disjunction, and the test (3) is computable whenever first order satisfiability is so. We obtain the concrete algorithm in Fig. 2 . Termination is guaranteed since A is oligomorphic, which implies orbit-finiteness of Q × Γ × Q. Indeed, δ is always a union of orbits at every stage (i.e., equivariant), and therefore at least one orbit is added to δ at every iteration.
Example 5. We apply the concrete saturation algorithm to the PDS P and NFA A from
For the first iteration, let δ 0 := δ. We compute forced(δ 0 ), for which the only nontrivial case is
By removing quantifiers (thanks to the density of Q), the former is equivalent to x ≥ y.
Since δ 1 is not equivalent to δ 0 , we go to the next iteration. We compute forced(δ 1 ), for which the only new case is forced(
The latter is equivalent to ∃y · y < y ∧ y ≥ y ∧ x ≤ y, which is clearly unsatisfiable. Therefore δ 2 is equivalent to δ 1 , and the algorithms stops. It is immediate to check that
Preservation of regularity II: Homogeneous atoms
Relational homogeneous structures are a well-behaved subclass of oligomorphic structures, for which we are able to give precise complexity upper bounds for our saturation construction. A relational structure A (i.e., with no function symbols in the vocabulary) is homogeneous if every isomorphism between two finite induced substructures of A extends to an automorphism of the whole A. This immediately implies that A is oligomorphic.
Proposition 1. Let A be a relational homogeneous structure. For n ≥ 1, the number of orbits of A n is bounded by 2 poly(n) .
Proof.
A tuple of n elements (a 1 , . . . , a n ) ∈ A n can be seen as an induced substructure of A, where elements are additionally labelled with the positions {1 . . . n}. Two such induced substructuresā,b ∈ A n are isomorphic exactly when the elementsā andb satisfy the same relations in the vocabulary of A. Therefore, there number of isomorphism classes is bounded by 2 poly(n) . Since A is homogeneous, every isomorphism betweenā andb extends to an automorphism of the whole A, and thusā andb are in the same orbit. Consequently, the same bound applies to the number of orbits of A n .
All structures listed in the introduction are homogeneous relational structures. However, not all oligomorphic relational structures are homogeneous, as the example below shows. Example 6 (Bit vector atoms). Let a bit vector be any infinite sequence of zeros and ones with only finitely many ones. A bit vector can be represented by a finite sequence, by cutting off the infinite zero suffix. Consider the relational structure V = (V, 0, +), consisting of the set V of all bit vectors, together with a unary predicate 0(_) that distinguishes the zero vector, and the ternary relation _ + _ = _ that describes point-wise addition modulo 2. Automorphisms of V are precisely linear mappings, i.e., bijections f s.t. f (0) = 0 and f (u + v) = f (u) + f (v). The orbit of a tuple (v 1 , . . . , v n ) ∈ V n is determined by its addition type, i.e., by the the set of all equalities of the form v i1 + . . . + v im = 0 satisfied by (v 1 , . . . , v n ). Indeed, for two tuples (u 1 , . . . , u n ), (v 1 , . . . , v n ) ∈ V n having the same addition type, consider the partial bijection f defined as f (u 1 ) = v 1 , . . . , f (u n ) = v n . By using the Steinitz exchange lemma, the function f can be extended to a linear mapping on the whole V , and thus (u 1 , . . . , u n ) and (v 1 , . . . , v n ) are in the same orbit. Therefore, the number of orbits of V n is finite. On the other hand, V is not homogeneous. For instance, the two induced substructures X = {1000, 0100, 0010, 0001} and Y = {1000, 0100, 0010, 1110} are isomorphic. Define, e.g., f (0001) = 1110, and f (x) = x if x = 0001. The reason why f is an isomorphism is that f needs to respect + only in its domain, and any combination of two vectors from X falls outside of X. However, the isomorphism f does not extend to an automorphism of V, since vectors in Y are not independent 4 .
Fix a homogeneous relational structure A. We give a precise complexity upper-bound for the complexity of the concrete saturation procedure from Fig. 2 and, thus, for reachability. This depends on the complexity of the induced substructure problem for A. The induced substructure problem for A asks whether a given finite structure A over the same vocabulary is an induced substructure of A. Assume that the induced substructure problem for A is decidable in time T (k), where k is the size of the input. The complexity estimations below are always understood with respect to the sizes of the representing formulas. Let the width of a formula be the number of its variables. Let n be the width of an input automaton, defined as the greatest width of the formulas appearing in its definition, and let m be its size, defined as the sum of sizes of the defining formulas. By T -relative pseudo-polynomial time complexity we mean the time complexity 2 poly(n) · poly(m) · T (poly(n)), i.e., exponential in the width n but polynomial in the size m. Note that this is relative to the complexity T of the induced substructure problem. As a consequence, reachability in FO-definable PDS over A is decidable in T -relative pseudopolynomial time.
Proof. Fix a homogeneous relational structure A, and suppose that its induced substructure problem is decidable in time T (k). We show that the concrete saturation algorithm from Fig. 2 terminates in T -relative pseudo-polynomial time. We use quantifier-free formulas over the vocabulary of A in legal disjunctive normal form, to be defined below. A positive literal is a predicate of the form r(x 1 , . . . , x k ), where x 1 , . . . , x k are variables, and r is a relational symbol in the vocabulary of A. A negative literal is the negation ¬r(x 1 , . . . , x k ) of a positive literal, and a literal is either a positive or a negative literal. We treat equality in the same way as other relations of A, thus there are also equality and inequality literals. A clause is a conjunction of pairwise different literals. A clause ϕ is complete if, for every positive literal l over the variables of ϕ, either l or its negation appears in ϕ, but not both. A complete clause ϕ is consistent if the equality literals define an equivalence over the variables of ϕ, and the literals of ϕ are invariant under this equivalence relation, i.e., replacing variables appearing in a literal of ϕ with equivalent ones yields a literal that also appears in ϕ. A consistent clause ϕ gives rise to a finite structure A ϕ over the same vocabulary as A, whose elements are equivalence classes of variables, and where a relation r([x 1 ], . . . , [x k ]) holds if, and only if, r(x 1 , . . . , x k ) appears in ϕ (the choice of representative variables is irrelevant since ϕ is consistent). Thus, valuations satisfying ϕ are in one-to-one correspondence with embeddings of A ϕ into A, by which we mean injective homomorphisms that both preserve and reflect relations. A consistent clause ϕ is legal if, and only if, the structure A ϕ is isomorphic to an induced substructure of A, i.e., if there exists an embedding of A ϕ into A, written A ϕ A. Thus, a clause ϕ is legal if, and only if, it is satisfiable. We consider two clauses to be equal when they contain the same literals. A formula is in legal disjunctive normal form (ldnf) if it is a disjunction of pairwise different legal clauses over the same variables. We use the convention that the empty clause and the empty ldnf represent, respectively, true and false. For two formulas ϕ and ψ with the same free variables, we say that they are equivalent, written ϕ ≡ ψ, when [ϕ] = [ψ], i.e., when they define the same set of tuples. For homogeneous structures, the previous claim can be strengthened to first-order formulas. Essentially, this follows from the fact that, in a homogeneous structure, existential quantification can always be resolved positively. Proof. As the first step, transform the input formula into prenex normal form. Then, transform the quantifier-free subformula into an equivalent ldnf, using Proposition 3. Finally, eliminate the quantifiers in sequence, starting from the innermost one, keeping the quantifierfree subformula in ldnf. Elimination of one existential quantifier is done as follows. First, distribute it over the disjunction of clauses, ϕ ≡ ∃x · ψ 1 ∨ . . . ∨ ψ n ≡ ∃x · ψ 1 ∨ . . . ∨ ∃x · ψ n and then replace every disjunct ∃x · ψ i with the clause ψ i obtained from ψ i by removing those literals that contain x. We claim that, after elimination of duplicates,
where the right-hand side is in lndf. To this end, we show that each ψ i is legal, and that ∃x · ψ i ≡ ψ i . Let A ψi and A ψ i be the two substructures of A defined by the two clauses. Clearly, A ψ i A ψi A, which immediately implies legality of ψ i by transitivity. The left-to-right inclusion [∃x · ψ i ] ⊆ [ψ i ] of the equivalence between ∃x · ψ i and ψ i is immediate, since ∃x · ψ i is more discriminating. For the other inclusion
Let fā be the natural embedding of A ψ i into A mapping each equivalence class of variables in A ψ i to the corresponding element inā . Similarly, since A ψi A, there exists a tupleāb and an embedding
The substructure induced byā is isomorphic to that induced byā . Let h be such an isomorphism. Since A is homogeneous, h extends to a full automorphism of A.
The universal quantifier is handled with the equivalence ∀x · ϕ ≡ ¬∃x · ¬ϕ: First we replace ¬ϕ by an equivalent formula in ldnf ψ by applying Proposition 3. Then, we apply the procedure above to remove the existential quantifier in ∃x · ψ, and we thus obtain another formula ψ in ldnf s.t. ∃x · ¬ϕ ≡ ψ . Finally, a further application of Proposition 3 to ¬ψ yields a formula ψ in ldnf s.t. ψ ≡ ¬∃x · ¬ϕ.
By repeatedly using Proposition 4, we can implement the saturation algorithm in T -relative pseudo-polynomial time: First, transform all the formulas defining states and transitions of the input automata P and A into ldnf. Then, in every iteration, the formula forced(δ ) is also transformed into ldnf.
Step (2) is implemented by computing the union of clauses, and the implication in step (3) reduces to the inclusion of the sets of clauses of forced(δ ) into those of δ . Thus, one iteration of the algorithm requires relative pseudo-polynomial time. The total number of iterations is bounded by the number of orbits of the set Q × S × Q, since in every iteration at least one orbit is added to δ . By Proposition 1, the number of orbits in bounded by 2 poly(n) where n is the dimension of Q × S × Q. Therefore, the concrete saturation algorithm runs in T -relative pseudo-polynomial time for homogeneous atoms.
As a consequence of Theorem 7, under a bound on the width of input automata, the PDS reachability problem is in PTime, independently of the complexity T (k) of the induced substructure problem. Moreover, the proof of Theorem 7 reveals that the polynomial above does not depend on the bound on width 5 .
Corollary 8.
The PDS reachability problem is fixed-parameter PTime, with the width of the input automaton as the parameter.
In Theorem 7 we have shown that the complexity of the saturation procedure/reachability can be upper-bounded once we have a bound on the complexity of the induced substructure problem. We show below that, depending on the homogeneous structure, the latter problem (and thus reachability) can be of arbitrarily high complexity, or even undecidable. Therefore, the bound on the time complexity of induced substructure problem in Theorem 7 is a necessary assumption. Theorem 9. Let X ⊆ N be a set of natural numbers. There exists a homogeneous structure A X s.t. membership in X is many-one reducible to the induced substructure problem for A X .
Proof. Let X ⊆ N be an arbitrary set of natural numbers. Intuitively, we effectively encode the set of natural numbers in an infinite antichain of finite tournaments, and we construct a homogeneous structure A X s.t., for every natural number n ∈ N, n ∈ X if, and only if, the encoding of n is an induced substructure of A X . We use the instantiation of the embedding partial order to finite directed graphs: G H if G is isomorphic to an induced subgraph of H. A tournament is a directed graph T = (V, E) s.t., for every pair of vertices x, y ∈ V , either (x, y) ∈ E, or (y, x) ∈ E, but not both. It is known that there exists a countably infinite -antichain T of finite tournaments [20] . Let f be an efficiently computable bijective mapping between natural numbers and tournaments in the antichain T . Let T X be those finite tournaments T in T with T = f (n) for some n ∈ X. The construction of A X uses the following result.
Proposition 5 ([23] ; see also [20] ). For every -upward-closed family T of finite tournaments, there is a homogeneous directed graph A such that, for every finite tournament T , T
A if, and only if, T ∈ T . Let A X be the homogeneous directed graph obtained by applying the proposition above to the upward closure of the antichain T X . Then, for a natural number n ∈ N, we have n ∈ X if, and only if, the finite tournament f (n) is in T X , which is the same as f (n) being in the upward-closure of T X , since f (n) is by construction in the antichain T . By the proposition above, the latter property is equivalent to ask whether f (n) A X . Therefore, we can reduce membership in X to the induced substructure problem in A X .
6
Examples of homogeneous structures All the concrete examples that we provide in the sequel, and all infinitely many examples that can be obtained by applying the wreath product, have a PTime induced substructure problem, and thus reachability is in ExpTime.
Equality. Equality atoms (D, =) consist of a countably-infinite set D together with the equality relation. Automorphisms are permutations of D. Homogeneity follows from the fact that any finite partial bijection D → D can be extended to a permutation of the whole set D. This is arguably the simplest homogeneous structure. The induced substructure problem is in PTime, since it amounts to check whether the interpretation of = in a given finite structure is the equality relation. By Corollary 10, reachability for FO-definable PDS over equality atoms is in ExpTime. This subsumes the result of [25] , which considers a special case of our model where, among other restrictions, the input and stack alphabets are 1-dimensional, and the transition relation is quantifier-free definable (instead of FO-definable). Additionally, [25] shows that the problem is ExpTime-hard for equality atoms.
All the examples below generalize equality atoms by adding more relations to the vocabulary. We omit equality, which is assumed to always be in the vocabulary.
Equivalence. Equivalence atoms (D, R) consist of a countably-infinite set D and an equivalence relation R over D having infinitely-many, infinite equivalence classes. An automorphism of equivalence atoms is a bijection f of D which respects R, in the sense that, for every x, y ∈ D, (x, y) ∈ R if, and only if, (f (x), f (y)) ∈ R. Equivalence atoms are homogeneous. (We will see later that equivalence atoms are isomorphic with the wreath product of equality atoms with itself.) This can model hierarchically nested data, where one can check whether two elements belong to the same equivalence class, and, if so, whether they actually are the same element. Higher nested equivalence atoms can be obtained by iterating this process: 0-nested equivalence atoms are just equality atoms; and for any k ≥ 0, (k + 1)-nested equivalence atoms can be seen as the disjoint union of infinitely many copies of k-nested equivalence atoms, with one additional equivalence relation that relates a pair of elements if, and only if, they belong to the same copy.
Total, betweenness, and cyclic order. Total order atoms (Q, ≤) can be presented as the rational numbers Q together with the natural total order ≤. Automorphisms are monotonic bijections of rational numbers. Homogeneity follows from the fact that ≤ is dense: A monotonic bijection f : X → Y over a finite domain X extends to an automorphism of Q. The induced substructure problem is in PTime, since it amounts to check whether the interpretation of ≤ in a given finite structure is a total order. This can be used to model qualitative time, where events are totally ordered, but no information is available on the distance between them. Another instance is given by data-centric applications [15] .
Betweenness order atoms (Q, B) use the betweenness relation B, which is obtained by considering the order ≤ up to reversal: B(x, y, z) holds when x lies between y and z, i.e., either y < x < z or z < x < y. This can be used to model time where one is not interested on the order between the events themselves, but rather on whether an event happened between two other events. Cyclic order atoms (Q, K) use the ternary cyclic ordering K obtained by bending the total order into a circle. Formally, K(x, y, z) if either x < y < z, or z < x < y, or y < z < x. This can model a notion of qualitative cyclic time, where events cyclically repeat, but no precise timing information is available. For both betweenness and cyclic order atoms, the induced substructure problem is in PTime.
Universal partial order and preorder. Every relational homogeneous structure is obtained as the Fraissé limit of the set of all its finite induced substructures [18] . (We do not formally define here the notion of Fraissé limit, which is a central tool for constructing homogeneous structures; cf. [23] .) For instance, total order atoms are the Fraissé limit of all finite total orders. Partial order atoms are obtained as the Fraissé limit of the set of all finite partial orders. The induced substructure problem amounts to determine whether the interpretation of ≤ in a given finite structure is a partial order, which can clearly be done in PTime. This can be used to model the ordering of events in distributed systems. Along the same lines one obtains preorder atoms.
Universal tree order. A tree order (or semilinear order) is a partially ordered structure (A, ≤) s.t. a) every two elements have an common upper bound, and b) for every element, its upward closure is totally ordered. Tree order atoms (T, ≤) are obtained as the Fraissé limit of the set of all finite tree orders. Intuitively, tree order atoms consists of a countably-infinite tree order where each maximal path is isomorphic to total order atoms. Unfortunately, tree order atoms as presented here are not homogeneous. Intuitively, this happens because isomorphic substructures have least upper bounds outside the structures themselves, and they might relate to those in an incomparable way. This can be amended by introducing be the following ternary relation: R(x, y, z) holds when the lub of x and y is incomparable with z. Then, (T, ≤, R) is homogeneous, and it can be obtained as the Fraissé limit of the set of all extended finite tree orders (A, ≤, R). Clearly, the induced substructure problem is in PTime for (T, ≤, R).
Universal graph and tournament. Universal graph atoms are obtained as the Fraissé limit of the set of all finite graphs. This is also known as Rado's graph or the random graph. The induced substructure problem is trivial since the universal graph contains an isomorphic copy of every finite graph. Similarly, universal tournament atoms are the Fraissé limit of the set of all finite tournaments, where a tournament is an irreflexive graph T = (V, E) s.t., for every two nodes x, y ∈ V , either (x, y) ∈ E, or (y, x) ∈ E. Given a graph, it is clearly checkable in PTime whether it is actually a tournament, thus the induced substructure problem is in PTime also in this case.
Wreath products. We conclude this section by giving a construction which allows to compose homogeneous structures in order to produce new ones. Given two relational structures A = (A, R 1 , . . . , R m ) and B = (B, S 1 , . . . , S n ), their wreath product is the relational structure A ⊗ B = (A × B, R 1 , . . . , R m , S 1 , . . . , S n ), where ((a 1 , b 1 ) , . . . , (a k , b k )) ∈ R i if (a 1 , . . . , a k ) ∈ R i , and ((a 1 , b 1 ) , . . . , (a k , b k )) ∈ S j if a 1 = · · · = a k and (b 1 , . . . , b k ) ∈ S j . Intuitively, A ⊗ B is obtained by replacing each element in A with a disjoint copy of B. It can be checked that, if the two structures A and B are homogeneous, then the same holds for their wreath product A ⊗ B. The induced substructure problem for A ⊗ B reduces in PTime to the same problem for A and B: {(a 1 , b 1 ), . . . , (a k , b k )} is an induced substructure of A ⊗ B if, and only if, {a 1 , . . . , a k } is an induced substructure of A, and for every i, {b j | a j = a i } is an induced substructure of B. Therefore, if both A and B have a PTime induced substructure problem, then the same holds for A ⊗ B, and Corollary 10 applies.
As an application of the wreath product, take A 0 = (D, =) to be equality atoms, and, for each k ≥ 0, let A k+1 = A 0 ⊗ A k . Then, A 1 is just the equivalence atoms presented before, and, more generally, A k = (D, R 1 , . . . , R k ) is k-nested equivalence atoms, which can be used to model data with nested equivalence relations. For each of those infinitely many examples, the reachability problem for FO-definable PDS is in ExpTime.
