We consider an approach to training machine learning systems that are fair in the sense that their performance is invariant under certain perturbations to the features. For example, the performance of a resume screening system should be invariant under changes to the name of the applicant or switching the gender pronouns. We connect this intuitive notion of algorithmic fairness to individual fairness and study how to certify ML algorithms as algorithmically fair. We also demonstrate the effectiveness of our approach on three machine learning tasks that are susceptible to gender and racial biases.
1. Introduction. As artificial intelligence (AI) systems permeate our world, the problem of implicit biases in these systems have become more serious. AI systems are routinely used to make decisions or support the decision-making process in credit, hiring, criminal justice, and education, all of which are domains protected by anti-discrimination law. Although AI systems appear to eliminate the biases of a human decision maker, they may perpetuate or even exacerbate biases in the training data [64] . Such biases are especially objectionable when it adversely affects underprivileged groups of users [3] . Although the most obvious remedy is to remove the biases in the training data, this is impractical in most applications. This leads to the challenge of developing AI systems that remain "fair" despite biases in the training data.
In response, the scientific community has proposed many formal definitions of algorithmic fairness and approaches to ensure AI systems remain fair. Unfortunately, this abundance of definitions, many of which are incompatible [42, 16] , has hindered the adoption of this work by practitioners [17] . There are two types of formal definitions of algorithmic fairness: group fairness and individual fairness. Most recent work on algorithmic fairness considers group fairness because it is more amenable to statistical analysis. Despite their prevalence, group notions of algorithmic fairness suffer from certain shortcomings. One of the most troubling is there are many scenarios in which an algorithm satisfies group fairness, but its output is blatantly unfair from the point of view of individual users [40, 24] .
In this paper, we consider individual fairness instead of group fairness. At a high-level, an individually fair AI system treats similar users similarly. Formally, we consider an AI system as a map h : X → Y, where X and Y are the input and output spaces. Lipschitz fairness [24, 27] is
where d x and d y are metrics on the input and output spaces and L ∈ R. The metric d x encodes our intuition of which samples should be treated similarly by the ML algorithm. We emphasize that d x (x 1 , x 2 ) being small does NOT imply x 1 and x 2 are similar in all respects. Even if d x (x 1 , x 2 ) is small, x 1 and x 2 may differ in certain attributes that are irrelevant to the ML task at hand, e.g. sensitive attributes. This is why we refer to pairs of samples x 1 and x 2 such that d x (x 1 , x 2 ) is small as comparable instead of similar.
Individual fairness is not only intuitive; it also has a strong legal foundation. In US labor law, disparate treatment occurs when the outcome depends on a sensitive attribute (e.g. race or gender). In disparate treatment cases, aggregate statistics are only relevant if they pertain to the outcome of the individual plaintiff [46] . Thus disparate treatment is fundamentally an individual notion of unlawful discrimination. By picking a comparability metric that ignores differences in the sensitive attribute, it is possible to formalize disparate treatment as an instance of individual fairness.
Despite its benefits, individual fairness is considered impractical because the choices of d x and d y are ambiguous. Unfortunately, in application areas where there is disagreement over the choice of d x and/or d y , this ambiguity negates most of the benefits of a formal definition of fairness. Dwork et al. [24] consider randomized ML algorithms, so h(x) is generally a random variable. They suggest probability metrics (e.g. TV distance) as d y and defer the choice of d x to regulatory bodies or civil rights organizations, but we are unaware of commonly accepted choices of d x . We address this critical issue in our work by learning the fair metric from human supervision. Another issue with individual fairness is its sample-specific nature makes it unsuitable for statistical analysis without more assumptions on the population. We avoid this issue by considering the worst possible output of the ML algorithm on all comparable samples.
To summarize, in this paper we study algorithmic approaches to training fair AI systems. Taking the perspective of individual fairness, (i) in Section 2 we describe a procedure for detecting unfairness in AI systems leading to (ii) a learning algorithm in Section 3 to obtain classifiers satisfying a notion of fairness proposed by Dwork et al. [24] , and (iii) in Section 4 we describe two methods for learning a fair metric from data. Our algorithmic developments are presented along with (iv) a theoretical analysis leading to the notion of certification of fairness achieved by our algorithm and (v) an empirical study to verify our approach on three real data sets in Section 5.
Fairness through robustness.
To motivate our approach, imagine an investigator auditing an AI system for unfairness. The investigator collects a set of audit data and compares the output of the AI system on comparable samples in the audit data. For example, to investigate whether a resume screening system is fair, the regulator may collect a stack of resumes and change the names on the resumes of Caucasian applicants to names more common among the African-American population. If the system performs worse on the edited resumes, the investigator concludes the system treats resumes from African-American applicants unfairly. This is the premise of Bertrand and Mullainathan's celebrated investigation of racial discrimination in the labor market [6] .
where C(P, Q) is the set of couplings between P and Q and c(z 1 , z 2 ) = d z (z 1 , z 2 ) 2 . The Wasserstein distance inherits our intuition of which samples are comparable through the cost function.
To investigate whether an AI system h performs disparately on comparable samples, the investigator collects a set of audit data {(x i , y i )} n i=1 that is independent of the training data and picks a loss function : Z × H → R to measure the performance of the AI system. We note that this loss function may not coincide with the cost function used to train h. The investigator solves the optimization problem (2.1)
where P n is the empirical distribution of the audit data and > 0 is a tolerance parameter. We interpret as a moving budget that the investigator may expend to discover such discrepancies in the performance of the AI system. This budget compels the investigator to favor sensitive perturbations; i.e. perturbations that move between comparable areas of the sample space.
Although (2.1) is an infinite-dimensional optimization problem, it is convex, so it is possible to exploit duality to solve it exactly. It is known [8] that the dual of (2.1) is
λ is called the c-transform of . This is a univariate optimization problem, and it is amenable to stochastic optimization (see Algorithm 1). To optimize (2.2), it is imperative that the investigator is able to evaluate ∂ x ((x, y), h). Hence, (2.2) is a useful approach to auditing an AI system even when h is unknown to the investigator so long as the investigator can query h to approximate ∂ x ((x, y), h).
Algorithm 1 stochastic gradient method for (2.2)
Input: starting point λ1, step sizes αt > 0 1:
We recognize (2.2) as a Lagrangian version of the optimization problem for generating adversarial examples in AI systems [59] :
We note that (2.3) enforces the comparability constraint (2.3b) for all samples in the audit data while (2.2) allows violations of (2.3b) as long as it is satisfied on average. This suggests (2.2) is a more powerful adversary than (2.3).
It is known [8] that the optimal point of (2.1) is the discrete measure We call T λ an unfair map because it reveals unfairness in the AI system by mapping samples in the audit data to comparable areas of the sample space that the system performs poorly on. In other words, it reveals sensitive perturbations that increase the loss function. We note that T λ may map samples in the audit data to areas of the sample space that are not represented in the audit data, thereby revealing disparate treatment in the AI system not visible from the audit data alone. We emphasize that T λ more than reveals disparate treatment in the AI system; it localizes the unfairness to certain areas of the sample space. We present a simple example to illustrate fairness through robustness (a similar example appeared in [34] ). Consider the binary classification dataset shown in Figure 1 . There are two subgroups of observations in this dataset, and (sub)group membership is the protected attribute (e.g. the smaller group contains observations from a minority subgroup). In the figure, the horizontal axis displays (the value of) the protected attribute, while the vertical axis displays the discriminative attribute. In Figure 1a we see the decision heatmap of a vanilla logistic regression, which performs poorly on the blue minority subgroup. A tenable fair metric in this instance is a metric that downweights differences in the horizontal direction. Figure 1b shows that such classifier is unfair with respect to the aforementioned fair metric, i.e. the unfair map (2.4) leads to significant loss increase by transporting mass along the horizontal direction with very minor change of the vertical coordinate.
3. Fair learning with Sensitive Subspace Robustness. We cast the fair training problem as training supervised learning systems that are robust to sensitive perturbations. In our approach, the sensitive perturbations form a subspace, and we encode this sensitive subspace in the fair metric. We consider how to learn this subspace and the corresponding fair metric from data in Section 4. To arrive at our algorithm we propose solving the minimax problem
where c λ is defined in (2.2) . This is an instance of a distributionally robust optimization (DRO) problem, and it inherits some of the statistical properties of DRO. To see why (3.1) encourages individual fairness, recall the loss function is a measure of the performance of the AI system. By assessing the performance of an AI system by its worse-case performance on hypothetical populations 4 of users with perturbed sensitive attributes, minimizing (3.1) ensures the system performs well on all such populations. In our toy example, minimizing (3.1) implies learning a classifier that is insensitive to perturbations along the horizontal (i.e. sensitive) direction. In Figure 1c this is achieved by the algorithm we describe next.
To keep things simple, we assume the hypothesis class is parametrized by θ ∈ Θ and replace the minimization with respect to h by minimization with respect to θ. We also consider a Lagrangian version of (3.1):
where we dropped the term in (3.1) that does not depend on θ and changed the tuning parameter from to λ. The Lagrangian version (3.2) is easier to optimize because λ does not depend on θ, which is not the case in (3.1). In light of the similarities between the DRO objective function and (2.3), we borrow algorithms for adversarial training [48] to solve (3.1) and (3.2) (see Algorithm 2).
Algorithm 2
Input: starting pointθ1, step sizes αt, βt > 0 1: repeat 2: sample mini-batch (x1, y1), . . . , (xB, yB) ∼ Pn 3:
Algorithm 2 is an instance of a stochastic gradient method, and its convergence properties are well-studied. If c λ is convex in θ and its gradient (with respect to θ) is Lipschitz continuous, then the algorithm finds an -suboptimal point of (3.2) in at most O( 1 2 ) iterations [51] . If c λ is non-convex in θ, then the algorithm converges to a stationary point of (3.2) [28] . We summarize the preceding results in a proposition and defer its proof to Appendix A (see Theorem 2 in Sinha et al [56] for a similar result).
be an upper bound of the suboptimality of the initial point θ 1 . If ∂ c λ is L-Lipschitz in θ and the algorithm takes constant step sizes α t = min{
If L c λ is also convex, then
where θ * is a minimizer of of L c λ .
One of the main benefits of our approach is it leads to certifiable fair AI systems. We measure the algorithmic unfairness in an AI system with the gap (3.3) sup
where W * is the Wasserstein distance with a transportation cost function c * that is possibly different from c and P * is the sampling distribution. We allow c * to differ from c to study the effect of error in the transportation cost function. We show that (3.3) is close to its empirical counterpart (3.4) sup
In other words, we show that the performance gap generalizes. This implies that the empirical counterpart of (3.3) is a certificate of algorithmic fairness: if (3.4) is small, then (3.3) is also small (up to an error term that vanishes in the large sample limit). We assume (A1) the sample space Z is bounded:
for all z ∈ Z and θ ∈ Θ, and L-Lipschitz with respect to d z :
(A3) the error in the transportation cost function is uniformly bounded:
Assumptions A1 and A2 are standard, but A3 deserves comment. Under A1, A3 is mild. For example, if the exact fair metric is
then the error in the transportation cost function is at most
We see that the error in the transportation cost function vanishes in the large-sample limit as long as Σ is a consistent estimator of Σ * . We state a pair of performance gap generalization results. Our results depend on the entropy integral of the loss class:
is the r-covering number of the loss class in the uniform metric. The entropy integral is a measure of the complexity of the loss class.
Proposition 3.2. Under the assumptions A1-A3, for any > 0,
with probability at least 1 − t.
We note that Proposition 3.2 is similar to generalization error bounds by Lee and Raginsky [45] . The main novelty in Proposition 3.2 is allowing error in the transportation cost function. We see that the error in the transportation cost function may affect the rate at which the gap between (3.3) and (3.4) vanishes: it affects the rate if δ c is ω P (
). We defer the proof to Appendix A.
Related work. When demographic information is known, learning a fair predictor is oftentimes achieved by adding a fairness regularization term to the loss or imposing a fairness constraint to the loss such as demographic parity or equal opportunity [60, 14, 39, 20, 4, 61] . In addition, Hardt, Price and Srebro [32] propose a post-processing algorithm that constructs a fair predictor that satisfies equalized odds or equality of opportunity from a potentially unfair predictor. Recently, [38] propose enforcing fairness constraints that come from human supervision to achieve individual fairness. In contrast, we learn a fair predictor without imposing these types of fairness constraints. Since access to demographic information may not be a realistic assumption, Hashimoto et al. [34] recently considered the problem of learning a fair predictor in a dynamic system without demographic information. Although our approach requires knowledge of a fair metric d x , in our experiments, we demonstrate applications where a fair predictor can be learned without access to individual demographic information. Our approach to fair training is an instance of distributionally robust optimization (DRO), which minimize objectives of the form sup P ∈U E P (Z, θ) , where U is a (data dependent) uncertainty set of probability distributions. Other instances of DRO consider uncertainty sets defined by moment or support constraints [15, 19, 30] as well as distances between probability distributions, such as f -divergences [5, 44, 49, 22, 50] and Wasserstein distances [55, 7, 23, 26, 45, 56, 34] . Most similar to our work is Hashimoto et al. [34] : they show that DRO with a χ 2 -neighborhood of the training data prevents representation disparity, i.e. minority groups tend to suffer higher losses because the training algorithm ignores them. One advantage of picking a Wasserstein uncertainty set is the set depends on the geometry of the sample space. This allows us to encode our intuition of individual fairness for the task at hand in the Wasserstein distance.
Our approach to fair training is also similar to adversarial training [48] , which hardens AI systems against adversarial attacks by minimizing adversarial losses of the form sup u∈U (z + u, θ), where U is a set of allowable perturbations [59, 31, 52, 13, 43] . Typically, U is a scaled p -norm ball: U = {u : u p ≤ }. Related to this work, Sinha et al. [56] consider an uncertainty set that is a Wasserstein neighborhood of the training data, but for different purposes.
There are a few papers that consider adversarial approaches to algorithmic fairness. Zhang et al. [62] propose a method that enforces equalized odds in which the adversary learns to predict the protected attribute from the output of the classifier. Edwards and Storkey [25] propose an adversarial method for learning classifiers that satisfy demographic parity. Madras et al. [47] generalize their method to learn classifiers that satisfy other (group) notions of algorithmic fairness.
4.
Learning the fair metric from data. In this section, we consider the task of learning the fair metric from data. We view this as a partial remedy to the ambiguity of d x because in most applications, the disagreement over the choice of d x focuses on minutiae. In other words, people generally agree on what is fair and what is unfair, and disagreements are rare. In this paper, we consider fair metrics that are generalized Mahalanobis distances:
where Σ ∈ S d×d ++ is a (non-singular) covariance matrix. Depending on whether the sensitive attribute is observed, we consider two approaches to learning the fair metric from data, i.e. learning Σ.
4.1. Learning a fair metric from comparable groups. We describe an approach to learning the fair metric when the sensitive attribute is unobserved. In lieu of observing the sensitive attribute, we assume there is a group of "fair-minded" individuals with an intuitive understanding of which samples are comparable for the ML task at hand. This type of human supervision is common in 7 the literature on debiasing learned representations. For example, Bolukbasi et al's [9] method for removing gender bias in word embeddings relies on sets of words whose embeddings mainly vary in a gender subspace (e.g. (actor, actress), (king, queen)). Our approach is based on a factor model:
where u i (resp. v i ) is the sensitive/irrelevant (resp. relevant) attributes of x i to the task at hand, and i is a centered error term. For example, in Bolukbasi et al [9] , the learned representations are embeddings of words in the vocabulary, and the (unobserved) sensitive attribute is the gender bias of the words. We remark that the model permits dependence between the sensitive and relevant attributes. In matrix form, (4.2) is
where the rows of X (resp. U , V ) are
Recall our goal is to obtain Σ so that d x (x 1 , x 2 ) as defined in (4.1) is small whenever v 1 ≈ v 2 . One possible choice of Σ is the (orthogonal) projection matrix onto the orthogonal complement of span(A). 1 Indeed,
where P span(A) = A(A T A) −1 A T is the projection matrix onto span(A). The subspace span(A) is the sensitive subspace. We see that this choice of d x is small whenever v 1 ≈ v 2 . Although the sensitive subspace is unknown, it is possible to estimate it from the learned representations and groups of comparable samples by factor analysis. The factor model attributes variation in the learned representations to variation in the sensitive and relevant attributes. We consider two samples comparable if their relevant attributes are similar. In other words, if I ⊂ [n] is (the indices of) a group of comparable samples, then (4.4)
where
|I| is the centering (de-meaning) matrix. If this group of samples has identical relevant attributes, i.e. V I = 1 |I| v T for some v, then HV I vanishes exactly. This suggests estimating span(A) from the groups of comparable samples by factor analysis. Note that data for fitting the factor model may be different than data for fitting the classifier. Then the fair metric is
In Sections 5.1 and 5.2, we use this approach to learn a fair metric for natural language tasks. In such tasks, gender or racial bias typically creeps into the AI system through word embeddings. We consider human names as a group of comparable words and learn a fair metric from them.
4.2.
Learning the metric from observations of the sensitive attribute. Here we assume the sensitive attribute is discrete and is observed for a small subset of the training data. Formally, we assume this subset of the training data has the form {(X i , K i , Y i )}, where K i is the sensitive attribute of the i-th subject. To learn the sensitive subspace, we fit a softmax regression model to the data
and take the span of A = a 1 . . . a k as the sensitive subspace to define the fair metric as in Equation (4.5) . This approach readily generalizes to sensitive attributes that are not discrete-valued: replace the softmax model by an appropriate generalized linear model. In many applications, the sensitive attribute is part of a user's demographic information, so it may not be available due to privacy restrictions. This does not preclude the proposed approach because the sensitive attribute is only needed to learn the fair metric and is neither needed to train the classifier (i.e. solving (3.2) or (3.1)) nor at test time.
Related work. The literature on learning fair metrics from human supervision is scarce. The most relevant paper is Ilvento [36] , which considers learning the fair metric from consistent human arbiters. Gillen et al. [29] consider linear bandit problems subject to an unknown individual fairness constraint. The learner has to learn the fairness constraint from binary feedback. They devise a policy that has sublinear regret and violates the fairness constraint only a few times at the start of the game. The approach in Section 4.1 was motivated by Bower et al [10] work on debiasing learned representations.
Computational results.
We demonstrate the effectiveness of the proposed approach on three ML tasks that are susceptible to gender and racial biases. In two of the three tasks (sentiment and occupation prediction), the sensitive attribute is unobserved. Only in the third task (income prediction) we use the sensitive attribute to learn the fair metric. In all tasks we restrict ourselves to a simplified binary gender notion, i.e. male or female.
Before presenting our computational results, we provide a more detailed description of the Sensitive Subspace Robustness 2 (SenSR, pronounced Sen-sor), summarized in Algorithm 3. Suppose we are given a set of k sensitive directions A ∈ R d×k in d dimensions. Strategies for obtaining A have been discussed in Section 4. We wish to train a classifier h insensitive to small, according to the distance metric (4.5), changes of the inputs. It is worth noting that setting = 0 implies λ = 0 and hence the inner optimization step (i.e. Algorithm 1) reduces to x * = x+Au * , u * = arg max u∈R k ((x+Au, y), θ). Typically k d, hence it is a much simpler optimization problem. When considering > 0, we use the above strategy to initialize the full-dimensional optimization. We shall refer to our approach as SenSR 0 when steps 4 and 5 are skipped for computational efficiency (i.e. = 0). Optimization routines in steps 3, 4 and 5 are performed with Adam optimizer [41] in TensorFlow [1] . Additional implementation details are discussed in Appendix C.
Fair sentiment prediction with word embeddings.
Problem formulation. We study the problem of classifying the sentiment of words. The list of positive (e.g. 'smart') and negative (e.g. 'anxiety') words was compiled by Hu and Liu [35] for summarizing customer reviews. We follow the approach of Iyyer et al. [37] to perform sentiment analysis: we represent each word using its GloVe word embeddings [53] and use logistic regression to
Algorithm 3 Sensitive Subspace Robustness (SenSR)
Input: data Pn, matrix of vectors A spanning sensitive subspace, budget , loss 1: repeat 2: sample mini-batch (x1, y1), . . . , (xB, yB) ∼ Pn 3:
(η − ) update λ with adaptive step size 6: [12] that reveals the biases hidden in the word embeddings, we evaluate the fairness of our sentiment classifier using male and female names typical for Caucasian and African-American ethnic groups. We want the distribution of sentiment scores output by the system to be similar across race and gender. Otherwise our system might be biased on the original task of customer reviews summarization (i.e. if profiles of writers are used or name appears in the review) or when applied to news articles sentiment prediction where mentions of names are in abundance. Comparison metrics. To evaluate the gap between two groups of names, K 0 for Caucasian (or female) and K 1 for African-American (or male), we report
, where h(x) c is logits for class c of name x (c = 1 is the positive class). We use list of names provided in [12] , which consists of 49 Caucasian and 45 AfricanAmerican names, among those 48 are female and 46 are male. As in [57] we also compare sentiment difference of two sentences: "Let's go get Italian food" and "Let's go get Mexican food", i.e. cuisine gap, as a test of generalization beyond names. To embed sentences we average their word embeddings.
Sensitive directions. We consider k = 94 names that we use for evaluation as sensitive directions, which may be regarded as utilizing the expert knowledge, i.e. these names form a list of words that an arbiter believes should be treated equally. When such knowledge is not available, or we wish to achieve general fairness for names, we utilize a side dataset of popular baby names in New York City. 3 The dataset has 11k names, however only 32 overlap with the list of names used for evaluation. We use truncated SVD on the word embeddings of these names to obtain k = 50 sensitive directions. We emphasize that, unlike many existing approaches in the fairness literature, we do not use any protected attribute information. Our algorithm only utilizes training words and their sentiments along with a vanilla list of names. This corresponds to the factor analysis fair metric learning approach described in Section 4. Results. From the box-plots in Figure 2 we see that both race and gender gaps are significant when using baseline logistic regression. It tends to predict Caucasian names as "positive", while the median for African-American names is neutral; the median sentiment for female names is higher than that for male names. SenSR successfully reduces both gender and racial gaps, slightly outperforming its simplified version SenSR 0 . Further we remark that using expert knowledge (i.e. evaluation names) allowed SenSR 0 to completely eliminate the gap in the evaluation set. This serves as the empirical verification of the correctness of our approach. However we warn practitioners that if the expert knowledge is too specific, generalization outside of the expert knowledge may not be very good. In Table 1 (left) we report results averaged across 10 repetitions, where we also verify that accuracy trade-off with the baseline is minor. On the right side we present the generalization check, i.e. comparing a pair of sentences unrelated to names. Utilizing expert knowledge led to a fairness over-fitting effect, however we still see improvement over the baseline. When utilizing SVD of a larger dataset of names we observe better generalization. Our generalization check should not be considered as statistical result due to comparing only one pair of sentences, however it suggests that fairness over-fitting is possible, therefore datasets and procedure for verifying fairness generalization are needed. We present analogous experiment with a basic neural network in Appendix B.1. The baseline gaps increases drastically. However our methods continue to be effective in eliminating the unfairness. Problem formulation. Recent work of DeArteaga et al. [18] presents the problem of "Bias in Bios." Automated systems recommending job openings and helping recruiters to identify promising talent are utilizing online professional profiles for their decision making. De-Arteaga et al. [18] collect a data set of over 300k bios and show that ability of algorithms trained on such data to correctly identify occupation varies drastically across genders. For example, deploying a system with higher success rate of identifying male attorneys than female ones, while the opposite is true for paralegals, may prevent qualified females from being presented an attorney job opening. We reproduce the dataset using code published by the authors (https://github.com/Microsoft/biosbias) to obtain over 393k bios.
Comparison metrics. De-Arteaga et al. [18] and a subsequent work analyzing this dataset [54] study various metrics based on True Positive Rate (TPR), i.e. the ability of a classifier to correctly identify a given class. Let C be a set of classes, K be a binary protected attribute and Y,Ŷ ∈ C be the true class label and the predicted class label. Then for l ∈ {0, 1} and c ∈ C define TPR l,c = P(Ŷ = c|K = l, Y = c); Gap K,c = TPR 0,c −TPR 1,c ; Gap
Balanced TPR = 1 |C| c∈C P(Ŷ = c|Y = c). Due to some occupations being rare in the data, vanilla accuracy might be deceiving and is replaced with balanced TPR to evaluate overall performance. Other metrics quantify the unfairness by measuring variability of the TPR for occupations across genders. For this dataset we denote K as G indicating gender. We introduce additional metric which we call gender consistency. We have collected 100 phrases, e.g. "won an Oscar", and we say that prediction is consistent if predicted occupations for "he won an Oscar" and "she won an Oscar" are the same. We report proportion of consistent predictions across phrases.
Sensitive directions. Since the bios dataset comes with a large collection of names, we may proceed with the truncated SVD approach as before to obtain k = 10 sensitive directions without utilizing gender information. The important difference from the sentiment analysis is that this time names serve as a proxy for sensitive directions. Our assumption is that gender sensitivity is captured by the dominant SVD eigenvectors of names embeddings. Romanov et al. [54] utilized clustering of names to reduce gender gaps on this dataset and Swinger et al. [58] earlier showed that many biases in word embeddings are associated with names. Ideally we would like to have a set of bios that should be treated equally. However this is difficult to formalize as a learning problem without involving gender information.
Results. To embed bios we first remove stop words and discard terms appearing in over 95% bios and then represent each bio as a bag-of-words weighted average of its word embedding. In Figure 3 we visualize the difference between confusion matrix gaps of baseline logistic regression and SenSR 0 for a subset of classes (remaining classes are presented in Appendix B.2). Precisely, entry
Negative numbers indicate bias reduction. Our method reduces the gap within the pair attorney-paralegal and improves performance across 3 medical occupations, however slightly worsening the gap on the physician class. Both our methods improve the gender consistency over the baseline, suggesting that at least some of the gender variation is captured by our choice of sensitive directions. It is not possible to directly compare to [54] as they use different features for training (i.e. bag-of-words without word embedding), which results in higher gap, but also a slightly better balanced TPR. Perhaps the best way to relate our results is to compare relative improvement over the baseline: their best performing method reduces GAP RMS G by 4.6%, while SenSR 0 reduces it by 20.5%. SenSR eliminates more bias, however it is far from eliminating it as much as on the sentiment prediction task. We think further bias reduction may be achieved by investigating other choices of sensitive directions. Problem formulation. To demonstrate applicability of SenSR outside of natural language processing tasks, we apply SenSR to a classification task on the Adult [21] data set where the goal is to predict whether an individual makes at least $50k based on features like education and occupation for approximately 45,000 individuals. Models that predict income without fairness considerations can contribute to the problem of differences in pay between genders or races for the same work. Here we consider race as binary, i.e. Caucasian and non-Caucasian.
Adult.
Comparison metrics. Following Romanov et al. [54] , to quantify race and gender bias, we report Gap
where C is composed of the two classes that correspond to whether someone made at least $50k, R refers to race, and G refers to gender. We use balanced TPR instead of accuracy to measure predictive ability since only 25% of individuals make at least $50k.
Sensitive directions. We use the second approach (i.e. assuming access to the sensitive attribute) detailed in Section 4 to learn the sensitive subspace. In particular, we fit a regularized softmax regression model to predict gender (male or female) resulting in two sensitive directions. Interestingly, although the fair metric only explicitly depends on the gender directions, it reduces racial bias as shown in Table 3 . See Appendix B.3 for additional details.
Results. See Table 3 for the average and the standard error of each metric on the test sets over ten 80% train and 20% test splits for SenSR 0 and SenSR with logistic regression versus the baseline of logistic regression, which exhibits significant gender and racial bias. Both SenSR 0 and SenSR significantly reduce both biases. For comparison, Zhang et al. [63] report nearly achieving equality of odds [33] on Adult. However, this certificate of fairness is superficial since (1) their balanced TPR is 0.748 and (2) their true positive rate for females whose income is at least $50k is 0.554 and for males is 0.565-barely much better than random guessing-whereas the corresponding rates for SenSR 0 are .786 and .850 and for SenSR are .781 and .855. Furthermore, while we cannot directly compare with the results of Romanov et al. [54] since we have different values for the comparison metrics for the baseline of logistic regression, like the bios experiments, we compare relative improvement over the baseline: their best performing method has the greatest reduction on Gap RMS G with a 45.5% decrease whereas SenSR 0 and SenSR achieve a 70.6% and 68.5% decrease on Gap RMS G . 6. Summary and discussion. We consider a computationally tractable approach to training an AI system that is fair in the sense that its performance is invariant under certain perturbations in a sensitive subspace. This is an instance of individual fairness, and we address the ambiguity in the choice of the fair metric by proposing two methods for learning it from data. It is important to continue studying approaches to learning fair metrics to improve and generalize our algorithms to many tasks where unfairness compromises AI systems, e.g. image classification [11] and machine translation [2] .
Our general approach resembles established approaches to harden DNN's against adversarial attacks. However in our case, the computational burden of adversarial training is partially remedied due to the adversary restricted by the sensitive subspace. This may be utilized for faster training of robust DNN's provided it is possible to define a meaningful notion of subspace. Finally, our view of fair training highlights connections to domain adaptation, which may prove fruitful in future work.
APPENDIX A: PROOFS OF THEORETICAL RESULTS
A.1. Proofs of optimization results. Proposition 3.1 is a consequence of general results on the convergence of stochastic first-order method. Consider the optimization problem inf θ f (θ), where f : R p → R is differentiable (not necessarily convex), bounded from below, and L-strongly smooth:
The two problems we consider (3.1) and (3.2) are instances of this general problem. Consider the stochastic first-order method:
for some σ ≥ 0. The first condition implies G(θ t , ξ t ) is an unbiased estimator of ∇f (θ t ), while the second condition implies its variance is bounded. It is not hard to see that Algorithm 2 is an instance of this stochastic first-order method. Here is a simple version of [28, Theorem 2.1] for constant step sizes.
Theorem A.1. Let f * = inf θ f (θ) and 0 = f (θ 1 ) − f * be the suboptimality of the initial point θ 1 . As long as f is L-strongly smooth, we have
If f is also convex, then, for any optimal point θ * , we have
2 }, where¯ 0 ≥ 0 is an upper bound of the suboptimality of θ 1 . Theorem A.1 implies
A.2. Proofs of statistical results.
Proof of Proposition 3.2. First, we reduce Proposition 3.2 to a uniform convergence result. We have sup P :W * (P,Pn)≤
The loss function is bounded, so it is possible to bound the second term by standard uniform convergence results on bounded loss classes. In the rest of the proof, we focus on the first term. By the duality result of Blanchet and Murthy [8] , for any > 0,
where λ ∈ arg min λ≥0 λ + E Pn c λ (Z, θ) . By assumption A3, c * λ
This implies
This bound is crude; it is possible to obtain sharper bounds under additional assumptions on the loss and transportation cost functions. We avoid this here to keep the results as general as possible. Under assumptions A1 and A2, we appeal to Lemma 1 in Lee and Raginsky [45] 
In the rest of the proof, we bound sup f ∈F Z f (z)d(P n − P )(z). Assumption A2 implies the functions in F are bounded:
By a standard symmetrization argument,
with probability at least 1 − t, where R n (F) is the Rademacher complexity of F:
We appeal to Lemma 5 in Lee and Raginsky to bound R n (F):
This implies sup
P :W * (P,P * )≤ E P (Z, θ) − sup
We combine the bounds on I and II to obtain the stated result.
For completeness, we state and prove a similar result for (3.2). This result is similar to a result on certifying the robustness of adversarially trained neural networks by Sinha et al [56] . The main novelty in Proposition A.2 is allowing error in the transportation cost function.
Proposition A.2 deserves comment. For any θ ∈ Θ, Proposition A.2 ensures (3.4) generalizes up to the level λ (θ). Although it is hard to pick λ a priori so that the ML algorithm satisfies (3.3) for a fixed , it is easy to check this a posteriori. This provides practitioners a way to interpret their choice of λ.
Proof. By the duality result of Blanchet and Murthy [8] , for any > 0, sup P :W * (P,P * )≤
P :W * (P,P * )≤
As long as the c-transformed loss class { c λ (·, θ) : θ ∈ Θ} is a Glivenko-Cantelli (GC) class, we may replace E P * by E Pn at the cost of δ GC = sup θ∈Θ {E P * c λ (Z, θ) − E Pn c λ (Z, θ) }:
We appeal to uniform convergence again to obtain sup P :W * (P,P * )≤
for any > 0. In particular, for n (θ) = W (T λ #P n , P n ), where T λ is the map defined in (2.4), the strong duality result of Blanchet and Murthy [8] implies sup P :W * (P,P * )≤ n(θ)
We appeal to Lemma 5 in Lee and Raginsky [45] to obtain the stated result.
APPENDIX B: ADDITIONAL EXPERIMENTAL RESULTS
B.1. Sentiment prediction with a neural network. We present additional results on sentiment prediction experiment of Section 5.1 using fully-connected neural network with one hidden layer and 100 neurons in place of the logistic regression. Box-plots in Figure 4 show that neural network leads to larger gender and race gaps comparative to the logistic regression baseline in Figure 2 . Our methods continue to be effective in eliminating these gaps. Aggregate results over 10 repetitions are presented in Table 4 . We note that SenSR performs noticeably better than SenSR 0 and even outperforms expert version on the race gap. This can be explained by the higher expressive power of the neural network -we suspect that it manages to pick up latent biases of word embeddings and, at the same time, "avoide" sensitive subspace perturbations of SenSR 0 . SenSR is allowed to perturb outside of the subspace in accordance with the fair metric we use, allowing it to more efficiently eliminate unfairness when using more expressive classifier such as a neural network.
In all sentiment prediction experiments we use random 90/10 train/test split and repeat the experiment 10 times. B.2. Additional results on bios dataset. In Figure 5 we visualize the difference between confusion matrix gaps of baseline logistic regression and SenSR 0 for all classes, complementing results presented in Section 5.2. Our method reduces gaps for many pairs of classes, particularly those with high initial bias. For example, TPR gap for models and nurses was high for the baseline, likely due to the lack of male individuals with these occupations in the data, and our method reduces those gaps as can be seen from the corresponding diagonal entries. Among the pairs of 20 true-predicted labels where our method led to increased gap (i.e. red regions) we notice that many of them do not appear socially meaningful (e.g. interior designer and pastor) and might simply be artifacts induced by the sensitive subspace perturbations of our method. In our bios dataset experiments we use random 65/35 train/test split and repeat the experiment 10 times.
B.3. Adult discussion on sensitive subspace. Over the 10 restarts, the average training accuracy of regularized logistic regression for classifying gender was .7327 with a standard error of .0004. Furthermore, we also considered training a regularized softmax regression model to learn two sensitive directions to classify race (Caucasian vs non-Caucasian). The accuracy of predicting race was significantly worse with an average accuracy of .5745 and standard error of .001, so we decided not to incorporate the race directions as sensitive directions themselves or use both race and gender directions together as sensitive directions.
APPENDIX C: SENSR IMPLEMENTATION DETAILS
This section is to accompany implementation of the SenSR algorithm and could be best understood by reading it along with the code (https://github.com/IBM/sensitive-subspace-robustness) implemented using TensorFlow. We discuss choices of learning rates and few specifics of the code. Words in italics correspond to variables in the code and following notation in parentheses defines corresponding name in Table 5 , where we summarize all hyperparameter choices.
Handling class imbalance. Adult and Bios datasets exhibit major class imbalances. To handle them, on every epoch(E) (i.e. number of epochs) we subsample a batch size(B) training samples enforcing equal number of observations per class. This procedure can be understood as data augmentation.
Perturbations specifics. SenSR algorithm has two inner optimization problems -subspace perturbation and full perturbation (when > 0). We implement both using Adam optimizer [41] inside the computation graph for better efficiency, i.e. defining corresponding perturbation parameters as Variables and re-setting them to zeros after every epoch. This is in contrast with a more common strategy in the adversarial robustness implementations, where perturbations (i.e. attacks) are implemented using tf.gradients with respect to the input data defined as a Placeholder.
Learning rates. As mentioned above, in addition to regular Adam optimizer for learning the parameters we invoke two more for the inner optimization problems of SenSR. We use same learning rate of 0.001 for the parameters optimizer, however different learning rates across datasets for subspace step(s) and full step(f ). Two other related parameters are number of steps of the inner optimizations: subspace epoch(se) and full epoch(f e). We observed that setting subspace perturbation learning rate too small may prevent our algorithm from reducing unfairness, however setting it big does not seem to hurt. On the other hand, learning rate for full perturbation should not be set too big as it may prevent algorithm from solving the original task. Note that full perturbation learning rate should be smaller than perturbation budget eps( ) -we always use /10. In general, malfunctioning behaviors are immediately noticeable during training and can be easily corrected, therefore we did not need to use any hyperparameter optimization tools. We emphasize that for SenSR 0 , budget = 0 and full perturbation parameters are irrelevant; other parameters we set same for SenSR and SenSR 0 . 
