The circadian clock enables the anticipation of daily recurring environmental changes by presetting an organism's physiology and behavior. Driven and synchronized by a central pacemaker in the brain, circadian output genes fine-tune a wide variety of physiological parameters in peripheral organs. However, only a subset of circadianly transcribed genes seems to be directly regulated by core clock proteins. Assuming that yet unidentified transcription factors may exist in the circadian transcriptional network, we set out to develop a novel technique, differential display of DNA-binding proteins (DDDP), which we used to screen mouse liver nuclear extracts. In addition to several established circadian transcription factors, we found DNA binding of heat-shock factor 1 (HSF1) to be highly rhythmic. HSF1 drives the expression of heat-shock proteins at the onset of the dark phase, when the animals start to be behaviorally active. Furthermore, Hsf1-deficient mice have a longer free-running period than wild-type littermates, suggesting a combined role for HSF1 in the mammalian timekeeping and cytoprotection systems. Our results also suggest that the new screening method DDDP is not limited to the identification of circadian transcription factors but can be applied to discover novel transcriptional regulators in various biological systems. Circadian oscillation of biological processes has been described in organisms ranging from photosynthetic bacteria to vertebrates and reflects the existence of underlying intrinsic biological clocks with near 24-h oscillation periods (Hardin 2006) . Circadian control of physiology and behavior in mammals is driven by a master pacemaker located in the suprachiasmatic nuclei (SCN) of the hypothalamus. Rhythmicity in the SCN is entrained by external Zeitgeber cues, such as daily changes in light intensity, and further transmitted to peripheral organs (Saper et al. 2005) . Studies using transgenic rodents and fibroblast cell lines indicate that peripheral tissues of mammals also have an autonomous capacity for circadian gene expression (Balsalobre et al. 1998; Yamazaki et al. 2000) . The underlying circadian oscillators function in a cell-autonomous and self-sustained manner, similar to those operative in SCN neurons (Nagoshi et al. 2004; Welsh et al. 2004; Liu et al. 2007) .
Circadian oscillation of biological processes has been described in organisms ranging from photosynthetic bacteria to vertebrates and reflects the existence of underlying intrinsic biological clocks with near 24-h oscillation periods (Hardin 2006) . Circadian control of physiology and behavior in mammals is driven by a master pacemaker located in the suprachiasmatic nuclei (SCN) of the hypothalamus. Rhythmicity in the SCN is entrained by external Zeitgeber cues, such as daily changes in light intensity, and further transmitted to peripheral organs (Saper et al. 2005) . Studies using transgenic rodents and fibroblast cell lines indicate that peripheral tissues of mammals also have an autonomous capacity for circadian gene expression (Balsalobre et al. 1998; Yamazaki et al. 2000) . The underlying circadian oscillators function in a cell-autonomous and self-sustained manner, similar to those operative in SCN neurons (Nagoshi et al. 2004; Welsh et al. 2004; Liu et al. 2007) .
Circadian rhythms appear to be generated by feedback loops in clock gene expression (Hardin et al. 1990 ). In mammals, the CLOCK and BMAL1 transcription factors activate the expression of Per and Cry genes. Once the PER and CRY proteins reach a critical concentration and/or activity, they attenuate the CLOCK/BMAL1-mediated activation of their own genes in a negative feedback loop (Reppert and Weaver 2002) . In addition, several post-translational events, such as the control of protein phosphorylation, degradation, and nuclear entry, contribute critically to the generation of daily oscillations in clock gene products (Lee et al. 2001; Gallego and Virshup 2007) . The proteins that constitute the core clock oscillator regulate directly or indirectly the transcription of output genes, the expression products of which constitute the circadian transcriptome and proteome in every tissue (Kornmann et al. 2001 (Kornmann et al. , 2007 Akhtar et al. 2002; Duffield et al. 2002; Panda et al. 2002; Storch et al. 2002; McCarthy et al. 2007; Miller et al. 2007 ). In the liver, for example, factors involved in processing and detoxification of nutrients have been found to be rhythmically expressed (Gachon et al. 2006) . Interestingly, circadian expression of the majority of liver genes is tissue-specific, and only a small fraction of these genes seems to be a direct target of the transcription factors that drive the core oscillator (Panda et al. 2002) .
Insight into a transcriptional network such as the circadian system requires the identification of all factors that are involved in its regulation. Gene expression is primarily controlled by transcription factors, sequencespecific DNA-binding proteins that bind to regulatory regions of genes and interact with the basic transcription machinery to facilitate or repress transcription. The expression and activity of transcription factors can, in principle, be regulated at the level of transcription, mRNA stability, translation, protein stability, or by post-translational mechanisms. Transcription factors whose expression is regulated at the level of mRNA accumulation can be identified by functional genomics strategies such as microarray hybridization, serial analysis of gene expression, or massive parallel signature sequencing (Velculescu et al. 1995; Brenner et al. 2000; Panda et al. 2003) . However, circadian transcription does not always result in circadian mRNA accumulation, due to a potentially long half-life of the mRNA. Moreover, all regulatory mechanisms that occur on the protein level-e.g., phosphorylation, acetylation, glycosylation, farnesylation, ubiquitinylation, proteolytic cleavage, ligand binding, multimerization, subcellular localization, etc.-escape this kind of analysis. Here we set out to circumvent some of these shortcomings and developed a new technique, differential display of DNA-binding proteins (DDDP), for the identification of circadian transcription factors based on their in vitro DNA-binding activity. Using this novel procedure, we were able to identify several well-established clock proteins as well as transcription factors that until now have not been implicated in circadian transcription in peripheral tissues. One of them, heat-shock factor 1 (HSF1), displays highly circadian DNA-binding activity in the dark phase of the day. Maximal DNA binding coincides with the uptake of food and maximal core body temperature in the animals. Our results suggest that every day the mammalian body goes through a proteotoxic stress event that elicits the expression of cell-protective proteins. Moreover, a significantly longer free-running period of Hsf1-deficient mice compared with heterozygous or wild-type littermates directly implicates HSF1 in the mammalian core clock mechanism.
Results

Generation and validation of a random DNA library
In general, transcription factors bind to their specific cognate sequences with dissociation equilibrium constants (K D s) in the low nanomolar to subnanomolar range (10 −8 M to 10 −10 M). For example, the PAR bZIP proteins DBP, HLF, and TEF bind to their perfect consensus DNA sequence RTTAYGTAAY with a K D of ∼1.5 × 10 −10 M (Falvey et al. 1996) . However, a sequence with a single mismatch at any of the 10 positions still binds these proteins with a K D of 10 −8 M to 10 −9 M (Fonjallaz et al. 1996) . Other transcription factors, such as the orphan nuclear receptor REV-ERB␣, bind sequences with a similar complexity (WAWNTRGGTCA) and with similar affinities (Forman et al. 1994; L. Marcacci and U. Schibler, unpubl.) . Recognition sequences matching the PAR bZIP or REV-ERB␣ consensus sequences perfectly or with one mismatch exist statistically in random DNA once in every 2341 base pairs (bp) (Fig. 1A) . If the sequences of both complementary strands are taken into consideration, at least one such binding site should be found with a probability of >99% in ∼11,000 bp of random DNA (Fig. 1A) . The number of well-conserved bases in the binding site of a eukaryotic transcription factor is typically five to 10 (Wingender et al. 1996; Berg et al. 2004 ). The binding sequences for PAR bZIP proteins and REV-ERB␣ are, therefore, rather complex, and other, simpler binding sites like E-boxes (CAC GTG) are expected to be found with an even higher probability in random DNA. This calculation prompted us to use random DNA fragments as probes for in vitro protein-DNA-binding experiments. Testing a sufficiently large number of random DNA probes should result in an unbiased display of most cellular DNA-binding activities. When using nuclear protein extracts harvested around the clock, this experimental setup could then be used to screen for circadian transcription factors. However, first we attempted to verify the validity of our calculations using bioinformatics tools. We used the Mersenne twister algorithm for the generation of pseudo-random numbers (Makoto and Takuji 1998) to create six random DNA libraries of 20,000 bp each. Statistically, one random DNA library of 20,000 bp contains 8.5 perfect or imperfect binding sites each for PAR bZIP proteins (RTTAYG TAAY) and for REV-ERB␣ (WAWNTRGGTCA) and 4.4 binding sites each for nuclear factor B (NF-B, GG GAMTTYCC) and serum response factor (SRF, CCA WATAWGG). When we inspected the in silico generated libraries for binding sites for these transcription factors, the obtained frequencies came close to the calculated ones (Fig. 1B) .
Next, we constructed a random DNA library of 150 plasmids, each containing a 100-bp random DNA insert in the form of 2 × 50 bp interrupted by a central BamHI site (Fig. 1C ). Oligonucleotides were synthesized that started with an 11-bp sequence including an AscI restriction site followed by 50 positions containing N, where N is any of the four nucleotides. The oligonucleotides ended with a 12-bp palindromic sequence including a BamHI site that was used to self-anneal the oligonucleotides. After self-annealing, the ssDNA overhangs containing the 50 N-positions and the 5Ј-sequence harboring the AscI site were filled in by Klenow polymerase with deoxynucleotides, and the double-stranded molecule was cloned into the AscI site of a plasmid. DNA was prepared from 150 bacterial colonies, and the plasmids were serially numbered so that they could be reidentified and their inserts be sequenced if necessary.
Our next objective was to demonstrate the existence of functional binding sites for arbitrarily chosen mam-malian transcription factors in the DNA library by EMSA competition experiments. Ten equimolar mixtures of 15 plasmids each were used in EMSA experiments as nonradioactive competitor DNA in combination with radioactive probes for the transcription factors TEF, SRF, or NF-B (Ellis et al. 2002; Gachon et al. 2004; Eisner et al. 2006) . One plasmid pool competed efficiently for binding to recombinant TEF protein (Supplemental Fig. 1A ), and several pools competed for binding to SRF and NF-B in nuclear extracts from mouse liver (Supplemental Fig. 1C ; data not shown). The competing pools were split up, and the plasmids were used individually as competitor DNA in another EMSA experiment. Two of the competing pools were chosen arbitrarily for the continuation of the experiment with NF-B and SRF. In each pool one single plasmid could be identified that competed specifically with the radioactive probe (Supplemental Fig. 1B,D) . The random DNA inserts of these plasmids were sequenced and inspected for matching transcription factor-binding sites. The plasmid that competed for TEF binding contained the PAR bZIP-binding site ATTACGTAAC that perfectly matches the PAR bZIP consensus sequence RTTAYGTAAY. Both plasmids that competed for binding to SRF contained SRFbinding sites with two mismatches each (CCTAATATAG and ACTAATAAGG, mismatches are underlined). Nevertheless, when these fragments were themselves radioactively labeled and used as EMSA probes, they formed strong complexes with SRF (Supplemental Fig. 1E ). The two fragments that competed for NF-B binding contained three and four mismatches, respectively (GG GATTTTGG and GGGTTTTTGT, mismatches are underlined). Again, both formed complexes with NF-B when they were themselves used as radioactive probes (data not shown). We felt encouraged by these results to expand the library to 40,000 bp and to use it to probe mouse liver nuclear extracts for circadian transcription factors.
DDDP
The 400 inserts of the final random library were separately amplified by PCR, and the resulting DNA fragments were cleaved in both flanking regions with AscI and BamHI, respectively. The resulting 5Ј-overhanging ends were radioactively labeled, so that each clone gave rise to an equimolar mixture of two EMSA probes containing 50 random base pairs each ( Fig. 2A) . Liver nuclei were prepared from mice sacrificed at Zeitgeber times ZT1, ZT5, ZT9, ZT13, ZT17, and ZT21 (ZT0 and ZT12 are the times when the lights are switched on and off, respectively), and nuclear nonhistone proteins were extracted nearly quantitatively in a cocktail containing 0.3 M NaCl, 1 M urea, and 1% Nonidet P-40 (Fig. 2B) . As demonstrated previously, this procedure is significantly more efficient in recovering nonhistone proteins than methods based on high salt extraction (Lavery and Schibler 1993) .
Each probe was subsequently used in EMSA reactions together with six nuclear extracts prepared around the clock. In total, 2400 EMSA reactions were performed and displayed by native polyacrylamide gel electrophoresis. Four typical autoradiographies of dried gels are shown in Figure 2C . All gel displays were visually inspected for DNA-binding activities that varied during the course of 1 d. As expected, multiple DNA-protein complexes were observed in virtually every lane. We tested all 400 ran- The following calculation determines the number of base pairs (n) that have to be tested in random DNA to obtain with a probability (p) of >99% a binding site of a complexity equal to a REV-ERB␣ or PAR bZIP-binding site if a single mismatch is allowed. The total frequency (F total ) of such binding sites is composed of the frequency of a perfect match (F pm ) plus the frequency of all sequences with one mismatch ( dom DNA inserts with a first set of mouse liver nuclear extracts and found 53 of them to display apparent circadian DNA-binding activity. These probes were then retested with a different set of circadian nuclear extracts to eliminate potentially false positives. The plasmids corresponding to the 43 probes that displayed circadian binding activity with two different sets of extracts were sequenced and analyzed for transcription factor-binding sites with Match (http://www.gene-regulation.com/pub/ programs.html#match), a program that uses a library of mononucleotide weight matrices from TRANSFAC 6.0 (Wingender et al. 1996) . The sequences of all circadian probes are listed in Supplemental Table 1 .
We noticed in the course of the experiments that the presence of phosphatase inhibitors in each preparation step is essential in order to obtain highly active nuclear extracts yielding reproducible results. Probes 201-400 were therefore tested with nuclear extracts that had been prepared in the presence of phosphatase inhibitors, and these experiments resulted in roughly six times as many circadian protein-DNA complexes as probes 1-200 that had been examined with nuclear extracts prepared in the absence of phosphatase inhibitors.
Identification of established circadian transcription factors by DDDP
Two of the probes identified in the screen showed a highamplitude circadian protein-DNA complex with a maximal binding activity at ZT9 (Fig. 3A) . Sequence analysis revealed the perfect PAR bZIP-binding site ATTACG TAAC in one probe and a PAR bZIP-binding site with two mismatches (CTTATGCAAC, mismatches are underlined) in the other. In liver, DBP is the most abundant PAR bZIP protein, and most of the other two PAR bZIP members TEF and HLF form heterodimers with DBP. An anti-DBP antibody selectively supershifted the circadian DNA-binding activity, confirming PAR bZIP proteins as the corresponding circadian transcription factors (Fig.  3A) . Another probe contained the imperfect REV-ERB␣-binding site GATGTGGGACA (mismatches are underlined) and generated a circadian protein-DNA complex whereby maximal binding occurred at ZT5-ZT9 (Fig.  3B ). REV-ERB␣ has been shown before to form a DNAprotein complex of comparable size whose circadian phase was nearly identical Ueda et al. 2002) .
CLOCK/BMAL1 heterodimers exhibit a characteristic EMSA pattern with a maximal binding activity at around ZT5-ZT9 and a shift toward a more slowly migrating form at around ZT13-ZT17 (Ripperger and Schibler 2006) . This change in RF-value is likely to be due to post-translational modifications, since both CLOCK and BMAL1 are circadianly phosphorylated (Lee et al. 2001 ). We observed a CLOCK/BMAL1-like EMSA pattern with 11 probes and confirmed with one probe the presence of both proteins in the DNA-protein complexes by supershift (Fig. 3C ). Sequence analysis of the corresponding random DNA inserts revealed that only four of the 11 probes contained a perfect E-box sequence (CACGTG), and the remaining seven probes contained E-boxes with a single mismatch resulting in either the binding motif CACGTT or CACGGG. Both mismatched sequences represent so-called noncanonical E-box motifs that have been found to bind E-box-binding transcription factors in certain promoters (Harris et al. 2000; Coulson et al. 2003) . Interestingly, the noncanonical E-box motif CAC GTT formed the strongest CLOCK/BMAL1 complex in the screen, and this motif has been reported by Yoo et al. (2005) to be bound by CLOCK/BMAL1 in vivo and to drive the expression of the Per2 gene in transgenic mice.
The identification of several well-known circadian transcription factors by DDDP demonstrates that the new method is well suited for the identification of differentially regulated DNA-binding proteins. As predicted, transcription factors that bind to simple recognition sites may be found multiple times in the random DNA library, potentially providing additional information about specific sequence requirements for binding. This was the case for the CLOCK/BMAL1 heterodimer, which was found to tolerate specifically the two sequence variants CACGTT and CACGGG. Moreover, sequence alignment revealed a clear sequence bias in the flanking regions. A consensus sequence for all E-box mo- PdCTP (asterisks). (B) NUN extraction of mouse liver nuclei. The Coomassie-stained SDS-polyacrylamide gel shows mouse liver nuclei after lysis in 1% SDS, the redissolved pellet after the NUN extraction containing mainly DNA and histones, and the nuclear extract containing the soluble nonhistone protein fraction that was subsequently used for EMSA experiments. The molecular weight of three marker proteins is indicated. (C) Four typical gels from the first round of DDDP screening. Each autoradiograph displays EMSAs with nuclear extracts harvested around the clock with six random probes; circadian probes are marked by asterisks.
tifs found in the screen was created with WebLogo (Crooks et al. 2004 ) and is shown in Figure 3D .
A GC-rich element-binding protein displays differential DNA-binding activity throughout the day
Computational analysis revealed that the remaining probes fell into two groups. One group contained highly guanine-rich stretches on one DNA strand; for example, GGGGGTGG in probe 220 ( Fig. 3E) and probe 285 or GGGGCGGGGG in probe 274, resembling GC-and GTboxes, the preferred binding motifs of SP-like transcription factors (Suske 1999) . Indeed, two different antibodies against SP1 resulted in a specific supershift of a circadian band from probe 220, whereas no supershift with anti-SP3 antibodies was observed (Fig. 3F ). Although these findings pointed toward a role of SP1 in circadian transcription, we did not detect circadian binding of SP1 in vivo. Chromatin immunoprecipitation (ChIP) experiments on the promoter of the purported SP1 target gene Dhfr revealed SP1 binding specifically at its target sites; however, binding levels seemed to be constant throughout the day (data not shown). Likewise, pre-mRNA levels of the SP1 target genes Dhfr, Cdkn1a, and Bbc3 were analyzed and did not show any notable circadian regulation (data not shown). It is therefore not clear in the moment how the differential DNA binding that SP1 exhibits in vitro might translate to a circadian regulatory activity in vivo. Moreover, other transcription factors could be additionally involved in circadian binding of GC-rich probes, especially since not the entire fraction of the circadian DNA-protein complexes was supershifted by SP1 antibodies (Fig. 3F) . Further experiments are necessary to address the contribution of potential binding partners or post-translational modifications to the function of SP1 at target gene promoters. 
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Our screen identified three circadian probes that did not contain binding motifs for known circadian transcription factors and that did not fall into the group of probes containing GC-rich sequence stretches. The computational analysis revealed in these probes multiple potential transcription factor-binding sites, making it impossible to test even a limited number of candidates in supershift experiments. Therefore we developed a short procedure to narrow down the exact position of a binding site within a random probe from 100 bp to 10-30 bp to facilitate further sequence analysis (Supplemental Fig.  2) . Briefly, the two 50-bp random DNA regions of an insert were separately amplified by PCR and used as competitor DNA in an EMSA experiment with the original radioactive probe consisting of both 50-bp fragments. Subsequently, six 20-bp oligonucleotides spanning the sequence of the competing fragment were designed in such a way that each oligonucleotide overlaps by 10 bp with its counterpart on the opposite strand (Supplemental Fig. 2A ). The oligonucleotides were annealed with each other or made double-stranded and were then used in various combinations as competitor DNA (Supplemental Fig. 2B ).
Probes 50, 317, and 325 (see Supplemental Table 1 ) formed a highly circadian DNA-protein complex with a maximal binding activity at ZT13 (Fig. 4A) . Analysis of probe 50 with the procedure described above revealed a 20-bp sequence that was sufficient for efficient competition (Supplemental Fig. 2C ). This sequence contained an almost perfect tripartite heat-shock element (HSE) (GTTCTAGAACTTGCC, mismatch is underlined), variations of which were also found in probes 317 and 325, similarly containing one mismatch each.
HSEs are short inverted repeats of the sequence NGAAN that are found in multiple copies around the transcriptional start sites of heat-shock protein genes (Sakurai and Takemori 2007) . The major inducible HSEbinding protein in mouse is HSF1, a member of the heatshock factor family of transcriptional activators, which in mammals comprises additionally HSF2 and HSF4. In response to stress conditions that lead to intracellular protein denaturation, typically heat or oxidative stress, HSF1 becomes hyperphosphorylated, homotrimerizes, and is translocated into the nucleus, where it drives the transient expression of heat-shock proteins (Anckar and Sistonen 2007) .
Supershifting with an anti-HSF1 antibody suggested that HSF1 was the major protein factor bound to the HSE-containing probes (Fig. 4B) . In particular, no supershift was observed with an antibody against glucocorticoid receptor, whose binding sites can bear resemblance to HSEs (Luisi et al. 1991) and whose activity has been implicated in circadian transcription in liver (Balsalobre et al. 2000) . Importantly, in nuclear extracts from livers of Hsf1 −/− mice (Xiao et al. 1999) , the HSE-binding activity was completely abolished (Fig. 4C) , providing compelling evidence that HSF1 is indeed the circadian binding activity. Previous studies suggested that HSF1 is regulated exclusively at the post-transcriptional level, by chaperone interaction, post-translational modification, and nuclear import (Voellmy 2006) . In keeping with these reports, we found Hsf1 mRNA levels as well as total cellular levels of HSF1 protein to be constant; however, as depicted in Figure 4D , the nuclear accumulation of hyperphosphorylated HSF1 was found to be highly circadian. Moreover, a major fraction of total HSF1 migrated more slowly at the time when nuclear HSF1 reached peak levels, presumably representing the nuclear, hyperphosphorylated form of HSF1 (Fig. 4D , cf. panels 1 and 3). Finally, we show that HSF1 binds to the promoters of heat-shock genes in a circadian manner in vivo. To this end, a ChIP experiment was performed with chromatin from mouse liver that was prepared at six time points around the clock. The promoters of two HSF1 target genes, Hsp105 and Hspa1b (Hsp70), were analyzed along with several control regions. Figure 4E shows that HSF1 binds strongly to the Hsp105 and Hspa1b promoters at the onset of the dark phase, whereas no binding to any of the control regions was detectable at any time point (Fig. 4F-H) . Moreover, Hsp105 and Hspa1b have been described before to be circadianly transcribed with a phase compatible with that of HSF1 activity (Kornmann et al. 2007 ).
Feeding time and body temperature fluctuations affect the phase of circadian HSF1 activity
The circadian activation of HSF1, which bears all hallmarks of a regular heat-shock response, suggests that significant proteotoxic stress may be imposed day by day on the mammalian body. An obvious candidate for triggering HSF1 activation is the circadian fluctuations in body temperature, particularly since body temperature reaches peak values in the beginning of the dark phase (Damiola et al. 2000) . We therefore asked if similar temperature fluctuations, which in mouse range approximately from 35°C to 39°C, are sufficient to drive rhythmic HSF1-dependent gene expression in tissue culture cells. To this end, a reporter plasmid was constructed that contained four copies of the HSE present in probe 50 (see Supplemental Table 1 ) in front of a minimal promoter driving a firefly luciferase gene. The responsiveness of this construct to temperature was verified by a 1-h heat shock at 42°C, which elicited a strong increase in luciferase expression compared with the expression levels obtained from a control plasmid with mutated HSEs (Fig. 5A ; Supplemental Table 2) . The cells were then subjected to circadian temperature fluctuations in the range between 35°C and 39°C (for details, see Materials and Methods), and luciferase expression as well as the actual temperature of the tissue culture medium was monitored in real time for 96 h (Fig. 5B,C) . Luciferase expression from the mutated reporter construct was likewise measured and subtracted from the values obtained with the HSE-containing plasmid in order to account for HSE-independent effects on luciferase expression. The result shows that each increase in temperature was accompanied by a prominent peak of luciferase expression from the HSE-containing reporter plasmid, suggesting that physiologic temperature fluctuations can drive rhythmic HSF1 activity.
Feeding has been shown to have a profound influence on the circadian clock and on body temperature in mammals (Damiola et al. 2000; Lowell and Spiegelman 2000) . In order to examine a potential influence of feeding on the circadian phase of HSF1 activity, we performed a restricted feeding experiment in which one group of mice was fed exclusively during the night for 3 wk, and another group was fed exclusively during the day. In keeping with previously published results (Damiola et al. 2000) , the phase of the circadian clock in liver adapted fully to the phase of the feeding regime, as exemplified here by a 12-h phase difference in the DNA-binding activity of PAR bZIP proteins between day-fed and nightfed animals (Fig. 5D) . Moreover, shifting the onset of feeding to the beginning of the light phase induced a second peak of HSF1 activity at this time point (Fig. 5D) . Interestingly, the peak at the beginning of the dark phase in night-fed animals is still present in day-fed animals, albeit to a somewhat lesser extent. In parallel, we measured body temperature in real time in a subgroup of both night-fed and day-fed animals that were used for the EMSA experiments. Mice that were fed exclusively during the day had a significantly lower body temperature during the night, whereas daytime temperature remained largely unaltered (Fig. 5D, bottom panel) . However, the peaks of maximal body temperature persisted in day-fed animals, and only a sharper temperature increase toward the beginning of the light phase was observed (Fig. 5E) . Moreover, the drop in nighttime temperature in day-fed animals did not seem to be a consequence of an overall lower nighttime activity level in these animals (Fig. 5E ). Taken together, our experiments suggest that temperature and feeding strongly affect the phase of circadian HSF1 activity. Feeding might work at least partly through a modulation of body temperature, suggesting that temperature is a major entrainment factor for circadian HSF1 activity. Nevertheless, in rats, where fluctuations in body temperature have been reported to be significantly lower due to a higher body
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Cold Spring Harbor Laboratory Press on August 4, 2008 -Published by genesdev.cshlp.org Downloaded from mass (Refinetti 1996) , circadian DNA binding of HSF1 is as pronounced as in mice (Fig. 5F ). This suggests that other stimuli besides heat, such as metabolic signals and/or cellular redox state, might contribute to circadian HSF1 activation (Yan et al. 2002; Ahn and Thiele 2003) .
HSF1 influences the period length of the mammalian circadian clock
In order to examine whether HSF1 affects circadian behavior, we compared wheel-running activity of wildtype, heterozygous, and Hsf1-deficient mice in constant darkness (DD) (Fig. 6A) . Under DD conditions, the average period length was markedly longer in Hsf1 −/− mice than in heterozygous and wild-type littermates (Fig. 6B) . Interestingly, the average period length of heterozygous Hsf1 +/− mice lies exactly in between the period lengths of the wild-type and the knockout mice, indicating a dose-dependent effect of HSF1 on the core oscillator mechanism. Formally, we cannot exclude the possibility that another locus influencing period length cosegregates with the Hsf1 gene. Although a genome-wide complex trait analysis did, indeed, reveal a locus in close proximity to Hsf1 affecting running wheel activity (Shimomura et al. 2001) , this locus appears to cause fragmentation rather than a lengthening in period duration of free-running locomotor activity. Furthermore, the corresponding allele turned out to be weakly penetrant and was only identified in a pairwise analysis together with another locus on a different chromosome.
Taken together, our data suggest that circadian HSF1 activity plays a dual role for body homeostasis in mice: HSF1 exerts a cytoprotective function through the induction of heat-shock proteins and at the same time may assist the synchronization of the molecular clock to behavior and metabolism (see Fig. 7 ; Discussion).
Discussion
DDDP is an activity-based screen for differentially regulated transcription factors
The circadian clock network of mammals, like many other biological systems, is under active investigation by high-throughput genomics and proteomics methods. Transcriptional profiling has been repeatedly used to determine the circadian profile of mRNA levels in the SCN and in peripheral organs (see De Haro and Panda 2006 and references therein). In the tissues examined so far, ∼2%-10% of the genome seems to be under circadian control, while circadian transcription is at the same time highly tissue-specific; marked differences have been observed between the SCN and peripheral organs as well as between different peripheral tissues (Kornmann et al. 2001 (Kornmann et al. , 2007 Akhtar et al. 2002; Duffield et al. 2002; Panda et al. 2002; Storch et al. 2002; McCarthy et al. 2007; Miller et al. 2007) . Many circadian output genes seem therefore to be regulated in a tissue-specific manner rather than exclusively by shared oscillator components.
Nevertheless, transcriptional regulatory proteins are often constantly expressed and rely heavily on posttranslational mechanisms for activation. Hence, the identification of circadian transcription factors requires screens for rhythmic activity on the protein level. An efficient analysis by high-throughput proteomics methods is, however, complicated by the low abundance of these proteins and by the possibility that only a fraction of the cellular pool of a transcription factor might be converted to a transcriptionally active form. Indeed, a recently performed analysis of the circadian proteome of mouse liver by a combination of two-dimensional gel electrophoresis and mass spectrometry did not efficiently detect circadian transcription factors. Although the study clearly demonstrated extensive circadian regu- ). The Student's t-test was used to examine the data, and the P values for the period length differences compared with Hsf1 +/+ mice are 0.008 for Hsf1 +/− mice and 2.7 × 10 −7 for Hsf1 −/− mice.
lation of the cellular proteome, the majority of analyzed proteins consisted of highly expressed, soluble proteins (Reddy et al. 2006) . We therefore decided to develop a novel method based on a functional assay that selectively screens for circadian DNA-binding activity and that is not easily confounded by proteins that are irrelevant in the context of gene regulation. For most known transcription factors, DNA binding goes hand in hand with transcriptional activity, although in some cases transcription factors can be regulated at a step subsequent to DNA binding (Calkhoven and Ab 1996) . Nevertheless, a circadian pattern on an EMSA gel is likely to reflect the circadian activity of a transcription factor, regardless of the number and nature of regulatory steps that were required for its activation. Proof of principle for our experimental setup was provided by the identification of various circadian proteins that rely on entirely disparate modes of activation. Two regulatory extremes are exemplified by DBP on the one hand, and HSF1 on the other (see Figs. 3,  4) . Circadian DBP oscillation has been shown previously to be the result of highly rhythmic transcription rates and mRNA accumulation Schibler 1990, 1994) . In contrast, we found the levels of Hsf1 mRNA to be constant throughout the day and the circadian formation of functionally active HSF1 complexes to be triggered exclusively by post-transcriptional mechanisms. EMSA has the additional advantage that it reveals certain properties of transcription factors in addition to their temporal accumulation. For example, the RF value of a DNA-protein complex may vary according to daytime, as was observed for CLOCK/BMAL1 heterodimers, indicating circadian oscillation of post-translational modifications and/or the association of additional cofactors.
From differentially bound DNA elements to novel circadian transcription factors
The initial round of DDDP screening resulted in a collection of circadian EMSA probes. These probes contained with high probability short sequence motifs that confer circadian transcriptional regulation onto target genes in vivo, either alone or in combination with other elements. The sequences of these probes became immediately accessible by sequencing the inserts of the corresponding clones of the random DNA library. In principle, this information can then be used in two ways. Firstly, knowledge of its DNA-binding sequence usually greatly accelerates the identification of an unknown transcription factor. Databases exist for several model organisms that list transcription factors according to their DNA consensus sites. Moreover, we facilitated the identification process further by establishing an easy two-step procedure that allows narrowing down any binding site obtained in the screen from 100 bp to 10-30 bp in a reasonably short time. A computational search for transcription factor-binding sites results in fewer falsepositive candidates when a short sequence is analyzed, and for proteins that bind to more than one probe, sequence comparison will result in a consensus DNAbinding motif. Using this approach, we found HSEs in the sequences of three probes yielding circadian EMSA complexes, which quickly led to the identification of HSF1 as the corresponding DNA-binding activity. In cases in which no obvious candidate can be attributed to a binding sequence, the binding element could be used for the affinity purification of the cognate protein, which can then be identified by various mass spectrometry methods.
In our screen, we found several circadian probes to contain highly GC-rich sequence stretches that are typically bound by the transcription factor SP1. Although we were not yet able to obtain evidence for circadian regulation of SP1 target genes in vivo, a bioinformatics analysis of the GC-rich binding sequences might still provide clues about their circadian regulatory potential. In this context, it might be interesting to extend the search for circadian E-boxes to sequence motifs beyond the canonical E-box and to explore the contribution of flanking sequences. A long-standing question in the field of transcriptional regulation is how a short and statistically extremely abundant sequence motif such as the E-box can be selectively used by various transcription factors in different regulatory contexts. A CT-rich sequence element that has the ability to confer robust BMAL1/ CLOCK responsiveness onto an adjacent E-Box has already been found in the mouse arginine vasopressin promoter (Munoz et al. 2006 ). In the course of our analysis of circadian E-box motifs found by DDDP, we identified a clear sequence preference in the flanking region that might help in selecting CLOCK/BMAL1 among the many E-box-binding proteins. Model for the integration of HSF1 into the circadian network. In the mammalian body, the SCN regulate virtually all clock outputs, including temperature rhythms and feeding/ fasting cycles. Elevated temperature directly triggers protein unfolding, whereas food processing leads to an increased production of ROS and changes in the cellular redox state. The oxidation of cysteine residues of polypeptides by ROS likewise promotes protein denaturation. Unfolded proteins induce HSF1 activity, which in turn promotes the expression of heat-shock proteins to counteract protein denaturation and to down-regulate HSF1 activity in a negative feedback loop (broken arrow). Additionally, HSF1 is itself a redox and temperature sensor under physiological conditions (dotted arrows) (Yan et al. 2002; Ahn and Thiele 2003) . HSF1 also directly affects the core clock mechanism to synchronize circadian rhythms with animal behavior and physiology (dashed arrow).
A mechanism for circadian cytoprotection?
Clearly the most interesting result of our screen was the identification of HSF1 as a circadian transcription factor. Initially, sequence analysis of three EMSA probes that displayed maximal DNA-binding activity at the onset of the dark phase revealed a tripartite HSE. In a supershift experiment with anti-HSF1 antibodies, we identified HSF1 as the major binding factor for these elements, and in agreement with previous studies, we found post-transcriptional mechanisms to be responsible for its circadian DNA-binding activity. Furthermore, our results suggest that HSF1 confers circadian regulation to its target genes in vivo. As revealed by ChIP assays, the binding of HSF1 to recognition sites in the promoters of the heat-shock genes Hsp105 and Hspa1b is highly circadian and coincides with the peak of DNA binding in vitro. Importantly, the phase of HSF1 occupancy is in keeping with the phase of mRNA accumulation of various HSF1 target genes; e.g., Hsp105, Hspa1b, Hsp90, and Stip1 in mouse liver (Kornmann et al. 2007) . Also the mRNA encoding CaMKII, which potentiates the transcriptional activity of HSF1 by phosphorylating it at Ser 230 (Holmberg et al. 2001) , is diurnally expressed and in phase with maximal HSF1 activity (Kornmann et al. 2007) . Taken together, the processes following the circadian activation of HSF1 highly resemble the ones during the classical heat-shock response. A likely explanation for this somewhat surprising finding is that HSF1 might be required to counteract proteotoxic side effects that accompany the circadian peak in body temperature at the onset of the dark phase. Interestingly, this increase in body temperature seems to be a regulated process that is connected to the circadian clock. Supporting evidence for this hypothesis was provided by Feillet et al. (2006) , who found that Per2 knockout mice fail to display food anticipatory activity and lack the accompanying increase in core body temperature. Furthermore, feeding has been shown to induce HSF1 in the mouse liver and intestine (Katsuki et al. 2004) . In keeping with these reports, we found temperature fluctuations in a range in which they occur in living animals to be able to entrain circadian HSF1 activation. In addition, restricted feeding strongly affects the phase of HSF1 activity, and the kinetics of body temperature fluctuations suggests that feeding works at least in part through a modulation of core body temperature.
The model in Figure 7 summarizes our conclusions about the role of HSF1 in the regulation of circadian physiology. An increase in the amount of unfolded proteins is considered to be the primary trigger for HSF1 activation. Several different physiological parameters that are themselves subjected to circadian regulation directly and indirectly affect the level of denatured proteins in the cell. An elevated temperature and an oxidizing environment lead to protein denaturation through protein unfolding and the oxidation of cysteines, respectively. In mice, feeding is accompanied by a rise in core body temperature and probably leads to increased levels of reactive oxygen species (ROS), which causes protein denaturation via the oxidation of amino acid side chains. HSF1 senses this proteotoxic stress and counteracts it by the up-regulation of protein chaperones and potentially other cytoprotective proteins. In addition, HSF1 might assist in the temperature-dependent synchronization of peripheral circadian oscillators (Brown et al. 2002; C. Saini, H. Reinke, and U. Schibler, unpubl.) by adjusting them according to physiological challenges leading to protein denaturation. In the SCN harboring the master pacemaker, this feedback mechanism may also be intertwined with the core oscillator mechanism, given that the disruption of Hsf1 leads to an altered period length in locomotor activity. One possible scenario explaining the function of HSF1 on the molecular level would be that HSF1-induced chaperones assist in the folding of core clock proteins, thereby leading to an interlocking of the HSF1-HSP cycle and circadian feedback loops (Fig. 7) .
A major role for HSF1 outside the classical stress response emerged recently from work in Caenorhabditis elegans. The activity of two transcription factors, HSF1 and DAF-16, turned out to be essential in preventing the formation of intracellular protein aggregates that lead to neurodegeneration and aging (Cohen et al. 2006) . However, under normal stress-free conditions, HSF1 is supposedly kept in the transcriptionally inactive form and is therefore unable to assist in this process. The circadian activation of HSF1 might provide a way to guarantee higher levels of the required target genes by turning on their expression at least once per day. Indeed, overexpression of a constantly active form of HSF1 can suppress polyglutamine aggregate formation in cultured cells and in mice (Fujimoto et al. 2005) , and Hsf1-deficient mice have very recently been shown to display several symptoms that are classical hallmarks of degenerative diseases of the central nervous system (Homma et al. 2007 ).
Prospects and limitations of DDDP
Like any other screening method, DDDP also has its limitations. For several reasons, it should be difficult to perform DDDP in a saturating way. Some transcription factors may have special or even opposing requirements for in vitro DNA binding regarding salt concentration, temperature, cofactors, etc. Furthermore, the DNA library has to be limited to a manageable size. Our initial calculation showed a probability of >99% for the presence of a functional binding sequence for a typical eukaryotic transcription factor in <11,000 bp of random DNA sequence. Some transcription factors have more complex binding sites; other transcription factors might tolerate mismatches at only a limited number of positions in their binding sequence. Nevertheless, we would like to point out that our screen identified those circadian transcription factors that are known to cycle with high amplitude in peripheral tissues; e.g., CLOCK/ BMAL1, REV-ERB␣, and DBP. We speculate therefore that the number of strongly circadian transcription factors is limited since the remaining probes were either bound by HSF1 or fell into the group of probes containing GC-rich binding sequences. Given that most cyclically active genes were also expressed in a cell-type-specific manner (see above), it was surprising that our approach did not unveil liver-specific transcription factors. Conceivably, the circadian activity of hepatocyte-specific genes may involve the synergistic action between ubiquitously expressed circadian transcription factors (e.g., BMAL1, CLOCK, REV-ERB␣, and DBP) and cell-typespecific transcription factors accumulating throughout the day (e.g., Hepatocyte Nuclear Factors 1, 3, and 4) .
We believe that due to the easy accessibility of the required starting material, DDDP should be applicable to virtually every biological system that allows the preparation of concentrated protein extracts, preferably nuclear (and, perhaps, whole cell) extracts. We already demonstrated the presence of binding sites for SRF and NF-B in the random DNA library, two transcription factors involved among other processes in muscle development and inflammation.
Materials and methods
DDDP
An oligonucleotide population with the sequence 5Ј-ATTGGC GCGCC-[N] 50 -AAGGGATCCCTT-3Ј was dissolved in 100 mM NaCl and self-annealed by incubation in a beaker with 100 mL of boiling water that was cooled down to 4°C in the course of several hours. Ten micrograms of annealed oligonucleotide were incubated with 15 µL of Klenow fill-in buffer, 1.2 µL of 25 mM dNTPs, and 5 µL of 5 U/µL Klenow fragment in a volume of 150 µL for 30 min at room temperature. The resulting dsDNA fragment was cut with AscI, gel-purified, and cloned into the vector pUC19AscI, which had been generated by ligating the 5Ј-phosphorylated oligonucleotide 5Ј-TCGAGGCGCGCC-3Ј into the SalI site of pUC19, thereby generating an AscI site in pUC19. Minipreps of 400 clones were prepared that constituted the random DNA library.
EMSA probes were prepared from each clone by PCR amplification of the random DNA inserts with the primers rand-100-A, 5Ј-AATTCGAGCTCGGTACCC-3Ј; and rand100-B, 5Ј-ACCATGATTACGCCAAGC-3Ј. The PCR products were gelpurified and subsequently cleaved with the restriction enzymes AscI and BamHI. Three microliters of cleaved DNA fragments (10 ng/µL) were incubated with 0.4 µL of Klenow fill-in buffer, 0.2 µL of 5 mM dATP/dGTP/dTTP, 0.2 µL of 3000 Ci/mmol ␣ 32 -dCTP, and 0.2 µL of 5 U/µL Klenow fragment for 15 min at room temperature. Master mixes without DNA were prepared on ice beforehand, and 1 µL of each was added to the DNA to avoid pipetting of minuscule volumes. Unincorporated radioactivity could largely be separated from the probes by precipitation with 95 µL of 75% ethanol at room temperature. After centrifugation for 15 min, the probes were resuspended in 8 µL of H 2 O. Liver nuclei were prepared at different circadian time points according to the method described in Lavery and Schibler (1993) . Nuclear proteins were extracted in NUN buffer containing 0.3 M NaCl, 1 M urea, and 1% Nonidet P-40 for 20 min on ice. Centrifugation for 10 min at 4°C left the core histones and histone H1 in the pellet and soluble nonhistone proteins in the supernatant. Nuclear extracts typically contained proteins at a concentration of 6-8 µg/µL.
EMSA reactions were performed with 5 µg of nuclear proteins in 25 mM HEPES-KOH (pH 7.6), 150 mM NaCl, 0.1 mM EDTA, 1 mM DTT, 200 ng/µL sheared salmon sperm DNA, 50 ng/µL poly(dI-dC), and 1 µL of radioactive probe in a volume of 10 µL. One microliter of loading dye (15% Ficoll, 0.4% Orange G) was added, and the reaction mixes were loaded on 4% polyacrylamide gels. Gels were run for 3 h at room temperature (7.5 V/cm) and vacuum-dried for exposure on a film or PhosphorImager screen.
Supershift and DNA-competition experiments
EMSA experiments were essentially performed as described above. All oligonucleotide sequences are listed in Supplemental Table 2 . For supershift experiments, 1 µL of antiserum or purified antibody was added immediately before the addition of the radioactive probe. The antibodies used were anti-SP1, anti-SP3 (G. Suske, University of Marburg; Upstate Biotechnology), anti-HSF1 (Assay Designs), anti-GR (Santa Cruz Biotechnology), anti-BMAL1, and anti-CLOCK (Ripperger et al. 2000) .
In DNA competition experiments, cold competitor DNA was added before the addition of the radioactive probe and incubated for 10 min at room temperature.
Western blot experiments
Western blots were performed according to a standard protocol (Sambrook and Russel 2000) with antibodies against HSF1 (Assay Designs) and U2AF65 (Sigma-Aldrich). For an optimal resolution of phosphorylated HSF1-isoforms, 7% polyacrylamide gels were used.
Northern blot experiments
Mouse liver RNA was extracted as described before (Fonjallaz et al. 1996) ; 5 µg of RNA were used per gel lane, and blotting and hybridization were performed according to a standard protocol (Sambrook and Russel 2000) .
RNA analysis by real-time quantitative PCR
Mouse liver RNA extraction and transcript quantification by TaqMan real-time PCR technology was performed as described in Preitner et al. (2002) . Briefly, 1 µg of total RNA was reversetranscribed using M-MLV Reverse Transcriptase (Invitrogen) and random hexamers. The resulting cDNA was PCR-amplified in an ABI PRISM 7700 Sequence Detection System from PEApplied Biosystems (Heid et al. 1996) . Primers and probes are listed in Supplemental Table 2 .
ChIP analysis
ChIP analyses were performed as described in Ripperger and Schibler (2006) . Immunoprecipitated DNA was quantitatively measured by the ABI PRISM 7700 Sequence Detection System using the primers and TaqMan probes listed in Supplemental Table 2 .
Real-time bioluminescence and temperature monitoring of tissue culture cells
HSE-luciferase reporter plasmids were constructed by cloning either an oligonucleotide containing the HSE element found in the DDDP screen (HSE) or a mutated version of this element (HSEmut) (Supplemental Table 2 ) flanked by NheI and HindIII restriction sites into the vector pGL4.23 (Promega), which contains a minimal promoter upstream of the luc reporter gene.
NIH-3T3 mouse fibroblasts were cultured in DMEM medium containing 10% fetal bovine serum (FBS) and 1% pigskin gelatin (PSG). Cells were transfected with the reporter constructs using FuGene6 Reagent (Roche), according to the manufacturer's instructions. Two days post-transfection, the medium was changed to fresh phenol red-free DMEM medium, supplemented with 2% FBS and 0.1 mM luciferin, and cells were placed in a light-tight incubator to measure bioluminescence. Photon counts were integrated during 1 min, every 1 or 10 min, using Hamamatsu photomultiplier tube (PMT) detector assemblies (Hamamatsu).
A 1-h heat shock was performed in a separate incubator preheated at 42°C. Temperature cycles resembling those measured by telemetry in mice were generated using a homemade system. This computer-assisted, programmable incubator, which allows the generation of temporal temperature profiles with an accuracy of 0.1°C and the recording of bioluminescence in real time, was designed by André Liani and constructed by Yves-Alain Poget, both members of the mechanical workshop at the Department of Molecular Biology, University of Geneva (C. Saini, H. Reinke, A. Liani, Y.-A. Poget, and U. Schibler, unpubl.).
Animal care, monitoring of wheel-running activity, and real-time in vivo body temperature and activity measurements
The mice were housed and their wheel-running activity monitored as described in Lopez-Molina et al. (1997) . Hsf1 knockout mice were first described in Xiao et al. (1999) . Telemetric recording of body temperature and spontaneous activity was performed as described before (Brown et al. 2002) with software and PDT-4000 transmitter hardware from Minimitter Corporation.
