Abstract-Enterprise networks are large and complex, and their designs must be frequently altered to adapt to changing organizational needs. The process of redesigning and reconfiguring enterprise networks is ad-hoc and error-prone, and configuration errors could cause serious issues such as network outages. In this paper, we take a step towards systematic evolution of network designs in the context of virtual local area networks (VLANs). We focus on VLANs given their importance and prevalence, the frequent need to change VLAN designs, and the time-consuming and error-prone process of making changes. We present algorithms for common design tasks encountered in evolving VLANs such as deciding which VLAN a new host must be assigned to. Our algorithms trade off multiple criteria such as broadcast traffic costs, and costs associated with maintaining spanning trees for each VLAN in the network, while honoring correctness and feasibility constraints on the design. Our algorithms also enable automatic detection of network-wide dependencies which must be factored when reconfiguring VLANs. We evaluate our algorithms on longitudinal snapshots of configuration files of a large-scale operational campus network obtained over a two year period. Our results show that our algorithms can produce significantly better designs than current practice, while avoiding errors and minimizing human work. Our unique data-sets also enable us to characterize VLAN related change activities in real networks, an important contribution in its own right.
I. INTRODUCTION
Enterprise network operators must frequently change the design of their networks to reflect new organizational needs, that may arise due to the addition of new hosts, movement and reorganization of departments and personnel, revision of security policies, and upgrading of router hardware.
The high-level objectives (such as performance and security goals) that operators have for their networks are embedded in hundreds of low-level device configurations. Redesigning enterprise networks is challenging given the huge semantic gap between these high-level objectives, and low-level configurations. Configuration changes are required on a frequent basis, and a given redesign task may require changes to multiple device configurations. The presence of a large number of dependencies between configurations has been shown to be a key source of complexity in managing networks [1] .
The frequency and complexity of configuration changes makes the overall process of redesigning and reconfiguring enterprise networks error-prone. Errors in changing configurations have been known to result in outages, business service disruptions, violations of Service Level Agreements (SLA) and cyber-attacks [2] , [3] , [4] . Further, ad-hoc practices in evolving networks may result in degradation of network "quality" leading to overly complex and "kludgy" designs with poor performance characteristics (e.g., unacceptably high broadcast traffic) [1] , [5] , [6] , [7] .
Despite the complexity, scale and importance of enterprise networks, the area has only recently started receiving attention from the research community. Recent efforts have advanced our understanding of these networks through studies that model operational practices in enterprise networks [1] , [5] , [6] , [7] , [8] , [9] . There has been some work on systematic "top-down" approaches to enterprise design and configuration, but in the limited context of newly deployed (greenfield) networks [10] , [11] . While these are important first efforts, the key challenge of redesigning and reconfiguring existing networks is yet to be considered.
In this paper, we take a first step to this end by considering issues in evolving the VLAN design of operational enterprise networks. We focus on VLANs as a case study since they are extensively used in enterprise networks, represent timeconsuming tasks for network operators, and have only recently started receiving attention from the research community [7] , [11] , [12] . On the one hand, changes must be made frequently to the VLAN design given the constant addition and movement of hosts in the network. On the other hand, making these changes poses issues for operators at both the design and configuration levels. At the design level, operators must ensure that changes to VLAN design take into account network-wide performance criteria such as the need to constrain broadcast costs with VLANs, At the configuration level, operators must be careful to account for network-wide dependencies. In particular, even a simple change such as adding a host to a VLAN may require reconfiguration of multiple switches in the network (a process called configuring "trunk" links).
Motivated by these challenges, we design a set of algorithms and heuristics, that can automate the VLAN management tasks, at both the design and configuration levels. Our algorithms take the operator's high-level intent, (e.g., "add a host corresponding to a user in the sales department"), and make design decisions such as whether a new VLAN should be created, and which VLAN the new host must be assigned to. The algorithms also identify the set of devices whose configurations need to be modified, and the changes that need to be made. The results of the algorithms could then be integrated with existing tools such as [10] to create the final and new device level configurations.
We evaluate our algorithms on a large-scale campus network that contains tens of thousands of hosts, using a longitudinal data-set that includes daily snapshots of complete configura- tion files of all devices in the network, for a continuous period of two and a half years. As a first step, we taxonomize the VLAN related change activities that occur in the network, and characterize the frequency of the change activities, and discuss the types of events that result in these changes. We believe such a characterization of changes to operational networks is an important contribution of the paper in its own right. Second, employing the data-set, we evaluate the effectiveness of our algorithms in making judicious decisions while evolving VLAN designs, by comparing them with decisions made by the network operators. Our results show that our algorithms can result in substantially better performance, both in terms of lower broadcast costs for VLANs, as well as use of fewer VLANs thereby minimizing processing requirements on switches. Finally, we evaluate the benefits of our automated algorithms for reconfiguring VLANs by studying the presence of configuration errors in existing VLAN designs. Our analysis reveals several errors in configuration of trunk links which can both impact host connectivity and lead to links carrying unnecessary broadcast traffic. Such errors could be avoided using our automated algorithms. Overall, these results demonstrate the importance and effectiveness of adopting systematic approaches in managing the evolution of VLAN designs.
II. BACKGROUND
In this paper we focus on issues in evolving the VLAN design of enterprise networks. We choose VLANs as a case study, given that they are extensively used today, given that changes must be made frequently to VLAN design, and since the management of VLANs is a time-consuming and errorprone process [7] , [11] . In the rest of this section, we give a brief description of the technical challenges facing VLAN management.
A. VLAN essentials
Operators reduce the complexity of their configuration tasks by thinking about users as collective groups based on the role of each user in the organization (e.g., what resources they should be able to access). Example groups are engineering, sales, payroll, student cluster, faculty cluster, etc. In this paper, we name such a user group a category. Today, these logical groupings are most commonly implemented by VLANs, which take a set of users in physically disparate locations and place them into a single logical subnet, even if the users are connected to different switches. For instance, an enterprise policy may permit access only for all sales personnel, and it may be desirable to ensure these users receive IP addresses from the same subnet so that routing policies and packet filters can be applied to them as a group. Consider Fig. 1 . S1∼S4 are switches, and R1∼R3 are routers. Notice that even though hosts H1 and H6 are physically separated, they are both part of VLAN 1. Likewise, hosts H2 and H8 belong to VLAN 2.
Each VLAN constitutes a separate broadcast domain. Therefore, it is important to ensure that broadcast traffic is properly constrained to reduce unnecessary traffic for increased performance and security. To achieve this, every link is configured to permit only traffic for appropriate VLANs. In Fig. 1 , the link S1-H1 is configured as an access link and forwards only VLAN 1 traffic. The link S1-R1 is configured as a trunk link and permits traffic for multiple explicitly specified VLANs (in this case, VLANs 1 and 2). Typically, a separate spanning tree rooted at a root bridge is constructed per VLAN. For example, the collection of bold links forms the spanning tree of VLAN 1, and either R1 or R2 can be selected as the root bridge.
B. Considerations in VLAN design
In designing VLANs, there are several criteria that operators must consider as we discuss below: Correctness criterion: Hosts in different categories must be placed in different VLANs. This is the correctness criterion for VLAN design. A category may be implemented as one or more VLANs.
Feasibility criterion:
The maximum number of hosts a VLAN can have is determined by the size of the IP block it is assigned. For instance, a VLAN with a /24 IP block can have no more than 256 hosts. Performance and cost criteria: Hosts in the same VLAN belong to the same broadcast domain, and it is important to keep the cost of broadcast traffic small. The cost depends on both (i) the number of hosts in the VLAN, and (ii) the span of the VLAN, i.e., how spread out the hosts of the VLAN are in the underlying network topology. This can be measured by the number of links in the spanning tree of the VLAN. More formally, we leverage the broadcast traffic cost model from [11] , which is defined as follows. Let H denote the number of hosts in a VLAN, A denote the average broadcast traffic (in pkt/s) generated by a host in the VLAN, and W denote the number of links in the spanning tree of the VLAN. Then, the broadcast cost B of the VLAN is B = H * A * W .
Clearly, partitioning a category into more VLANs means smaller broadcast traffic of each VLAN, since it reduces the number of hosts in the VLANs. This will in turn lead to better network performance, since it reduces network congestion. However, the total number of VLANs a network can have is bounded by the hardware capacity. This is because a separate spanning tree is typically constructed and maintained for every VLAN in the network, and this increases the memory and processing requirements of individual switches. For example, a Cisco Catalyst 2950 switch can only support up to 64 spanning tree instances [13] . Increasing the bound on number of VLANs usually requires upgrading the hardware, which translates to monetary costs. Thus, it is critical for the operator to make the tradeoff that best suits her budget, and her requirement on the network performance. Other considerations: After the operator decides on the number of VLANs that should be assigned to a category, she must then decide which hosts are grouped into each VLAN. Clearly, different ways of grouping hosts may result in different spanning tree sizes, and thus different broadcast traffic costs. Finally, the placement of the root-bridge also impacts the spanning tree size. Hence, it is important to group the hosts and place the root-bridge judiciously to minimize the broadcast traffic.
III. EVOLVING VLAN DESIGNS
We begin by discussing common types of tasks that operators encounter when evolving VLAN designs. We next discuss the complexity that these tasks entail.
A. Tasks encountered when evolving VLANs
Through discussions with operators, and our characterization of change activities related to VLANs (see Section V-A), we identified a few common change operations related to VLAN design as we summarize below:
• Adding/removing a host to/from a category: These change operations are frequently encountered. Example scenarios include people joining and leaving a department, purchase of new machines and removal of outdated ones. While these changes might seem trivial, they are not straightforward to make as we discuss later in the section.
• Adding/removing a category. These change operations are more involved, and happen relatively less frequently. New host categories may be added when an enterprise grows and new departments are created. Likewise, categories get removed on occasions such as a merger of departments, or closure of facilities. When a category is added, a set of hosts belonging to that category may be added altogether, and one or more VLANs may need to be created. When a category is removed, all the VLANs and hosts of that category will need to be removed.
• Configuring/reconfiguring a root-bridge These changes usually happen when VLANs are created/removed. Our analysis of change activities in operational networks (Section V-A) also reveals interesting scenarios where root-bridges were changed because an entire department migrates to a new building. Hosts in the department were part of a group of VLANs, and new root-bridges were selected for these VLANs which were closer to the new building.
B. Complexity in making changes to VLANs
The process of redesigning and reconfiguring VLANs is complex and error-prone as we discuss below. 
1) Choosing design strategies:
Many of the tasks described in the previous section require operators to make non-trivial decisions taking various factors into account. When adding a category, an operator must decide the number of VLANs to create, come up with an assignment of newly added hosts to each of the newly created VLANs, as as well as select a rootbridge for each VLAN. When adding a host to a category, an operator must decide whether to create a new VLAN or to add the host to an existing VLAN, and in the latter case, the operator will also need to decide which VLAN to add the host to. Finally, selecting a root-bridge requires the operator to make a decision of which switch to choose. In choosing the strategies, the operator must meet the correctness and feasibility criteria while optimizing for the performance criteria and take costs into account (Section II-B). Today, operators choose strategies in an ad-hoc fashion, which often results in far from optimal designs. For example, our analysis of the data-set we collect (Section V-A) shows that the rootbridge placement of over 30% of the VLANs in the campus network are not optimal.
2) Configuring and reconfiguring the trunk links: In addition to choosing design strategies, the operator must manually configure or reconfigure certain trunk links, for any of the common change operations. This in turn requires the operator to correctly identify network-wide configuration dependencies. Failure to do so could result in lose of connectivity, and unnecessary broadcast traffic. Figure 2 shows two examples of misconfiguration. First, host H4 which belongs to VLAN 2 was recently added, but the trunk link R1-S2 was not configured to allow VLAN 2. This caused H4 to be disconnected from the rest of the hosts in the network. We term such a misconfigured link a missing link of VLAN 2, since the link should have been configured to allow VLAN 2. Second, the trunk link R2-S4 was configured to allow both VLAN 1 and 2, however there was no host from VLAN 1 attached to S4. This caused all broadcast traffic generated by VLAN 1 to unnecessarily transverse this link. We term such a misconfigured link a redundant link of VLAN 1, since it should have not been configured for VLAN 1.
While there are automated tools available today to prevent such misconfigurations, they are inadequate. For instance, Cisco VLAN Trunk Protocol (VTP) is a Cisco proprietary protocol that seeks to eliminate the need of configuring trunk links. At a high level, VTP allows an operator to create VTP domains, and each switch can be configured to belong on one (and only one) VTP domain. When a VLAN is added to one switch in a VTP domain, all the other switches in the same domain will be automatically configured to trunk the VLAN [14] . VTP can completely eliminate the need for manual trunk link configuration only when all switches are configured to be in the same VTP domain. However doing so will require every switch to be part of the spanning tree of each VLAN. This may impose prohibitive CPU overhead on the switches, and may also introduce too much VTP protocol traffic [15] . If the network consists of multiple VTP domains, then the VLANs that span switches in multiple domains still require manual trunk link configuration. Our prior work shows that this scenario is fairly common [7] .
IV. ALGORITHMS FOR AUTOMATING VLAN CHANGE

CONFIGURATION
In this section we present a set of algorithms that aim to automate the process of evolving VLAN designs. The first two algorithms automate the changes that require choosing design strategies, namely adding a new category and adding a host. The last algorithm automates the process of configuring trunk links.
A. Algorithms for adding a new category
Given a new category with a set of hosts, we present an algorithm that determines the number of new VLANs to create, and how the hosts should be grouped into the VLANs. In doing so, the algorithm meets the correctness and feasibility criteria (see section II-B). Further, the algorithm seeks to make the right tradeoff between broadcast traffic cost and the number of VLANs used, in a manner that reflects the operator's intention.
In order to let the operator express her intention of how the tradeoff should be made, we let her specify two parameters to the algorithm. One parameter is the maximum broadcast traffic she is willing to tolerate, which we denote as B max . Our algorithm should never create VLANs whose broadcast traffic is greater than B max . The other parameter is the total number of VLANs that is desirable not to be exceeded, which we denote as N . While this number is not a hard bound, the algorithm should avoid creating more than N VLANs whenever possible.
When adding a new category, our algorithm determines the number of new VLANs to create using the following logic. First, it creates a single VLAN, and puts all the hosts of the new category in it. If the resulting broadcast traffic cost is greater than B max , the algorithm will always partition this VLAN into smaller VLANs. Otherwise, if the cost is smaller than αB max , where α is a constant between 0 and 1, then the algorithm will never partition the VLAN any further. This is reasonable, because when the broadcast traffic is small enough, there is no need to further reduce it as it will make no practical difference to the network performance. Now the question is whether the algorithm should partition the VLAN further if its broadcast traffic falls between αB max and B max . To make a reasonable choice, the algorithm must consider the number of new VLANs that can be created. Intuitively, if the network is in a stage where a lot of new VLANs can be created, then the algorithm should partition the VLAN in order to further reduce the broadcast traffic. On the other hand, if the network is in a stage where few new VLANs may be created, then the algorithm should not partition the new VLAN in order to save on the number of VLANs. Thus our algorithm compares the broadcast traffic cost of the new VLAN, with (α+
)B max , and partitions the new VLAN only when its cost is higher. Here P refers to the number of existing VLANs in the network. We believe (α+
)B max is a reasonable threshold to compare with. For example, when P = 0, which means no VLAN has been created yet and up to N new VLANs can be created, the threshold reduces to αB max . On the other hand, when P = N , which means creating new VLANs should be avoided, it becomes B max .
We summarize the algorithm below, where B refers to the broadcast traffic cost of the new VLAN. do not partition 5: else 6: partition 7: end if More specifically, the algorithm has the following steps when trying to add a new category:
Step 1: The algorithm first considers the entire category as a single VLAN V and selects the optimum root-bridge. The optimal root-bridge can be selected simply by considering every switch in the network and choosing the one that results in minimum broadcast traffic. If V meets the feasibility criterion, and the broadcast traffic cost of V is smaller than min{B max , (α + (1−α)P N )B max }, then the algorithm returns V and stops. Otherwise, it stores V in a set L.
Step 2: The algorithm picks and deletes a VLAN V with the largest broadcast traffic from L, and runs the partition algorithm on V , which results in two smaller VLANs V 1 and V 2 . (We will present this partition algorithm shortly).
Step 3: If V 1 (or V 2 ) meets the feasibility criterion, and the broadcast traffic of V 1 (or V 2 ) is greater than min{B max ,(α +
is added to set L. Otherwise, it is added to set S. Note that P (the number of existing VLANs), is increased by one to reflect the addition of the new VLAN.
Step 2 and Step 3 are repeated until L is empty.
Step 4: The algorithm randomly picks two VLANs from set S and merges them into one VLAN. If the resulting VLAN meets the feasibility criterion, and the broadcast traffic cost (with the best root-bridge selected) is smaller than min{B max ,
the new VLAN is added to S, and the two original VLANs are deleted. Otherwise, the algorithm picks another pair of VLANs in S and repeats the step. The algorithm continues until all possible pairs are tried, and no further pair can be merged. This step is needed to prevent creation of overly small VLANs by the grouping algorithm used in the previous step.
Step 5: The algorithm returns S, which gives a grouping scheme of the new category.
We now describe in detail the partition algorithm that was used in Step 2. This algorithm partitions the hosts in a VLAN into two separate VLANs. Intuitively, it is best to group the hosts that are "close" to each other in the underlying topology into the same VLAN, as this will minimize the span of the resulting VLANs. To achieve this, we employ the Kmeans clustering algorithm to cluster nearby hosts together. In particular, suppose the target VLAN has H hosts, then each host is considered as a point in a H-dimensional space with a coordinate computed to be a vector of the length of the shortest layer-2 path to all of the hosts (including the host itself) in the VLAN. The K-means clustering algorithm is then invoked with K=2 to partition the VLAN into two smaller VLANs.
Finally, an operator may require that all hosts in a certain category be grouped into a single VLAN. For example, hosts in the category may need to run a broadcast-based application, and may need to broadcast to all other hosts in the same category. The above algorithm can be trivially augmented to accommodate such special categories, by adding additional conditions in Step 1.
B. Algorithms for adding a host to a category
Given a new host that is to be added to an existing category, we next discuss an algorithm which determines whether a new VLAN should be created to accommodate the new host, or whether the new host should be added to an existing VLAN in the same category. In the latter case, the algorithm also decides which VLAN to add the host to, if the category has multiple VLANs.
We assume the category the new host is in has K VLANs. We again let the operator specify the total number of VLANs N and the maximum acceptable broadcast traffic cost B max as in the previous algorithm. The algorithm proceeds as follows.
For each VLAN in the category, the algorithm calculates the broadcast traffic of the resulting VLAN if the new host were to be added to it. If the broadcast traffic of all these VLANs become larger than min{B max , (α + (1−α)P N )B max }, then the algorithm creates a new VLAN and adds the host to it, and stops. Here P denotes the number of VLANs currently used in the network, like in the previous algorithm. Otherwise, the algorithm adds the host to the VLAN for which the increase in broadcast traffic is the smallest, and stops.
C. Algorithms for configuring trunk links
As we discussed in Section III, changing the VLAN design may require reconfiguring trunk links. When creating a new VLAN, adding a host to a VLAN or configuring the rootbridge, certain trunk links will need to be configured to allow the VLAN. Also, when removing a host or root-bridge, certain trunk links will need to be reconfigured to eliminate unnecessary broadcast traffic. In doing so, a key task is to discover the network-wide dependencies. For instance, when removing a host from a VLAN, the algorithm must first identify all the trunk links on the shortest path between the host and the root-bridge of the VLAN. This in turn depends on the location of the access switch of the host, and the location of the root-bridge. It then needs to determine for each link whether the link is being used by other hosts, and only reconfigure those that are not. This depends on the location of all other hosts in the same VLAN. We next present an algorithm for discovering such dependencies when removing a host from a VLAN. Similar algorithms may be employed when adding a host or changing the root-bridge, and we omit the algorithms for space reasons.
Step 1: The algorithm finds the shortest layer-2 path between the access switch of the host that is to be removed, and the root-bridge of the VLAN. This can be done using classical algorithms such as the Floyd-Warshall algorithm. We denote the set of trunk links on this path as Q.
Step 2: For each remaining host in the same VLAN, the algorithm finds the shortest path from the access switch of the host to the root-bridge. We denote the set of trunk links on all these paths as T .
Step 3: The trunk links which are present in set Q but not present in set T are identified. The algorithm reconfigures these trunk link to no longer allow the VLAN.
V. EVALUATION
We evaluate our algorithms on a large-scale campus network. The network consists of about 200 routers, 1300 switches, and tens of thousands of hosts grouped into hundreds of VLANs. A small number of routers form the core of the network. Typically, each building has a router with a link to one of the core routers. This link connects all hosts in the building to the rest of the network. The network has seen significant growth for the past few years. Our data-set includes daily snapshots of the configuration files of all switches and routers in the network, for two and a half years (from January 2007 to July 2009). The data-set also includes the physical topology of the network. VLAN usage: While the campus IT operators provide routing services for the entire campus, each logical group such as the School of Engineering, the School of Liberal Arts, and the Libraries has its own administrators. Each administrative unit is given an IP address block and is free to assign addresses within that block to individual hosts. The operator policy requires that hosts in different administrative units must belong to different broadcast domains. VLANs are extensively used to meet this goal, as well as to constrain the size of broadcast domains. Most VLANs span a small section of the campusabout 50% of them span only one building. However, about 10% of the VLANs span 5+ buildings, and the largest VLAN spans over 60 buildings. VLANs with a large span correspond to administrative units that have hosts in most buildings on campus, e.g., hosts in all classrooms are administered together and are grouped into one VLAN. Table I summarizes the main types of VLAN related changes and their frequency. The first column presents the type of change operation. The second column gives the total number of occurrences of each type of change operation during the entire 30-month period for which we have configuration data available. The remaining columns show a breakdown of the number of occurrences of each type of change operation over various six-month periods. The breakdown enables us to get a better sense of differences in change activities over time.
A. Characterizing typical changes to VLAN design
We have already described the first five types of change operations in Section III. We now briefly discuss the last two change operations. "Moving a host of a different VLAN to the access switch" refers to a scenario where a user moved out of her office and another user from a different department moved in. The new user's computer is part of a different VLAN, but it is now plugged into the same access switch and port as the previous user's computer was. This may be viewed as a combination of removing a host, and adding a new host. The access switch of a host may change (last row of Table I ) if a user moves to a new office, or if the access switch itself has been upgraded. This operation may also be viewed as a combination of removing a host and adding a new host.
We observe from Table I that as expected, operations involving adding or removing entire categories are relatively infrequent. Operations involving changing the root-bridge of VLANs are also infrequent. In fact most changes of this type occurred during an episode when an entire department migrated to a new building. Hosts in the department were part of a group of VLANs, and new root-bridges were selected for these VLANs which were closer to the new building. Finally, other operations -particularly addition and removal of hosts -occur very frequently, with over 8 hosts added per day on average.
The table also shows that the frequency of change operations may be very different across periods. 
B. Effectiveness of algorithms in meeting performance criteria
We evaluate how effective our algorithms are compared to the current approach in ensuring that the resulting VLAN designs perform well with respect to criteria such as constraining the broadcast costs, and minimizing the number of VLANs used. Our algorithms require several inputs such as a logical mapping from hosts to categories, the broadcast traffic generated by each host, and the B max , N and α parameters.
We present our methodology for obtaining these values, and then present our evaluation results. Evaluation methodology: With help from the operators, we categorize the hosts on a large segment of the campus. Each category corresponds to a different administrative unit. In total, there are around 120 categories and 15000 hosts in this segment. Many categories are small, and the median category has only around 80 hosts. However, the largest category includes 2000+ hosts.
To study the sensitivity of our algorithms to different change patterns, we split our 30-month trace into multiple six-month segments. We only present results using the first six-month segment, given it has the most dynamic pattern, and contains complex change activities such as creation of categories (see Table I ). We have run our algorithms over other trace segments as well, and similar trends hold. We do not present those results for lack of space.
We assume that broadcast traffic is generated at 2.12 packet/second/source, based on a measurement of an actual campus network [11] . To study the effectiveness of our algorithms compared to the current approach, we set N to be the same number of VLANs as what was used by the current approach at the end of the six-month trace. We set B max to be 110% of the maximum broadcast traffic of all VLANs at the beginning of the trace, to allow some growth in VLAN size. Finally, in our evaluation we fix α at 0.5. While we believe these parameters are reasonable, we have also performed a sensitivity study to them. Results: Figure 3 shows the maximum and median broadcast traffic costs across all VLANs, produced by our algorithms and by the current approach. The top two curves correspond to the maximum values, while the bottom two correspond to the medians. We observe that our algorithms reduce the maximum broadcast traffic by a factor of three. In addition, while our algorithms produce no VLANs with broadcast traffic greater than 120,000 pkt/s, the current approach produced eight such over-sized VLANs (not shown in the figure) . Further analysis shows that the better performance of our approach is due to several factors. (i) Our algorithms create more VLANs for large categories. This reduces the broadcast traffic of the VLANs in those categories. For example, there was a big category added to the network on January 5th, with 254 hosts. The current approach created only a single VLAN for the category, resulting in a broadcast traffic cost of 205,699 pkt/s. In contrast, our algorithms create two VLANs, with the broadcast traffic of both VLANs smaller than 77,480 pkt/s (a factor of three reduction). (ii) Our algorithms assign hosts to VLANs in a more balanced way, thanks to the smart grouping algorithm (Section IV-A). For example, on January 12th, a large category with 392 hosts was added to the network. While our algorithms create the same number of VLANs (two) for this new category as the current approach did, the variation in VLAN sizes is lower. In particular, the broadcast traffic of the two VLANs created by our algorithm is 85,958 pkt/s and 89,409 pkt/s, while the broadcast traffic of the two VLANs created using the operator-based approach is 134,416 pkt/s and 52,470 pkt/s. (iii) Our algorithms always choose the optimal root-bridge for the VLANs, while the current approach failed to do so around 30% of the time. Figure 3 also shows that the median broadcast traffic produced by our algorithms is comparable to that produced by the current approach. This, combined with the fact that the maximum broadcast traffic is greatly reduced, confirms that our algorithms meet operator objectives better while evolving VLAN designs. Figure 4 shows the number of VLANs used by our algorithms, and by the current approach. Interestingly, our algorithms actually use six fewer VLANs than the current approach. Further analysis reveals that the current approach sometimes created new VLANs unnecessarily, or created more VLANs than needed. For example, on January 6th, a new category with 136 hosts was added to the network. The current approach created two new VLANs for the category, with the broadcast traffic of each VLAN around 10,200 pkt/s. In contrast, our algorithms create only a single VLAN, with the broadcast traffic of 36,328 pkt/s.
We discussed the above results with the campus operators. They confirmed that the designs produced by our algorithms are reasonable, and expressed interest in adopting our systematic approach. Overall, these results highlight the effectiveness of our algorithms in choosing more judicious strategies when evolving VLAN designs.
Sensitivity to thresholds: We next study the sensitivity of our algorithms to the N and B max parameters. We perform two sets of experiments. In the first set, we fix B max to be 110% of the maximum broadcast traffic of all VLANs at the beginning of the six-month trace, and vary N to be 100%, 110% and 120% of the number of VLANs used by the current approach at the end of the trace. Figure 5a shows the maximum and median broadcast traffic of all VLANs. Figure 5b shows the number of VLANs used at the end of the trace. Each bar in the graphs corresponds to a different N value. In the second set, we fix N to be the same number of VLANs as what was produced by the current approach at the end of the trace, and vary B max to be 100%, 110% and 120% of the maximum broadcast traffic of all VLANs at the beginning of the trace. Figure 6a and Figure 6b show the maximum and median broadcast traffic, and the number of VLANs used. Each bar corresponds to a different B max value. All the results shown in Figure 5 and Figure 6 are produced by our algorithms at the end of the six-month trace. These results demonstrate that our algorithms make smart tradeoffs that meet the operator objectives well. For example, with larger N values, the algorithms create more VLANs and reduce the broadcast traffic costs, as shown in Figure 5 . With larger B max values, the algorithms will allow more broadcast traffic in each VLAN, and create fewer VLANs, as shown in Figure 6 .
C. Benefits of algorithms in avoiding configuration errors
In this section, we evaluate the benefits of our algorithms in avoiding configuration errors. We do so by evaluating the number of misconfigured trunk links generated with the current approach. Our evaluations are conducted using a oneday snapshot from our data-set. We consider two kinds of trunk link misconfigurations defined in Sec III-B2: (i) redundant links; and (ii) missing links. Figure 7 shows the CDF on the number of redundant links per VLAN. Around 42% of all the VLANs have one or more redundant links, and 5% of them have more than 5 such links. These numbers signify the presence of significant amount of unnecessary broadcast traffic in the network. We discussed our findings with our operators. It turned out that most redundantly configured trunk links are due to network evolution. For example, when a host corresponding to a VLAN is removed, operators often do not update switch configurations to reflect host removal (as doing so in a correct fashion is viewed nontrivial today).
In addition, our analysis also discovered a few cases of missing links. The number of instances of such misconfigurations are relatively rare since errors of this form disconnect users from the network, causing operators to fix the errors in response to complaints from users. However, our approach can proactively determine the presence of such errors and help operators avoid them.
Overall, these results highlight the need for systematic algorithms to correctly and automatically identify network dependencies, and configure and reconfigure trunk links.
VI. RELATED WORK
Issues in VLAN design have not received much attention until very recently. In recent years, researchers have studied VLAN usage in enterprise networks using a single configuration snapshot [7] or traffic data [12] , [16] to expose degenerate design patterns, understand VLAN traffic patterns, and correlate cross-layer faults. The closest related work to this paper is our own work [11] which shows the feasibility of applying systematic "top-down" approaches to VLAN design, but in the limited context of newly deployed (greenfield) networks [11] . In contrast, our focus in this paper is on algorithms for incrementally evolving existing VLAN designs, characterizing VLAN design changes in operational networks, algorithms for identifying network-wide configuration dependencies, and evaluation of our algorithms under real change patterns.
To our knowledge, the only other works that study longitudinal snapshots of network configuration are [17] , [18] . However, their goal is to summarize and study configurationlevel changes at a network-wide or interface-centric view. In contrast, our goal is orthogonal in that we characterize VLAN design-level changes and the causes behind them. A parallel work [19] looks at automatically reconfiguring networks to reduce complexity of network designs. Our work is orthogonal in that we focus on performance criteria such as broadcast traffic, and cost criteria such as number of VLANs used, rather than complexity of network design.
Our work complements recent proposals for alternate architectures for enterprise networks [20] , [21] , [22] , [23] , [24] , [25] , [26] , [27] , [28] , [29] , [30] . These works seek to contain the complexity of enterprise design and configuration either through centralized decision making [20] , [21] , [22] , [23] , [24] , [25] , [26] , or through alternatives to broadcastbased host discovery [27] , [28] . While these architecture can effectively minimize broadcast traffic if deployed, our work is immediately relevant to existing networks and an initial prototype [31] has been deployed in a large campus network.
VII. CONCLUSIONS
In this paper, our primary contribution is to show the feasibility and importance of a systematic approach to evolving VLAN designs in operational enterprise networks, considering issues at both design level, and configuration level. When evaluated over a longitudinal data set of a large-scale operational campus network which included daily snapshots of network configurations for over two years, we found our approach can (i) result in VLANs with broadcast costs lower than current practice by 70%; (ii) use 3% fewer VLANs in the design resulting in lower processing and memory requirements on switches; and (iii) avoid errors in reconfiguring trunk links that are highly prevalent today -for instance, in our trace we found that 42% of VLANs has redundantly configured trunk links.
As a second contribution, we present algorithms that enable systematic evolution of VLAN designs. At the design level, our algorithms enable operators to make judicious decisions when evolving VLANs such as deciding which VLAN a host must be assigned to, trading off multiple criteria such as broadcast traffic costs, and costs associated with adding additional VLANs in the network, while honoring logical category constraints, and feasibility constraints that limit the number of hosts that may be assigned to any VLAN. At the configuration level, our algorithms automatically identify network-wide dependencies inherent in reconfiguring VLAN trunk links.
A third contribution of the paper is a characterization of VLAN related change activities of a large-scale operational campus network, by analyzing longitudinal snapshots of configuration files obtained over a two year period. Our characterization study provides a taxonomy of the types of changes, the frequency of changes, and explanation of causes behind the changes. We believe that the unique insights gleaned are important to the community in their own right.
Our future work is considering techniques to redesign (rather than just incrementally evolve) VLANs, considering costs of reconfiguration in doing so. We are also exploring extending our approach to other domains such as evolution of routing designs.
