Convolutional Neural Networks (CNN) have recently been demonstrated on synthetic data to improve upon the precision of cosmological inference. In particular they have the potential to yield more precise cosmological constraints from weak lensing mass maps than the two-point functions. We present the cosmological results with a CNN from the KiDS-450 tomographic weak lensing dataset, constraining the total matter density Ωm, the fluctuation amplitude σ8, and the intrinsic alignment amplitude AIA. We use a grid of N-body simulations to generate a training set of tomographic weak lensing maps. We test the robustness of the expected constraints to various effects, such as baryonic feedback, simulation accuracy, different value of H0, or the lightcone projection technique. We train a set of ResNet-based CNNs with varying depths to analyze sets of tomographic KiDS mass maps divided into 20 flat regions, with applied Gaussian smoothing of σ = 2.34 arcmin. The uncertainties on shear calibration and n(z) error are marginalized in the likelihood pipeline. Following a blinding scheme, we derive constraints of S8 = σ8(Ωm/0.3) 0.5 = 0.777
I. INTRODUCTION
The current cosmological model used to describe the evolution of our universe suggests that we live in a spatially flat ΛCDM cosmology. In this model, small initial fluctuations in the matter distribution collapsed through gravitational interactions and formed highly non-linear structures that can be observed today. In weak gravitational lensing (WL) (see e.g. [1, 2] for reviews) we aim to probe such structures directly through their interaction with the light from faint background galaxies. According to Einstein's theory of general relativity, matter interacts with the space-time and deflects the incoming photons, thereby slightly distorting the original source image. WL surveys such as the Canada France Hawaii Telescope Lensing Survey (CFHTLenS)[3] [4] , the KiloDegree Survey (KiDS)[5] [6] , the Dark Energy Survey (DES) [7] [8], and Subaru Hyper Suprime-Cam (HSC)[9] [10] have already successfully applied this method to constrain cosmological parameters. Future surveys like Euclid [11] or LSST [12] will be able to provide even more precise measurements.
Currently, the most common way to analyze the abundance of available data is the two-point correlation function (eg. [6, 8] ). The two-point correlation function is able to perfectly describe the statistics of Gaussian random fields. However, it lacks the capability of extracting non-Gaussian information that can significantly improve the constraints on the cosmological parameters, which lead to a search for new summary statistics. Approaches based on weak lensing peak statistics (e.g. [13] [14] [15] [16] [17] [18] ) or the three-point correlations function (e.g. [19, 20] ) have been * janis.fluri@phys.ethz.ch applied to obtain cosmological constraints. Recently, deep learning techniques have gained a lot of attention, due to their ability to automatically extract relevant features from image data, while being robust to noise.
A first demonstration of the ability of convolutional neural networks (CNN) to discriminate between different cosmologies directly from noisy weak lensing maps was done in [21] . Afterwards, [22] showed that one can use CNNs to predict the total matter density Ω m and the fluctuation amplitude σ 8 from a wide grid of different cosmologies using a parameter regression approach. In our previous work [23] , we examined the performance of a CNN compared to the traditional power spectra analysis in the case of noisy convergence maps. And recently [24] performed a similar analysis using noisy convergence maps where they bench-marked different architectures of CNNs and compared their results to a power spectra and weak lensing peak analysis.
Deep learning has recently been applied to various other astrophysical problems, such as fast finding of strongly lensed systems [25] , measuring parameters of early galaxies using the 21-cm signal [26] , fast Point Spread Function modeling [27] , the introduction of Baryonic effects into dark matter N-body simulations [28] , and other problems in cosmology [29] [30] [31] [32] [33] [34] . And recent work on information maximizing networks [35] , neural density estimators, and the usage of networks to find optimal data compression [36] [37] [38] shows the potential of ML to improve the inference of cosmological parameters.
In this work, we perform a tomographic analysis of the KiDS-450 [39, hereafter HV16] data using a CNN to constrain Ω m , σ 8 , and A IA . To our knowledge, this is the first time that a CNN was used to measure the cosmological parameters from observed weak lensing data. We train our CNNs on a large number of tomographic lensing mass maps that include realistic masks and noise foot-print. We apply a careful treatment of multiple systematics that can arise through astrophysical effects, measurement process, or during the construction of the simulations. We marginalize the photometric redshift error, the multiplicative and additive shear biases, and the intrinsic alignment amplitude. Further, we test if our inference pipeline is robust to other systematics such as the simulation algorithm, shear projection technique, or baryonic feedback [40, 41] . Following a blinding scheme, we derive constraints with a CNN in a number of configurations. We compare the constraints from the CNN with those we obtain with a power spectrum analysis on the same maps, as well as with previous measurements on the KiDS-450 dataset.
The paper is structured in the following way. In section II we present an overview of the data used in the analysis. In section III we explain our blinding scheme. The methodology is described in section IV. This section contains the detailed description of the used N-body simulations (section IV.1) and all our considered systematics (section IV.2). The examined networks are presented in section IV.3 and the inference procedure is described in section V. This is followed by the examination of the impact of the systematics in section VI and the results of the cosmological analysis in section VII. Appendix A describes how we combined the out of different networks. In appendices B and C we give further details regarding the training of the networks. Appendix D gives more insight about the constrained intrinsic alignment amplitude and appendix E shows additional plots of the power spectra analysis.
II. KIDS-450 DATA
In this work, we analyze the first 450 deg 2 of the Kilo Degree Survey (KiDS). KiDS is an ESO public survey that will, after completion, cover 1350 deg 2 in four bands (ugri ). It uses the OmegaCAM CCD mosaic camera mounted at the Cassegrain focus of the VLT Survey Telescope (VST). This combination of telescope and camera was specifically designed for weak lensing measurements, having a well-behaved and almost round point spread function and a small camera shear. The shear of the observed objects was estimated using Lensfit [42] and a detailed description of the procedure can be found in [43] . Lensfit uses a model of the point spread function at pixel level of individual exposures and extracts the ellipticities of galaxies by fitting a disc and bulge model via a likelihood-based method. This method enables it to provide weights for each object based on the likelihood of the fit. An estimate of the redshift of each object is obtained using the Bayesian photometric code BPZ from [44, 45] . Further, HV16 examined three different calibration methods to obtain the effective redshift distribution of the observed objects.
We use the publicly available KiDS-450 data that contains the shapes of roughly ∼15 million galaxies and is divided into five patches [46] . The whole catalog has an effective galaxy density of 8.53 galaxies/arcmin 2 and an ellipticity dispersion of σ e = 0.29 per shear component.
II.1. Data Preparation
We split the galaxies into the same four tomographic bins using the BPZ estimate of their redshift, in the same way as HV16.
The redshift bins have a width of ∆z = 0.2 and only galaxies with a BPZ redshift estimate between z = 0.1 and z = 0.9 were used. Detailed information about the redshift bins is listed in table I. After these redshift cuts approximately 12.5 million objects remained in the catalog. We decided to adopt a similar approach as in our previous work [23] and projected the data onto smaller patches, to analyze the data with a CNN. One should note that there already exist a suitable neural network architecture working on spherical data [47] , which does not rely on smaller patches or the small angle approximation. While this approach may prove necessary for large area surveys, like DES, LSST or Euclid, the KiDS-450 area can still be conveniently analyzed by splitting the area into relatively small number of patches. This approach also reduces the computational costs of the necessary simulations to train the network. We split the data into 20 patches of 5 × 5 deg 2 with a resolution of 128 pixels (∼ 2.34 arcmin) per side. Some of those patches are shown in figure 1 . We used the gnomonic projection and the estimated shear value of each pixel was calculated with the Lensfit weights w i and the measured shear γ i of each galaxy
where c z is the additive shear bias (section IV.2.2) of the corresponding redshift bin and projected patch. Due to the sparse distribution of the objects, it was not possible to fit the complete catalog inside the 20 patches and only ∼ 10.5 million objects were used to create the shear maps. The generated shear maps were then fed into the CNN to predict the underlying cosmological parameters.
III. BLINDING
The data described in the previous sections was used to generate noise footprints (see section IV.1.4), observation masks and the estimates of the additive and multiplicative shear biases (see section IV.2.2). However, to avoid confirmation bias, we calculated the cosmology constraints using the shear signal only after all the tests of the inference pipeline on simulations were completed and the design of the analysis was finalized (see section IV) and did not alter our cosmological analysis after this.
IV. METHODOLOGY
The CNN-based analysis required a large and accurate set of simulations that include noise and various systematic effects. A schematic diagram of the training pipeline is shown in figure 2 . The simulated convergence maps (section IV.1) and intrinsic alignment maps (section IV.1.3) are combined with a random intrinsic alignment amplitude drawn from our prior. Furthermore, we model the multiplicative bias (section IV.2.2) and transform the resulting convergence maps into shear maps using the Kaiser Squires (KS) [48] inversion and mask them (section IV.1.5). The observed data is used to generate random noise realizations (section IV.1.4) that, after we apply a correction explained in section IV.1.5, are added to the simulated shear maps. These noisy shear maps are then used to train the CNN (section IV.3). IV.1. Simulations
IV.1.1. N-body Simulations
To generate the convergence maps used to train the CNN, we ran N-body simulations using the PkdGrav3 code [49] . PkdGrav3 uses the fast multipole expansion to accurately compute the forces between the particles in linear time and can be run with GPU support, accelerating the computation even further. PkdGrav3 is considered to be one of the most accurate and efficient N-body simulation codes and has been run successfully with more than a trillion particles [50] . Assuming a flat ΛCDM universe, we simulated a total of 57 different cosmologies in the Ω m − σ 8 plane. The whole simulation grid is shown in figure 3 . We fixed the remaining cosmological parameters to Ω b = 0.0493, H 0 = 67.36 and n s = 0.9649 which corresponds to the baseline results (ΛCDM,TT,TE,EE+lowE+lensing) of Planck 2018 [51] . We chose the different cosmologies along the degeneracy parameter Σ 8 = σ 8 (Ω/0.3) 0.6 inside the prior ranges Ω m ∈ [0.1, 0.5] and σ 8 ∈ [0.4, 1.4], such that they cover the 3σ confidence contours of the fiducial results of KiDS-450 [HV16] and Planck 2018 [51] . For each cosmology we ran a total of 12 simulations with 256 3 particles in a volume of 500 3 Mpc 3 . The initial conditions were generated at redshift z init = 50 using the initial condition generator Music [52] . All simulations were run with 500 time steps to redshift z final = 0.0 and with accuracy parameters set to θ = 0.4, θ 20 = 0.55 and θ 2 = 0.7. Each simulation generated a total of 51 snapshots covering the redshift range of the KiDS-450 galaxies from z = 3.45 to z = 0.0. For the early snapshots from z = 3.45 to z = 1.55 with less non-linear clustering we chose an output interval of ∆z = 0.1. Afterwards, we reduced the output interval to ∆z = 0.05 down to redshift z = 0.0. One should note that the time steps of PkdGrav3 are solely determined by the number of steps and the cosmological parameters used for the simulation. It was therefore not possi- ble to output snapshots at the exact redshifts described above. Due to this, we decided to output a snapshot each time PkdGrav3 crossed a redshift of interest for the first time. The redshift difference between two output redshifts was therefore not constant and also slightly varying across the different cosmologies.
IV.1.2. Convergence Maps
As in previous work [23] , we used the Ufalcon package [53] to generate the convergence maps. Ufalcon follows the procedure described in the appendix of [54] and uses the Hierarchical Equal Area iso-Latitude Pixelization tool [55] (HEALPix[56] ). However, instead of generating full sky convergence maps, in this work we used the pencil beam approach. Out of each snapshot at redshift z i we cut out a shell of particles with a thickness of ∆z = z i+1 − z i , where z i+1 is the redshift of the previous snapshot. If necessary, we made use of the periodic boundary conditions of the simulations to achieve a patch size of 5x5 deg 2 . Afterwards, the particles were projected onto a regular grid using the gnomonic projection. To increase the number of shells generated from one simulation, we repeated this process 1000 times for each snapshot. Each time we randomized the particle positions with random shifts, 90
• rotations and parity flips. These shells were then used to generate convergence maps. A detailed description of the formalism can be found in [23, 53] . The convergence of a given pixel θ pix can be calculated using the Born approximation in the following way
where D(z) is the dimensionless comoving distance,n pix is a unit vector pointing to the pixels center and E(z) is given by
The sum runs over all redshift shells and ∆z b is the thickness of shell b. Each shell gets the additional weight W b which depends on the redshift distribution of the source galaxies. For a given source redshift distribution, the weight is calculated using
with redshift boundaries z 0 = 0.0 and z s = 3.45, covering the whole range of the KiDS-450 catalog. For each of the four redshift bins we used the effective source redshift distribution obtained with the weighted direct calibration (DIR), which is the default calibration method in HV16. This method was suggested by [57] and first applied by [58] . It uses a k-nearest neighbor search to estimate the volume density of objects in the multi-dimensional magnitude space in photometric and spectroscopic catalogs. These estimates, together with a re-weighting scheme, are then used to infer the effective redshift distribution of the photometric catalog. A detailed description of the parameter choices can be found in HV16.
To check the accuracy of our simulations we compared the power spectrum of the convergence maps with theoretical predictions. The theoretical predictions were obtained using the Nicaea code [59] . This comparison is shown in figure 4 . We find that our simulations are able to accurately describe the matter distribution of the universe up to a multipole of ∼ 3000. However, in order to reduce the impact of smaller scales in our analysis, smoothed maps that were fed into the CNN with a Gaussian kernel of width σ s = 2.34 arcmin, which is equivalent to the pixel scale. The same smoothing was applied to the maps used for the power spectrum analysis.
With this approach, we generated 12'000 convergence maps for each of the simulated cosmologies. We used 10'000 maps generated with 10 independent simulations to train the CNN and reserved 2'000 as the test set. The test set was solely made out of maps created using simulation boxes that were not used to make the training set, as a precaution against the CNN learning features of the randomization procedure explained above.
IV.1.3. Intrinsic Alignment
Intrinsic galaxy alignment is one of the most important systematic effects in weak gravitational lensing. There are two types of intrinsic alignment: the The theoretical predictions were obtained using the Nicaea code [59] . The maps were generated with an increased resolution of 256×256 pixels to avoid power loss through pixelization effects.
intrinsic-intrinsic ('II') type is caused by massive objects that align the intrinsic ellipticities of galaxies around them, and gravitational-intrinsic ('GI') type concerns the correlations between the intrinsic ellipticity of a foreground galaxy and the shear of a background galaxy.
To model the intrinsic alignment in our simulated convergence maps we used the model developed by [60] [61] [62] . This model has also been used in the fiducial results of the KiDS-450 analysis [HV16] and many other weak lensing surveys. Originally, it was developed to predict the effects of intrinsic alignment on the power spectra. It connects the intrinsic alignment power spectra with the non-linear matter power spectrum
where F (z) is a cosmology and redshift dependent term
where the intrinsic alignment amplitude A IA , η and β are the free parameters of this model,
is a normalization constant, ρ crit is the critical density at z = 0 and D + (z) normalized linear growth factor, so that D + (0) = 1. As in HV16 we fixed η = β = 0 and did not consider the redshift and luminosity dependent terms.
We used equations (5) and (6) to implement the model on convergence map level, such that it reproduces the results for the power spectrum. Similar to equation (2) one can calculate the intrinsic alignment part of the convergence map
where the weights are given by
The accuracy of this model is shown in figure 4 . For the intrinsic alignment amplitude we chose the same noninformative prior −6 < A IA < 6 as in HV16. It is important to note that κ IA depends linearly on the intrinsic alignment amplitude A IA . Due to this, it is only necessary to compute a single intrinsic alignment map for each corresponding convergence map. A convergence map with any intrinsic alignment amplitude can then be generated by simply adding the two maps with the appropriate factor.
IV.1.4. Shape and Measurement Noise
In order to train the CNN with the right noise properties we used the positions and ellipticity magnitudes from the galaxy catalog. The noise was generated by randomly rotating each galaxy
where the θ j were drawn uniformly from [0, 2π). We implemented this procedure on GPUs to compensate the computational costs of this approach. This also allowed a "on the fly" generation of noise footprints during the training of the CNN. This approach preserves the spatial variation of the number density of galaxies and the shape noise amplitude across the footprint.
IV.1.5. KS Inversion
The KS inversion [48] allows for transforming convergence maps into shear maps and vice-versa. We used it to generate shear maps from simulated convergence, as well as to generate convergence from shear maps, after having added the systematic effects. By making use of the small angle approximation and the fast Fourier transform (FFT) one can relate the shear γ and the convergence κ via the lensing potential Ψ, leading to the following relation in Fourier spaceγ
whereγ i represents the Fourier-transformed real or imaginary part of the complex shear γ,κ is the Fourier transform of the convergence κ and the kernel is given by
where (l 1 , l 2 ) is the 2D Fourier conjugate of the position (θ 1 , θ 2 ) in real space and
It is important to note that the kernels D i each vanish for certain values of (l 1 , l 2 ). This issue can be alleviated for the transformation from shear maps to convergence maps by making use of the relation
which was obtained by [63] . Combining equations (11) and (13) one can express the Fourier transform of the convergence in the following waỹ
Afterwards one can simply perform an inverse FFT to obtain the actual convergence. However, for the transformation from convergence maps to shear maps, it is not possible to recover the modes missing due to the vanishing kernels. Since the examined CNN works on shear maps, it is important to address this issue. For the simulations used for the training of the CNN, some information is lost during the transformation from convergence to shear. However, this procedure would not be used for the survey data. We, therefore, removed these missing modes from the noise maps that were added to the simulated shear maps, as well as from the survey data before the final inference. This was done by performing a FFT on these maps and setting all modes, where the corresponding kernels vanish, to zero, and then transforming them back into real space. The FFT to remove the modes was performed on masked maps, while the KS inversion of the simulated convergence maps was done before the observational mask was applied. Therefore, this "mode removal" procedure could potentially introduce a bias in the inference pipeline. We examined this effect by using ray-traced simulations (see section IV.2.6). Ray-tracing allows for generating equivalent convergence and shear maps directly from the produced particle shells. The "mode removal" procedure can then be compared to the standard KS inversion of the convergence maps. The results of this comparison are shown in section VI.
Another common problem with the KS inversion is that the FFT assumes periodic boundary conditions. Using the KS inversion on non-periodic data can lead to boundary effects. Further, masking of the data can also lead to similar effects. To minimize these effects we applied zero-padding to with 64 pixels on each side before performing the FFT. This was done for each simulated convergence map that was transformed, as well as whenever the "mode removal" procedure was applied.
IV.2. Systematics
In this section, we give an overview of all systematics considered in our analysis. The considered systematics include: shear multiplicative bias, photometric redshift error, baryon effects, super survey modes, simulations engine and resolution, and shear projection methods. The effects of the shear multiplicative bias and photometric errors are marginalized in the likelihood analysis. We test the impact on S 8 of the remaining effects by comparing the difference between the fiducial mock data with mock data that includes the systematic effect of interest. To isolate the desired effect, we kept the simulations seeds the same, wherever possible. The simulations that include the systematic effects were not used for training the network. The results of these tests are presented in section VI. Our fiducial mock observation was generated from a simulation with the values Ω m = 0.25 and σ 8 = 0.849, as measured from KiDS-450 by HV16.
IV.2.1. Photometric Redshift
We used the 1'000 publicly available bootstrapped 'DIR' redshift distributions to incorporate the uncertainty of the effective source redshift distribution in our analysis. However, due to memory limitations, it was not possible to generate each convergence map in the training and test sets with all of the 1'000 effective source redshift distributions. Therefore, the convergence maps used for training were generated with the mean 'DIR' distribution. The bootstrapped versions were then only used to obtain the summary statistics of the test set used for the inference (see section V), such that our likelihood analysis marginalized over this error.
IV.2.2. Multiplicative and Additive Shear Bias
As in HV16 we followed [64] and parametrized the shear bias as
where m b is the multiplicative shear bias and c the additive shear bias term. A detailed description of the calibration method of the KiDS-450 fiducial analysis HV16 can be found in [43] . Similar to HV16 we calibrated the additive shear bias directly from the observed data for each redshift bin and each of our 20 projected patches and neglect its uncertainty. Averaged over all patches and both shear components we found c = [-0.20, 4.53, 2.26, -0.36] × 10 −4 for our four redshift bins. These values were then subtracted from each galaxy (see eq. (1)). Further, one should note that we obtained slightly different values than the KiDS-450 fiducial analysis HV16, since we were only using a subset of the whole catalog.
Further, we estimated the multiplicative shear bias per redshift bin using the publicly available, per-object estimates of the KiDS-450 observed data, by calculating their weighted average
where the sum runs over all used galaxies in a given redshift bin and m i b is the estimated multiplicative correction of the galaxy. The publicly available estimates were obtained using state-of-the-art simulations and the detailed procedure can be found in [43] . We found m z b = [-0.015, -0.011, -0.01, -0.02] for our four redshift bins and, as in HV16, we assume a combined statistical and systematic uncertainty of σ = 0.01 for each value. These values are consistent with the method used in HV16, as it was shown in [43] . Further, since KiDS-450 power spectra analysis [65] also followed [43] to estimate the multiplicative bias, we expect them to be consistent as well.
The additive shear bias was removed from the observed data before generating the noise footprints. The multiplicative correction was applied on the simulated convergence maps rather than on the observed data, by multiplying the simulated maps with the appropriate factor.
A detailed description of how we applied this correction during the training and the inference is provided in sections IV.3 and V.
IV.2.3. Baryonic Effects
Baryonic effects can significantly change the weak lensing signal on small scales [40, 41, 66, 67] . The main KiDS-450 analysis used the HMcode model [68] with a prior of B =∈ [2, 4] , where B is the parameter regulating the strength of baryonic effects, with B = 3.13 corresponding to no baryonic effects. For that analysis, marginalizing over this prior led to ≈20% increase in the size of the S 8 constraints.
Adding the effects of baryons to the dark matter only simulations is a challenging task, and only recently approaches have emerged to tackle this problem: [41] developed a method to modify the positions of particles using a parametric model, while [28] used deep learning to paint the Baryon effects on the lensing maps based on hydrodynamic simulations. However, adding baryonic effects would result in several additional nuisance parameters making the problem substantially more complex. That is why we decided to neglect baryonic effects in our fiducial analysis configuration. We did, however, test the impact of baryons with the help of mock observations that include these effects on the map level. This was achieved by applying the baryon correction model [41, 69] , which is a method to modify the density field of gravity-only N-body simulations in order to mimic baryonic feedback effects. In more detail, the baryonic correction model displaces particles around N-body halos, in order to obtain more realistic halo profiles that include effects from star formation and AGN feedback. The halos were identified using the Amiga halo finder [70, 71] . The baryonic correction model has been shown to be in good agreement with full hydrodynamical simulations [41] .
In order to account for the inherent uncertainties related to the baryonic feedback processes, we created three mock observations with weak, best-guess, and strong baryonic corrections. These three models correspond to the average benchmark cases A, B and C described in table 2 of [41] . They are motivated by observed Xray gas fractions [72] [73] [74] including current uncertainties of the hydrostatic mass bias [75] . The impact of these three benchmark models on the resulting weak-lensing constraints is described in section VI.
IV.2.4. Super Survey Modes and Finite Box Effects
The periodic boundary conditions used in N-body simulations can introduce a bias caused by finite box effects. The large-modes and their coupling to small-modes are usually not properly resolved which can lead to underestimated errors. To test that our pipeline is robust to this effect we generated a mock observation from a simulation where we doubled the box size to L = 1000Mpc and the The input is downsampled twice which is followed by the residual blocks (see figure 6 ) and the final output layer. We examined architectures with 10, 15 and 25 residual blocks. Three values of the output are used as predictions for Ω m , σ 8 and A IA , the other six are used to build the covariance matrix of the loss in equation (17) .
particle number N part = 512 3 .
IV.2.5. Simulation Settings
Our inference pipeline needs to be robust with respect to the simulation software used to generate the training data and an increased number of particles inside the simulations. To verify the first generated a mock observation with the TreePM-code Gadget-2 [76] . One advantage of Gadget-2 is that it can output snapshots at specified redshifts. We, therefore, chose the redshifts described in section IV.1 and used the same initial conditions as for our fiducial mock observation.
The pipeline also needs to be robust to the number of particles used in the simulations. To test this, we generated a simulation equivalent to the one used for our fiducial mock observation, but with the number of particles increased to 512 3 .
IV.2.6. The Born Approximation
The Born approximation we used to generate the convergence maps is a first-order approximation of the convergence. This approximation can have significant effects on the resulting constraints [77] . To test the sensitivity of our pipeline to this approximation, we created a mock observation that was fully ray-traced. This was done using the Lenstools package [78] . Lenstools provides a multi-plane ray-trace algorithm that solves the lensing equation of the different mass shells in Fourier space. These mass shells should have a much higher resolution than the final convergence maps to avoid pixelization effects. We, therefore, used our simulation with an increased number of particles described above to generate mass shells with a resolution of 4096 pixels per side. Afterwards, we computed the shear of 2048 galaxies per side distributed according to the DIR redshift distributions to generate convergence and shear mock observations.
IV.3. Convolutional Neural Network

IV.3.1. Architecture
We examined three different architectures of convolutional neural networks. The implementation was done using Tensorflow [79] . All of them were built out of residual layers [80] shown in figure 6 and only the filter size and depth were different. A sketch of this type of architectures is shown in figure 5 . The first two layers of the networks are convolutional layers with a stride of two, a linear rectified unit (ReLU) activation function and no padding to down-sample the input. The first layer was set to increase the number of channels to 128, all other convolutional layers were set to conserve this channel dimension. We examined one network with a filter size of 5×5 and 10 residual layers as described in figure 6 . Further, we examined two networks with a filter size of 3×3 using 15 and 25 residual blocks. The last layer is always a fully connected layer with no activation function to map The input is convolved with a weight kernel that does not change the channel dimension and padding is applied such that the image dimension is conserved. This is followed by an activation function. This process is then repeated and the original input is added to the output before the final activation. We do not apply batch normalization in our residual blocks as it did not improve our results.
the output of the last residual block to the desired output size. Similarly to [23] , we used a negative log-likelihood loss function
where θ p represents the vector of predicted parameters, Σ −1 the predicted inverse covariance matrix and θ t are the true parameters. The network was trained on the two cosmological parameters Ω m and σ 8 , and the intrinsic alignment amplitude A IA . To have all parameters in approximately the same dynamic range we divided the intrinsic alignment amplitude by a factor of ten, such that the network was trained on θ t = (Ω Further, it is important that the network always predicts a valid covariance matrix. This was done by using the fact that every positive-definite symmetric matrix has a Cholesky decomposition of the form
where L is a lower triangular matrix. We, therefore, let the network predict the six free parameters of this lower triangular matrix instead of the covariance matrix directly. The inverse covariance matrix and its determinant were then built using this decomposition. Unlike in [23] , we did not use the regularization term. The bias of the network prediction is handled in the likelihood function, as described in V.
IV.3.2. Input Pipeline
A schematic diagram of the input pipeline is shown in figure 2 . For a single cosmology, the pipeline started by randomly selecting 20×4 (20 patches, 4 redshift bins) convergence maps and corresponding intrinsic alignment maps out of our training set. These maps were then added with an intrinsic alignment amplitude A IA drawn from a uniform distribution according to our prior A IA ∈ [−6, 6]. Afterwards we implemented the multiplicative shear bias correction by multiplying all the maps from a given redshift bin with its corresponding bias term (1+m z b + err ), where err was drawn from a normal distribution with mean µ = 0 and standard deviation σ = 0.01 to model the uncertainty of our multiplicative shear bias estimate. The resulting maps were padded with 64 pixels of value zero on each side and transformed into shear maps using the KS inversion. We then masked each of the 20×8 (two shear maps per redshift bin) patches with the observational mask obtained from the survey data. Parallel to that process, we generated a random noise footprint from the observed data as explained in section IV.1.4. After applying our "mode removal" procedure (see IV.1.5) we added the generated noise maps to our simulated shear maps and smooth each map individually with a Gaussian smoothing kernel with σ s = 2.34 arcmin, equivalent to the pixel size. At this point the input for a single cosmology had the dimension (20, 128, 128, 8) , corresponding to the 20 projected patches, the 4 different redshift bins times the 2 shear components and the 128×128 pixels of each map. However, we found the best results by additionally providing the network an estimate of the convergence. We, therefore, applied a second KS inversion and concatenated all maps to an input with dimensionality (20, 128, 128, 12) . The last KS inversion was performed solely to improve the convergence of the network and we did not use any padding, because all considered systematics were already added to the maps. The network predicts a set of parameters θ p = (Ω 
IV.3.3. Training
The training was performed with the Adam optimizer [81] with first and second-moment exponential decay rates equal to 0.9 and 0.999 respectively and an the initial learning rate equal to 0.5×10 −5 . Further, we applied gradient clipping and normalized the length of the gradient of the weights to 100 if the global norm would exceed this value. To reduce the training time, we trained the networks asynchronously on 16 GPUs for 1'500'000 iterations where we fed the network maps from eight cosmological parameter combinations at each iteration. For the network architectures with 10 and 15 residual blocks, it was not necessary to slowly increase the smoothing scale and noise level as in our previous work [23] . However, the network with 25 residual blocks did not converge when trained directly on noisy, smoothed maps. To address this, we pre-trained this network for 1'000'000 iterations on noise-free, smoothed maps, before training it on noisy maps.
In the asynchronous training approach, the weights of the network are governed by parameter servers and distributed to each GPU. Each GPU computes the gradients of a single mini-batch (input of eight cosmologies) and sends them back to the parameter server to update the weights. The 16 worker GPUs update the weights of the network asynchronously and as fast as possible. While being extremely efficient computationally, this approach can lead to slightly worse results than synchronous training on a single GPU. To alleviate this problem we trained each network for 100'000 iterations on a single GPU after the completion of the asynchronous training. However, we did not find a significant difference in the performance of the networks after the synchronous training.
We evaluated one batch of our test set every 250 iterations. An example of such a loss is shown in appendix B. We did not observe any signs of overfitting for the examined architectures.
V. INFERENCE
To generate cosmological constraints using the predictions of the networks we followed the same approach as in previous work [23] . We used the predictions of our test set as summary statistics and perform a standard likelihood analysis. An example of the predictions of a single architecture is presented in appendix C. To perform this evaluations we randomly split the generated mass shells of our test set into 100 sets of 20 patches. For each set, we generated convergence maps with a randomly drawn redshift distribution from the 1'000 bootstrapped, publicly available 'DIR' redshift distributions to marginalize over the photometric redshift error. We then fed these maps into our inference pipeline with randomly drawn multiplicative shear bias error estimates and noise footprints. The predictions of each set of 20 patches were then averaged to obtain the final prediction of a simulated survey. Afterwards, we repeated the process with new random seeds to obtain a total of 200 predictions of simulated surveys for each of our 57 cosmologies and for 25 linearly spaced intrinsic alignment amplitudes A IA ∈ [−6, 6]. Finally, we used these 200 predictions to calculate the mean µ and covariance matrixŜ. These mean predictions and covariance matrices were then linearly interpolated across the grid to perform a likelihood analysis. We used the Gaussian likelihood described in [82] that is based on [83] and includes the uncertainty of the estimated means and covariance matrices. The likelihood of a given measurement d, given a covariance matrixŜ estimate that is obtained from N simulations and an estimated meanμ from M simulations is given by
where
and in our case we had M = N = 200.
V.1. Combining networks
While the results of a single network were already promising, we found that combining the prediction of the different architectures improved the results even further. We combined the different ResNet architectures by concatenating their predictions into a long data vec-
, where the d i are the predictions of Ω m , σ 8 and A IA of a single network after the asynchronous training is finished and the d i are the predictions of the different architectures after the synchronous training. This lead to an output vector of length 18 used in our fiducial analysis. The cosmological constraints from our fiducial mock observation obtained with the combination from the different architectures and from a single architecture with 10 residual blocks are shown in figure 10 in appendix A. The covariance matrix of this concatenated vector had a size of 18 × 18, taking into account all correlations between the output of the networks and is interpolated as described in section V. It is important to note that the linear interpolation used in our likelihood analysis is only valid inside the convex hull of our simulated cosmologies. This hull, therefore, defined our priors on the cosmological parameters. The combination of the different architectures reduces the area of the 95% confidence contours by approximately 14%. This improvement shows that a single network was not able to fully extract the information from the weak lensing maps and combining networks with different architectures can bring us closer to that goal. One reason for this is potentially the high noise levels which make it difficult for a single network to converge.
V.2. Power Spectra Analysis
We performed a power spectra (PS) analysis in a similar way to the CNN analysis in order to assess the advantage of the CNN in a tomographic setting. The likelihood for the PS analysis was constructed using our simulation test set as theoretical predictions, similar to our previous work [23] . This was done by computing the auto-and cross-spectra of all our patches in our test set. The prediction of a single simulated survey was then obtained by again averaging over our 20 patches. The auto-and cross-spectra are calculated in seven logarithmic multipole bins in the range ∈ [75, 3500] . The maps used for this analysis were identical to the ones used by the CNN, Impact of various potential systematic effects on the S 8 constraints. The blue constraints correspond to different mock observations obtained with our fiducial inference pipeline. The first three constraints correspond to the mock observation with identical random seeds, but with different inference pipeline settings. The black constraints were obtained using a tomographic power spectra analysis. The black solid line corresponds to the true S 8 value of the mock observation.
including the smoothing scale of σ = 2.34 arcmin. This smoothing scale reduces the power spectrum to 10% of its original values at ∼ 2200. We did not interpolate the covariance matrices in our power spectra analysis and use a fixed covariance matrix from our test set. The cosmological parameters of the covariance matrix were chosen such that they were close to the parameters of our mock observation and we set A IA = 0. We verified that the CNN and PS give consistent result on simulations. The generated constraints on the degeneracy parameter S 8 = σ 8 Ω m /0.3 are shown in figure 7. More details of our power spectra analysis can be found in appendix E.
VI. EFFECTS OF THE SYSTEMATICS
The results of our pipeline tests are shown in figure 7 . All of the constraints were obtained by using the average prediction of all simulated surveys from a simulation in a given setting as a measurement vector d. The number of simulated surveys was 40 for N-body simulations with 256 3 particles and, because of the increased computational costs, 8 for mock observations generated from N-body simulations with 512 3 particles. This was done to decrease the statistical error in the size and position of the constraints. All mock observations had an intrinsic alignment amplitude of A IA = 0. Wherever possible we used the same seeds to generate the initial conditions for the simulations. The 68% and 95% confidence contours from our tomographic power spectra analysis and the constraints obtained with the CNN. Right Panel: The 68% and 95% confidence contours from our CNN, the fiducial results from KiDS-450 [HV16], the KiDS-450 power spectrum analysis with 3 redshift bins [65] and the baseline results from Planck 2018 [51] . The convex hull of our simulated cosmologies (prior) is drawn in black.
The constraints from a single architecture are obtained with the parameters of the network with 10 residual blocks after the asynchronous training. For completeness, we also show the constraints generated from a nontomographic analysis. Tomography improves the constraints on S 8 by almost 60%. This large improvement is mostly caused by the fact that a tomographic analysis is able to break the degeneracy of the intrinsic alignment amplitude and the cosmological parameters (see appendix D for more details).
The different simulations setting do not have a significant impact on the constraints. Increasing the number of particles leaves the results almost unchanged, while the Gadget-2 simulation prefers a slightly lower S 8 value.
The two versions of the ray-traced mock observation are consistent, meaning that a possible bias from our "model removal" procedure (see section IV.1.5) is negligible. The two mock observations were obtained using the multi-plane ray-trace algorithm, which made it possible to produce equivalent convergence and shear maps directly from the Jacobians and not relying on any inversion methods. The shear maps ("Ray-tracing γ") were fed into our inference pipeline exactly the same way as we handle the observed KiDS-450 data, while the convergence maps ("Ray-tracing κ") were fed into our inference pipeline in the same way as the training maps. However, it is evident that the ray-tracing itself leads to sightly smaller values of S 8 , meaning that the used Born approximation introduces a small systematic bias. We leave this bias to future work, as ray-tracing is computationally much more intensive than the Born approximation and usually also requires simulations with a higher particle number.
The three different baryon models from [41] have the biggest impact on the S 8 constraints. They shift the There is only a small difference between the three baryon models, A, B, and C, corresponding to different values of the hydrostatic mass bias. In [41] , they found that model A had the least impact on the power spectrum, and models B and C give larger deviation from the dark matter only case. Our results show a similar trend: the S 8 deviation is smallest for model A, and larger for models B and C. In the future analyses using CNNs, it may become necessary to include realistic baryon models in the simulations.
Changing the Hubble parameter of the mock observation does not introduce a significant shift to the S 8 constraints. We, therefore, conclude that our inference pipeline should not be affected by the discrepancy of the measured H 0 values from the KiDS-450 analysis HV16 and Planck 2018 [51] . 
VII. RESULTS
The constraints of the cosmological parameters and the intrinsic alignment amplitude are listed in table II. The cosmological constraints in the Ω m − σ 8 plane obtained with our networks and the tomographic power spectrum analysis are shown in the left panel of figure 8 and a comparison of our constraints to previous work is shown in the right panel of figure 8 . We constrain the degeneracy parameter to S 8 = 0.777 +0.038 −0.036 (68% CL) with our networks and to S 8 = 0.774
−0.046 with our power spectra analysis, which is also shown in figure 9 .
The comparison of our power spectra analysis to the networks clearly shows that the CNN is able to extract more information than the power spectrum. The area of the 95% confidence contours is ∼ 50% smaller for the network analysis, while the constraints on the S 8 parameter improve by ∼ 30%. These gains are consistent with the results from our mock observations and our previous work [23] . The CNN is able to better constrain the σ 8 − Ω m plane than the PS in the degeneracy direction, which is expected from a method exploiting the non-Gaussian features in the data.
Further, we performed another robustness test to check the impact of including the small scales on our constraints (shown in figure 9 ). These scales can be affected by simulation resolution effects, and as we do not use a hard cut on , but rather use a large range from previously smoothed maps. We performed another power spectra analysis with only 6 bins, instead of 7 as in out fiducial analysis, by removing the highest -bin. The resulting constraints were consistent with our fiducial analysis and only slightly broader, which indicates that the constrains are not driven by the small scales. This is expected since the used pixel size, smoothing scale and the measurement noise should have already removed a lot of information from these scales.
In the comparison with the other constraints it is important to highlight the differences in the analysis of the KiDS-450 fiducial results from the two-point-correlation HV16, the KiDS-450 power spectra analysis [65] , and the constraints from our networks. The KiDS-450 power spectra analysis used only three redshift bins and a multipole range of 76 ≤ ≤ 1310, while the KiDS-450 two-point-correlation function analysis used four redshift bins and angular separations from 0.5 to 72 . The twopoint-correlation function had, therefore, access to much smaller scales, which explains the size difference of the corresponding contours. The relevant scales for our analysis are our pixel scale of 2.34 arcmin and the applied Gaussian smoothing kernel with σ s = 2.34 arcmin, which lies between the smallest scales used in the two-point correlation function and the power spectrum analysis. Comparing the size of the 95% confidence contours from our tomographic power spectra analysis to the other constraints shows the same trend: our constraints are nar-rower than the ones from the PS analysis [65] , but larger than HV16. In our work we use the same effective redshift distributions and similar multiplicative shear bias estimates, as well as their corresponding uncertainties. Our shear catalog was similar, with the exception of ∼2 million galaxies that lied outside the set of 20 flat patches we used.
It is important to note that both the KiDS-450 twopoint-correlation function analysis HV16 and power spectra analysis [65] used more cosmological and nuisance parameters, including baryon density Ω b , spectral index n s , Hubble parameter H 0 , and baryon feedback amplitude B. Marginalizing over these parameters broadens the contours compared to the analysis that includes only σ 8 , Ω m , and A IA parameters; marginalization of baryon feedback alone leads to 20% degradation of the S 8 constraint. Our constraints are mostly consistent with the KiDS-450 fiducial analysis HV16, lying slightly above their fiducial result. Our obtained S 8 constraints are higher than the KiDS-450 power spectra analysis [65] . A possible reason for these apparent differences is the measured intrinsic alignment amplitude A IA . The intrinsic alignment amplitude A IA and the degeneracy parameter . We therefore suspect, this difference to be partial responsible for the differences in the constraints on S 8 . The difference in the measurement of A IA between our PS analysis and the one in [65] could also potentially come from the different redshift bin configurations. We also notice a small shift towards higher Ω m , consistent with the uncertainties.
There are multiple possible explanations for the remaining small differences. Baryonic feedback could potentially shift our S 8 constraints by as much as 1σ. The additional cosmological parameters considered in the KiDS-450 fiducial analysis HV16 could potentially broaden and shift the constraints as well. And lastly, the chosen approach of projecting the shear catalog onto 20 independent patches using only a subset of the available galaxies could also have an impact.
VIII. CONCLUSIONS
In this work we present the first cosmological constraints from weak lensing maps obtained using convolutional neural networks and the publicly available KiDS-450 dataset. To train the CNN we used state-of-the-art cosmological simulations generated with the PkdGrav3 code. We use the effective redshift distributions and multiplicative shear bias estimates to marginalize over these systematic effects. Furthermore, we implement the commonly used intrinsic alignment model by [60] [61] [62] on map level, enabling us to also constrain the intrinsic alignment amplitude A IA .
We test the impact of other possible systematics that can affect the analysis. We consider baryon effects, simulation configurations and engines, projection method (Born approximation vs ray-tracing), and a different value for the Hubble parameter. We find a very small impact of these effects, except for baryon feedback, which can result in as much as 1σ shifts of the constraints. As implementations of baryon effects in N-body simulations is computationally challenging, we are not able to marginalize over the uncertainty on Baryons in this work, but this can potentially be implemented in the future.
We trained three different residual networks with 5, 10 and 25 residual blocks (see figure 6 ) and found the best constraints by combining their predictions. Following a blinding strategy, the CNN analysis gives S 8 = 0.777 +0.038 −0.036 and is consistent with the constraints generated from a power spectra analysis performed on the same data-set. The CNNs improve the area of the 95% confidence intervals on the σ 8 − Ω m plane by ∼ 50% and constraints on the S 8 parameter by ∼ 30%, compared to the power spectra performed on the same maps. The improvement comes mostly from improved capacity of the CNN to break the σ 8 − Ω m degeneracy by extracting more non-Gaussian information from the lensing maps. Our analysis is broadly consistent with the original KiDS-450 fiducial analysis HV16, giving slightly higher value of S 8 , while constraining A IA to be also slightly higher, on the level of A IA = 1.399
+0.779
−0.724 . Higher measured intrinsic alignment parameter can also provide explanation for the difference between our CNN and PS results compared to the power spectrum analysis of [65] .
We show that generating cosmological constraints from pure forward-modeling simulations is computationally feasible for our chosen parameter set and consistent with constraints generated from theoretical predictions. Future work should include more nuisance and cosmological parameters. To do this, it is important to further improve the efficiency of the inference pipeline and to generate more N-body simulations. Recent work on cosmological emulators [85] and the release of new N-body simulations [86] suggests that the simulation-driven inference of increasing number of cosmological parameters is becoming feasible. Importantly, the simulation-level implementations of realistic baryon feedback models will most likely prove to be crucial for future analyses with deep learning. Approximate methods mimicking the effects of baryons on the density field or full hydrodynamical simulations have the potential to address this issue [28, 41] .
Further examinations of the scalability of the inference pipeline are also important to apply it to larger data-sets such as the Dark Energy Survey. The training of larger networks becomes possible through parallelized training strategies and the geometry of large survey can be taken into account with network architectures such as graphbased networks [47] . Finally, it would be interesting to compare and combine the constraints generated by the CNN with the power spectra and higher order statistics. The constraints of the intrinsic alignment amplitude A IA and the degeneracy parameter S 8 for our fiducial analysis, a non-tomographic network analysis and our power spectra analysis using our fiducial mock observation. 
