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Introduzione
Ci sono oggetti nell’analisi, come le distribuzioni temperate, che non sono
di natura locale e che non si adattano quindi alla teoria dei fasci.
Per questo in [8] viene introdotta la nozione di ind-fascio. Dato uno spazio
topologico localmente compatto X e un anello commutativo k, si costru-
isce la categoria degli ind-kX-moduli, i cui oggetti soni gli ind-oggetti di
Modc(kX). ` E una categoria molto pi` u grande in cui si immerge Mod(kX), e
che permette di studiare oggetti che fasci non sono, come le distribuzioni
temperate. Inoltre, si possono tradurre nel linguaggio degli ind-fasci le
sei operazioni di Grothendieck, che ci consentono di trattare in maniera
funtoriale questi nuovi oggetti.
Data una variet` a analitica reale X, una maniera di costruire degli ind-fasci
consiste nel modiﬁcare la nozione di ricoprimento di un aperto, introducendo
l’uso delle topologie di Grothendieck. Nel nostro caso speciﬁco deﬁniremo
il sito sottoanalitico Xsa, e vedremo che i fasci sottoanalitici (tra cui le
distribuzioni temperate Dbt) si possono identiﬁcare con la sottocategoria
IR-c(kX) di I(kX), formata dagli ind-fasci R-costruibili a supporto compatto.
Nell’ultimo capitolo verranno trattate alcune operazioni sull’ind-fascio
delle distribuzioni temperate, che estendono al caso degli ind-fasci dei risul-
tati di [6]. Nello stabilire isomorﬁsmi nella categoria derivata degli ind-fasci
costruttibili si procede risolvendo due problemi ben distinti: cercare un mor-
ﬁsmo, problema trattato da G. Morando nel suo lavoro du tesi, e mostrare
che ` e un isomorﬁsmo, parte che ` e stata svolta da me utilizzando il fatto che
F;G 2 Db(IR-c(kX)) sono isomorﬁ se e solo se lo sono le loro contrazioni sui
fasci R-costruibili a supporto compatto.
Come referenze, si prendano come riferimento [4] per una dettagliata es-
posizione degli ind-oggetti, [5] per quanto riguarda fasci e categorie derivate,
[3] per la deﬁnizione del funtore THom(¢;Db) e [16] per un’introduzione alla
teoria dei D-moduli.2Capitolo 1
Ind-oggetti
1.1 Deﬁnizione di ind-oggetto
Sia U un universo (vedi [13]). Se C ` e una U-categoria, chiameremo C^ la
categoria dei funtori contravarianti da C a Set, la categoria degli (U-piccoli)
insiemi.
Deﬁniamo ora il funtore
h^ : C 7! C^
X 7! HomC(¢;X)
Per il lemma di Yoneda, se G 2 C^, abbiamo
HomC^(h^(X);G) ' G(X):
In particolare
HomC^(h^(X);h^(Y )) ' HomC(X;Y )
e perci` o h^ ` e pienamete fedele. Identiﬁcheremo C con la sua immagine in
C^ tramite h^.
Sia I una categoria ﬁltrante piccola, e sia i 7! Xi un sistema induttivo in
C indiciato da I. Chiameremo “lim ¡ !”Xi l’oggetto di C^ deﬁnito da
C 3 Y 7! lim
¡ !
i
HomC(Y;Xi)
Deﬁnizione 1.1.1 Sia C una categoria. Un ind-oggetto X in C ` e un oggetto
di C^ isomorfo a “lim ¡ !”Xi.
Chiameremo Ind(C) la sottocategoria di C^ composta da ind-oggetti.
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Osservazione 1.1.2 Si noti che in C^ “lim ¡ !”Xi ` e ben diverso dall’elemento
lim ¡ !Xi. Si consideri infatti Vn, lo spazio vettoriale su R generato dai vettori
ei = (0;:::0;1
i
;0;:::). Esistono dei morﬁsmi iniettivi Vn ! Vm per ogni
m ¸ n. Si ha che
V := f(xi)i2N;xi 2 Rg ' lim
¡ !
n
Vn;
ma idV non ` e un elemento di lim
¡!
n
Hom(V;Vn).
Supponiamo ora che C sia abeliana. La sottocategoria C^;add dei funtori
additivi ` e anch’essa abeliana e il funtore h^ : C ! C^;add ` e esatto a sinistra.
Inoltre, tramite h^, C diventa una sottocategoria abeliana piena di C^;add.
Siccome il funtore Hom ` e esatto a sinistra e i limiti induttivi ﬁltranti sono
esatti, gli ind-oggetti deﬁniscono dei funtori esatti a sinistra.
Teorema 1.1.3 (Vedi [4])
1. La categoria Ind(C) ` e abeliana.
2. Il funtore naturale C ! Ind(C) ` e pienamente fedele ed esatto.
3. Il funtore naturale Ind(C) ! C^;add ` e pienamente fedele ed esatto a
sinistra.
4. La categoria Ind(C) ammette limiti induttivi ﬁltranti (piccoli) esatti.
5. Se in Ind(C) esistono prodotti (piccoli) di oggetti di C allora Ind(C)
ammette limiti proiettivi (piccoli) e il funtore lim Ã ¡ ` e esatto a sinistra.
Chiameremo “lim ¡ !” il limite induttivo usuale in Ind(C), in questo modo,
identiﬁcheremo C con la sua immagine tramite h^ senza creare confusione.
Proposizione 1.1.4 Sia C una categoria abeliana piccola. Allora Ind(C) ` e
equivalente alla sottocategoria piena C^;add;l di C^;add costituita dai funtori
additivi esatti a sinistra.
Fino ad ora abbiamo deﬁnito gli oggetti di Ind(C) a partire dagli oggetti
di C. Si pu` o fare lo stesso anche con i funtori, infatti in [4] si dimostra la
seguente
Proposizione 1.1.5 Sia F : C ! C 0 un funtore. Allora esiste un unico
funtore IF : Ind(C) ! Ind(C 0) tale che:1.2. LA CATEGORIA DERIVATA 5
1. il seguente diagramma sia commutativo
C
h^
²²
F // C 0
h^
²²
Ind(C)
IF // Ind(C 0)
2. IF commuta coi limiti induttivi.
1.2 La categoria derivata
Considereremo anche la categoria derivata di Ind(C) (per una trattazione
pi` u approfondita dell’argomento si vedano [4] e [8]).
Proposizione 1.2.1 Sia C una categoria abeliana, Db
C(Ind(C)) la sottocat-
egoria triangolata di Db(Ind(C)) formata da oggetti a coomologia in C, il
funtore naturale Db(C) 7! Db
C(Ind(C)) ` e un’equivalenza di categorie.
Anche se la categoria C ammette abbastanza iniettivi, non ` e detto che
Ind(C) ammetta abbastanza iniettivi in generale. Per questo introdurremo
gli oggetti quasi-iniettivi.
Deﬁnizione 1.2.2 Sia A 2 Ind(C). A ` e quasi-iniettivo se il funtore
Cop ! Set
X 7! A(X) (= HomInd(C)(X;A))
` e esatto.
Questi oggetti quasi-iniettivi ci saranno molto utili, perch´ e suﬃcienti per
derivare molti funtori.
Deﬁnizione 1.2.3 Sia C una categoria abeliana. Un sistema di generatori
stretti di C ` e una famiglia fGi;i 2 Ig di oggetti di C tali che:
1. per ogni X 2 C, i 2 I esista
L
s2HomC(Gi;X) Gi
2. per ogni X 2 C, esistano i 2 I tali che il morﬁsmo
L
s2HomC(Gi;X) Gi !
X sia un epimorﬁsmo.
Esempio 1.2.4 Sia k un anello commutativo, X uno spazio topologico.
Consideriamo la categoria dei kX-moduli. La famiglia fkU;U ½ X apertog
costituisce un sistema di generatori stretti per Mod(kX).
Proposizione 1.2.5 Supponiamo che C abbia abbastanza iniettivi ed un sis-
tema di generatori stretti. Allora Ind(C) ammette abbastanza quasi iniettivi.6 CAPITOLO 1. IND-OGGETTI
Chiameremo QIn(C) la categoria degli oggetti quasi iniettivi di C.
Teorema 1.2.6 Nelle ipotesi della Proposizione 1.2.5, sia F : C ! C 0 un
funtore esatto a sinistra, e IF : Ind(C) ! Ind(C 0) il funtore esatto a sinistra
associato. Allora
1. la categoria QIn(C) ` e IF-iniettiva
2. il seguente diagramma ` e commutativo:
D+(C)
²²
RF // D+(C 0)
²²
D+(Ind(C))
RIF // D+(Ind(C 0))
3. il funtore RkIF commuta con “lim ¡ !”Capitolo 2
Topologie di Grothendieck
Analizzeremo brevemente il concetto di topologia di Grothendieck. Per una
trattazione pi` u dettagliata si vedano [4] e [14] (per quanto riguarda la parte
sui fasci).
2.1 Siti, prefasci e fasci
Considereremo categorie C che ammettano prodotti ﬁniti e prodotti ﬁbrati,
inoltre, se C ammette un oggetto terminale X, allora C ammette prodotti
ﬁbrati se e solo se ammette limiti proiettivi ﬁniti, e i prodotti sono i prodotti
ﬁbrati su X.
Chiameremo CU la categoria delle frecce U0 ! U, U 2 C, e se V ! U
` e un morﬁsmo e S ½ Ob(CU), chiameremo V £U S l’insieme fV £U W !
V ;W 2 Sg 2 Ob(CV ).
Deﬁnizione 2.1.1 Siano S1;S2 ½ Ob(CU), diremo che S1 ` e un raﬃnamen-
to di S2 se per ogni V1 ! U 2 S1 esiste V2 ! U 2 S2 tale che V1 ! V2 ! U.
Scriveremo S1 ¹ S2.
Deﬁnizione 2.1.2 Una topologia di Grothendieck su C associa ad ogni U 2
C una famiglia Cov(U) di sottinsiemi di Ob(CU) che soddisfano i seguenti
assiomi:
GT1 fU
id ! Ug 2 Cov(U)
GT2 se Cov(U) 3 S1 ¹ S2 ½ Ob(CU), allora S2 2 Cov(U)
GT3 se S 2 Cov(U), allora, per ogni V ! U, V £U S 2 Cov(V )
GT4 se S1;S2 ½ Ob(CU), S1 2 Cov(U) e V £U S2 2 Cov(V ), allora S2 2
Cov(U)
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Chiameremo S 2 Cov(U) un ricoprimento di U.
Deﬁnizione 2.1.3 Un sito X ` e una categoria CX che ammette prodotti
ﬁniti e prodotti ﬁbrati ﬁniti dotato di una topologia di Grothendieck (nel
caso CX ammetta un oggetto terminale, lo chiameremo X).
Un funtore di siti f : X ! Y ` e dato da un funtore ft : CY ! CX
che commuta coi prodotti ﬁbrati e tale che per ogni U 2 CY e per ogni
S 2 Cov(U) si abbia ft(S) 2 Cov(ft(U)).
Esempio 2.1.4 Sia X uno spazio topologico, OpX la categoria degli aperti
di X, ordinata per inclusione. Le frecce V ! U indicheranno quindi le
inclusioni, e i prodotti ﬁbrati V £X U le intersezioni. Chiaramente, in base
a questa deﬁnizione, se U 2 OpX, allora (OpX)U = OpU.
Deﬁniamo quindi il sito X come il sito ottenuto dotando la categoria OpX
della seguente topologia: diremo che S ½ Cov(U) ` e un ricoprimento di U se S
V 2S V = U (che soddisfa gli assiomi della Deﬁnizione 2.1.2).
Se f : X ! Y ` e una funzione continua, allora il funtore f deﬁnito da
ft : V 7! f¡1(V ), V 2 OpY ` e un funtore di siti.
Ci concentreremo ora nello studio dei fasci di k-moduli, ove k ` e un campo.
Deﬁnizione 2.1.5 Sia X un sito. Un prefascio di k-moduli su X ` e un
funtore C
op
X ! Mod(k).
Chiameremo Psh(kX) la categoria abeliana dei prefasci di k-moduli su X.
Un funtore di prefasci Á : F ! G ` e dato da una mappa ÁU per ogni
U 2 CX tale che per ogni V ! U il diagramma seguente commuti:
F(U)
Á(U) //
½V U
²²
G(U)
½V U
²²
F(V )
Á(V ) // G(V )
Deﬁnizione 2.1.6 Se F ` e un prefascio di k-moduli su X e S ½ Ob(CU) si
deﬁnisce
F(S) = ker
³ Y
V 2S
F(V ) ¶
Y
V 0;V 002S
F(V 0 £U V 00)
´
Diremo che F ` e separato se per ogni U 2 CX e per ogni S 2 Cov(U) il
morﬁsmo naturale F(U) ! F(S) ` e un monomorﬁsmo.
Diremo invece che F ` e un fascio se il morﬁsmo sopracitato ` e un isomor-
ﬁsmo.
Sia X un sito. Vogliamo ora costruire, dato un prefascio, il suo fascio
associato. Pi` u precisamente troveremo un funtore aggiunto al funtore im-
mersione ¶ : Mod(kX) ! Psh(kX).2.2. OPERAZIONI ESTERNE 9
Notiamo innanzi tutto che la relazione “¹” deﬁnisce un preordine su
Cov(U), U 2 CX. Diamo ora una struttura di categoria a Cov(U):
HomCov(U)(S1;S2) = fptg oppure ? a seconda che S1 ¹ S2 o meno.
Sia ora F 2 Psh(kX), deﬁniremo un funtore Cov(U)op ! Mod(k). Innanzi
tutto dati S1 ¹ S2 deﬁniamo
Q
V 2S2 F(V ) ! F(V1), V1 2 S1 scegliendo un
V2 2 S2 tale che V2 ! V1.
Componendo F(S2) !
Q
V 2S2 F(V ) ! F(V1) otteniamo un morﬁsmo
che non dipende dalla scelta di V2 2 S2, e quindi deﬁnisce F(S1) ! F(S2).
Abbiamo quindi trovato il funtore che cercavamo (¢)+ che ad ogni U 2 CX
associa il prefascio F+ deﬁnito da:
F+(U) = lim
¡ !
S2Cov
F(S)
Riusciremo ora a trovare un aggiunto al funtore ¶ grazie al seguente
Teorema 2.1.7
1. il funtore + : Psh(kX) ! Psh(kX) ` e esatto a sinistra
2. dato F 2 Psh(kX), F+ ` e separato
3. dato un prefascio separato F, F+ ` e un fascio
4. dati F 2 Psh(kX) e G 2 Mod(kX), vale la formula di aggiunzione:
HomPsh(kX)(F;¶G) ' HomMod(kX)(F++;G)
Chiameremo F++ il fascio associato ad F.
2.2 Operazioni esterne
Siano X e Y due siti. Consideriamo un morﬁsmo di siti f associato a
ft : CY ! CX.
Siano F 2 Psh(kX), G 2 Psh(kY ), U 2 CX, V 2 CY . Deﬁniamo i funtori
f¤ : Psh(kX) ! Psh(kY ) (2.1)
fÃ : Psh(kY ) ! Psh(kX)
nella seguente maniera10 CAPITOLO 2. TOPOLOGIE DI GROTHENDIECK
(f¤F)(V ) = F(ft(V ))
(fÃF)(U) = lim
¡ !
U!ft(V )
G(V )
Deﬁnizione 2.2.1 Sia f : X ! Y un funtore di siti
1. chiameremo funtore immagine diretta f¤ : Mod(kX) ! Mod(kY ) il
funtore indotto da (2.1)
2. chiameremo funtore immagine inversa f¡1 : Mod(kY ) ! Mod(kX) il
funtore deﬁnito da f¡1G = (fÃG)++, ove G 2 Mod(kY )
Proposizione 2.2.2
1. Il funtore f¤ ` e esatto a sinistra e commuta con lim Ã ¡
2. Il funtore f¡1 ` e esatto e commuta con lim ¡ !
3. Per ogni F 2 Mod(kY ) e G 2 Mod(kX), vale la formula di aggiunzione
HomMod(kX)(f¡1F;G) ' HomMod(kY )(F;f¤G)
Consideriamo ora un caso interessante. Consideriamo il sito CU (ove, dato
V 2 CU, diremo che S ` e un ricoprimento di V se lo ` e in CX) e deﬁniamo il
funtore:
it
U : CX ! CU
V 7! U £ V:
Si vede immediatamente che commuta coi prodotti ﬁbrati, e quindi deﬁnisce
il funtore di siti iU : X ! U.
Dato F 2 Mod(kX), scriveremo spesso FjU al posto di i¡1
U F e ΓUF al
posto di iU¤i¡1
U F.
Consideriamo ora il funtore:
jt
U : CU ! CX
V 7! V:
che deﬁnisce il funtore di siti jU : X ! U.
Scriveremo iU! al posto di j¡1
U .2.3. OPERAZIONI INTERNE 11
Proposizione 2.2.3
1. jU¤ = i¡1
U
2. iU! ` e un aggiunto a sinistra di i¡1
U
Molto spesso scriveremo FU al posto di iU!i¡1
U F.
2.3 Operazioni interne
Deﬁnizione 2.3.1 Sia X un sito e siano F;G 2 Mod(kX)
1. chiameremo HomkX(F;G) il fascio U 7! HomkU(FjU;GjU)
2. chiameremo F ­G il fascio associato al prefascio U 7! F(U)­k G(U)
Vediamo alcune relazioni coi funtori precedentemente deﬁniti.
Proposizione 2.3.2 Siano F;F0 2 Mod(kX), G;G0 2 Mod(kY ), K 2
Mod(KU)
1. HomkY (G;f¤F) ' f¤HomkX(f¡1G;F)
2. i¡1
U Hom(F;F0) ' Hom(i¡1
U F;i¡1
U F0)
3. HomkU(iU!K;F) ' iU¤HomkX(F;i¡1
U K)
4. f¡1(G ­ G0) ' f¡1G ­ f¡1G0
5. iU!(K ­ i¡1
U F) ' iU!K ­ F
Osservazione 2.3.3 Notiamo che, nel caso dell’Esempio 2.1.4, riotteni-
amo la deﬁnizione di fascio e dei funtori di immagine diretta e inversa che
ben conosciamo(cio` e quella di [5], [11]). Infatti la nozione di fascio dipende
esclusivamente dalla scelta della categoria OpX degli aperti su X e dalla
deﬁnizione di ricoprimento.12 CAPITOLO 2. TOPOLOGIE DI GROTHENDIECKCapitolo 3
Stacks
3.1 Deﬁnizione di Stack
Deﬁnizione 3.1.1 Una prestack C su uno spazio topologico X ` e data da:
1. per ugni aperto U di X, una categoria C(U)
2. per ogni aperto V ½ U un funtore (detto di restrizione) ½UV : C(U) !
C(V )
3. dati gli aperti U,V ,W con W ½ V ½ U, un isomorﬁsmo di funtori
¸WV U : ½WV ± ½V U
» ! ½WU
tali che
1. ½UU = idC(U)
2. dati gli aperti fUig, i=1,2,3,4, U1 ½ U2 ½ U3 ½ U4 il diagramma
seguente commuti:
½12 ± ½23 ± ½34
¸234 //
¸123
²²
½12 ± ½24
¸124
²²
½13 ± ½34
¸134 // ½14
Scriveremo per semplicit` a FjV al posto di ½V U(F)
Inoltre, data una prestack C su X si pu` o deﬁnire la restrizione CjU, che ` e
una prestack su U.
Deﬁnizione 3.1.2 Una prestack C ` e una stack se soddisfa:
1. assioma ST1: per ogni aperto U di X, e ogni F;G 2 C(U), il prefascio
HomCjU(F;G) ` e un fascio su U
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2. assioma ST2: per ogni aperto U ½ X, ogni ricoprimento aperto U = S
i½I Ui, ogni famiglia Fi 2 C(Ui), ogni famiglia di isomorﬁsmi µij :
FijUji
» ! FijUji tale che:
µijjUijk ± µjkjUijk = µikjUijk
esiste F 2 C(U) ed esistono degli isomorﬁsmi µi : FjUi
» ! Fi tali che:
µij ± µjjUij = µijUij
Esempio 3.1.3 Se A ` e un fascio di k-algebre su X allora U 7! Mod(AjU)
` e una stack di categorie abeliane.
Deﬁnizione 3.1.4 Siano C e C0 due prestacks su X. Un funtore di prestacks
Φ : C 7! C0 ` e dato da:
1. per ogni aperto U ½ X, un funtore ΦU : C(U) ! C0(U)
2. per ogni aperto V ½ U, un isomorﬁsmo di funtori µV U : ΦV ± ½V U
» !
½0
V U ± ΦU, tale che per ogni aperto W ½ V ½ U il seguente diagramma
commuti:
ΦW ± ½WV ± ½V U
¸WV U //
µWV
²²
ΦW ± ½WU
µWU
²²
½0
WV ± ΦV ± ½V U
µV U
²²
½0
WV ± ½0
V U ± ΦU
¸0
WV U // ½0
WU ± ΦU
Un funtore di stack ` e il funtore della prestack associata
Deﬁnizione 3.1.5 Siano Φ e Φ0 due funtori di prestack. Un morﬁsmo di
funtori di prestack f associa, ad ogni aperto U ½ X, un morﬁsmo fU :
ΦU ! Φ0
U di funtori da C(U) in C0(U) , tale che per ogni aperto V ½ U il
seguente diagramma commuti:
ΦV (½UV F)
fV (½V UF) //
µV U(F)
²²
Φ0
V (½V UF)
µ0
V U(F)
²²
½0
V U(ΦUF)
½0
V U(fUF) // ½0
V U(Φ0
UF)3.1. DEFINIZIONE DI STACK 15
Da adesso con X intenderemo un spazio topologico localmente compatto
di Hausdorﬀ con una base numerabile di aperti. Inoltre C sar` a sempre una
prestack di categorie abeliane.
Inﬁne, scriveremo i¡1
U al posto di ½UX.
Deﬁnizione 3.1.6 Una stack propria C ` e una prestack di categorie abeliane
con le seguenti propriet` a :
1. C soddisfa l’assioma ST1
2. per tutti gli aperti V ½ U ½ X il funtore ½V U ` e esatto
3. per ogni aperto U ½ X, C(U) ammette limiti induttivi ﬁltranti, il
funtore lim ¡ ! ` e esatto e commuta con il funtore restrizione
4. per ogni aperto U ½ X, C(U) ammette limiti proiettivi ﬁltranti, il
funtore lim Ã ¡ ` e esatto e commuta con il funtore restrizione
5. il funtore i¡1
U ammette un aggiunto a sinistra, che chiameremo iU! che
soddisfa idC(U)
» ! i¡1
U ± iU!
Si dimostra (vedi [8]) che una stack propria ` e una stack, e che se una stack
` e propria, lo ` e anche la sua restrizione ad una aperto U ½ X.
Possiamo ora estendere alcuni risultati della teoria dei fasci alle stack
proprie (vedi [8]).
Deﬁnizione 3.1.7 Sia F 2 C(X):
se U ` e una aperto di X, deﬁniamo FU := iU!i¡1
U F
se S ` e un chiuso di X deﬁniamo FS tramite la sequenza esatta:
0 ! FXnS ! F ! FS ! 0
se Z = U \ S ` e un localmente chiuso di X deﬁniamo FZ = (FU)S, si noti
che questa deﬁnizione ` e indipendente dalla scelta di U ed S.
Proposizione 3.1.8 Sia F 2 C(X), e sia Z ½ X localmente chiuso, allora:
1. se G 2 C(X) il funtore G 7! ΓZ(X;HomC(F;G)) ` e rappresentabile da
FZ
2. HomC(FZ;G) ' ΓZHomC(F;G)
3. il funtore F 7! FZ ` e esatto e commuta coi limiti induttivi
4. se Z1 e Z2 sono localmente chiusi, allora (FZ1)Z2 ' FZ1\Z216 CAPITOLO 3. STACKS
5. se Z0 ` e chiuso in Z, allora la sequenza
0 ! FZnZ0 ! FZ ! FZ0 ! 0
` e esatta
Analogamente a quanto succede nella teoria dei fasci, possiamo trovare
un aggiunto a destra del funtore i¡1
U .
Deﬁnizione 3.1.9 Sia U ½ X una aperto, e sia F 2 C(U) si deﬁnisce:
iU¤ = lim
¡ !
K½U
iU!(FK); K compatto
Proposizione 3.1.10 Il funtore iU¤ ` e un aggiunto a destra di i¡1
U
Inoltre, anche il funtore (¢)Z ha un aggiunto a destra, che chiameremo,
sempre richiamandoci alla teoria dei fasci, ΓZ. Quindi:
HomC(X)(GZ;F) ' HomC(X)(G;ΓZ(F))
Proposizione 3.1.11 Sia Z ½ X localmente chiuso, allora:
1. il funtore ΓZ ` e esatto a sinistra e commuta coi limiti proiettivi
2. ΓZ1 ± ΓZ2 ' ΓZ1\Z2
3. se Z0 ` e chiuso in Z, allora abbiamo la sequenza esatta
0 ! ΓZnZ0 ! ΓZ ! ΓZ0 ! 0
4. ΓZ(F) rappresenta il funtore G 7! ΓZ(X;HomC(G;F))
3.2 La stack IC(X)
Sia C una stack propria di categorie abeliane. Deﬁniamo la sottocategoria
piena Cc(X) di C(X):
Ob(Cc(X)) = fF 2 C(X); F a supporto compattog
Per comodit` a scriveremo IC(X) al posto di Ind(Cc(X)).
Se U ½ X ` e un aperto, si deﬁnisce il funtore di restrizione C(X) 3 F 7!
FjU 2 C(U) nella maniera seguente:
FjU = “lim
¡ !
i
”“ lim
¡ !
V ½½U
”(FiV jU)3.2. LA STACK IC(X) 17
Si dimostra (vedi [8]) che il prefascio U 7! HomIC(U)(FjU;GjU) ` e un fascio
e che il funtore restrizione ammette un aggiunto a sinistra che chiameremo
iU!!
iU!!“lim
¡ !
i
”Fi = “lim
¡ !
i
”iU!Fi
ove Fi 2 Cc(U).
Si prova anzi un risultato pi` u importante, che, contrariamente a U 7!
IndC(U), U 7! IC(U) ` e una stack propria.
Sia ora G 2 Cc(X). Deﬁniamo ora il funtore:
¶X : C(X) ! IC(X)
F 7! (G 7! HomC(X)(G;F))
Inoltre (vedi [8])
¶XF ' “ lim
¡ !
U½½X
”FU ' “ lim
Ã ¡
K½X
”FK
ove U appartiene alla famiglia degli aperti relativamente compatti di X,
e K a quella dei sottinsiemi compatti di X.
Proposizione 3.2.1 Il funtore ¶X ` e pienamente fedele, esatto e commuta
con i limiti proiettivi.
D’ora in poi, identiﬁcheremo spesso la categoria C(X) con la sua immagine
in IC(X) tramite ¶X, ed F con ¶XF.
Introduciamo ora il funtore ®X che va da C(X) a IC(X):
®X
³
“lim
¡ !
i
”Fi
´
= lim
¡ !
i
Fi
Proposizione 3.2.2 1. Il funtore ®X ` e esatto, pienamente fedele e com-
muta con lim ¡ ! e lim Ã ¡
2. Il funtore ®X ` e aggiunto a sinistra del funtore ¶X
3. ®X ± ¶X ' idC(X)
Osservazione 3.2.3 Con delle particolari ipotesi, che vengono soddisfatte
nel caso degli ind-fasci, il funtore ®X ammette un aggiunto a sinistra, di cui
parleremo nel prossimo capitolo.18 CAPITOLO 3. STACKS
Sia ora Z ½ X localmente chiuso e F 2 IC(X). Visto che IC ` e una stack
propria, gli oggetti FZ e ΓZ(F) sono ben deﬁniti. In generale abbiamo che,
a diﬀerenza di quanto accade per ΓZ, non vale ¶X ±(¢)Z ' (¢)Z±¶X. Useremo
quindi una notazione diversa, ZF al posto di FZ.
Per la Proposizione 3.1.8 questo funtore ` e rappresentabile, e valgono
HomIC(ZF;G) ' ΓZHomIC(F;G)
HomIC(ZF;G) ' ΓZ(X;HomIC(F;G))
Proposizione 3.2.4 Sia Z ½ X localmente chiuso e F 2 IC(X):
1. se G 2 C(X) vale l’isomorﬁsmo
HomIC(G;F)Z ' HomIC(G;Z F)
2. il funtore Cc(X) 3 G 7! Γ(X;HomIC(G;F)Z) ` e rappresentabile da ZF.Capitolo 4
Ind-fasci
4.1 Deﬁnizione di ind-fascio
In questo capitolo, tutti gli spazi topologici saranno di Hausdorﬀ, localmente
compatti e con una base numerabile di aperti.
Sia k un campo A un fascio di k-algebre su uno spazio topologico X. Chi-
ameremo Mod(A) la categoria abeliana costituita dai fasci di A-moduli,
e Modc(A) la sua sottocategoria piena costituita dai fasci di A-moduli
a supporto compatto. Scriveremo, se A = kX, Hom e ­ al posto di
HomkX e ­kX.
Deﬁnizione 4.1.1 Un ind-fascio di A-moduli ` e un oggetto di Ind(Modc(A))
Dunque, se F ` e un ind-fascio, di pu` o trovare un sistema induttivo ﬁltrante
di A-moduli a supporto compatto fFigi tale che:
F = “lim
¡ !
i
”Fi
Scriveremo, per semplicit` a , I(A) al posto di Ind(Modc(A)).
Si prova (vedi [7], [8]) che, contrariamente a Ind(Mod(A)), I(A) ` e una
stack propria.
Deﬁniamo ora il funtore:
¶X : Mod(A) ! I(A)
F 7! (G 7! HomA(G;F))
ove G 2 Modc(X).
Inoltre (vedi [8])
¶XF ' “ lim
¡ !
U½½X
”FU ' “ lim
Ã ¡
K½X
”FK
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ove U appartiene alla famiglia degli aperti relativamente compatti di X,
e K a quella dei sottinsiemi compatti di X.
Proposizione 4.1.2 Il funtore ¶X ` e pienamente fedele, esatto e commuta
con i limiti proiettivi.
D’ora in poi, identiﬁcheremo spesso la categoria Mod(A) con la sua im-
magine in I(A) tramite ¶X, ed F con ¶XF.
Introduciamo ora il funtore ®X che va da Mod(A) a I(A):
®X
³
“lim
¡ !
i
”Fi
´
= lim
¡ !
i
Fi
Proposizione 4.1.3
1. Il funtore ®X ` e esatto, pienamente fedele e commuta con lim ¡ ! e lim Ã ¡
2. Il funtore ®X ` e aggiunto a sinistra del funtore ¶X
3. ®X ± ¶X ' idMod(A)
Il funtore ®X ammette anche un aggiunto a sinistra, infatti:
Proposizione 4.1.4 Il funtore ®X ammette un aggiunto a sinistra ¯X :
Mod(A) ! I(A) che soddisfa le seguenti propriet` a :
1. Il funtore ¯X ` e esatto a destra, pienamente fedele e commuta con lim Ã ¡
2. ®X ± ¯X ' idMod(A)
4.2 I funtori hom interno e prodotto tensoriale
interno
Deﬁnizione 4.2.1 Siano F, G due oggetti di I(A) deﬁniamo il funtore hom
interno:
IhomA(F;G) = IhomA
³
“lim
¡ !
i
”Fi;“lim
¡ !
i
”Gj
´
= lim
Ã ¡
i
“lim
¡ !
j
”HomA(Fi;Gj)
e il funtore prodotto tensoriale interno:
F ­A G =
³
“lim
¡ !
i
”Fi
´
­A
³
“lim
¡ !
j
”Gj
´
= “lim
¡ !
i;j
”(Fi ­A Gj)4.2. I FUNTORI HOM INTERNO E PRODOTTO TENSORIALE INTERNO21
Allo stesso modo si deﬁniscono i funtori IhomkX e ­kX che scriveremo
per comodit` a Ihom e ­.
Dalla deﬁnizione segue immediatamente il fatto che ­A commuta con
“lim ¡ !” ed ` e esatto a destra e che Ihom ` e esatto a sinistra.
Adesso stabiliremo una relazione tra i funtori IhomA e HomA tramite il
funtore ®X:
®X(IhomA(¢;¢)) ' HomI(A)(¢;¢)
Infatti abbiamo la seguente proposizione:
Proposizione 4.2.2 Siano F e G due ind-fasci, allora
HomI(A)(F;G) ' lim
Ã ¡
i
lim
¡ !
j
HomA(Fi;Gj)
inoltre
1. per ogni G 2 I(A)
HomI(A)
³
“lim
¡ !
i
”Fi;G
´
' lim
Ã ¡
i
HomI(A)(Fi;G)
2. per ogni F 2 Mod(A)
HomI(A)
³
F;“lim
¡ !
i
”Gi
´
' lim
¡ !
i
HomI(A)(F;Gi)
Proposizione 4.2.3 Il seguenti diagrammi sono commutativi:
Mod(A)op £ Mod(A)
HomA //
¶X£¶X
²²
Mod(kX)
¶X
²²
I(A)op £ I(A)
IhomA //
HomI(A) ** U U U U U U U U U U U U U U U U U I(kX)
®X
²²
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Mod(A)op £ Mod(A)
­A //
¶X£¶X
²²
Mod(kX)
¶X
²²
I(A)op £ I(A)
­A //
®X£®X
²²
I(kX)
®X
²²
Mod(A)op £ Mod(A)
­A // Mod(kX)
Inoltre, ritroviamo delle formule di aggiunzione per gli ind-fasci simili a
quelle per i fasci:
Proposizione 4.2.4 Sia K 2 ModkX, F, G 2 I(A), allora:
HomI(A)(K ­ F;G) ' HomI(kX)(K;IhomA(F;G))
' HomI(A)(F;Ihom(K;G))
In particolare valgono le formule di aggiunzione:
HomI(A)(K ­ F;G) ' HomI(kX)(K;IhomA(F;G))
' HomI(A)(F;Ihom(K;G))
IhomA(K ­ F;G) ' Ihom(K;IhomA(F;G))
' IhomA(F;Ihom(K;G))
Inﬁne, vediamo alcune relazioni tra i funtori ­, Ihom e ¯X.
Proposizione 4.2.5 Se F,G sono oggetti di Mod(kX) il seguente diagram-
ma commuta:
Mod(kX)op £ Mod(kX)
­ //
¯X£¯X
²²
Mod(kX)
¯X
²²
I(kX)op £ I(kX)
­ // I(kX)
Proposizione 4.2.6 Sia K 2 ModkX, F, G 2 I(A), allora:
HomI(A)(¯XK ­ F;G) ' Hom(K;HomI(A)(F;G))
HomI(A)(¯XK ­ F;G) ' Hom(K;HomI(A)(F;G))
Proposizione 4.2.7 Sia K 2 ModkX, F, G 2 I(A), allora:
Ihom(F;G ­ ¯XK) ' Ihom(F;G) ­ ¯XK
HomI(A)(F;G ­ ¯XK) ' HomI(A)(F;G) ­ K4.3. OPERAZIONI ESTERNE 23
4.3 Operazioni esterne
Consideriamo ora la funzione f : X ! Y continua, con X e Y spazi
topologici di Hausdorﬀ, localmente compatti e con una base numerabile
di intorni.
Deﬁnizione 4.3.1 Sia G 2 I(kY ), si deﬁnisce funtore immagine inversa il
funtore f¡1 : I(kY ) ! I(kX):
f¡1(G) = “lim
¡ !
i
”“ lim
¡ !
U½½X
”f¡1(Gi)U
Il funtore f¡1 ammette un aggiunto a destra, che chiameremo f¤.
Abbiamo infatti, se
F = “lim
¡ !
i
”Fi e G = “lim
¡ !
j
”Gj
ove F,G 2 Modc(kX)
HomI(kX)(f¡1G;F) ' lim
Ã ¡
U½½X
lim
Ã ¡
j
lim
¡ !
i
HomkX((f¡1Gj)U;Fi)
per l’aggiunzione dei funtori (¢)U e ΓU (vedi [5]) abbiamo quindi
HomI(kX)(f¡1G;F) ' lim
Ã ¡
U½½X
lim
Ã ¡
j
lim
¡ !
i
HomkX(f¡1Gj;ΓUFi)
Possiamo quindi arrivare alla seguente
Deﬁnizione 4.3.2 Sia F 2 I(kX), si deﬁnisce funtore immagine diretta il
funtore f¤ : I(kX) ! I(kY ):
f¤(F) = “lim
¡ !
i
”“ lim
¡ !
U½½X
”f¤ΓU(Fi)
In questo modo il funtore immagine diretta` e individuato in maniera unica.
Abbiamo quindi eﬀettivamente, la seguente
Proposizione 4.3.3 Per ogni F 2 I(kY ) e G 2 I(kX) i funtori f¡1 e f¤
soddisfano la formula di aggiunzione
HomI(kX)(f¡1F;G) ' HomI(kY )(F;f¤G)
inoltre valgono anche le seguenti formule di aggiunzione:
Ihom(f¡1F;G) ' Ihom(F;f¤G)
f¤HomI(kX)(f¡1F;G) ' HomI(kY )(F;f¤G)24 CAPITOLO 4. IND-FASCI
Vediamo ora alcune propriet` a dei funtori f¡1 e f¤
Proposizione 4.3.4 1. Il funtore f¡1 ` e esatto e commuta con “lim ¡ !”
2. Il funtore f¤ ` e esatto a sinistra e commuta con lim Ã ¡
3. I seguenti diagrammi sono commutativi:
Mod(kY )
f¡1
//
¶Y
²²
Mod(kX)
¶X
²²
I(kY )
f¡1
//
®Y
²²
I(kX)
®X
²²
Mod(kY )
f¡1
// Mod(kX)
Mod(kX)
f¤ //
¶X
²²
Mod(kY )
¶Y
²²
I(kX)
f¤ //
®X
²²
I(kY )
®Y
²²
Mod(kX)
f¤ // Mod(kY )
Dal fatto che f¤ e ® sono aggiunti di f¡1 e ¯, abbiamo la seguente
Proposizione 4.3.5 Il diagramma seguente ` e commutativo:
Mod(kY )
f¡1
//
¯Y
²²
Mod(kX)
¯X
²²
I(kY )
f¡1
// I(kX)
Deﬁniamo ora il funtore di immagine diretta propria per gli ind-fasci.
Deﬁnizione 4.3.6 Sia F 2 I(kX), si deﬁnisce funtore immagine diretta
propria il funtore f!! : I(kX) ! I(kY ):
f!!“lim
¡ !
i
”Fi = “lim
¡ !
i
”f!Fi
Vediamo ora alcune propriet` a di f!!:
Proposizione 4.3.7 1. Il funtore f!! ` e esatto a sinistra e commuta con
i limiti induttivi in I(kX)
2. Il seguente diagramma ` e commutativo:
I(kX)
f!! //
®X
²²
I(kY )
®Y
²²
Mod(kX)
f! // Mod(kY )4.4. IND-FASCI ASSOCIATI A SOTTOINSIEMI LOCALMENTE CHIUSI25
3. Se F 2 Mod(kX) ha supporto proprio su Y , allora il morﬁsmo f!!F !
f¤F ` e un isomorﬁsmo
Si noti che in generale f!! e ¶ non commutano.
Proposizione 4.3.8 Se il supporto di F ` e proprio su Y , allora f!!¶XF
» !
¶Y f!F
4.4 Ind-fasci associati a sottoinsiemi localmente
chiusi
Sia Z ½ X localmente chiuso, e F 2 Mod(kX). Come gi` a visto in prece-
denza, essendo I(kX) una stack propria, possiamo deﬁnire gli ind-fasci FZ e
ΓZF.
Proposizione 4.4.1 Siano F 2 I(kX) e G 2 Mod(kX), Z ½ X localmente
chiuso.
1. Zk ' ¯XkZ, ZF ' F ­Z k
2. HomI(kX)(G;F ­Z k) ' HomI(kX)(F;G) ­Z k
Proposizione 4.4.2 Per ogni Z ½ X localmente chiuso ed ogni F 2 I(kX)
si ha ΓZF ' Ihom(Zk;F).26 CAPITOLO 4. IND-FASCICapitolo 5
Ind-fasci derivati
Chiameremo D(A) e D(kX) le categorie derivate di Mod(A) e Mod(kX),
D(I(A)) e D(I(kX)) le categorie derivate di I(A) e I(kX).
5.1 Oggetti quasi iniettivi
Come gi` a visto, la categoria degli ind-fasci non ammette in generale abbas-
tanza iniettivi, per` o la maggior parte dei funtori che ci interessano possono
essere derivati mediante l’uso di sequenze di quasi iniettivi.
Ricordiamo che un ind-fascio F ` e quasi iniettivo se il funtore
HomI(kX)(¢;F)
` e esatto in Modc(kX).
Inoltre, (vedi [8]) se F ` e un ind-fascio quasi iniettivo, abbiamo che
F ' “lim
¡ !
i
”Fi;
con Fi 2 Mod(kX) e Fi quasi iniettivi.
Proposizione 5.1.1 Sia F 2 I(kX), le seguenti condizioni sono equivalenti:
1. F ` e quasi iniettivo;
2. il funtore Ihom(¢;F) ` e esatto, e se G 2 I(kX), il funtore Ihom ` e
esatto;
3. il funtore HomI(kX)(¢;F) ` e esatto, e se G 2 I(kX), il kX-modulo
HomI(kX)(G;F) ` e soﬃce;
4. il funtore HomI(kX)(¢;F) ` e esatto
D’ora in poi indicheremo con QIn(kX) la categoria dei kX-moduli quasi
iniettivi.
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Corollario 5.1.2 Sia F 2 Mod(kX), allora per ogni successione esatta in
I(kX)
0 ! G0 ! G ! G00 ! 0
con G0 2 QIn(kX) si hanno le seguenti successioni esatte
0 ! Ihom(F;G0) ! Ihom(F;G) ! Ihom(F;G00) ! 0
0 ! HomI(kX)(F;G0) ! HomI(kX)(F;G) ! HomI(kX)(F;G00) ! 0
0 ! HomI(kX)(F;G0) ! HomI(kX)(F;G) ! HomI(kX)(F;G00) ! 0
Inﬁne (vedi [4], [8]), il seguente teorema ` e molto importante nell’ottica
dello studio della categoria derivata degli ind-fasci, e, in particolare, per
quanto riguarda la derivazione dei funtori deﬁniti in precedenza:
Teorema 5.1.3 La categoria I(kX) ammette abbastanza quasi iniettivi.
5.2 Operazioni interne
Introduciamo ora una nuova sottocategoria di I(kX):
P := f“ ©i ”Fi;Fi 2 Mod(kX)g
che ci permetter` a di derivare il funtore Ihom.
Teorema 5.2.1 La categoria P(kX) £ QIn(kX) ` e Ihom(¢;¢)-iniettiva, ri-
mane quindi ben deﬁnito il bifuntore
RIhom(¢;¢) : D¡(I(kX))op £ D+(I(kX)) ! D+(I(kX))
Grazie al seguente lemma deriveremo anche i funtori HomI(kX) e HomI(kX)
Lemma 5.2.2 Siano F 2 P(kX) e G 2 QIn(kX)
1. Ihom(F;G) 2 QIn(kX);
2. HomI(kX)(F;G) ` e soﬃce
Abbiamo quindi5.3. OPERAZIONI ESTERNE 29
Proposizione 5.2.3 La categoria P(kX) £ QIn(kX) ` e iniettiva rispetto ai
funtori HomI(kX)(¢;¢) e HomI(kX)(¢;¢), rimangono quindi ben deﬁniti i bi-
funtori
RHomI(kX)(¢;¢) : D¡(I(kX))op £ D+(I(kX)) ! D+(Mod(kX))
RHomI(kX)(¢;¢) : D¡(I(kX))op £ D+(I(kX)) ! D+(kX)
Inoltre, analogamente a quanto visto in precedenza
Proposizione 5.2.4 Siano F 2 D¡(I(kX)) e G 2 D+(I(kX))
1. RHomI(kX)(F;G) ' ®XRIhom(F;G)
2. RHomI(kX)(F;G) ' Γ(X;RHomI(kX)(F;G))
Le formule di aggiunzione si estendono alla categoria derivata
Proposizione 5.2.5 Siano F;K 2 D¡(I(kX)) e G 2 D+(I(kX))
RIhom(F ­ K;G) ' RIhom(F;RIhom(K;G))
Inﬁne valgono anche in categoria derivata i seguenti isomorﬁsmi
Proposizione 5.2.6 Siano F 2 D¡(I(kX)), G 2 D+(I(kX)), K 2 D¡(kX)
e L 2 D+(kX):
1. RHom(¯XK;G) ' RHom(K;®XG)
2. RHom(¯XK ­ G;F) ' RHom(K;G ­ F)
3. RIhom(K;F ­ ¯XL) ' RIhom(K;F) ­ ¯XL
5.3 Operazioni esterne
Sia ora f : X ! Y continua, ove X e Y sono spazi topologici di Hausdorﬀ,
localmente compatti e con una base numerabile di aperti.
Deriveremo i funtori di immagine inversa, immagine diretta e immagine
diretta propria.
Proposizione 5.3.1 La categoria QIn ` e iniettiva rispetto a f¡1;f¤ e f!!
rimangono quindi ben deﬁniti i funtori:
f¡1 : D+(I(kY )) ! D+(I(kX))
Rf¤ : D+(I(kY )) ! D+(I(kX))
Rf!! : D+(I(kY )) ! D+(I(kX))30 CAPITOLO 5. IND-FASCI DERIVATI
Analogamente a quanto succede nella categoria degli ind-fasci, anche in
quella derivata questi tre funtori mantengono le propriet` a di esattezza e di
aggiunzione, come si pu` o vedere dalle seguenti proposizioni.
Vediamo prima cosa succede derivando i funtori f¡1 ed f¤
Proposizione 5.3.2 1. Il funtore f¡1 ` e esatto e commuta con “lim ¡ !”
2. Il funtore Rf¤ ` e esatto a sinistra e commuta con lim Ã ¡
3. I seguenti diagrammi sono commutativi:
D+(kY )
f¡1
//
¶Y
²²
D+(kX)
¶X
²²
D+(I(kY ))
f¡1
//
®Y
²²
D+I(kX)
®X
²²
D+(kY )
f¡1
// D+(kX)
Mod(kX)
Rf¤ //
¶X
²²
Mod(kY )
¶Y
²²
D+(I(kX))
Rf¤ //
®X
²²
D+(I(kY ))
®Y
²²
D+(kX)
Rf¤ // D+(kY )
Proposizione 5.3.3 Per ogni F 2 D+(I(kY )) e G 2 D+(I(kX)) i funtori
f¡1 e Rf¤ soddisfano la formula di aggiunzione
RHomI(kX)(f¡1F;G) ' RHomI(kX)(F;Rf¤G)
inoltre valgono anche le seguenti formule di aggiunzione:
RIhom(f¡1F;G) ' RIhom(F;Rf¤G)
Rf¤RHomI(kX)(f¡1F;G) ' RHomI(kX)(F;Rf¤G)
E dalle due proposizioni precedenti otteniamo la seguente
Proposizione 5.3.4 Il diagramma seguente ` e commutativo:
D+(kY )
f¡1
//
¯Y
²²
D+(kX)
¯X
²²
D+(I(kY ))
f¡1
// D+(I(kX))
Ed ora vediamo cosa succede derivando il funtore di immagine diretta
propria
Proposizione 5.3.5 1. Il funtore Rf!! ` e esatto a sinistra e commuta con
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2. Il seguente diagramma ` e commutativo:
D+(I(kX))
Rf!! //
®X
²²
D+(I(kY ))
®Y
²²
D+(kX)
Rf! // D+(kY )
3. Se F 2 Mod(kX) ha supporto proprio su Y , allora il morﬁsmo Rf!!F !
Rf¤F ` e un isomorﬁsmo
Inoltre abbiamo le seguenti relazioni tra f¡1 e Rf!!
Proposizione 5.3.6 Sia F 2 D+(I(kX)) e G 2 D¡(I(kY )) allora
G ­ Rf!!F ' Rf!!(f¡1G ­ F)
Inoltre, se G 2 D¡(kY ), il morﬁsmo
Rf!!RIhom(f¡1G;F) ! RIhom(G;f!!F)
` e un isomorﬁsmo.
5.4 Dualit` a di Poincar´ e-Verdier
Come accade per fasci (vedi [5]), anche nel caso degli ind-fasci il funtore
immagine diretta propria ammette un aggiunto a destra (vedi [2], [8]).
Teorema 5.4.1 Sia f : X ! Y continua tale che f!! sia di dimensione
coomologica ﬁnita, allora il funtore Rf!! ammette un aggiunto a destra, che
chiameremo f! che soddisfa
HomD+(I(kY ))(Rf!!F;G) ' HomD+(I(kX))(F;f!G)
Inoltre, ¶Xf! ' f!¶Y
Corollario 5.4.2 Per ogni F 2 D+(I(kX)) e G 2 D+(I(kY )) i funtori f! e
Rf!! soddisfano le seguenti formule di aggiunzione
RIhom(Rf!!F;G) ' Rf¤RIhom(F;f!G)
RHom(Rf!!F;G) ' Rf¤RHom(F;f!G)
Vediamo ora alcune relazioni tra f! e i funtori gi` a introdotti in precedenza
Proposizione 5.4.3 Siano F;G 2 D+(I(kY )) e K 2 D¡(I(kY ))32 CAPITOLO 5. IND-FASCI DERIVATI
1. c’` e un morﬁsmo naturale
f!F ­ f¡1G ! f!(F ­ G)
2. RIhom(f¡1K;f!G) ' f!RIhom(K;G)
3. se f ` e l’inclusione chiusa allora
f! ' f¡1Ihom((kY )X;¢)
inoltre, id
» ! f!Rf!!.
5.5 Ind-anelli
Parleremo ora brevemente di anelli in I(kX) e di moduli su ind-anelli.
Deﬁnizione 5.5.1 Un ind-anello ` e deﬁnito da un oggetto A 2 I(kX) e dai
morﬁsmi ¹A : A £ A ! A e "A : kX ! A, tali che i seguenti diagrammi
siano commutativi:
A
» //
idA
²²
kX ­ A
"A­idA
²²
A A ­ A ¹A
oo
A
» //
idA
²²
kX ­ A
idA­"A
²²
A A ­ A ¹A
oo
A ­ A ­ A
¹A­idA //
idA­¹A
²²
A ­ A
¹A
²²
A ­ A
¹A // A
:
Deﬁnizione 5.5.2 Un ind-modulo (o pi` u semplicemente, un A-modulo)
sinistro ` e dato da un oggetto M 2 I(kX) ed un morﬁsmo ¹M : A­M ! M
tali che i seguenti diagrammi siano commutativi:
A ­ A ­ M
¹A­idM //
idA­¹M
²²
A ­ M
¹M
²²
A ­ A
¹M // A
M
» //
idM
²²
kX ­ M
"A­idM
²²
M A ­ M ¹A
oo
Deﬁnizione 5.5.3 Un morﬁsmo ' 2 HomI(kX)(M;N) di A-moduli ` e un
morﬁsmo tale che il diagrama seguente sia commutativo:
A ­ M
idA­' //
¹M
²²
A ­ N
¹N
²²
M
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Otteniamo quindi una categoria, la categoria degli A-moduli, che chiamer-
emo I(A).
Esempio 5.5.4 Sia A un fascio di kX-algebre, allora ¯XA ` e un anello in
I(kX). Dal fatto che ¯X commuta con ­ segue che, se M ` e un fascio di
A-moduli, ¯XM ` e un fascio di ¯XA-moduli.
Deﬁnizione 5.5.5 Sia Á : A­A ! A­A deﬁnito nella maniera seguente:
Á : a­b 7! b­a: Chiameremo Aop l’ind-anello A con i morﬁsmi "Aop := "A
e ¹Aop := ¹A ± Á. Un Aop-modulo verr` a chiamato A-modulo destro.
Lemma 5.5.6 La corrispondenza U 7! I(AjU) ` e una stack propria.
Deﬁniamo ora i bifuntori ­ e Ihom anche per gli A-moduli. A tal ﬁne
introduciamo prima i seguenti morﬁsmi:
d = ¹M ­ N ¡ M ­ ¹N
± = Ihom(¹M;N) ¡ Ihom(M;ºN)
ove ºN : N ! Ihom(A;N) ` e il morﬁsmo dedotto da ¹N tramite l’isomorﬁs-
mo Hom(A ­ M;M) ' Hom(M;Ihom(A;M)).
Deﬁnizione 5.5.7 Sia A un ind-anello, deﬁniamo i bifuntori
¢ ­A ¢ : I(Aop) £ I(A) ! I(kX)
Ihom(¢;¢) : I(A)op £ I(A) ! I(kX)
nella seguente maniera:
M ­A N := coker(M ­ A ­ N
d ! M ­ N)
IhomA(M;N) := ker(Ihom(M;N)
± ! Ihom(A ­ M;N))
Proposizione 5.5.8 Vale l’isomorﬁsmo
®XIhomA(M;N) ' HomI(A)(M;N)
Consideriamo ora pi` u anelli su I(kX)
Proposizione 5.5.9 Siano A1;A2;A3 tre ind-anelli.
1. Il funtore ­A2 induce un funtore:
I(A1 ­ A
op
2 ) £ I(A2 ­ A
op
3 ) ! I(A1 ­ A
op
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2. Il funtore IhomA1 induce un funtore:
I(A1 ­ A2)op £ I(A1 ­ A3) ! I(A
op
2 ­ A3)
Possiamo anche derivare i funtori precedentemente deﬁniti. Infatti in [8]
si dimostra il seguente
Teorema 5.5.10 Siano A1;A2;A3 tre ind-anelli. Allora i seguenti funtori
sono ben deﬁniti:
L
­
A2
: D¡(I(A1 ­ A
op
2 )) £ D¡(I(A2 ­ A
op
3 )) ! D¡(I(A1 ­ A
op
3 ))
RIhomA1 : D¡(I(A1 ­ A2)op) £ D+(I(A1 ­ A3)) ! D+(I(A
op
2 ­ A3))
Similmente si possono derivare anche i funtori Hom e Hom.
Proposizione 5.5.11 Siano A1;A2;A3;A4 quattro ind-anelli. Vale allora
il seguente isomorﬁsmo in D+(I(A3 ­ A
op
4 )):
RIhomA2(2M3;RIhomA1(1M2; 1N4)) ' RIhomA1(1M2 ­ 2M3; 1N4);
ove iMj 2 D¡(I(Ai ­ Aj)op) e 1N4 2 D+(I(A1 ­ A
op
4 )).
Cercheremo adesso di estendere le operazioni esterne gi` a deﬁnite in prece-
denza agli ind-anelli.
D’ora in poi f : X ! Y sar` a una funzione continua, e A un ind-anello,
supporremo inoltre che Mod(kX) abbia dimensione coomologica ﬁnita.
Teorema 5.5.12 Con D] intenderemo D;D+;D¡;Db.
1. f¡1 : I(kY ) ! I(kX) induce un funtore f¡1 : D]I(A) ! D]I(f¡1A)
2. f¤ : I(kX) ! I(kY ) induce un funtore Rf¤ : D]I(f¡1A) ! D]I(A)
3. f!! : I(kX) ! I(kY ) induce un funtore Rf!! : D]I(f¡1A) ! D]I(A)
Teorema 5.5.13 Per F 2 D+I(f¡1A) e G 2 D+I(A) vale la formula di
aggiunzione
HomD+I(f¡1A)(f¡1G;F) ' HomD+I(A)(G;Rf¤F):
Teorema 5.5.14 Per F 2 D¡I(f¡1A) e G 2 D¡I(Aop) vale il seguente
isomorﬁsmo:
G
L
­
A
Rf!!F ' Rf!!(f¡1G
L
­
f¡1A
F):5.5. IND-ANELLI 35
Vedremo ora alcuni risultati per A = ¯B, ove B ` e un fascio di kX-algebre.
Il funtore ¯X induce un funtore esatto
¯ : Mod(B) ! I(¯B)
Teorema 5.5.15 Siano K 2 Db(kX), F 2 Db(B), M 2 Db(I(¯Bop)), N 2
Db(I(¯B)). Valgono i seguenti isomorﬁsmi:
1. ®(M
L
­
¯B
N) ' ®M
L
­
B
®N,
2. RIhom(K;M)
L
­
¯B
¯F
» ! RIhom(K;M
L
­
¯B
¯F),
3. RHom(K;M)
L
­
B
F
» ! RHom(K;M
L
­
¯B
¯F).
Teorema 5.5.16 Siano G 2 DbI(Bop), F 2 Db(B), M 2 Db(I(¯B)). Val-
gono i seguenti isomorﬁsmi:
1. ¯(G
L
­
¯B
F) ' ¯G
L
­
B
¯F,
2. RHomB(®M;F) ' ®RIhom¯B(M;F) ' RHomI(¯B)(M;F),
3. RHomI(¯B)(¯F;M) ' RHomB(F;®M).
Teorema 5.5.17 Siano M 2 DbI(¯Bop), F 2 Db(B). Vale il seguente
isomorﬁsmo:
f!(M
L
­
¯B
¯F) ' f!M
L
­
¯f¡1B
¯f¡1F:36 CAPITOLO 5. IND-FASCI DERIVATICapitolo 6
Fasci sottoanalitici e ind-fasci
In questo capitolo X sar` a una variet` a analitica reale. Per una trattazione pi` u
dettagliata degli insiemi sottoanalitici si vedano [3], [5], per quanto riguarda
fasci sottoanalitici e ind-fasci si prenda come riferimento [8].
6.1 Il sito sottoanalitico
Richiamiamo innnanzi tutto la deﬁnizione di insieme sottoanalitico
Deﬁnizione 6.1.1 Un sottoinsieme Z ½ X si dice sottoanalitico in x 2
X se esiste un intorno U di x, delle variet` a analitiche compatte Y i
j (i =
1;2 1 · j · N) e morﬁsmi fi
j : Y i
j ! X tali che
Z \ U = U \
N [
j=1
(f1
j (Y 1
j )nf2
j (Y 2
j ))
Z si dice sottoanalitico in X se ` e sottoanalitico in ogni x 2 X
Vediamo ora alcune propriet` a dei suddetti insiemi che ci saranno utili in
seguito
Proposizione 6.1.2
1. Unione e intersezione di famiglie localmente ﬁnite di sottoinsiemi sot-
toanalitici sono sottoanalitiche
2. Il complementare di un sottoinsieme sottoanalitico ` e sottoanalitico
3. L’interno, la chiusura e la frontiera di un sottoinsieme sottoananlitico
sono sottoanalitici
Proposizione 6.1.3 Un sottoinsieme sottoanalitico relativamente compat-
to ha un numero ﬁnito di componenti connesse.
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Proposizione 6.1.4 Sia f : X ! Y un morﬁsmo di variet` a analitiche
reali. Allora
1. se W ½ Y ` e sottoanalitico su Y , f¡1(W) ` e sottoanalitico su X
2. se Z ½ X ` e sottoanalitico su X e f ` e propria su W, f(W) ` e sot-
toanalitico su Y
Consideriamo ora la categoria Opsa;X, i cui oggetti sono gli aperti sot-
toanalitici di X, in cui frecce e prodotti ﬁbrati sono deﬁniti come nell’Esem-
pio 2.1.4.
Deﬁniamo una topologia di Grothendieck su X nella maniera seguente:
dato U 2 Opsa;X, diremo che S ½ Opsa;X ` e un ricoprimento di U se per
ogni compatto K ½ X esiste un numero ﬁnito di Ui, fUig ½ S, tali che
K \ U = K \
³S
i Ui
´
. Gli assiomi della Deﬁnizione 2.1.2 sono soddisfat-
ti. Chiameremo sito sottoanalitico Xsa il sito ottenuto dotando Opsa;X della
topologia sopra deﬁnita. Allo stesso modo deﬁniamo il sito Xsa;c consideran-
do solo gli aperti relativamente compatti di X.
Se f : X ! Y ` e un morﬁsmo di variet` a analitiche reali resta deﬁnito il
morﬁsmo di siti f : Xsa ! Ysa associato al funtore
ft : Opsa;Y ! Opsa;X
U 7! f¡1(U)
Potremo quindi costruire dei fasci sul sito Xsa e dato un funtore di ﬁti f
potremo calcolare i funtori di fasci immagine diretta e immagine inversa.
6.2 Ind-fasci sottoanalitici
Vedremo ora una corrispondenza tra fasci sul sito sottoanalitico e ind-fasci
Chiameremo Opsa gli aperti sottoanalitici di X e Opsa;c quelli relativa-
mente compatti.
Introduciamo ora la categoria K i cui oggetti sono
Ob(K) = f(I;fUigi2I);I ﬁnito;Ui 2 Opsa;Ui 6= ?g
ed i morﬁsmi sono dati da
HomK((I;fUigi);(J;fVjgj)) = f(aji)j2J;i2I;aji 2 k;aji 6= 0 ) Ui ½ Vjg
Allo stesso modo deﬁniamo Kc, in cui Ui 2 Opsa;c.6.2. IND-FASCI SOTTOANALITICI 39
Possiamo identiﬁcare K come una sottocategoria di Mod(kX) tramite il
funtore fedele K ! Mod(kX) che associa a (I;fUigi) il fascio
L
i kUi.
Deﬁnizione 6.2.1 Sia F 2 Mod(kX)
1. F ` e Kc-ﬁnito se esiste G 2 Kc e un epimorﬁsmo G ³ F
2. F ` e Kc-pseudocoerente se per ogni morﬁsmo Á : G ! F con G 2 Kc,
kerÁ ` e Kc-ﬁnito
3. F ` e Kc-coerente se ` e sia Kc-ﬁnito che Kc-pseudocoerente
Chiameremo Coh(Xsa) la sottocategoria di Mod(kX) costituita dagli ogget-
ti Kc-coerenti.
Teorema 6.2.2 La categoria Coh(Xsa) ` e stabile per nuclei, conuclei e somme
dirette ﬁnite (` e quindi abeliana), e il funtore naturale Coh(Xsa) ! Mod(kXsa)
` e esatto. Inoltre Coh(Xsa) contiene Kc.
Vediamo ora alcune proposizioni che ci porteranno a vedere i fasci sui
sottoanalitici come ind-fasci.
Chiameremo ½ il funtore di siti associato al funtore
½t : Opsa ! OpX
U 7! U;
e chiameremo ½sa¤ : Coh(Xsa) ! Mod(kXsa) la restrizione di ½¤ a Coh(Xsa).
Proposizione 6.2.3 Sia dato il funtore di siti ½ : X ! Xsa deﬁnito in
precedenza:
1. Il funtore ½¤ ` e pienamente fedele, e vale ½¡1 ± ½¤
» ! id
2. Il funtore ½¡1 ammette un aggiunto a sinistra che chiameremo ½!
Proposizione 6.2.4 Il funtore ½sa¤ ` e esatto e pienamente fedele, e ½¡1½sa¤
` e isomorfo al funtore canonico Coh(Xsa) ! Mod(kXsa).
Proposizione 6.2.5 Sia G 2 Coh(Xsa), e sia fFigi un sistema induttivo
in Mod(kXsa) (indiciato da una categoria I ﬁltrante). Allora il morﬁsmo
naturale
lim
¡ !
i
HomkXsa(½¤G;Fi) ! HomkXsa
³
½¤G;lim
¡ !
i
Fi
´
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Proposizione 6.2.6 Sia F 2 Mod(kXsa). Allora vale il seguente isomor-
ﬁsmo
F ' lim
¡ !
i
½¤Fi
ove fFigi ` e un sistema induttivo in Coh(Xsa).
Consideriamo ora la categoria Ind(Coh(Xsa)), che per semplicit` a scriver-
emo I(Coh(Xsa)). Costruiamo un funtore
¸ : I(Coh(Xsa)) ! Mod(kXsa)
estendendo il funtore ½sa¤ nel modo seguente
¸
³
“lim
¡ !
i
”Fi
´
= lim
¡ !
i
½sa¤(Fi)
Teorema 6.2.7 Il funtore ¸ ` e un’equivalenza di categorie
Introduciamo ora dei nuovi funtori per rendere pi` u completo il quadro
delle corrispondenze tra fasci, fasci sottoanalitici e ind-fasci.
Chiameremo ¶Xsa il funtore naturale Coh(Xsa) ! Mod(kX), da cui de-
duciamo un funtore ICoh(Xsa) ! I(kX), e quindi, vista l’equivalenza di
categorie, un funtore IXsa : Mod(kXsa) ! I(kX). Quest’ultimo ` e esatto e
commuta coi limiti induttivi.
Visto che I(Coh(Xsa)) ` e equivalente alla categoria Coh(Xsa)^;add;l (Propo-
sizione 1.1.4), possiamo deﬁnire un funtore JXsa : I(kX) ! I(Coh(Xsa))
» !
Mod(kXsa): dati F 2 I(kX) e G 2 Coh(Xsa), HomI(Coh(Xsa))(G;JXsaF) =
HomI(kX)(¶X¶XsaG;F). Si dimostra (vedi [8]) che JXsa ` e aggiunto a destra
di IXsa e commuta coi limiti induttivi (ﬁltranti).
Riassumiamo ora coi seguenti diagrammi le compatibilit` a tra i funtori
deﬁniti in questo capitolo.
Coh(Xsa)
¶Xsa //
½sa¤
²²
Mod(kX)
¶X
²²
Mod(kXsa)
IXsa // I(kX)
Coh(Xsa)
¶Xsa //
½sa¤
²²
Mod(kX)
½¤kkkkkk
uukkkkkk
Mod(kXsa)
½¡1 k k k k k k
55 k k k k k k6.3. COSTRUZIONE DI IND-FASCI 41
Mod(kX)
¶X
²²
½¤
uukkkkkkkkkkkkkk
Mod(kXsa) I(kX)
JXsa
oo
Mod(kX)
Mod(kXsa)
IXsa //
½¡1 55 k k k k k k k k k k k k k k
I(kX)
®X
OO
Mod(kX)
¯X
²²
½!
uukkkkkkkkkkkkkk
Mod(kXsa)
IXsa // I(kX)
Mod(kX)
Mod(kXsa)
½¡1 55 k k k k k k k k k k k k k k
I(kX)
JXsa
oo
®X
OO
Abbiamo cos` ı un’idea delle relazioni tra la categoria dei fasci, quella dei
fasci sottoanalitici e degli ind-fasci.
6.3 Costruzione di ind-fasci
In questo capitolo X sar` a una variet` a analitica reale. Come in precedenza,
chiameremo Xsa il sito sottoanalitico.
Chiameremo R-C(kX) la categoria abeliana dei fasci R-costruibili (vedi [3],
[5]), e con R-Cc(kX) la sottocategoria piena dei fasci R-costruibili a supporto
compatto.
Chiameremo IR-c(kX) la categoria Ind(R-Cc(kX)).
In [8] viene dimostrato un teorema, che, unito all’equivalenza tra R-Cc(kX)
e Coh(Xsa), porta al seguente risultato:
Teorema 6.3.1 Sia F 2 Psh(kXsa;c) tale che:
1. F(?) = 0
2. per ogni U;V 2 Opsa;c la sequenza 0 ! F(U [ V ) ! F(U) © F(V ) !
F(U \ V ) sia esatta.
Allora F 2 Mod(kXsa;c) e esiste un unico e F 2 IR-c(kX) tale che e F(U) '
F(U) per ogni U 2 Opsa;c.
Inoltre vale la seguente
Proposizione 6.3.2 Sia F 2 Mod(kXsa) tale che per ogni U;V 2 Opsa;c,
con U ½ V la sequenza
F(V ) ! F(U) ! 0
sia esata, allora F ` e quasi-iniettivo in IR-c(kX).42 CAPITOLO 6. FASCI SOTTOANALITICI E IND-FASCI
Chiameremo Db
IR-c(I(kX)) la sottocategoria piena di Db(I(kX)) costituita
da oggetti a coomologia in IR-c(kX). Il funtore esatto IXsa : IR-c(kX) !
I(kX) induce un funtore triangolato
Db(IR-c(kX)) ! Db
IR-c(I(kX)): (6.1)
Teorema 6.3.3 Il funtore (6.1) ` e un’equivalenza di categorie triangolate.
Lemma 6.3.4 Sia f : X ! Y analitica reale e sia F 2 Db
R-c(I(kX)). Allora
i seguenti funtori sono ben deﬁniti:
1. Rf!! : Db
IR-c(I(kX)) ! Db
IR-c(I(kY ))
2. f! : Db
IR-c(I(kY )) ! Db
IR-c(I(kX))
3. ­ : Db
IR-c(I(kX)) £ Db
IR-c(I(kX)) ! Db
IR-c(I(kX))
4. RIhom(F;¢) : Db
IR-c(I(kX)) ! Db
IR-c(I(kX))
Proposizione 6.3.5 Sia f : F ! G un morﬁsmo in Db
IR-c(I(kX)), allora f
` e un isomorﬁsmo se e solo se per ogni K 2 R-Cc(kX) induce un isomorﬁsmo
RHom(K;F)
» ! RHom(K;G).
Dim. Consideriamo il triangolo distinto
F ! G ! L
+1 ¡!
e supponiamo che per ogni K 2 R-Cc(kX), RHom(K;L) = 0. Sia k 2
Z tale che Hk = 0 per k < k. Allora abbiamo che Hom(K;Hk(L)) '
HkRHom(K;L). Perci` o Hom(K;Hk(L)) = 0 e quindi, visto che Hk(L) 2
IR-c(kX), si ha che Hk(L) = 0.
2
Proposizione 6.3.6 Sia F 2 IR-c(kX) e supponiamo che il funtore Hom(¢;F)
sia esatto sulla categoria R-Cc(kX). Allora per ogni G 2 R-Cc(kX) e per
i 6= 0, HiRHom(G;F) = 0.Capitolo 7
Distribuzioni temperate
7.1 Deﬁnizione di distribuzione temperata
Introduciamo ora la deﬁnizione di distribuzione temperata (si vedano [3],
[9]). D’ora in poi X sar` a una variat` a analitica reale.
Deﬁnizione 7.1.1 Sia u una distribuzione su un aperto U ½ X. Diremo
che u ` e temperata nel punto x 2 X se esiste un intorno V di x ed una
distribuzione v deﬁnita su V tale che ujU\V = vjU\V . Diremo che u ` e
temperata in X, se lo ` e in ogni punto.
Abbiamo inoltre il seguente
Lemma 7.1.2 Sia u una distribuzione deﬁnita su U ½ X. Sono equivalenti:
1. u ` e temperata in X,
2. u ` e temperata in ogni punto della frontiera di U,
3. esiste una distribuzione v deﬁnita su X tale che u = vjU.
Come conseguenza di un risultato di Lojasiewicz (vedi [10]) abbiamo il
seguente
Teorema 7.1.3 Sia U ½ X un aperto sottoanalitico e sia fUigi2I un rico-
primento di U con tutti gli Ui sottoanalitici. Una distribuzione u deﬁnita su
U ` e temperata se e solo se lo sono tutte le sue restrizioni ujUi.
7.2 Il funtore THom(¢;Db)
In [3] viene deﬁnito il fascio THom(F;DbX), sottofascio di Hom(F;DbX)
nella seguente maniera:
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Deﬁnizione 7.2.1 Sia F un fascio R-costruibile su X, U ½ X un aperto.
Le sezioni Γ(U;THom(F;DbX)) sono le ' 2 Γ(U;Hom(F;DbX)) tali che
per ogni aperto sottoanalitico relativamente compatto V di U, e s 2 F(V ),
'(s) sia una distribuzione temperata in U.
Inoltre, si dimostrano le seguenti due proposizioni
Proposizione 7.2.2 Sia U ½ X aperto sottoanalitico, e V ½ X un aperto.
Allora
Γ(V;THom(CU;DbX) = fu 2 Γ(U \ V;DbX);
u temperata in ogni punto di V g
Proposizione 7.2.3 Per ogni chiuso sottoanalitico S ½ X si ha
THom(CS;DbX) = ΓS(DbX)
Se adesso prendiamo in considerazione la categoria dei DX-moduli (che
chiameremo Mod(DX)), notiamo subito che il funtore THom(¢;DbX), ` e un
funtore contravariante dalla categoria R-C(CX) alla categoria Mod(DX).
Inoltre si dimostra il seguente
Teorema 7.2.4 Il funtore THom(¢;DbX) ` e un funtore esatto.
Sia ora U ½ X aperto sottoanalitico, S = XnU e consideriamo la sequenza
esatta
0 ! CU ! CX ! CS ! 0;
applicando il funtore esatto contravariante THom(¢;DbX), otteniamo la
sequenza esatta
0 ! ΓS(DbX) ! DbX ! THom(CU;DbX) ! 0:
7.3 L’ind-fascio delle distribuzioni temperate
Deﬁniamo ora Dbt(U), lo spazio delle distribuzioni temperate su un aperto
sottoanalitico U ½ X tramite la successione esatta
0 ! ΓXnU(X;DbX) ! Γ(X;DbX) ! Dbt
X(U) ! 0:
Si vede subito che
THom(CU;DbX) = V ! Dbt
X(U \ V ):
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Lemma 7.3.1 Siano U;V ½ X due aperti sottoanalitici. Allora al sequenza
0 ! Dbt
X(U [ V ) ! Dbt
X(U) © Dbt
X(V ) ! Dbt
X(U \ V ) ! 0
` e esatta.
Grazie al Teorema 6.3.1, Dbt
X diventa un fascio su Xsa. Inoltre, sempre
per il Teorema 7.1.3, la sequenza
Dbt(V ) ! Dbt(U) ! 0
con V ½ U aperti sottoanalitici ` e esatta, e quindi, applicando la Propo-
sizione 6.3.2, il funtore Dbt(¢) ` e esatto sulla categoria R-Cc(CX)op.
Inoltre, in [8] si dimostra che Dbt
X, ` e anche un ½!DX-modulo, quindi, appli-
cando il funtore IXsa otteniamo che IXsa(Dbt
X) 2 I(¯DX). Identiﬁcheremo
Dbt
X con la sua immagine tramite IXsa, ottenendo cos` ı l’ind-fascio delle
distribuzioni temperate. Vale la seguente
Proposizione 7.3.2 Sia F 2 R-Cc(CX)op, allora
Hom(F;Dbt
X) ' THom(F;DbX):
Quindi, applicandola Proposizione 6.3.6 otteniamo la seguente
Proposizione 7.3.3 Sia F 2 Db
R-c(CX), allora
RHom(F;Dbt
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Ind-fasci su variet` a analitiche
8.1 D-moduli
D’ora in poi X sar` a una variet` a analitica complessa. Chiameremo OX
il fascio delle funzioni olomorfe su X, ΩX il fascio delle forme di grado
massimo.
Introduciamo DX, il fascio di anelli degli operatori diﬀerenziali di ordine
ﬁnito a coeﬃcienti olomorﬁ (come referenze si vedano [1], [16]). Localmente,
una sezione P 2 Γ(U;DX) si pu` o scrivere in modo unico nella forma seguente
P =
X
®·n
f®(x)@®
x
ove f®(x) ` e olomorfa su U. Chiameremo quindi Mod(DX) (rispettivamente
Mod(D
op
X ) la categoria dei DX-moduli sinistri (destri), cio` e dei fasci M su X
tali che Γ(U;M) sia un Γ(U;DX)-modulo sinistro (destro) per ogni aperto
U ½ X. Possiamo passare dai DX-moduli sinistri ai DX-moduli destri,
abbiamo infatti la seguente
Proposizione 8.1.1 Il funtore da Mod(DX) in Mod(D
op
X ) deﬁnito da
M 7! ΩX ­OX M
` e un’equivalenza di categorie. Il suo quasi-inverso ` e dato dal funtore
N 7! HomOX(ΩX;N) ' M ­OX Ω
­(¡1)
X
ove N 2 Mod(D
op
X ).
Sia ora f : X ! Y un morﬁsmo di variet` a complesse. Introdurremo ora i
bimoduli di trasferimento
DXÃY = OX ­f¡1OY f¡1DY
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DY !X = ΩY ­OY DXÃY ­f¡1OY (f¡1ΩY )­(¡1):
Il primo ` e un (DX;f¡1DY )-bimodulo, il secondo un (f¡1DY ;DX)-bimodulo.
Notiamo che se X
f
! Y
g
! Z sono morﬁsmi di variet` a complesse, e h =
g ± f, abbiamo che
DX!Z ' DX!Y ­ DY !Z:
Ricordando che ogni morﬁsmo si fattorizza in un’immersione chiusa (nel
graﬁco) ed una proiezione, concentriamoci su questi due casi.
Proposizione 8.1.2 Siano U;V due intorni dello 0 in Cn e Cm. Allora:
1. Il modulo di trasferimento della proiezione
p : U £ V ! V
(u;v) 7! v
come DU£V -modulo sinistro ` e isomorfo a
DU£V =DU£V @u1 + ¢¢¢ + DU£V @un:
` E coerente, e il complesso di Koszul
K(DU£V ;¢@u1;¢¢¢ ;¢@un)
` e una sua risoluzione di lunghezza n.
2. Il modulo di trasferimento dell’inclusione chiusa
i : U ! U £ V
u 7! (u;0)
come DU£V -modulo destro ` e isomorfo a
DU£V =v1DU£V + ¢¢¢ + vmDU£V :
` E coerente, e il complesso di Koszul
K(DU£V ;v1¢;¢¢¢ ;vm¢)
` e una sua risoluzione di lunghezza m.
Deﬁniamo inﬁne f¡1, f
¤, f
!, i funtori immagine inversa, immagine diretta
e immagine diretta propria per i D-moduli sinistri (oppure, pi` u in generale,
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f¡1M = DXÃY
L
­
f¡1DX
f¡1M
f
¤M = Rf¤(DY !X
L
­
DX
M)
f
!M = Rf!(DY !X
L
­
DX
M):
Sia ora M una variet` a analitica reale, X una sua complessiﬁcazione, i :
M ,! X l’inclusione. Denoteremo con DM = i¡1DX = (DXjM) l’anello
degli operatori diﬀerenziali a coeﬃcienti analitici. Deﬁniamo dunque i DM-
moduli. Introduciamo AM, il fascio delle funzioni analitiche su M (che altro
non ` e che OXjM) e A_
M = ΩM ­ orM, il fascio delle densit` a analitiche.
Se f : M ! N ` e un morﬁsmo di variet` a analitiche, i bimoduli di trasferi-
mento diventano
DM!N = DM ­f¡1AN f¡1AM
DNÃM = A_
N ­AN DXÃY ­f¡1AM (f¡1A_
M)­(¡1):
Il primo` e un (DM;f¡1AN)-bimodulo, il secondo un (f¡1AN;DM)-bimodulo.
8.2 Operazioni sulle distribuzioni temperate
Come gi` a visto in precedenza, l’ind-fascio Dbt
M ` e un I(¯DM)-modulo sinistro.
Chiameremo invece Db
t;_
M l’I(¯D
op
M)-modulo
Dbt;_ = ¯A_
M ­¯AM Dbt
Lo scopo di questo capitolo ` e quello di descrivere le propriet` a funtoriali
dell’ind-fascio delle distribuzioni temperate. In particolare, stabiliremo una
serie di isomorﬁsmi nella categoria derivata degli ind-fasci costruibili. A tal
ﬁne, utilizzeremo i morﬁsmi ottenuti in [12], ed i risultati di [6].
Proposizione 8.2.1 (vedi [12]). Sia f : M ! N un morﬁsmo di variet` a
analitiche reali. Esiste un morﬁsmo in Db(I(¯f¡1D
op
N )):
Db
t;_
M
L
­
¯DM
¯DM!N ! f!Db
t;_
N (8.1)
Proposizione 8.2.2 Il morﬁsmo (8.1) ` e un isomorﬁsmo.
Dim. Basta dimostrare che per ogni F 2 R-Cc(CM) valga l’isomorﬁsmo
RHom(F;Db
t;_
M
L
­
¯DM
¯DM!N) ' RHom(F;f!Db
t;_
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Abbiamo che, per ogni F 2 R-Cc(CM)
RHom(F;Db
t;_
M
L
­
¯DM
¯DM!N) ' RHom(F;Db
t;_
M )
L
­
DM
DM!N
' THom(F;Db_
M)
L
­
DM
DM!N:
Dall’altra parte abbiamo che
RHom(F;f!Db
t;_
N ) ' RHom(Rf!!F;Db
t;_
N )
' THom(Rf!F;Db_
N)
' Rf!(THom(F;Db_
N)
L
­
DM
DM!N);
ove il terzo isomorﬁsmo viene dal Teorema (4.4) di [6]. Sapendo che, se
G 2 R-Cc(CM), Γ(X;G) ' Γ(Y;Rf!G) otteniamo il risultato desiderato.
2
Grazie a questo isomorﬁsmo possiamo provare la seguente
Proposizione 8.2.3 Sia f : M ! N un morﬁsmo di variet` a analitiche, e
sia N 2 Db(DN). Vale allora l’isomorﬁsmo in Db(I(CM)):
Db
t;_
M
L
­
¯DM
¯f¡1N
» ! f!(Db
t;_
N
L
­
¯DN
¯N)
Dim. ` E dato dagli isomorﬁsmi
f!(Db
t;_
N
L
­
¯DN
¯N) ' f!Db
t;_
N
L
­
¯f¡1DN
¯f¡1N
' Db
t;_
M
L
­
¯DM
¯DM!N
L
­
¯f¡1DN
¯f¡1N
' Db
t;_
M
L
­
¯DM
¯f¡1N
2
Per l’equivalenza tra moduli D-moduli destri e D-moduli sinistri, la (8.1)
ci d` a il seguente isomorﬁsmo in Db(I(¯f¡1DN)):
¯DNÃM
L
­
¯DM
Dbt
M ' f!Dbt
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Proposizione 8.2.4 Sia f : M ! N morﬁsmo liscio di variet` a analitiche.
Vale allora in Db(I(¯f¡1DN)) il seguente isomorﬁsmo:
RIhom¯DM(¯DM!N;Dbt
M) ' f¡1Dbt
N
Dim. Sia d = dimN ¡ dimM, consideriamo i seguenti isomorﬁsmi
RIhom¯DM(¯DM!N;Dbt
M) ' ¯RHom(DM!N;DM)
L
­
¯DM
Dbt
M
' ¯DNÃM
L
­
¯DM
Dbt
M ­ orM=N[¡d]
' f!Dbt
N ­ orM=N[¡d]
' f¡1Dbt
N
Il primo isomorﬁsmo ` e stato ottenuto rimpiazzando DM!N col complesso di
Koszul, il secondo, essendo f liscia, deriva dall’isomorﬁsmo
RHomDM(DM!N;DM) ­ orM=N ' ¯DNÃM[¡d];
e l’ultimo dall’isomorﬁsmo f![d] ' f¡1 ­ orM=N.
2
Sia ora f : M ! N un’inclusione chiusa si pu` o dimostrare (vedi [12]) la
seguente
Proposizione 8.2.5 Esiste un morﬁsmo in Db(I(¯DN)):
Rf!Dbt
M ! RIhom¯DN(¯Rf!DNÃM;Dbt
N) (8.2)
Proposizione 8.2.6 Il morﬁsmo (8.2) ` e un isomorﬁsmo.
Dim. Per ogni F 2 R-Cc(CM) abbiamo i seguenti isomorﬁsmi
RHom(F;Rf!Dbt
M)) ' Rf!RHom(f¡1F;Dbt
M)
' Rf!THom(f¡1F;DbM)
' RHomDN(Rf!DNÃM;THom(F;DbN))
' RHomDN(Rf!DNÃM;RHom(F;Dbt
N))
' RHom(F;RIhom¯DN(¯Rf!DNÃM;Dbt
N));
ove il terzo isomorﬁsmo viene dal Teorema (4.5) di [6]. Grazie alla Propo-
sizione 6.3.5 otteniamo l’isomorﬁsmo desiderato.
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Adesso X sar` a una variet` a analitica complessa, con fascio strutturale olo-
morfo OX. Chiameremo X la variet` a complessa coniugata (con fascio strut-
turale antiolomorfo OX), e XR la variet` a analitica sottostante, identiﬁcata
con la diagonale di X £ X.
Deﬁniamo ora l’ind-fascio Ot
X 2 Db(I(¯DX)) delle funzioni olomorfe tem-
perate nella maniera seguente:
Ot
X := RIhom¯DX(¯OX;Dbt
XR)
Consideriamo anche l’ind-fascio Ωt 2 Db(I(¯D
op
X )):
Ωt
X := Db
t;_
XR
L
­
¯DX
¯OX[¡dX]:
Proposizione 8.2.7 Sia M una variet` a analitica reale, X una sua comp-
lessiﬁcazione, i : M ,! X l’inclusione. Allora vale il seguente isomorﬁsmo:
i!Ωt
X ' Db
t;_
M [¡dX]
Dim.
i!Ωt
X ' i!(Db
t;_
XR
L
­
¯DX
¯OX)[¡dX]
' i!Db
t;_
XR
L
­
¯i¡1DX
¯i¡1OX[¡dX]
' Db
t;_
M
L
­
¯DM
¯DM!XR
L
­
¯i¡1DX
i¡1¯OX[¡dX]
' Db
t;_
M
L
­
¯DM
¯i¡1DX[¡dX]
' Db
t;_
M [¡dX];
ove il penultimo isomorﬁsmo ` e dato da
DM!XR
L
­DXjM OXjM ' DXjM:
2
A questo punto, grazie alla Proposizione 5.4.3 troviamo che
i¡1RIhom(CM;Ωt
X) ' Db
t;_
XR[¡dX];
entrambi i membri hanno supporto in M, quindi, passando ai moduli
sinistri otteniamo
RIhom(D0CM;Ot
X) ' Dbt
M;8.2. OPERAZIONI SULLE DISTRIBUZIONI TEMPERATE 53
applicando a destra e a sinistra il funtore ® e ricordando la Proposizione
7.3.3, si ha
THom(D0CM;OX) ' ®Dbt
M:
Il Teorema (5.10) di [6] ci dice che
THom(D0CM;OX) ' DbM
quindi
®Dbt
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