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where α t is a scalar and d t ∈ R n is a descent search direction 1 . The procedure of selecting d t varies from technique to technique. However, once d t is chosen, the procedure for finding α t to minimize f (x t + αd t ) can be thought as a function of the scalar α > 0 which is relatively easy to solve. For example, the scalar α t can be chosen as the smallest positive root of the equation
In practice exactly solution may not available and we need another iterative search or approximation. In fact, we only need to verify that f (x t + αd t ) improves over f (x t ).
Line Search. We know that as long as d t is a descent direction, we can always find α t small enough such that f (
. There are many methods for selecting α t [2] , and here we focus on a simple backtracking strategy:
(1) Let c, β ∈ (0, 1) and start with α = α 0 which (approximately) solves Equation (1). (2) fails then update α ← βα and repeat step (2) until success.
Descent Methods
Gradient Descent. Gradient descent (a.k.a. steepest descent ) is one of the most widely known methods for optimization. Let f have continuous first partial derivatives on R n , and the gradient ∇f (x) is a n-dimensional vector. In gradient descent the search direction d is taken to be
It is easy to show (using Taylor series) that as long as the search direction d satisfies ∇f (x) T d < 0, f (x) can be improved with a sufficiently small step size α.
Coordinate Descent.
In coordinate descent methods the search direction d is taken to be d = e i (or −e i ) where e i = [0, . . . , 0, 1, 0, . . . , 0] has 1 at the i-th position and 0 elsewhere. In other words, in each step f (x 1 , . . . , x n ) is minimized with respect to one variable x i with the rest fixed. There are a number of ways to select the coordinates:
(1) Cyclic coordinate descent : minimizes f cyclically with respect to the coordinate variables x 1 , . . . , x n , x 1 , . . . , x n , etc. (2) Aitken double sweep: in this procedure one searches over x 1 , x 2 , . . . , x n , in that order, and then comes back in the order x n−1 , x n−2 , . . . , x 1 . (3) Gauss-Southwell : at each step the coordinate component which has the largest absolute value is selected as the search direction. Although their convergence properties are poorer than gradient descent, coordinate descent methods can be very attractive if the optimization for each coordinate is simple to carry out. Furthermore, the minimization with respect to one coordinate variable can often be much cheaper to compute and the resulting algorithm may still be efficient (especially when variables are not highly correlated).
Newton's Method. In Newton's method the search direction is chosen to be
Furthermore, it can be shown that in this case, the step size α = 1 is a natural choice and thus we have
Newton's method can be seen as directly finding the root of ∇f (x) = 0. Another way to look at Newton's method is that the function f being minimized is approximated locally by a quadratic function
whose exact solution is
Newton's method has very desirable properties: it has order-2 convergence rate if started sufficiently close to the solution point.
Examples
Linear Regression. Given n iid samples (x i , y i ) that follow
where ǫ i ∼ N (0, σ 2 ) is the random noise for the i-th sample. Least square estimator (in this case it is equivalent to the maximum likelihood estimation under the Gaussian noise assumption) can be found by minimizing squared error:θ
where θ is the optimization variable. Assume that X has full column rank, the solution can be easily seen to beθ = (X T X) −1 X T y. This can be seen as applying Newton's method and exact solution is found in just one step.
Although the least square estimator is known to be unbiased, i.e. E[θ] = θ, it have larger variance. In practicce people often consider the so-called ridge regression which aims to minimize the following regularized least square objective:
Similarly, by taking the derivative with respect to θ we can get the close form solution
Note that the matrix (X T X + λI) is positive definite given any λ > 0 and thus its inverse always exists. Furthermore, although the resulting estimator is biased, it has a smaller variance than that of the least square estimator. By properly choosing the regularization parameter λ (such as using cross validation), a better estimator can be found which gives smaller mean squared error.
When p is small we can use the above close form solution to solve the optimization problem. When p is large it is not practical as it takes O(p 3 ) operations to compute the inverse of a p × p matrix. Both gradient descent and coordinate descent can be easily derived for linear/ridge regression, and it is easy to see that the exact solution of Equation (1) can be obtained for this case.
Logistic Regression.
We are able to generalize linear regression by replacing normal distribution with another one in the exponential family [2] . Definition 1.1. Consider a single random variable Y whose distribution depends on a single parameter θ. The distribution belongs to the exponential family if it can be written in the form
where a, b, s and t are known functions. The above formulation can be re-written as
where s(y) = exp(d(y)) and t(θ) = exp(c(θ)).
Linear regression can be seen as E(Y |X) = µ = θ T X, and Y ∼ N (µ, σ 2 ). It can be generalized to generalized linear models (GLMs) [2] by considering:
(1) E(Y |X) = h(µ) = h(θ T X) for a link function h(.) other than the identity function; (2) The distribution Y ∼ F (h(µ)) where F is a distribution within the exponential family with h(µ) = h(θ T X) as the mean.
Logistic regression is one such example where h(t) = (1 + exp(−t)) −1 and F is taken to be the Bernoulli distribution. In logistic regression we have samples (x i , y i ) where y i = 0, 1 follow the model
.
and negative log-likelihood can be written as
where the last equation comes from the fact that y = ±1. The maximum likelihood estimator can be obtained by minimizingθ = arg min It is easy to show that its Hessian matrix is guaranteed to be positive definite given λ > 0.
