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In recent years, we have witnessed the prevalence of community-based Question 
Answering (cQA) systems that are able to provide precise answers to a wide 
variety of questions. However, answers from most QA systems are in the form of 
text, such as the Yahoo! Answers. For some questions, visual answers such as 
images and videos would be more direct and intuitive. The aim of this thesis is to 
extend the text-based QA to multimedia QA to answer a range of factoid and 
“how-to” QA. The systems will be designed to find additional multimedia 
answers from Web-based media resources such as YouTube, Google and Amazon 
to supplement the text answers. 
The thesis presents a novel solution to "how-to" QA by leveraging community 
contributed text and video answers on the Web. In our video QA framework, 
given a text based question, we first leverage similar question search on YA to 
increase the semantic coverage of the original question. Second, we extract the 
key phrases from these questions as queries to search for video answer candidates. 
At the same time, the classification of the questions in YA is used to find the 
related visual concepts based on the off-line domain-specific word mining. Third, 
we utilize text-analysis, visual analysis, opinion analysis and video redundancy to 
find the most relevant video answers from the community video candidates. 
Experiments conducted with questions from Yahoo!  Answers archive 
demonstrated the feasibility and effectiveness of our approach. 
vi 
 
For the visual recognition component in the video QA framework, we also 
propose a new scheme for product annotation in videos. To cater to the huge 
variety and frequent introduction of new products, we introduce a simple yet 
effective method to harvest a large amount of product visual examples from the 
Web. Besides, we introduce a novel correlative sparsification method to generate 
the sparse visual signatures of products. It is able to reduce the noise of the visual 
signatures, such that better annotation performance can be achieved. We also 
introduce a method that simultaneously leverages Amazon and Google image 
search engine, which represent a specific knowledge resource and general Web 
information collection respectively. The whole process is automated and does not 
require humans’ manual efforts. These visual signatures are used to annotate 
video frames. A series of experiments conducted on more than 1,000 Web videos 
demonstrated the feasibility and effectiveness of our approach. Besides, the 
proposed approach can increase the performance of the system as compared to the 
original visual recognition component.  
We also propose a relevant and diverse image search approach, which aims to 
return a small set of images which can cover all aspects of the product without 
any redundancy. This approach can be regarded as one possible solution of the 
image-based factoid QA for products. A conditional clustering approach is 
applied regarding the Amazon examples as information prior. In this way, a set of 
exemplars can be found from the Google search results; they are then provided 
together with the Amazon example images as a set of relevant and diverse results 
for product search. The work can enrich the example images on Amazon with the 
vii 
 
search results from Google and also refine Google image search results by 
exploring the example images on Amazon. Experiments are conducted on a set of 
products and the results demonstrate the feasibility and effectiveness of our 
approach. 
Many other interesting future research directions can be explored to support a 
more precise and user friendly multimedia question answering. Future works in 
the pipeline include more integrated multimedia search engines, which can return 
text, image, and video as answers for better QA experience, and the content-based 
online video advertisement, which can present the advertisement based on the 
visual relevance.    
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Chapter 1 Introduction 
The amount of information on the Web has grown exponentially over the years and the 
contents cover almost any topics. As a result, when looking for information, users are 
often bewildered by the vast quantity of returned results through search engines such as 
Google1, or Yahoo2
The ability to answer question like "How to transfer pictures in my digital camera to 
computer?" requires understanding of the relevant contents, and often involves the 
composition and generation of specific answers. This is beyond the capability of current 
technologies unless for a very narrow domain. Because of the strong demands for such 
services, community-based QA services, such as Yahoo! Answers
. Users usually have to painstakingly browse through the long list of 
result to look for a precise answer. Therefore Question-Answering (QA) research 
emerged in an attempt to tackle this information-overload problem. Instead of returning a 
ranked list of results as is done in the current search engines, QA aims to leverage in-
depth linguistic and media content analysis as well domain knowledge to return precise 
answers to users’ natural language questions. 
3
                                                          
1 Google Search: http://www.google.com/ 
 (YA), has become 
very popular. Through YA services, people ask a variety of "how-to" questions and 
obtain answers either by searching for previously asked similar questions on their own or 
waiting for other users to provide the answers. As large archives of question-answer pairs 
2 Yahoo Search: http://search.yahoo.com/ 
3 Yahoo!  Answering: http://answers.yahoo.com/ 
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are built up through user collaboration, the knowledge is accumulated and is ready for 
sharing. 
 
Figure 1.1 From textual question answering to multimedia question answering. 
However, even when the best text-based answer is presented to the users, say, for the 
above "picture transfer" question, the user may still have difficulty in grasping the 
answers. This is because from the textual answers, the users may still have no idea on 
how to deal with the USB cable, from such answer as "... connect your digital camera 
though (the) USB cable ...". But if we can present visual answers such as images or 
videos, it will be more direct, intuitive and instructive for the users to follow the entire 
transfer process, such as connecting camera to computer or taking the memory card from 
the camera and plugging it into the card reader. Overall, in addition to normal textual 
references or instructions, their visual counterparts such as images and videos should be 
an ideal complementary source of information for users to follow. Thus, given that the 
vast amount of information on the Web is now in non-textual media, it is natural to 
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extend the text-based QA research to multimedia QA, such as the process illustrated in 
Figure 1.1.  
Multimedia QA can thus be considered as a complement to text QA in the whole 
question-answering paradigm, in which the best answers may be a combination of text 
and other medium answers. Essentially, multimedia QA includes image, video and audio 
QA. They all aim to return precise images, video clips, or audio fragments that oftter 
answers to users’ questions. Thus, the aim of this thesis is to extend the text-based QA 
research to multimedia QA to tackle a range of definition and “how-to” QA. Specifically, 
we focus on the electronic product domain. The systems will be designed to find 




1.2 Video-Based How-to QA for Products 
Through YA services, people ask a variety of "how-to" questions and obtain answers 
either by searching for similar questions on their own or waiting for other users to 
provide the answers. As large archives of question-answer pairs are built up through user 
collaboration, the knowledge is accumulated and is ready for sharing.  
On the other hand, media contents, especially videos, are now used to convey many types 
of information as evident in more than 50 video hosting services on the Internet, which is 
shown in Figure 1.2. These websites can roughly be divided into two categories. The 
first category is the user generated video sharing websites, such as YouTube, 
                                                          
4 YouTube: http://www.youtube.com/ 
5 Amazon: http://www.amazon.com/ 
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DailyMotion6, and YouKu7. Users can upload video clips and share it with the masses. 
The second category is the premium content video hosting website, such as Hulu8, Qiyi9 
and Videojug10. The content is uploaded by the professional producers or company but 
not by common users. For video QA, choosing user generated videos rather than 
premium videos as the video answer pool has the following advantages. First, user 
generated video content is the leading source of video on the Web and the premium 
content is often scarce. For example, YouTube, which is the largest video sharing website, 
serves 100 million distinct videos and 65,000 uploads daily; and the traffic of this site 
accounts for over 20% of the web in total and 10% of the whole internet, covering 60% 
of the videos watched on-line [Cha 07].  Many videos do provide "how to" instructions 
on a wide variety of popular topics in the domains of electronics, travel, driving, cooking 
etc. This is of great advantage over other video collections, making YouTube an ideal 
video answering source. On the other hand, the range of topics and the coverage of each 
topic for premium videos sites are limited as only the carefully selected questions and 
videos by certain photographers will be published on their websites. For example, some 
commercial websites such as Ehow-Video11
                                                          
6 Daily Motion http://www.dailymotion.com 
 do provide "how-to" videos by recruiting 
armature photographers to shoot problem-solving videos, but the questions are selected 
based on hot search queries, which is to meet the search engine optimization (SEO) 
criteria.  
7 YouKu: http://www.youku.com/ 
8 Hulu: http://www.hulu.com/ 
9 Qiyi: http://www.qiyi.com/ 
10 Videojug: http://www.videojug.com/ 




Figure 1.2 The list of popular video hosting website from Wikipedia 
(http://en.wikipedia.org/wiki/List_of_video_hosting_services). 
Inspired by the above observation, a system to find video answers from Web-based media 
resources such as YouTube is designed. In general, metadata tags on community-shared 
videos tend to be sparse and incomplete. Hence, the attempt to use original user text 
queries to retrieve such videos from sites such as the YouTube tends to be not so 
effective. Also, the richness of visual contents within the video in conjunction with 
textual information mentioned above should be exploited to identify the best video 
answers. Thus, a natural approach to solve problem of the verbose question is to leverage 
on the strength of the text-based method and visual-based method to find video answers.  
Considering that successful techniques have been developed to find readily text-based 
answers for the similar questions from Yahoo! Answers (YA) [Wang 09],  and the 
keywords in a question can reveal what visual concepts are helpful to find the video 
answer, the text based approach can be used to support the process of finding video 
answers in two steps.  
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First, the techniques to find similar questions from community QA site like YA are 
explored to capture the variety of formats and terms used by the users to depict similar 
concepts. Second, the key visual concepts in the query can be utilized to support 
advantage for visual analysis. If a question mentions some specific product names, it is 
directly adapted as key concept of the question. For the question, “How do you change to 
different shutter speeds on your digital camera”, the digital camera will be regarded as a 
visual clue of video answer candidates, which means if a digital camera is detected or 
automatically annotated in a video, the video is probably relevant as a candidate of video 
answer.  But if the question does not mention any specific product name, the organization 
of questions in YA can give a hint. A question in YA is typically assigned a category 
name and a sub-category name by the users or the administrator of YA. For example, the 
question “How do you put pictures/videos on your computer with a memory card" was 
assigned to the Camera subcategory within the category: Consumer Electronic. There are 
also some other sub-categories in Consumer Electronic category, such as Music Player, 
Xbox, Playstation and so on. There is a strong relationship between the type of sub-
category and the key concepts appear in the question. In the above example, 
"picture/video, memory card" indicate that the question is related to the visual concept of 
Camera, which is under the Camera category. 
Overall, the above outlines a Web video re-ranking framework to find video answers 
given a textual question. Similar question search on YA is first employed to increase the 
semantic coverage of the original question. Then key phrases from these questions as 
queries are extracted to search for video answer candidates. Meanwhile, the classification 
of the questions in YA is used to find the related key objects which called visual concepts 
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and their taxonomy based on the off-line domain-specific word mining. Finally a four 
level ranking scheme based on textual analysis, visual analysis, opinion analysis and 
video redundancy is adopted to find the most relevant video reference from YouTube.  
For the above framework, each component is independent with each other and can be 
replaced by more advanced techniques. Thus, a more advanced scheme is also proposed 
to address the problem of product detection in video. Our scheme introduces two stages. 
In the first stage, our method automatically collects positive training images from internet 
by mining Amazon, which should be the largest online shopping website, and Google 
image search engine. For example, on many e-commerce websites such as Amazon and 
New Egg12
                                                          
12 New Egg: http://www.newegg.com. 
, there are usually some high-quality image examples associated with each 
product. However, these images are usually limited in providing comprehensive visual 
information. For example, our study shows that for most products Amazon only provides 
1 to 5 images. On the other hand, there are plenty of images that describe a product with 
different scales, views and surroundings available on the Internet, which can be easily 
accessed through image search tools such as Google image search. However, simply 
performing image search with these tools usually return images that are noisy and 
redundant as they are indexed by text information. Thus, given a product, the product 
name is utilized as query to collect a set of images from Amazon that usually depicts the 
product with different views. But there are too few images for constructing a good model. 
Therefore, Google image search engine is utilized to “expand” the example images from 
Amazon. We again use the product name as text query to Google image search to collect 
a large set of images. For each Amazon image, we then collect its nearest neighbors 
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through visual matching in the Google image search results. In this way, a set of good 
quality training images for the product can be obtained.  
The second stage involves the training of a classifier on the fly. The conventional video 
annotation methods usually train classifiers based on several positive and negative 
samples. However, for product concepts, there are usually a lot more negative samples 
than the positive samples, and they distribute in much broader domains. This introduces 
difficulty in training discriminative classifiers. In addition, we utilize a very large visual 
codebook in order to enhance the discriminative ability of visual representations because 
for specific object retrieval, a large visual codebook will increase the precision [Philbin 
07]. Besides, recent studies demonstrate that, when dealing with very high-dimensional 
feature space, directly adapting positive samples to generate a template for annotation is 
an effective choice [Zhou 09]. Therefore, the BoVW histograms of these images are 
merged to form a visual signature of the product, which embeds the visual information of 
different views and poses of the product. However, as previously introduced, the 
representation constructed in this way is actually fairly noisy. Here a correlative 
sparsification approach is proposed to reduce the noise. The final sparsified signatures are 
used to predict whether a video frame contains a product or not. The overall process is 
quite similar to the signature file in document retrieval, which is used to create a quick 
and dirty filter to discriminate relevant and irrelevant documents [Zobel 98]. Thus, this 




1.3 Image-Based Factoid QA for Products 
Many questions are better explained in or with the help of a non-textual medium. 
Evidence is that in a cQA corpuses released by Yahoo13
We also use product images from Amazon as seed images. However, the roles of 
Amazon images, which consist of only a few of high-quality image examples, are 
different in product annotation in video and the image-based factoid QA for Products. For 
product annotation in videos, the Amazon images about a product are utilized as queries 
to find similar images from Google, which is used to expand the Amazon images set 
itself. The images found from Google are visually similar to the Amazon images, but in 
different angle, views, and resolution. Besides, the quantity of the result is much more 
than the Amazon images. For image-based factoid QA, the Amazon images about a 
product are utilized as a constraint for conditional clustering approach to find visually 
distinct exemplar images from Google. The result is a complementary set of Amazon 
images and the quantity is very few.  
, there are many answers that 
embed hyperlinks to images from which the users can get supplementary information in 
media form. For example, in providing textual answers to a factoid question such as 
“What does (a) Canon 40D look like?”, it is better to also show the image or video of 
what this camera looks like. The factoid product image QA is able to help users to obtain 
better knowledge about the visual appearance of products.  In this scenario, it is important 
to exploit both visual and textual information for selecting good images and generating 
high quality image summaries. Thus, factoid product image QA problem can be regarded 
as a relevant and diverse image search problem.  
                                                          
13 Yahoo Webscope Dataset:  http://webscope.sandbox.yahoo.com/ 
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Thus, a solution is presented to help users to get knowledge about the visual appearance 
of products. Our approach simultaneously leverages Amazon and Google image search 
engine, which represent a specific knowledge resource and general Web information 
collection, respectively. A conditional clustering approach, which is formulated as an 
affinity propagation problem regarding the Amazon examples as information prior, is 
introduced. In this way, a set of exemplars can be found from the Google search results 
and then they are provided together with the Amazon example images as a set of relevant 
and diverse results for product search. Experiments demonstrate the feasibility and 
effectiveness of our approach. 
1.4 Contributions of the Thesis  
The aim of this thesis is to extend the text-based QA research to multimedia QA to tackle 
a range of factoid and “how-to” QA. The systems will be designed to find multimedia 
answers from Web-based media resources such as YouTube, Google and Amazon. The 
main contributions of this paper can be summarized as follows. 
(1) We propose a novel solution to "how-to" QA by leveraging community contributed 
text and video answers on the Web. To the best of our knowledge, this is the first work 
dedicated to investigating finding video answers from community video sites for "how-
to" question.  In our video QA framework, first, similar question search on YA is utilized 
to increase the semantic coverage of the original question. Second, the key phrases are 
extracted from these questions as queries t+o search for video answer candidates. At the 
same time, the classification of the questions in YA is used to find related visual concepts 
based on the off-line domain-specific word mining. Third, text-analysis, visual analysis, 
11 
 
opinion analysis and video redundancy are utilized to find the most relevant video 
answers from the community video candidates.  
(2) We propose an in-video product annotation scheme. To the best of our knowledge, 
this is the first work dedicated to investigating product annotation in videos. To cater to 
the huge variety and frequent introduction of new products, we introduce a simple yet 
effective method to harvest product visual examples from the Web. The whole process is 
automated and does not require human manual efforts. Besides, we introduce a novel 
correlative sparsification method to generate the sparse visual signatures of products. It is 
able to reduce the noise of the visual signatures, such that better annotation performance 
can be achieved. Using the L1-norm constraint to enforce sparseness is a widely-applied 
strategy, but the correlative sparsification is a novel method. 
(3) We propose a relevant and diverse image search approach to address the image-based 
product definition QA problem. To our knowledge, this is the first work on building 
diverse and relevant product image search. A conditional clustering approach is applied 
that regards the Amazon examples as the information prior. In this way, a set of 
exemplars can be found from the Google search results and they are provided together 
with the Amazon example images as the visual answers for image-based factoid QA, or 
as a set of relevant and diverse results for the product search. The work can enrich the 
example images on Amazon with the search results from Google and also refine Google 
image search results by exploring the example images on Amazon.  
1.5 Thesis Outline  
The rest of the thesis is organized as follows. 
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In Chapter 2, we review previous work in text-based question answering, multimedia-
based question answering, content-based video annotation and search, and product related 
relevant and diverse image search related to this thesis.  
Section 3 proposes the video-based how-to QA for products framework. First, we 
describe the employment of similar question search on YA to increase the semantic 
coverage of the original question. Second, we describe the extraction of the key phrases 
from these questions as queries to search for video answer candidates. At the same time, 
the classification of the questions in YA is used to find the related visual concepts based 
on the taxonomy from off-line domain-specific word mining. Third, a four level ranking 
scheme based on textual analysis, visual analysis, opinion analysis and video redundancy 
is adopted to find the most relevant video reference from YouTube. Finally we perform a 
series of experiments testing the effectiveness and efficiency of our proposed framework.  
Chapter 4 considers the problem of training the product visual model on the fly to support 
Video QA by mining visual information from the Web. First, a method of collecting a set 
of high-quality training data for each product by simultaneously leveraging Amazon and 
Google image search engine is introduced. Second, a correlative sparsification approach 
is employed to remove noisy bins in the visual signatures, which is built based on the 
bag-of-visual-words representation of the training images. Then these signatures are 
adopted to annotate video frames. Finally, experiments on more than 1,000 videos are 
conducted and the results demonstrate the feasibility and effectiveness of our approach. 
Besides, the proposed approach can increase the performance of the system compared to 
the original visual recognition component. 
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Chapter 5 considers the image-based factoid QA for products as a relevant and diverse 
product image search problem. A conditional clustering approach is applied that regards 
the Amazon examples as the information prior. this way, a set of exemplars can be found 
from the Google search results and then they are provided together with the Amazon 
example images as a set of relevant and diverse results for product search. Finally, 
experiments are conducted to demonstrate the feasibility and effectiveness of our 
approach. 
Chapter 6 summarizes the contribution of the thesis, reviews recent developments in the 




Chapter 2 Related Work 
Since multimedia question answering system combines both a text-based and multimedia 
approach to leverage on the strength of both approaches to find visual answers, we will 
introduce two related areas: The text based question answering, and multimedia based 
question answering. Besides, we will introduce the previous works about content-based 
video annotation and search related to the automatic product annotation for video-based 
product how-to QA and product related relevant and diverse image search for image-
based product definition QA.    
 
2.1 Text-Based Question Answering  
Research on text-based QA has gained popularity following the introduction of QA in 
TREC (The Text Retrieval Conference) evaluations in the late 1990s14
                                                          
14 TREC: The Text Retrieval Conference. See http://trec.nist.gov/ 
. There are many 
types of QA, depending on the type of questions and the expected answers. They include: 
factoid, list and definitional QA, and more recently, the “how-to”, “why”, “opinion” and 
“analysis” QA. Typical QA architecture include stages of: question analysis, document 
retrieval, answer extraction, and answer selection and composition [Prager 06]. In factoid 
and list QA, such as “What is the most populous country in Africa?” and “List the rice-
producing countries”, the system is expected to return one or more precise country names 
as the answers [Yang 03]. On the other hand, for definitional QA, such as “What is X?” 
or “Who is X?”, the system is required to return a set of answer sentences that best 
describe the question topic [Cui 07]. In a way, definition QA is equivalent to query-
oriented summarization, in which the aim is to provide a good summary to describe a 
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topic. These three types of QA have attracted a lot of research in the last 10 years [Prager 
06]. They provide fact-based answers often with the help of resources such as the 
Wikipedia 15
More recently, attention have been shifted to other types of QA such as the “how-to”, 
“why” and “opinion” type questions. These are harder questions as the results require the 
analysis, synthesis and aggregation of answer candidates from multiple sources. A 
examples of different type of questions are given in 
 and WordNet [Fellbaum 98]. In fact, Factoid QA has achieved good 
performance and commercial search engines have been developed, such as the Powerset 
[Powerset] that aims to return mainly factoid answers from Wikipedia. 
Table 2.1. To facilitate answering of 
“how-to” questions, some recent research efforts focus on leveraging the large question-
answer banks available in community QA sites such as the Yahoo! Answers to provide 
the desired answers. Essentially, the system tries to find equivalent questions with readily 







                                                          
15 Wikipedia: the free encyclopedia that anyone can edit (http://www.wikipedia.org/) 
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Table 2.1 Type of Question and corresponding examples. 
Question Type Example 
Factoid What does (a) Canon 40D look like? 
List What museums have displayed Chanel 
clothing? 
Definition Who is the president of (the) United States 
now? 
How-to How can I fry the (a) chicken? 
Why Why did Joe Biden visit Iraq in January 
2010? 
Opinion Is the movie Transformer 3 worthy seeing? 
 
2.2 Multimedia-Based Question Answering 
Multimedia QA can thus be considered as a complement to text QA in the whole 
question-answering paradigm, in which the best answers may be a combination of text 
and other medium answers. Essentially, multimedia QA includes image, video and audio 
QA. They all aim to return precise images, video clips, or audio fragments that as 
answers to users’ questions. In fact, the factoid QA problem of finding precise video 
contents at the shot level has partially been addressed by TRECVID16
                                                          
16 TRECVID: TREC Video Retrieval Evaluation. See http://trecvid.nist.gov/ 
, a large scale 
public video evaluation exercise organized yearly in conjunction with TREC. For 
example, if the user issues a query “Who is Barack Obama?”, the shot retrieval system 
would aim to return a video that visually depict the query subject. In this sense, the body 
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of work done on shot retrieval [Snoek 05] [Snoek 09] as part of TRECVID efforts can be 
considered as preliminary research towards to factoid multimedia QA. The first step in 
shot retrieval is to extract relevant semantic information for the shot. This includes ASR 
text, as well as possible presence of high level concepts, such as the face, car, building etc 
[Chang 06]. Given a query, most shot retrieval systems follow a similar retrieval pipeline 
of: query analysis, shot retrieval, shot ranking and answer selection [Neo 06]. Query 
analysis performs query expansion and inference of relevant high-level concepts by 
considering the correlation between query text and concepts [Neo 06] [Natsev 07]. In 
order to cover concept relations that cannot be inferred from corpus statistics, knowledge-
driven approaches to relating high-level concepts to queries have been incorporated. 
Given the expanded query, a combination of text and high-level concept matching is 
performed to retrieve a relevant list of shots. A multi-modal approach is then employed to 
re-rank the shots for presentation to users [Snoek 09].  










[Yang 03b] What/where/who Yes No Video 
[Wu 04 08 
09] 
Where/what Yes No Video 
[Yeh 08] What/where+Image No Yes Text 
 [Li 09 10] 
[Chua 09]   
How No Yes Video 
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An early system specifically designed to address the multimedia factoid QA is presented 
in [Yang 03] for news video. This system extends the text-based QA technology to 
support factoid QA in news video by leveraging on visual contents of news video as well 
as the text transcripts generated from ASR (Automated Speech Recognition). Users can 
interact with the system using short natural language questions with implicit constraints 
on contents, duration, and genre of expected videos. The system comprises two stages. In 
the preprocessing stage, it performs video story segmentation and classification, as well 
as video transcript generation and correction. During the question answering stage, it 
employs modules for: question processing, query reinforcement, transcript retrieval, 
answer extraction and video summarization. Following the work of [Yang 03], several 
video QA systems were proposed with most of them relying on the use of text transcripts 
derived from video OCR (optical character recognition) and ASR outputs. [Cao 04] 
developed a lexical pattern matching-based ranking method for domain-dependent video 
QA. [Wu 04] designed a cross-language (English-to-Chinese) video QA system based on 
retrieving and extracting pre-defined named entity entries in text captions. The system 
enables users to query with English questions to retrieve the Chinese captioned videos. 
The authors [Wu 09] extended the system to support bilingual video QA that permits 
users to retrieve Chinese videos through English or Chinese natural language questions. 
[Wu 08] presented a robust passage retrieval algorithm to extend the conventional text-
based QA to video QA.  
Few works have been done on image-based QA except the one presented in [Yeh 08] that 
described a Photo-based QA system to find information about physical objects. Their 
approach comprises three layers. The first layer performs template matching of query 
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photo to online images to extract structured data from multimedia databases to answer 
questions about the photo; it uses question text to filter images based on categories and 
keywords. The second layer performs searches on internal repository of resolved photo-
based questions to retrieve relevant answers. In the third human-computation QA layer, it 
leverages community experts to handle the most difficult cases. 
A summary of the past work about multimedia QA is given in Table 2.2. Overall, all 
works above highly rely on automatic speech recognition or text captions. For 
community generated videos, the quality of speech recognition is very bad compared to 
the high quality news and lecture videos and text captions are usually not available. So 
we do not incorporate ASR and text caption analysis techniques into our system. Besides, 
it can be seen that work on factoid multimedia QA has just been started, and little work 
has been done on the more challenging and practical tasks of “how-to” QA. Nevertheless, 
we can still utilize the techniques developed for factoid QA.  
 
2.3 Content-Based Video Annotation and Search 
for Products  
The visual recognition component in the video QA framework is to identify the visual 
relevance of the video to the key concepts appears in the question. It is quite similar to 
the high-level feature (HLF) extraction task in TRECVID [Smeaton 06]. HLF task aims 
to assign each video clip a set of relevant concepts. Extensive research efforts have been 
dedicated to this task. [Snoek 09] presented a component-wise decomposition of concept-
based video retrieval systems, covering influences from information retrieval, computer 
vision, machine learning, and human-computer interaction. [Natsev 07] explored the 
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utility of a fixed lexicon of visual semantic detectors for automatic multimedia retrieval 
and re-ranking purposes. Textual keywords, visual examples, or initial retrieval results 
are analyzed to identify the most relevant visual concepts for the given query. These 
concepts are then used to generate additional query results and/or to re-rank an existing 
set of results. However, the concepts investigated in TRECVID, such as those in LSCOM 
[Naphade 06], mainly focus on general object categories, scenes and events, whereas the 
highly specific objects, such as products, are overlooked. This can be attributed to the 
fact that annotating products is still a very challenging task because of the difficulty in 
finding enough training data and generating appropriate visual representations for a 
single product. Actually for many simple object categories, such as chair and telephone, 
the annotation performance is still not satisfactory (the best AP results for these two 
concepts are below 0.3) [Tang 08]. 
In our approach, we use an image search engine to obtain the training set for the product 
model. There are already some research efforts that attempt to automatically mine 
training data for image or video annotation from the Web. [Schroff 07] proposed a multi-
model approach to re-rank the images returned by Google image search engine. They first 
downloaded candidate images from a web search engine, and then ranked images using 
text information. Finally they re-ranked the images using an SVM classifier trained from 
top-ranked images on visual features. [Li 07] proposed an incremental learning approach 
to collect online images. They learned object models for a certain category. Once a model 
is learned, it can be used to perform classification on the images from the web resource. 
If the image is classified as in this object category, it gets accepted and incorporated into 
the collected dataset. Otherwise, it will be discarded. The model will be updated by the 
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newly accepted images in the current round. In this incremental manner, the category 
model becomes more and more robust. As a consequence, the collected dataset gets 
larger and larger with reliable images. [Setz 09] investigated the possibility of using 
social tagged images as a training resource for concept-based video search. They 
evaluated concept detectors based on social tagged images, and their disambiguated 
versions, in three application scenarios: within domain, cross-domain, and together with 
an interacting user.  We borrow the idea of “training set collection” for our scenario. But 
our target is different and our extension of the original idea is more application specific. 
In our work, we intend to increase the coverage of the products which are in different 
scales and perspectives. Our proposed method investigates Amazon, which is treated as a 
smaller but accurate product image sources and a corpus containing most popular 
products that is built with expert knowledge. The Amazon examples are then used to 
filter and select more relevant images from the Google image search results to expand the 
training data with better quality images. 
The conventional video annotation methods usually train classifiers based on several 
positive and negative samples [Zha 08][Wang 06]. However, for product concepts, 
negative samples are usually much more than positive samples and they distribute in 
much broader domains. This introduces difficulty in training discriminative classifiers. In 
addition, a very large visual codebook is employed in order to enhance the discriminative 
ability of visual representations since for specific object retrieval, a large visual codebook 
will increase the precision [Philbin 07]. Besides, recent studies demonstrate that, when 
dealing with a very high-dimensional feature space, directly adapting of the histogram of 
all features vector of the positive samples to generate a template for annotation is an 
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effective choice [Zhou 09]. Therefore, we choose a very large codebook to form the basic 
visual signature of the product, which embeds the visual information of different views 
and poses of the product. We then employ a correlative sparsification approach to 
minimize the noisy in the signature.  
2.4 Product Related Relevant and Diverse Image 
Search 
The literature regarding product related image search is very sparse. [Jing 08] applied a 
PageRank-like algorithm based on visual links between images to improve the ranking 
performance for product image search. [Xie 08] proposed client-server architecture for 
mobile devices to undertake multi-modality search, one of which is content-based 
product retrieval by queries from the phone camera. For commercial applications, 
Google17 and Amazon18
                                                          
17 Google Goggles: http://www.google.com/mobile/goggles 
 are able to provide users product search results to users by 
simply capturing a view using the mobile phone. Regarding image search diversification, 
there are two typical approaches. One is online ranking that adjusts the order of images to 
keep the diversity of top search results and the other is clustering that finds a set of 
representative images. For the first approach, [Wang 01] proposed a diverse greedy 
ordering algorithm that is able to take both relevance and diversity into account by 
exploring the content of images and their associated tags. [Deselaers 09] presented a 
dynamic programming algorithm to jointly optimize the relevance and the diversity of the 
results in image retrieval. For the second approach, [Leuken 09] deployed lightweight 
clustering techniques in combination with a dynamic weighting function of the visual 
18 SnapTell: http://www.snaptell.com/ 
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features to capture the different aspects of the image search result. [Liu 09] proposed a 
method to summarize the search results by linearly combining the relevance and quality 
as informative prior into affinity propagation framework to minimize the human effort in 
the relevance feedback process. [Jia 08] designed a fast sparse affinity propagation 
algorithm to find exemplars to represent the image search results. [Zha 09] proposed a 
visual query suggestion approach to provide a list of visual suggestions for user’s query. 
The suggested visual queries can be regarded as a list of explanation set to better describe 
the users’ intention.  However, to our knowledge, there is no research on diverse and 
relevant product image search, and our work well complements the existing efforts. In 
addition, we explore the characteristics of both Amazon and Google to accomplish 
relevant and diverse product image search, and this is different with the existing 
approaches. 
2.5 Summary  
In this chapter, we reviewed previous work in text-based question answering, 
multimedia-based question answering, content-based video annotation and search, and 
product related diverse image search. From the literature, we can see that research in 
finding video answers from community video sites for "how-to" is very new and there are 
only few works dedicated to investigating specific product annotation in videos and 
product related diverse image search. In the following chapters, we will introduce more 




Chapter 3 Video-Based How-to QA 
for Products 
In this chapter, we introduce a common video QA framework to tackle the "how-to" 
question. In Section 3.1, we sketch our overall framework. In Section 3.2, we mainly 
discuss the offline processing stage, including the mining of domain related words and 
taxonomy for question related visual concept finding and automatic filtering of unrelated 
images. In Section 3.3, we will detail the online question processing stage to find the 
video answer given a question, which includes recall-based video answer search and 
precision-based video answer re-ranking. In Section 3.4, we will conduct our evaluation. 
3.1 Overall Framework  
The framework of Web video question answering system is illustrated in Figure 3.1. 
There are two stages to finding video answers to a specific question, which are the off-
line domain knowledge modeling and online question processing stages. The off-line 
domain knowledge modeling consists of three components: (a) the mining of domain 
related words and taxonomy; (b) the collection of visual examples for training of object 
visual model and (c) the training of opinion model for later video comments 
classification. The goal of the first component is to automatically classify a question to a 
specific sub-category according to the matching between the words in the question and 
the mined words in different sub-categories. This can help visual ranking in the next 
stage. The second component involves the collection of good image examples to facilitate 
visual analysis. This is done by (a) utilizing the identified key words to collect visual 
examples from Web Image Search Engines; and (b) adapting the kernel density 
estimation (KDE) to analyze the returned images. The outliers, which are the noisy 
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images, found by KDE will be thrown away to eliminate the negative effect of these 
noisy images. The filtered images are used to generate object models for visual ranking in 
the online stage. It is worth noting that other techniques can also be explored to filter out 
the noisy images. In the next chapter, we will introduce some other techniques to filter 
out noisy images and keep the diversity of them simultaneously. For (c) the training of 
opinion model, we use labeled YouTube video comments to train a classifier, which can 
be utilize  to assess the community’s opinion on video’s popularity. 
 
Figure 3.1 The overall framework. 
The second stage is the on-line question processing stage. It mainly consists of three 
components, which are similar question search, key phrase extraction, and re-ranking of 
video candidates based on textual, visual and community viewers’ comment information. 
For example, the user poses a question "how do you put your pictures on computer with 
memory card?" to the system. First, the similar question search is performed to find other 
similar archived questions from YA that posses different language styles and vocabulary. 
Second, since community video site like YouTube can only take in precise queries, key 
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phrases are extracted from these questions as multiple search queries to ensure high recall 
of search results. Third, in the video answer candidate re-ranking stage, videos are re-
ranked based on their relevance to the original question. We utilize four sources of 
information to perform the re-ranking: 
• The surrounding text information of the retrieved videos. These candidate videos 
are re-ranked based on the title and the description given in the original question. 
• The presence of key visual concepts in the video. The visual concepts are the key 
words identified based on the domain related words mined in the off-line stage. 
Image matching techniques are utilized to detect the presence of these visual 
concepts in the video. 
• Community viewers’ comments. We analyze community viewers’ comments to 
assess the community’s opinion on video’s popularity, using the opinion classifier 
trained in the offline stage. In a way, this is similar to opinion voting, which is 
based on the pre-trained model in the off-line stage. 
• The redundancy of video through duplicate detection. Since similar questions 
express semantically similar meanings of the original question, it is likely that 
different questions may retrieve identical or similar videos, and these videos will 
be more important than other videos. 
Finally, a ranking fusion scheme is adopted to generate a new ranked list based on the 




3.2 Offline Processing Stage  
3.2.1 Mining of domain related Words and Taxonomy 
for Question Related Visual Concept Finding 
A good hint to finding a good video answer within a list of candidate videos is to identify 
which video is visually related to the question. In other words, the video should contain 
the visual appearance of the object, which we called visual concept, expressed in user’s 
question. Thus the goal of question classification is to identify the visual concepts from 
the questions so that they can be assigned to the visual ranking procedure. A simpler 
situation is that the question mentions a certain product name. In this case, we can treat 
the product name as the visual concept related to the question (In the next Chapter, we 
will discuss more about this situation). However, not every question mentions a certain 
product name. We observe that the sub-category names in Yahoo Answering are usually  
product names and also the key concepts appearing in the question.  Meanwhile, the 
product related terms can be mined from a sub-category. So the visual concept 
identification is accomplished by mining the list of salient words from different sub-
categories for a certain domain and then comparing the similarity between the question 
and these mined domain related words. 
First, we assembled a collection of questions posted on YA under a certain domain. In 
this research, we adopt the domain of Consumer Electronic, because it is more related to 
objects and hence the visual information will be more useful. Currently, there is no 
standard taxonomy for Consumer Electronic domain, and thus we simply adopt the 
taxonomy defined in YA. The subcategories in Consumer Electronics domain in YA are 
Cameras, Music Player, PlayStation, Xbox, and Cell Phone, which are selected as basic 
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visual concepts for further visual analysis. This taxonomy provides a good initial model 
for our preliminary research. 
For each subcategory τ within this category, word ti is ranked according to their 
importance in representing each subcategory. Formally, the vocabulary ν of τ is 
represented as <ti,wi>, where wi denotes the weight for word ti. As traditional TF-IDF 
method can only calculate the importance of a term in a single document. In this paper, 










+∑     (3.1) 
where the first component is the term frequency TF and the second component represents 
the inverse document frequency IDF; N is the total number of questions in subcategory τ, 
cj(ti) is the count of word ti in question j, and df(ti) is the number of questions that the 
word ti appears in. In our system, cj(ti) and df(ti) are indexed by Terrier Information 
Retrieval Platform19 Figure 
3.2
. The word ranking for different categories is illustrated in 
. It is obvious that the Camera subcategory and Cell phone subcategory have different 
domain-specific words.  
                                                          




Figure 3.2: Finding a visual concept for question how do you put pictures on your 
computer with a memory card". There is no specific product name in the question. 
The proposed approach can assign the concept 'camera' to the question. For the 
question like "How do you change to different shutter speeds on your digital 
camera?", it is much easy to assign the 'camera' concept to the question.   
For the question like "How do you change to different shutter speeds on your digital 
camera?", it is much easy to assign the 'camera' concept to the question. But for question 
"How do you put pictures on your computer with a memory card? ", it is harder to assign 
a visual concept to the question. Thus,  as in Figure 3.2, question classification works as 
follows: the words “card, pictures, memory" in this question all appear in Camera 
Subcategory with higher ranking scores than in other sub-categories such as Music Player 
and Cell Phone. Thus, these word scores suggest that there is a higher possibility that the 
question belongs to the Camera Subcategory. Equation 3.2 is used to quantify the 


























     (3.2) 
The sub-category with the highest Sq(τ) score is selected as the visual concept for this 
question.  
3.2.2 Automatic Filtering of Unrelated Images  
To help further visual analysis, we establish a training image dataset. First, we use the 
visual concepts found from the question as queries to obtain n images for each concept 
from Google Image Search. Second, since the crawled images are noisy, we adopt the 
multivariate Kernel Density Estimation (KDE) [Parzen 62] to estimate the probability 
density function of image content given a visual concept ci, which is denoted as p(x|ci), 
where x is a d-dimension vector representing the image content. We adopt KDE for 
several reasons: a) it is very easy to implement; b) it has been shown to be feasible in 
filtering unrelated images given a certain tag [10]. The probability density function is 
calculated as follows: 
1
1 1
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). The bandwidth hj for each dimension of the feature vector is calculated as the 
corresponding median of pair-wise distance of all downloaded images given a query. 
After the densities of all images are calculated, the top ranked n images are selected as 
example images. In our system, we set n to be 50.  
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3.2.3 Training of Object Visual Model   
After we get the clear images for a visual concept. we adopt an extended version of k 
nearest neighbor classifier to classify the presence of question-related concepts in videos 
based on an adaptive vocabulary tree method, as proposed in [Song 09]. The method has 
been demonstrated to achieve higher performance as compared to other matching 
methods. Videos are split into shots and key frames are extracted from these shots using 
the method described in [Feng 03]. To represent the content of key frame, we employ the 
speeded up robust feature named SURF developed in [Bay 08], which is a simplified 
representation as compared to SIFT, but faster. This is important for video key frame 
processing. We now present the overview of establishing the vocabulary tree structure. 
First, we extract SURF features from all selected training images. Second, we perform 
hierarchical k-means clustering to cluster each SURF feature vector into different 
nodes(cluster centers). If a node becomes over-crowded or too sparse with features, new 
nodes will be created based on the threshold determined by the average covariance of the 
total data. The final leaf nodes are used as visual words. For each key frame in a video 
clip, we search the top k similar training images utilizing the trained vocabulary tree 
structure. We utilize the pyramid match kernels [Lazebnik 06] to calculate the similarity 
















= Γ + Γ − Γ∑     (3.4) 
where S(Vjk,Tm) is the similarity score between the training image Tm and keyframe Vjk, 
and LΓ  is the number of features passing the same node w at leaf level l. Using the above 
similarity function, we can obtain the top k similar images. Although k nearest neighbor 
32 
 
classification may be inaccurate to classify a keyframe, if we already know the related 
concept for a certain video, ranking videos based only on this concept performs much 
better. For each video Vj, the ranking score R  is calculated as the number of times a 
















    (3.5) 
where Nj is the overall number of keyframes in a video Vj. Finally, R(Vj,Ci) is normalized 
to between 0 and 1 for videos found from the original question. In our following 
experiment, we select k as 50. 
3.3 Online Stage  
The users’ “how-to" questions tend to be long and verbose, unlike Web queries, which 
tend to be short. Using the original queries to retrieve such videos from sites such as 
YouTube tends to be ineffective due to the following reasons. First, most of the Web 
video search engines do not work well with verbose queries. Although some search 
engines, such as ASK search engine20
                                                          
20 ASK website: http://www.ask.com/ 
, claim that they can process long queries well, it is 
not targeted at finding instruction videos or reference videos. Second, one way to 
overcome the verbose queries is to extract relevant phrases from the long query. However 
the original query may not contain a sufficient variety of phrases that people use to 
annotate the relevant videos and hence the recall of text-based retrieval will be low. 
Third, even if most of the related videos are retrieved, it is possible that the most relevant 
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video is still not at the top position. Thus, in our framework, we decompose the process 
into question expansion, key phase extraction and video re-ranking.  
3.3.1 Recall-based Video Answer Search 
The goal of question expansion is to increase the coverage of the question by finding 
other similar questions within the archive. YA archive contains many variants of 
questions expressing similar information needs but posed in different formats with 
different vocabularies. These are questions posed by real users and hence they are able to 
reflect the broad range of varying terms and language constructs used by Web users, 
including YouTube. We resort to text-based similar question search (SQS) to find 
paraphrasing of the original question. Given the original question, SQS can find questions 
that express similar information need. We follow the method proposed in [Wang 09] to 
calculate the similarity between the original question and the potentially similar questions 
from YA. The second column in Table 3.1 illustrates examples of archive questions with 
similar semantics as the original one. The original question and similar archive questions 
are referred to as the "expanded question set".  
Since Web video search engines do not perform well with verbose queries, and a good 
video question answering system should be able to “comprehend" questions with varying 
length, we need to parse the questions into phrases and identify the most informative 




 natural language processing tool. A stop words list is then utilized to 
remove the most functional words such as I, i, he, her, the, etc. The third column in 
 shows some examples of noun phrases extracted from the verbose questions. The 
                                                          
21 Montylingua: Web.media.mit.edu/hugo/montylingua. 
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extracted noun phrases from the "expanded question set" are referred to as “expanded key 
phrase set".  
Table 3.1 Results of similar question search and extracted Query. 
Original Verbose Question Set Similar Questions Set 
Extracted Noun 
Phrases Set 
How do you change to different 
shutter speeds on your digital camera? 
Change shutter speed on 
camera? 
change shutter speed, 
camera 
 
What digital camera has a 
faster shutter speed? 
Digital camera, faster 
shutter speed 
 
We employ the “expanded key phrases set" as multiple queries to search for videos on the 
community contributed video site YouTube. In brief, the role of "community" in our 
system is three-fold. First, the overall application is inspired by the popularity of text-
based community QA, such as YA. It provides a natural way to extend community text 
QA to community video QA. Second, we use community-generated videos as a source of 
video answer candidates. Third, we leverage the YouTube user comments as additional 
information source for video re-ranking to find the best video answer.  
3.3.2 Precision-based Video Answer Re-Ranking 
Having retrieved the lists of possible related videos from YouTube, the next step is to 
rank these videos based on surrounding text of the retrieved videos, visual information 
inherent in these videos, as well as audiences’ opinion voting and content redundancy. 
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Text-Based Video Re-Ranking. Since the “expanded key phrase set" is used as multiple 
queries to search for videos on the search engines, there are multiple sets of videos 
returned. For example, if there are three expanded key phrases in a query, then three sets 
of videos will be returned. Thus it is necessary to re-rank these videos according to the 
intent of the original question. One way to represent the intent is to use the co-
concurrence words between the extracted key phrases from original question and the key 
phrases from the expanded questions. We adopt BM2522
Visual Re-Ranking. After identifying the set of visual concepts related to the question 
using Equation 3.2, we use Equation 3.5 to calculate the ranking score 
 ranking function to calculate the 
ranking score TS(Vj) of each video Vj considering their title and description. The score is 
normalized to a value between 0 and 1.  
( ),j iR V C  of a 
video given the  concept.  
Opinion Voting. In addition to ranking videos based on text, visual information, it is 
natural that positive comments by users can also reveal the video’s popularity. Thus we 
use opinion analysis as a tool to infer a video’s popularity by analyzing past viewer’s 
comments. We predefine three opinion categories to indicate the sentiment of comments: 
positive, neutral, and negative. Some comments with their corresponding opinion labels 
are given in Table 3.2. After applying stop word removal and word stemming, we utilize 
punctuation, unigrams, bigrams, and POS (Part-of-Speech tagging) bigrams to 
characterize each textual comment, and convert it into a feature vector. The problem 
becomes a short document classification problem, where we adopt a supervised 




classification method to classify new comment into one of the above three opinion 
categories. Any kind of supervised learning methods can be adopted into the system. The 
opinion score for video is calculated as follows:  
( ) ( ) ( )
( )
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   (3.6) 
where Pos(Vj), Neu(Vj), Neg(Vj) are respectively the number of positive, neutral and 
negative opinion labels for video Vj. ε(0<ε<1) is the parameter to control the influence of 
neutral comments. The number of neutral comments can still point to the popularity of a 
video, although not as strongly as the positive comments. Overall, if a video has a larger 
opinion score than other videos for a certain query, this video tend be to more popular 
from users’ point of view. In our further testing, we set our parameter ε to 0.3. 
Table 3.2 YouTube Video Comments. 
Opinion Types Comments 
Positive 
Thanks bro for this Tutorial it helps alot! !  Xbox 360 and Laptop FTW! ! ! the best 
tutorial on the internet 
Neutral 
Do you have to have a hard drive to get Xbox Live?; Should i buy the nikon D60? ? 
! 
Negative I feel so dumb; the video is really cooly made but it dosent give u all the info 
Video redundancy. Redundancy is another source of information to infer the relevance 
of videos. Since similar questions express semantically similar meanings of the original 
question, it is likely that there are identical or similar videos retrieved by multiple 
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questions on YouTube. The identical videos means their YouTube video ID are the same. 
The identical videos can thus provide indication of their importance to the subject. Thus, 
we use the frequency of identical videos over all questions to measure the importance of 
Vj. 
Ranking Fusion. After obtaining the text, visual, opinion voting, and redundancy scores, 
we fuse all the information to obtain an overall rank for each video. Here, we adopt a 
probabilistic ranking function based on Bayes Rule. The reason we choose Bayes rule is 
that it is effective and can incorporate the prior information into the ranking function 
naturally. The ranking function is:  
       









=     (3.7) 
Q denotes a question. Since we have mapped the question to visual concepts, so we can 
rewrite P(Vj|Q) as P(Vj|C1,C2,C3,...Cn). Now we can model the conditional ranking 
score as follows: 
( ) ( ) ( )1 2 3, , ,... | *|
( )
n j jP C C C C V P VP Vj Q
P Q
=    (3.8) 
If we assume that the concepts are independent with respect to the retrieved videos, we 
can simplify P(Vj|Q) as 
( )














        (3.9) 
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where R(Ci|Vj) is the score of a detected concept given a video, so we define P(Ci|Vj) to 
be equal to R(Ci,Vj). P(Vj) is the prior information for video with unknown visual 
ranking. Because text-based video re-ranking, redundant video searched by semantically 
similar queries and opinion voting are unrelated to visual ranking, we can model the 
overall ranking as a combination of them:  
( ) ( ) ( ) ( )
( )1
 jj j j N
jj
Frequency V






  (3.10) 
where α+β+γ=1. Since P(Q) can be neglected, we can rewrite the ranking function as 
follows:  
( ) ( )| , P(V ) j j i jP V Q R V C= ×     (3.11) 
3.4 Evaluation  
In this section, we evaluate the feasibility and effectiveness of our proposed approaches. 
We first describe the dataset collected from YouTube and Google Image Search. We then 
analyze the performance of our approaches on automatic assignment of visual concepts to 
questions, and image filtering in the domain knowledge modeling stage; and video re-
ranking in the online question processing stage.  
3.4.1 Experimental Setup 
To validate the effectiveness of our system, we assembled a collection of questions 
posted on Yahoo! Answers (YA) from March 2008 to Jul 2009, under the category of 
Consumer Electronics. We then use visual concepts like Cameras, Music Player, 
PlayStation, Xbox, and Cell Phone as queries to retrieve images from Google. By using 
kernel density estimation, we rule out the noisy images for these concepts and construct a 
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training dataset automatically. We selected 50 training images for each concept and built 
vocabulary tree based on these filtered images. In order to achieve higher processing 
speed, we used SURF with 64 dimensions rather than 128 dimensions. In the module of 
opinion analysis, we only pick the comments from YouTube as the training set to 
minimize the cross domain vocabulary mismatch. To train a comment classification 
model, we randomly picked 500 comments from a broader set of YouTube video 
collection and conducted manual labeling. We adopt Bayesian Network classification 
with K2 search algorithm to train the model to classify the opinion label of each video’s 
comments. In the ranking fusion component, to get a good balance between opinion 
voting and video redundancy, we set the parameter α to 0.5. For evaluation, we randomly 
selected 107 questions from the whole question collections and submitted to the system. 
In our current work, we conduct experiments on the domain of Consumer Electronics. 
However the proposed framework is general and can be easily applied to other domains 
such as Cooking, Car Maintenance and so on. 
For each question, we further selected the top two similar questions from YA archive to 
form the "expanded question set". The reason we only selected top two similar questions 
and the original question is to balance the recall, precision and computation overload. In 
addition, we retrieve up to three videos for each question through a YouTube crawler 
program by using the key phrases from the question as query. Thus we have a total of 
nine videos for each question. Since some of the queries from the questions cannot 
retrieve any or less than three videos, only 611 videos were eventually retrieved for 





3.4.2 Question Expansion Evaluation  
To evaluate whether question expansion can bring in more relevant videos, we performed 
question expansion and key phrase extraction on 5 randomly picked questions, and then 
manually checked how many relevant videos can be found for each set of “expanded key 
phrases" respectively. We compared it with only adopting the key phrases extracted from 
the original question as query without any query expansion. Figure 3.3 presents the 
results of the comparison, in which the system simply concatenates the lists of videos 
returned by different query phrases into a set, without performing any ranking. We can 
see that query expansion can bring in more relevant videos than that without query 
expansion. It is noted that by selecting only the key phrases from the original questions, 
the system manages to return at most two relevant videos, with two questions without any 
relevant answer. This may be caused by the problem of vocabulary mismatch that lowers 





Figure 3.3 Comparison of retrieved videos by using only the original question and 
after performing similar question search. The y-axis indicates the number of 
relevant videos found by different methods. 
3.4.3 Domain Knowledge Modeling Evaluation 
To show the effectiveness of the domain knowledge modeling, we evaluate the accuracy 
of the visual concepts automatically assigned to the questions and the accuracy of the 
returned images using the automatic image filtering method.  
3.4.3.1 Performance of Automatic Assigning Visual Concept to Question 
We employ Equation 3.2 to calculate the score of each visual concept given a question. 
We consider two methods for representing the question: (1) using the original question 
directly, and (2) extracting key phrases to represent the question. The experiment is 
conducted on 535 questions, which consist of the original questions and their 




Table 3.3 Accuracy of finding visual concepts for questions 
Methods Accuracy of Sub-category 
Original question 96.1% (514/535) 
Key phrase from question 94.8% (507/535) 
 
From Table 3.3, we can see that the proposed method is effective to assign visual 
concept to the question. Both representation methods achieve good accuracy, which is 
around 0.95. This is because the modified TF-IDF approach can model the importance of 
words in each subcategory well, and the unimportant words in the domain are being 
ranked towards the end. Besides, we can see that good accuracy can be achieved by 
representing question as key phrases. Though only the noun phrases are kept as the key 
phrases, it causes minimum information loss in finding the correct visual concept.   
3.4.3.2  Performance of Automatic Image Filtering 
To test the effectiveness of Kernel Density Estimation (KDE) method for image filtering, 
we compare it with Google image search engine in terms of the number of positive 
images returned. First, we crawled 150 images from Google Image search for each 
concept. We then extracted a 166 dimension color histogram feature for each image. In 
order to avoid too much manual labor, we labeled only the first 50 returned images as 
positive or negative from Google Image Search engine as well as after KDE filtering. 
Figure 3.4 illustrates the number of positive images found for the two methods. We can 
see that, the KDE filtering method can really help to rule out the unrelated images given 
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the query. For nearly all the visual concepts, the KDE filtering method can find more 
relevant images than Google Image Search.  
 
Figure 3.4 Comparison of the number of correct images found by Google image 
search and KDE filtering. 
3.4.4 Retrieval Performance Evaluation 
In this experiment, we evaluate the performance of video re-ranking framework as 
described in Section 3.3.2. We use the Mean First Answer Reciprocal Rank (MFARR) 
and Mean Total Reciprocal Rank (MTRR) as the performance metricees [Radev 02]. The 
First Answer Reciprocal Rank (FARR) is the multiplicative inverse of the rank of the 
first correct answer. For example, if the second answer is the highest ranked correct 
answer, the FARR is 0.5. Thus, the MFARR is the average of the FARR of results for 
different questions. The Total Reciprocal Rank (TRR) is the sum of FARR in the top n 
ranks, which considers all correct answers returned by the system. Thus MTRR is the 
average of the TRR of results for different questions. For the comparison of MFARR and 
MTRR of video re-ranking, we conduct experiments on the following methods that use:  
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• Only the original question without video re-ranking (OQ): the key phrases from 
the original question are used as queries to search for relevant videos on YouTube 
without further analysis.  
• Only the original question with video re-ranking (OQFR): this is essentially OQ 
with the re-ranking of videos according to the ranking fusion method in Section 
3.3.2.  
• Expanded question set with only text-based video re-ranking(EQTR): the 
expanded question set of the original question are adopted for further processing. 
However, only the text-based re-ranking are utilized to re-rank the videos.  
• Expanded question set with video re-ranking (EQFR): the expanded question set 
are adopted for further processing and the videos are re-ranked according to the 
ranking fusion method described in Section 3.2.  
 
Figure 3.5 Mean First Answer Reciprocal Rank (MFARR) and Mean Total 
Reciprocal Rank (MTRR) for finding video answers using the methods of: OQ, 
OQFR, EQTR and EQFR. 
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For the selected 107 questions. 3 people were invited to manually check the relevance of 
output videos from each method. Given a question, each person was asked to give a 
relevance score of between 0-10 to each retrieved video. To eliminate personal 
subjectivity variations, we use the average scores from three people to indicate the 
relevance. Any video that has a score larger than 5 from two people will be considered as 
the video answer, and vice versa. The results of using the above methods are shown in 
Figure 3.5. From the results, we can see that:  
• We note that EQTR outperforms OQ by 11% based on the MTRR measure. This 
shows that the incorporation of expanded question set can find more relevant 
video answers. Besides, EQFR has an improvement of about 5% over EQTR 
based on the MTRR measure. This means that using the expanded question set, 
the ranking fusion method is able to identify more correct video answers as 
compared to using only the text-based re-ranking method.  
• The incorporation of the video re-ranking improves the results of finding video 
answers. Figure 3.5 reveals that, based on the MFARR measure, OQFR has an 
improvement of about 9% over OQ, while EQFR has an improvement of about 2% 
over EQTR. This demonstrates the usefulness of incorporating the textual, visual, 




Figure 3.6: System interface. 
We also implemented a Video QA system. The snapshot of the system is given in Figure 
3.6, which presents the video answers retrieved for the question “can you turn your 
digital camera in to a Web cam? ". From the answer list, we note that the video entitled 
"How to use Any Digital Camera as Webcam" is propagated to the top position after 
ranking fusion with method based on automatically selecting the visual concepts. 
However, for questions that do not have any related videos on the Web video collection, 
it is not possible to find a satisfactory visual reference, such as the question: “How to turn 
off the flash of a canon powershot a620 camera? ". This is a common unsolvable problem 
for all QA system.  
3.5 Summary  
We introduced a novel multimedia QA system, which attempts to leverage internet 
community-generated information sources to help users find useful video reference as 
answer to their "how-to" questions. Natural language processing techniques were adopted 
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to find similar questions from other community QA site such as the Yahoo!  Answers in 
order to increase the coverage of the original question with expanded set of key phrases. 
Query analysis was performed to expand the query and infer relevant visual concepts by 
considering the correlation between query text and the mined concepts. Finally, object 
recognition and opinion analysis techniques were utilized to re-rank the video answers 
retrieved from YouTube. Experiments conducted with questions from Yahoo!  Answers 




Chapter 4 Automatic Products 
Detection in Video 
For the video QA framework introduced in the Chapter 3, each component is independent 
with each other and can be replaced by more advanced techniques. For example, Section 
3.2.3 introduces the filtering of unrelated images using Kernel Density Estimation 
(KDE). The effectiveness of KDE method largely depends on the distribution of the data 
itself to filter out the noisy images. It is very possible that some highly redundant images 
are preserved after filtering out the outliers. Section 3.3.2 introduces a visual re-ranking 
component, which is based on pyramid image matching. However, to generate the 
representation of a product, no matter adopting keypoint detection or regularly sampling 
patches, the descriptor describes the whole image but not the product parts. This means 
that the representation is actually fairly noisy for product detection. Thus, we plan to 
replace the above two components by some other methods. Thus, we introduce a more 
advanced scheme that is able to address the above problems of specific product detection 
in video using visual information. 
The automated annotation of products in videos is not an easy task. In comparison with 
general concepts, the automated annotation of products in videos has the following 
challenges. The first challenge lies on the training data. Learning-based video annotation 
approach heavily relies on the quality of training set, but manually collecting training 
samples is time-consuming and labor intensive. Besides, products are too numerous and 
new products keep emerging, hence in most case, it is hard to pre-train the model, and 
most of training needs to be done on the fly. Thus, we need to develop techniques to 
quickly collect lots of good quality training samples.  
49 
 
The second challenge is that there is a multi-view problem for products; that is, a specific 
product usually has different views, such as frontal, side and back views, and these views 
can be quite different visually, as shown in Figure 4.1. Therefore, we need to collect 
training samples that are descriptive for different views of a product. 
The third challenge is the visual representation problem. Bag of Visual Words (BoVW) 
feature [Sivic 2003] is the most popular approach and has demonstrated its effectiveness 
in many applications, such as image classification, clustering, and retrieval. It first 
extracts Scale Invariant Feature Transform (SIFT) descriptors [Lowe 2004] on several 
detected keypoints or by densely sampling patches of each image. It then quantifies the 
descriptors into visual words. A BoVW histogram is generated to describe each image. 
However, whether we adopt keypoint detection or regularly sampling patches, the 
descriptor describes the whole image but not the product parts. This means that the 
BoVW representation is actually fairly noisy for product detection.  
 
Figure 4.1 The montage of three videos, collected from YouTube. Products (a) 
Canon G9, (b)Nikon P7000 and (c)Amazon Kindle appear in different parts of the 
video. Each product appears in different views within the video. 
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4.1 Overall Framework  
 
Figure 4.2 A schematic illustration of the product annotation Framework. 
The main scheme of our approach is illustrated in Figure 4.2. There are two stages to 
detect products within videos, namely the product visual signature generation stage and 
video processing stage. The visual signature generation stage mainly consists of three 
components: collection of visual example from Amazon, expansion of examples with 
Google image search results, and generation of a visual signature from training examples. 
The detailed process is as follows. Given a product name, we first use the name to collect 
the associated images on Amazon. We then collect Google image search results by using 
the product name as query. We use each Amazon example to re-rank the Google image 
search results using visual matching of their features and the n-nearest neighbors are 
collected. In this way, we obtain kn positive examples for the product, where k is the 
number of Amazon examples. The on-line video processing stage consists of two 
components, feature extraction and automated product annotation in videos. From a given 
video stream, we identify a set of keyframes, and for each keyframe, we extract the SIFT 
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features and generate the BoVW histogram accordingly. The product annotation in videos 
is thus accomplished by comparing the visual signature of each product with the BoVW 
histogram. 
4.2 Mining Product Images from Internet 
In this section, we detail our on the fly training data collection component. For a product, 
generally we can collect a set of high-quality examples from Amazon and these example 
images are usually able to cover different views of the product. However, these images 
are too few for constructing a good visual signature for the product (the numbers of 
examples collected from Amazon usually vary from 1 to 8). On the other hand, there are 
plenty of images in different sizes and views available on the Internet, which can be 
easily accessed through image search engines. But the images contain a lot of noise as 
they are indexed by text information (such as title, ALT and surrounding text) and thus 
many of them are irrelevant to the query. Here, we utilize the product images from 
Amazon as seeds to filter out noisy Web images of the product, and it can also be 
regarded as the process of expanding the product images from Amazon using the Web 
image database. For each Amazon image, we collect its neighbors in the Google image 




Figure 4.3 The schematic illustration of training data collection process. For each 
example image on Amazon, its nearest neighbors in Google image search results are 
collected. It can be regarded as the process of expanding Amazon examples with 
Google image search engine. 
As shown in Figure 4.3, the product image expansion process works as follows. First, 
given a specific product name, such as Canon G9, we use this as query to collect product 
images from Amazon and crawl Web images from Google image search engine. Second, 
we extract the BoVW feature of all images. After that, we collect the n-nearest neighbors 





















   (4.1) 
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where x and y are two BoVW histograms and D is the length of the histogram. In this 
way, we obtain kn positive training images in all, where k is the number of Amazon 
examples. 
4.3 In Video Product Annotation  
In this section, we present the proposed in-video product detection in details. First we 
introduce the scheme of visual signature generation for each product by utilizing our 
correlative sparsification method. Next, we describe the estimation of a similarity 
measure between different products, which will be used in the correlative sparsification 
approach. Finally, we introduce the relevance score estimation of video frames for a 
certain product. 
4.3.1 Visual Signature Generation 
Conventional video annotation methods usually regard the annotation of each concept as 
a binary classification task, and discriminative classifiers, such as SVM, are frequently 
employed. But for product annotation in videos, negative samples are usually much more 
than positive samples and they also distribute in a much broader feature space. This 
makes it difficult to train discriminative classifiers with both positive and negative 
samples. However, recent studies demonstrate that, when dealing with a very high-
dimensional feature space, directly adapting positive samples to generate a template for 
annotation is an effective choice [Zhou 09]. Hence we first merge the visual 
representation from multiple positive example images to generate an accumulated 
histogram for each product. Since there are many noises caused by the descriptors from 
image background, there are actually many noisy bins in the accumulated histogram. One 
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approach to reduce such noise is to adopt sparsification, which fits the L1-regularized 







v v vλ− +     (4.2) 
where  2.  and 1. indicate 2-norm and 1-norm respectively. The first term keeps the 
obtained signatures to be close to the original ones. The second term minimizes the L1-
norm of the obtained visual signatures, which makes the signatures sparse. The parameter 
λ1 modulates the effect of L1-norm, iv  is the original accumulated BoVW histogram for 
the i-th product, and vi is the to-be-learned visual signature. Meanwhile, we observe that 
several products of the same class have close appearances. For example, the products 
Canon 40D and Nikon D90 have very close appearances. Thus, the histogram 
representation of these two products should be very close. Therefore, we add a graph 
Laplacian term to the above formulation that can keep the visual signatures of similar 
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where wij is the similarity between products i and u, and λ2 is the parameter that 










−∑∑ , actually joins the signatures of all products. This means that we 
will generate all the signatures correlatively. Such principle has been widely investigated 
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in multi-task learning and many applications such as annotation, retrieval and codebook 
generation [Li 10][Gao 10][Geng 08]. 
Directly solving Eq.3 is difficult and here we adopt an alternate optimization approach. 
We consider all the signatures except xi as fixed, and thus the problem turns to: 
22
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We re-write the optimization problem as 
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where I is the D*D identity matrix. It thus turns into a L1-regularized least square 
optimization problem. We solve it using interior-point method [Kim 07]. From the above 
equation, we can easily derive an iterative process to solve each iv  by repeatedly 
updating them. Figure 4.4 illustrates the process. Since the objective in Eq. 4.3 is lower 
bounded by 0 and it decreases for each step, the convergence of the process is guaranteed. 





Figure 4.4 The iterative solution process of the correlative sparsification algorithm. 
 
 
Figure 4.5 Image sets for three products. (a) Canon 40D, (b) Nikon D90, and (c) 
Xbox. We can see that the (a) is more relevant to (b) with respect to the visual 





Figure 4.6 The sketch of category hierarchy structure of Consumer Electronic 
domain in Amazon 
 
Figure 4.7 Image examples for all products in our database. 
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4.3.2 The Estimation of Inter-Product Similarity 
We estimate the similarity of two products based on their visual examples. Figure 4.5 
shows three example sets of Canon 40D, Nikon D90, and Xbox respectively. Intuitively, 
we can see that the first two rows of images are visually much closer than the third row. 
Following the strategy in [Wang 10],  we define the visual similarity between two set of 
product images Pi and Pj  as: 
( ) ( )
1 1
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where |Pi| and |Pj| are the number of images for image sets Pi and Pj . kip  indicates the k-
th product image in the set Pi, kjp  indicates the k-th product image in the set Pj, and sim(., 







adopt the maximum over all possible instantiations of p in Pj .We can see that this 
similarity measure has the following properties: 
(1) wij = wji, i.e., the similarity is symmetric. 
(2) wij = 1 if Pi = Pj, i.e., the similarity of two products is 1 if their image sets are 
identical. 
(3) w(Pi, Pj ) = 0 if and only if sim(p’, p’’ ) = 0 for every p’ ∈ Pi, and p’’
For the above equation, we use the histogram intersection to calculate the similarity of 
two images. In addition, we also investigate the category knowledge on Amazon. We 
 ∈ Pj, i.e., 




adopt a simple rule: if two products belong to different sub-categories23
4.3.3 Product Detection in Video by Relevance 
Estimation 
, we set their 
similarity measurement to 0. 
The product relevance estimation for video frames is accomplished by comparing the visual 
signature of each product to the BoVW features of the frames. Here we still employ the 






















     (4.7) 
where f is the frame’s visual BoVW histogram, and vi is the visual signature file for the i-
th product. 
 
4.4 Evaluation of Automatic Product Annotation  
In this section, we report our experiments. We first introduce our dataset and the products 
for annotation. We then compare different training data collection approaches and visual 
signature generation methods. We also investigate the integration of our approaches of 
automated product annotation in videos with text metadata. The effects of parameters and 
the inter-product discriminative abilities of the visual signatures are analyzed as well. 
                                                          
23 Amazon has organized the products online with tree structure. There are some 
categories and the categories further contain several sub-categories, such as Phone, 
Digital SLR and MP3 (details can be found on http://www.amazon.com/gp/site-
directory). Figure 4.6 illustrates the tree structure of the Consumer Electronic 
category. Here we only use the similarity measurements of products in the same 





Figure 4.8 Comparison of the number of correct images found by using only Google image 
search engine and simultaneously integrating Amazon and Google image search engines. 
4.4.1 Experimental Setting 
In this work, we selected 20 popular products from the electronics domain for evaluation. 
They are Canon 40d, Nikon D90, Canon G9, Cisco 7960 phone, Blackberry 9700, 
Xbox360, Xbox Kinect, playsta- tion3, Nintendo Wii, Amazon Kindle, Sony Vaio, Lenovo 
ThinkPad, Apple macbook pro, Casio hiking watch, Rolex Oyster watch, Sony NWZS754, 
Apple iPod touch 32 GB (4th Generation), Apple iPod nano 8GB (6th Generation), 
Panasonic Lumix DMCLX5, and Nikon Coolpix P7000. Figure 4.7 illustrates several 
example images for each product. We collected 1044 Web videos from YouTube by 
issuing the above product names as queries in November 2010. Some videos have high 
quality and the contained products are highly typical (such Ads video) and there are also 
several videos in which the products are not so typical. For each video, we extracted a 
keyframe every 5 seconds. We obtained 52,941 keyframes in total. Following the strategy 
in TRECVID, we annotated a frame as relevant to a product if it can be recognized no 
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matter whether it is small and non-typical. Among the keyframes, there are 16,329 that 
are relevant to at least one of the products and 36,162 keyframes that are irrelevant to any 
product. 
For feature representation, we employed Difference-of-Gaussian method to detect 
keypoints and from each keypoint we extracted 128-dimensional SIFT features [Lowe 
2004]. The SIFT features were grouped into 160,000 clusters with hierarchical k-means 
[Nister 2006]. Therefore, each image is represented by a 160,000-dimensional BoVW 
histogram. 
 
Figure 4.9 Comparison of the correct images found by using only Google Image 




4.4.2 Experimental Results 
4.4.2.1 on Content-based Product Image Expansion 
To test the effectiveness of the content-based product image expansion by queries from 
Amazon, we compared it with the method that directly collects training data from Google 
Image search engine in terms of the number of collected positive images. We keep the 
number of collected images to be 300. To save the labor cost, we randomly sample 100 
images from each set for manual labeling. Figure 4.8 illustrates the numbers of positive 
examples collected by different methods for each product. 
Clearly, our proposed approach that simultaneously integrates Amazon and Google 
image search results collects more positive training data than directly using the top results 
of Google image search results. This is because the Amazon images that we used to filter 
and select positive images from Google results cover diverse views and angles; and in 
many cases, we found that we are able to find positive images of certain views that are 
ranked very low in Google image search results up to the front. In addition, the positive 
images collected by our approach are able to retain the diversity of images returned by 
Google image search engine. This is because our Amazon images used for collecting 
positive images cover diverse views and angles. Figure 4.9 demonstrates the training 
data comparison for two products, Xbox Kinect and Nikion D90 respectively. In Figure 
4.9 (a) and Figure 4.9 (c), we can see that Google can provide very diverse images but 
there are some unrelated images of the product. In Figure 4.9 (b) and Figure 4.9 (d), 
there are less unrelated images than the Google image search engine, and at the same 
time, our approach is able to retain the diverse characteristic of the images returned from 
Google. Later we will show that much better performance can be obtained by using the 
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training data collected by our approach in comparison with only using Google image 
search engine. 
4.4.2.2 on Visual Signature Generation 
For performance evaluation metrics, we adopted the well- known average precision (AP) 








= ∑             (4.8) 
where R is the number of true relevant frames in a set of size S, Rj is the number of 
relevant frames in the top j results at any given index j, and Ij = 1 if the j-th frame is 
relevant and 0 otherwise. Mean average precision (MAP) is the average of average 
precisions over all products. To comprehensively evaluate our approach, we first consider 
three choices of training data: 
(1) Using only Amazon examples. The images are thus very few. 
(2)  Using only top Google image search results. We use 300 top images for each 
product. 
(3) The proposed approach that simultaneously integrates the Amazon and Google 
image search result. We use also the 300 top images for each product. 
We denote the above three choices as “Amazon-only”, “Google-only” and 
“Amazon+Google”, respectively. As annotation algorithm, we consider the following 
three choices: 
(1) Directly using the accumulated BoVW histogram of all positive training images; 
(2)  using the L1-norm sparsification method, as shown in Eg. 2;  and 
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(3)  using the correlative sparisification method as shown in Eg. 3. 
We denote the three choices as “Non-sparse”, “L1-norm sparsification”, and “Correlative 
sparsification”, respectively. For the second and third methods, the parameters λ1 and λ2 
are empirically set to 5 and 0.05 respectively, which are shown to perform well in our 
experiments (the impacts of the two parameters will be investigated later). 
We test the different combination of training data sources and annotation algorithms, and 
the MAP results are presented in Table 4.1. From the results we can see that: 
• The performance of “Google-only” is better than “Amazon-only”. This 
demonstrates that the example images on Amazon are too few to construct good 
visual signatures. It is true that Google images are noisier than the Amazon 
images. But these Amazon images are too few for constructing a good model 
when we do not take any actions (Non-sparse). Though Google images are noisy, 
there are still a lot of positive images, more than the number of Amazon images. 
So it is very possible that Google-only performs better than the Amazon-only 
method. 
• The “Amazon+Google” outperforms “Google-only”, and this confirms the 
effectiveness of our proposed approach. 
• The performance of “L1-norm sparsification” is better than “Non-sparse”. This is 
because the sparsi- fication approach reduces the noises of the BoVW histograms. 
The proposed “Correlative sparsification” further improves “L1-norm 
sparsification”, and this demonstrates the effectiveness of the graph Laplacian 
term. On the other hand, the Amazon+Google method only expands the Amazon 
images with Google. As long as the sparsification method is not used, the noisy 
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bins in the model are still there, which will affect the accuracy of the relevance 
estimation. So it is possible that Google-only performs a little bit better than that 
of the Amazon+Google method as illustrated in the first line of the table. But this 
phenomenon doesn’t apply to the sparsification method because the sparsifciation 
method will keep the useful bins and eliminate the noisy bins very effectively. 
• Figure 4.10 demonstrates an intuitive explanation. The sparsification methods are 
able to remove several noisy bins and thus the obtained visual signatures are 
better. The “Correlative sparsification” approach explores the correlation of 
multiple products and generates visual signatures with better quality. More 
examples are given in Figure 4.11.  
Table 4.1 The comparison of different image source for generating Visual Signature 
File. 
MAP Amazon-only Google-only Amazon+Google 
Non-sparse 0.16 0.20 0.18 
1-norm sparsification 0.17 0.31 0.35 





Figure 4.10 BoVW sparsfication can reduce the noisy visual words. The left column 
is the visual signature file of Amazon reranking Google by using No_sparse, L1 
_sparse and Corr_sparse respectively. The right column shows the corresponding 




Figure 4.11 Example annotated frames of product in video from YouTube video. We 
run the correlation sparsification method to generate Visual Signature Files for 
different products. The first row is the detection result for product Nikon D90, 
Blackberry 9700, and Xbox Kinect, and the second row is row is the detection result 
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Figure 4.12 The AP comparison of automated product annotation in videos with 
only using text clue, only using visual clue, and both text and visual clues. We can 
see that the results based on visual information are much better than those obtained 
using only text information. Combining text and visual information achieves the 
best results. 
4.4.2.3 on Multi-modal Product Annotation in Videos 
We investigated automated product annotation in videos by simultaneously integrating 
text and visual information, and see how much our proposed approach can help. We have 
collected the text information associated with the Web videos, including their titles, 
descriptions and tags. We index the videos with the text and thus we can compute the 
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relevance score of each video with respect to a product with BM25 model. We then 
compare the following two methods: 
1. Text only. We directly assign the relevance score of the whole video to its 
keyframes. For example, if “Xbox 360” is contained in the related texts of a 
video, all key frames are regarded as relevant. 
2. Text + Visual. For those videos that contain the product name, we estimate the 
relevance scores of keyframes using our approach; for other videos, we set the 
relevance scores of their keyframes to 0. 
Figure 4.12 illustrates the AP measurements obtained by the two methods for each 
product. We also further illustrate the AP measurements of using purely visual 
information for comparison (training data source is “Amazon+Google” and annotation 
algorithm is “Correlative sparsification”). From the results we can see that, pure text-
based method only achieves a MAP of 0.23 and it is worse than the MAP of 0.39 
achieved by using only visual information. By integrating text and visual information, the 
MAP measure can be boosted to 0.55. The results demonstrate the effectiveness of our 
visual signatures, and we can also see that integrating text and visual feature can be a 




Figure 4.13 The performance variation with respect to different λ1 and λ2. (a) The 
performance variation with respect to different λ1 when λ2is fixed at 0.05. (b)The 
performance variation with respect to different λ2 when  λ1 is fixed at 5. 
4.4.2.3 on the Influence of Parameters 
We also studied the sensitivity of the two parameters λ1 and λ2. Figure 4.13 illustrates the 
performance of product annotation in videos when we vary λ1 and λ2 respectively and 
with the other fixed. From the figures we can see that the annotation performance can be 
stable when λ1 and λ2 vary in a wide range (for example, λ1 can vary from 1 to 10 and λ2 
can vary from 0.0005 to 0.05). According to Eq. 4.3, we can see that the correlative 
sparsification method will degrade to the 1-norm sparsification method when λ2= 0. From 
Figure 4.13 (b) we can see that the MAP measurement is 0.35 when λ2 = 0, and this 
result is consistent with Table 4.1. We can observe from Figure 4.13 (b) that the optimal 
value of λ2 is fairly small. This is actually due to the fact that the scale of the third 
regularizer term in Eq. (3) is greater than the other two terms and thus ¸2 tends to be 
small. We can also perform normalization for the three terms in the regularization 
formulation and then the problem can be solved. 
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4.4.2.4 on the Inter-Product Discriminative Ability 
We also conducted a 20-way classification of the frames that are relevant to one of the 20 
products to investigate the inter-product discriminative abilities of the visual signatures. 
We adopted a simple rule. For each frame, it is categorized to the product class that 
assigns its highest relevance score. The classification accuracy is 55.2% (note that the 
accuracy of a random 20-way classification will be only 5%). Figure 4.14 illustrates the 
detailed confusion matrix. We can see that, for several products, such as Amazon Kindle, 
Apple Ipod Nano and Blackberry 9700, they can be easily distinguished. But the 
misclassification rate for several products such as Sony NWZS754 and Xbox Kinect are 
high. 
4.4.3 Discussion 
From the results shown in Figure 4.9, we can see that for several products we are able to 
achieve fairly good performance, but for some products, such as Xbox, Xbox Kinect and 
Playstation3, the AP measurements are below 0.2. The low performance is mainly due to 
the following reasons. First, for several products, the number of visual examples from 
Amazon is extremely few (only 1 or 2) and the Google image search results also contain 
many noises. The low-quality training data thus leads to non-satisfactory annotation 
performance. Second, visually similar products can also cause false detection, even 
though we have employed a very high-dimensional visual codebook trying to enhance the 
discriminative ability of visual representation. Table 4.2 has also demonstrated this point. 
For example, in the annotation of Xbox Kinect, there are plenty of Xbox360 found, which 
thus degrades the average precision. It may become even worse if we add more products 
that are usually close to each other. Therefore, it is important to develop methods to 
further enhance the visual signatures. The use of descriptive visual features (such as 
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[Chum 2007][Philbin 2007]) and robust logo detection (such as [Gao 2009][Kleban 
2008]) can be a choice.  
Table 4.2 The number of the non-zero bins D for each product at the stage of: (a) 
before spasification, (b) after L1-sparsification, and (c) after correlative 
sparsification. 
Non-zero Bins D(Non-Sparse) M(L1-Sparse) M(Corr-Sparse) 
Average 49654 2588 2647 
 
Here we also emphasize that our approach is computationally efficient. After feature 
extraction, the annotation of a product for a frame actually scales as O (M), where M is 
the number of non-zero bins of the visual signature. Table 4.2 shows the number of non-
zero bins D for each product before spasification and M, which is after L1-sparsification 
or correlative sparsification. The Table shows that the sparsification method will 
dramatically decrease the number of non-zero bins of the original product representation. 
When annotating a large dataset, we can build inverted structure by investigating the 
sparsity of the visual signatures. Therefore, the sparsification of visual signatures will not 





Figure 4.14 Confusion matrix for the 20-way classification problem. Classification 
rates for individual products are listed along the diagonal. The other entries are the 
misclassification rates, regarding different classes. 
4.5 Video QA Evaluation 
In this experiment, we evaluate the performance of incorporating the new proposed 
product annotation techniques into the video re-ranking framework as described in 
Section 3.3.2. We still use the Mean First Answer Reciprocal Rank (MFARR) and Mean 
Total Reciprocal Rank (MTRR) as the performance matrices. Recall that the First 
Answer Reciprocal Rank (FARR) is the multiplicative inverse of the rank of the first 
correct answer and the Total Reciprocal Rank (TRR) is the sum of FARR in the top n 
ranks, which considers all correct answers returned by the system. Thus, the MFARR is 
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the average of the FARR of results for different questions and MTRR is the average of 
the TRR of results for different questions. For the comparison of MFARR and MTRR of 
the video re-ranking, we conduct experiments on the following methods that use: 
Expanded question set with the video re-ranking (EQFR): the expanded question set are 
adopted for further processing and the videos are re-ranked according to the ranking 
fusion method described in Section 3.3.2. The visual ranking method is based on 
Equation 3.4 and Equation 3.5.  
Expanded question set with video re-ranking using product signature sparsification 
(EQFR_PS): the expanded question set are adopted for further processing and the videos 
are re-ranked according to the ranking fusion method described in Section 3.3.2. The 
relevance of the frame is based on the product annotation method of chapter and the 
relevance of video is calculated as Equation 3.5.  
 
Figure 4.15 Mean First Answer Reciprocal Rank (MFARR) and Mean Total 




The results of using the above methods are shown in Figure 4.15. From the results, we 
can see that:  
• EQFR_PS outperforms EQFR by 6% based on the MTRR measure. This shows 
that the incorporation of expanded question set can find more relevant video 
answers.  
• Based on the MFARR measure, EQFR_PS has an improvement of about 5% over 
EQFR. This demonstrates the usefulness of incorporating the textual, visual, 
opinion, and content redundancy information in finding the relevant videos.  
• The improvement of incorporating the advanced product annotation techniques 
into video QA framework is not salient. However, consider the training cost and 
speed, the proposed product annotation is an optimal choice.  
4.5 Summary  
This section presents a novel solution to automated product annotation in videos by 
exploring product images on the Web. Given a product name, we harvested the example 
images on Amazon as well as Google image search engine. We collected the nearest 
neighbors of each Amazon example in the Google image search result set. In this way, 
we collected a set of positive examples and build a visual signature based on their BoVW 
representations. We employed a correlative sparsification algorithm to remove noisy bins 
in the visual signatures. It is formulated as a regularization framework that contains three 
terms. The first term keeps the obtained signatures to be close to the original ones. The 
second term minimizes the L1-norm of the obtained visual signatures, which is able to 
enforce them to be sparse. The third term is graph Laplacian that keeps the signatures of 
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similar products close. These visual signatures are used to annotate video frames. A 
series of experiments conducted on more than 1,000 Web videos demonstrated the 
feasibility and effectiveness of our approach. Besides, as the analysis component of video 
QA framework, the proposed approach can increase performance of the system compared 





Chapter 5 Image-based Factoid QA 
for Products 
5.1 Framework  
In this chapter, we propose an approach to address the image-based factoid QA for 
products problem. For example, in providing textual answers to a factoid question such as 
“What does (a) Canon 40D look like?”, it is better to also show the images or videos of 
what this camera looks like. Image-based factoid QA for products is able to help users get 
knowledge about the visual appearance of products. The returned visual answer should 
cover all aspects of the product and with little redundancy. In this scenario, it is important 
to exploit both visual and textual information for selecting good images and generating 
high quality image summaries. Thus, the factoid product image QA problem can be 
regarded as a relevant and diverse image search problem. We propose an approach that 
combines Amazon and Google image search services to generate diverse and relevant 
image search for products. The main scheme of our approach is illustrated in Figure 5.1. 
Given a product, we can collect a set of images on Amazon that usually describes the 
product with different views as shown in Figure 5.2 (a). At the same time, we can collect 
a large set of images by searching the product on Google image search engine. However, 
the images collected from Goolge are actually noisy and with great redundancy, as shown 
in Figure 5.2(b). Our task is to generate a set of image exemplars that satisfy the 
requirements of both relevance and diversity for describing the product. Since Amazon 
images are with high quality, we assume that these images can be part of typical 
exemplars of the product and we only need to identify some other exemplars from 
Google image search results. The role of Amazon images about a product is that it is 
78 
 
utilized as a constraint for conditional clustering approach to find visually distinct 
exemplar images from Google. Here we apply a conditional clustering approach to refine 
the Google search result. The approach is formulated as an affinity propagation problem 
that regards the Amazon images as information prior [Liu 11]. Finally, we combine the 
exemplars found in Google search results and the Amazon image examples and present 
them to the users. The result found from Google is a small and high quality set of images 
complementary to that from Amazon.  
It is also worth noting that Amazon and Google in our approach actually respectively 
represent the domain-specific knowledge resource and general Web information 
collection, respectively. Our approach is very flexible. For example, we can replace 
Amazon and Google with New Egg24
The relevant and diverse image search itself can be a service for e-commerce retailers, as 
they usually provide very few example images. In comparison, our approach is able to 
generate more comprehensive image search results that describe products with more 
diverse views, poses, sizes and backgrounds, etc. Second, from the Google perspective, 
we can refine Google image search results by exploring the example images on Amazon 
and thus return better results in terms of both relevance and diversity. Third, it can also be 
regarded as a special “meta-search” approach that combines Amazon and Google. In 
conventional meta-search [Benitez 98] [Kennedy 08], the search results from different 
 and Yahoo, respectively, or combine them together. 
For several products that cannot be found on Amazon or other e-commerce sites, our 
approach will degenerate to the conventional affinity propagation approach on Google 
image search results. 
                                                          
24 New Egg: http://www.newegg.com/ 
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search engines are usually combined with several rank aggregation algorithms. But in our 
scheme, the two sources have their own characteristics, and thus we design a special 
approach accordingly. 
 





Figure 5.2 Comparison of images collected from Amazon and Google. 
5.2 Generating Diverse and Relevant Images for 
Products   
We denote the set of image examples on Amazon and the image search results of Google 
for a product as X1 = {x1, x2, ..., xm} and X2 = {xm+1, ..., xn}, respectively. Usually we have 
m << n. The task is to find a subset of 1 2X X∪ to describe the product. As previously 
analyzed, we would like to preserve all the Amazon examples X1 in the subset, and thus 
we only need to further select several representative images from X2. An intuitive 
approach is to perform clustering to find exemplars in X2 and combine them with X1. 
However, the exemplars of X2 generated in this way will be redundant with the images in 
X1 and clearly it is not an optimal way. Here we applied a conditional clustering approach 
that considers the images in X1 as information prior in the clustering process. We build 
our approach based on Affinity Propagation (AP)[Frey 07][Jia 08][Liu 11][Liu 09b][Liu 
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11], a clustering algorithm that is able to simultaneously accomplishing clustering and 
exemplar selection. We use conditional affinity propagation as mentioned in [Liu 11] and 
the process can be understood as generating exemplars from 1 2X X∪ with the condition 
of keeping X2 to be exemplars. 
5.2.1 Conventional Affinity Propagation   
Let s(i, j) denote the similarity between the i-th and j-th images. The traditional Affinity 
Propagation (AP) algorithm propagates two kinds of information between images: (1) the 
responsibility ( , )r i j  transmitted from image i to image j, which indicates how well j 
serves as the exemplar for point i taking into account other potential exemplars for i; and 
(2) the availability ( , )a i j  sent from candidate exemplar j to i, which indicates how 
appropriate for image i to choose point j as exemplar taking into account the potential 
images that may choose j as their exemplar. This information is iteratively updated by: 
'
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The “self-availability” ( , )a i j  is updated by: 
'
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Figure 5.3 Message passing between variable nodes and function nodes. (a) There 
are five message types passed between variable nodes and function nodes for images 
from Google. (b) There are only three message types for images from Amazon. 
5.2.2 Image Exemplar Generation by Conditional 
Propagation 
As discussed in [Givoni 09], the overall process of AP can be viewed as a max-sum 
algorithm in a factor graph, which searches for minima of an energy function that 
depends on a set of n hidden labels 1{ ,..., }nC c c= , corresponding to the n data points. 
Each label indicates the exemplar to which the point belongs, and ( , )is i c is the similarity 
of data point i to its exemplar. For this graph-based representation of AP algorithm, there 
are two constraints. The first constraint is that every image must choose one exemplar, 
which is denoted as I. The second constraint is that every image can only select exemplar 
from images that identify themselves as exemplar, which is denoted as E. Thus, there are 
five types of messages passed between the variable nodes and function nodes when 
executing the max-sum algorithm on the graph, as illustrated in Figure 5.3(a). However, 
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the AP algorithm cannot preserve the Amazon images as exemplars in the message 
updating procedure as well as find visually different exemplars from the Amazon images. 
So we fix the value of ijc  for each image of a product from Amazon to constant 1ijc =
when i=j and 0ijc =  when i≠j; and thus the constraint E are not applied to the Amazon 
images 1x . There are now only three types of messages passed between the variable 
nodes and function nodes, as illustrated in Figure 5.3(b). The two new constraints can be 
written as: 
11 ,
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The overall objective function for conditional AP is as follows:  
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By applying the same message derivation strategy as [Frey 07], the message rules are 
updated as follow: 
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After convergence is achieved, the belief that image ix  select jx  as its exemplar is: 
{1,2,..., }
arg max{ ( , ) ( , )}
j n
r i j i jα
∈
+     (5.11) 
In this way, we can find the exemplar set of 1 2{ , ,..., }nx x x , which will surely contain X1. 
We can analyze that the computational cost of the approach scales as O (n2d) + O(n3
5.3 Evaluation    
), 
where n is the number of images in total and d is the dimension of the feature vector. The 
first part of the cost is from the estimation of pairwise similarity s (i; j) and the second 
part is for the message propagation and the exemplar establishment process. 
5.3.1 Experimental Settings  
We first select 300 products from the electronics and furniture domains from Amazon. 
For each product, we collect images from Amazon and Google respectively. After 
removing duplicates, the number of images for a product on Amazon mainly varies from 
1 to 7. We collect the top 200 image from the Google search results. For feature 
representation, we employ Difference-of-Gaussian method to detect keypoints and from 
each keypoint we extract 128-dimensional SIFT features [Lowe 04]. The SIFT features 
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are grouped into 160,000 clusters with hierarchical k-means clustering [Nister 06]. 
Therefore, each image is represented by a 160,000-dimensional Bag of Visual Word 
(BoVW) histogram. Image similarity is estimated using the cosine similarity of the 
histograms. 
Considering we have obtained r images for a given product, we compare our approach 
with the following three methods: 
(1) Directly using the top r returned Google images. 
(2) Using the combination of m Amazon examples and the top r−m Google images. 
(3) Using the combination of m Amazon examples and the exemplars of Google images 
generated by the conventional AP algorithm. 
These three methods are denoted as “Google_Top", “Amazon + Google_Top" and 
“Amazon + Google_AP". We denote our approach as “Amazon + Google_CAP". Note 
that the first two methods have the same number of images with our approach, whereas 
the third method may have different number of images. Therefore, we can only 
quantitatively compare our approach with “Google_Top" and “Amazon+Google_Top", 





Figure 5.4 Distribution of the exemplar numbers obtained by the proposed 
approach 
Figure 5.4 illustrates the distribution of the exemplar numbers obtained by our approach. 
For quantitative evaluation, to save labor cost, we randomly sample 20 products from the 
whole 300 products for manual image labeling, including Kindle, Apple iPod touch(4th 
Generation), Iomega eGo 2 TB Desktop Hard Drive, Roku XD Streaming Player 1080p, 
TomTom XL 340TM 4.3-Inch GPS, Apple iPod shuffle 2 GB Silver (4th Generation), 
TomTom XXL 540TM 5-Inch Widescreen Portable GPS Navigator, Motorola SB6120 
Modem, Apple TV MC572LL/A (2010), Garmin Forerunner 305 GPS Receiver With 
Heart Rate Monitor, Nikon D3100 DSLR, Canon EOS 5D, Logitech Webcam Pro C910, 
Western Digital My Passport Essential SE 1 TB, SanDisk 16GB Cruzer Micro USB Drive, 
Acme Sectional Sofa, Sage, Retro Style Chairs Set Of 4, Milano Espresso and Mocha 
Sofa, Safco Compact Mobile File Cart, and Walnut 5-tier Leaning Ladder Book Shelf. 
We use 1 to 20 to denote the products for simplicity. 
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5.3.2 Experimental Results 
Figure 5.5 compares the results of the image precision obtained by “Google", “Amazon 
+ Google_Top" and “Amazon + Google_CAP". From the graph, we observe that the 
“Amazon + Google_Top" achieves the best relevance. The proposed “Amazon + 
Google_CAP” approach performs slightly worse than the other two methods in terms of 
relevance. This is because it has a diversification process. However, the difference is not 
significant (The T-test of “Amazon + Google_CAP” with the other two reveal that the 
null hypothesis for each of them are true). Thus, we can see that the proposed approach 
can still achieve very high relevance and the difference of the three methods in terms of 
relevance is actually very small. 
 
Figure 5.5 The comparison of precision of “Google_Top”, “Amazon+Google_Top” 




Figure 5.6 The comparison of the self-similarity of “Google Top”, “Amazon + 
Google Top” and “Amazon + Google CAP” methods, which can indicate their 
diversity levels. Lower self-similarity indicates better visual diversity. 
Next, we measure the diversity by calculating the average of the pairwise similarities of 
all image pairs, which we called self-similarity here. Therefore, a low self-similarity 
indicates a high visual diversity. Figure 5.6 compares the result of “Google_Top", 
“Amazon + Google_Top" and “Amazon + Google_CAP". We can see that our “Amazon 
+ Google_CAP" approach achieves much lower self-similarity than the other two 
methods and this indicates that it has better diversity capacity. 
Finally, we conduct a user study to compare our approach with the other three methods. 
There are 15 evaluators who are familiar with image search and e-commerce participating 
in the study. Each user is asked to freely pose a query among the 300 products and then 
compare the results of our approach with that of the other three methods, considering 
both the relevance and coverage of the images. We adopted a 3-level scale to capture the 
quality of two result sets. Based on the judgment of the evaluator, the score 0 is assigned 
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to the worse method and 1, 2 and 0 are assigned to the other method if it is better, much 
better or comparable to this one, respectively. To avoid the bias among the evaluators, we 
perform a two-way analysis of variance (ANOVA) test [Minium 70] (α=0.05) to 
statistically analyze the comparison. Table 5.1, Table 5.2, and Table 5.3 demonstrate the 
three comparisons. As can be observed from the tables, users confirm the superiority of 
our approach over the other methods, and the ANOVA test shows that the superiority of 
our approach is statistically significant and the difference of the evaluators is insignificant.  
Table 5.1 The left side illustrates the mean and standard deviation values of the 
rating scores converted from the user study of the comparison of “Amazon + Google 
Cap” and “Google _Top”. The right side illustrates the ANOVA test results. The p-
values show that the difference of the two methods is significant and the difference 
of users is insignificant. 
Amazon+Google_CAP vs. Google_Top 
The factor of search 
result 














Table 5.2 The left side illustrates the mean and standard deviation values of the 
rating scores converted from the user study of the comparison of “Amazon + 
Google_Cap” and “Amazon + Google_Top”. The right side illustrates the ANOVA 
test results. The p-values show that the difference of the two methods is significant 
and the difference of users is Insignificant. 
Amazon+Google_CAP vs. Amazon + 
Google_Top 
The factor of search 
result 




F-statistic p-value F-statistic p-value 
0.93±0.63 0.2±0.17 6.7 0.02 0.34 0.97 
 
Table 5.3 The left side illustrates the mean and standard deviation values of the 
rating scores converted from the user study of the comparison of “Amazon + 
Google_CAP” and “Amazon + Google_AP”. The right side illustrates the ANOVA 
test results. The p-values show that the difference of the two methods is significant 
and the difference of users is insignificant. 
Amazon+Google_CAP vs. 
Amazon+Google_AP 
The factor of 
search result 









1.01 ±0.46 0.26±0.49 4.4 0.04 0.3 0.98 
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Figure 5.7 shows the three set of images for an example product Roku XD Streaming 
Player 1080p obtained from Amazon, Google and our approach, respectively. We only 
illustrate the top 15 images for Google’s search results here. From the results, we can 
observe the fact that our approach achieves a good trade-off between relevance and 
diversity. The images obtained by our method covers more widely than the Amazon 
examples and much more diverse than the Google’s search results. Figure 5.8 further 
shows the set of image results obtained by our approach respectively for two more 
example products Western Digital My Passport Essential SE 1 TB USB 3.0/2.0 Ultra 
Portable External Hard Drive and Garmin Forerunner 305 GPS Receiver With Heart 
Rate Monitor. 
 
Figure 5.7 Comparison of the images obtained by different methods for the product 
Roku XD Streaming Player 1080p. (a) Images on Amazon; (b) top results obtained by 





Figure 5.8 Result for (a) Western Digital My Passport Essential SE 1 TB USB 3.0/2.0 
Ultra Portable External Hard Drive and (b) Garmin Forerunner 305 GPS Receiver 
with Heart Rate Monitor. 
5.4 Summary  
In this chapter, we addressed the problem of image based factoid QA for products. We 
presented a novel solution to finding diverse and relevant images for a certain product by 
simultaneously leveraging Amazon and Google image search engine. We utilized a 
conditional clustering approach, which is formulated as an affinity propagation problem 
that incorporates the Amazon images as information prior. Experiments were conducted 






Chapter 6 Summary and Future Work 
 
This chapter provides the summary of the major research results presented in this thesis 
and discusses future directions for news video retrieval.  
6.1 Summary 
In recent years, we have witnessed the prevalence of community-based Question 
Answering (cQA) systems which are able to provide precise answers to a wide variety of 
questions. However, the answers from most QA systems are in the form of text, such as 
the Yahoo! Answers. For some questions, visual answers such as images and videos 
would be more direct and intuitive. The aim of this thesis is to extend the text-based QA 
research to multimedia QA to tackle a range of factoid and “how-to” QA. The system is 
designed to find multimedia answers from Web-based media resources such as YouTube 
Google and Amazon25
First, the thesis proposed a novel solution to tackle the "how-to" QA by leveraging 
community contributed text and video answers on the Web. In the video QA framework, 
we first utilized similar question search on YA to increase the semantic coverage of the 
original question. Second, we extracted the key phrases from these questions as queries to 
search for video answer candidates. At the same time, we utilized the classification of the 
questions in YA to find related visual concepts and their taxonomy based on the off-line 
domain-specific word mining. Third, we adopted a four level ranking scheme based on 
. The contributions of this paper can be summarized as follows. 




textual analysis, visual analysis, opinion analysis and video redundancy to find the most 
relevant video answers from the community video candidates.  
Second, the thesis proposed an in-video product annotation scheme to support video-
based How-to QA. To the best of our knowledge, this is the first work dedicated to 
investigating product annotation in videos. It first applies a simple but effective method 
to collect a set of high-quality training data for each product by simultaneously 
leveraging Amazon and Google image search engine. It then employs a correlative 
sparsification approach to remove noisy bins in the visual signatures, which is built based 
on the bag-of-visual-words representation of the training images. Finally, these signatures 
are adopted to annotate video frames. 
Third, the thesis proposed a relevant and diverse image search approach to address the 
image-based factoid QA for products problem. It introduces a method that simultaneously 
leverages Amazon and Google image search engine, which represent a specific 
knowledge resource and general Web information collection respectively. A conditional 
clustering approach is employed that regards the Amazon examples as information prior. 
In this way, a set of exemplars are found from the Google search results. This set of 
exemplars is combined with the Amazon example images as a set of relevant and diverse 
results for product search. Besides, the proposed approach can also be utilized to enrich 
the example images on Amazon with the search results from Google or refine Google 





6.2 Future Work  
The proposed combination of online text information and multimedia information opens 
new opportunities to enhance the users’ experience when they are looking for information. 
However, the approaches we described in this thesis only touch on a small tip of the full 
potentials of utilizing such widely available resources. Many interesting future research 
directions can be explored to support a more precise and user friendly multimedia 
question answering. Future works in the pipeline include a more integrated multimedia 
search engines and the content-based online video advertisement. In particular, we 
describe two interesting works that can be built upon the techniques discussed in the 
thesis.  
6.2.1 Moving Towards Integrated Multimedia QA  
The multimedia answer can be (a) only text; (b) text + image, i.e., image information 
needs to be added; (c) text + video, i.e., only video information is to be added; and (d) 
text + image + video, i.e., we add both image and video information. The thesis mainly 
discussed adopting videos or images to answer a textual question. However, the 
combination of both images and videos for can achieve better QA user experience. We 
plan to design intuitive user interfaces which can provide users with better answers like in 
Figure 6.1. The future research will include: (a) the answer medium selection and query 
selection performance; (b) more effective methods to boost the relevance of the final 






Figure 6.1 Multimedia answering system for 3 example queries, “the most talented 
member ofNWA”(with text + image,), “tie shoelace”(text +video,), and “September 
11”(text + image + video). 
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6.2.2 Content-Based Video Advertisement  
Product detection in video can potentially impact context-aware video advertisement, 
which is on top of the product detection framework. Context-aware video advertisement 
is the natural way to present the advertisement to the viewer, which enable more 
engagement from the viewer. The research problems here are what-to present and how-to 
present. [Guo 09] and [Mei 10] proposed an intelligent video overlay system which can 
detect a set of spatio-temporal nonintrusive positions and associate the contextually 
relevant ads with these positions. The overlay ads locations are obtained on the basis of 
video structuring, face and text detection, as well as visual saliency analysis. [Mei 10b] 
extended their work on contextual video advertising to MediaSense, which consists of 
image, video, and game advertising. They mainly utilized techniques in computer vision, 
multimedia retrieval, and computer human interaction. However, the visual relevance 
calculation from the above works relies on the high-level concept detection and OCR, 
which do not use the product information directly.  
 
Figure 6.2 Video displaying and advertising interface. 
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Learning from existing approaches, our context-aware video advertisement is to carry on 
product-based video advertisement. For example, the advertisement about Iphone’s 
accessories will be delivered when the people in the video are using the Iphone. Viewer 
will have more chance to click the advertisement other than present the advertisement 
randomly along the video, such as the example given in Figure 6.2.  There are some 
future works along the direction including (1) test more descriptive features such as those 
that incorporate spatial information [Jegou 08], incorporate color information [Sande 10] 
[Burghouts 09], or logo recognition techniques [Stefan 11];  and (2) test on a larger scale 





[Allinson 06] J. Li, N. Allinson, D. Tao, and X. Li. Multi-training support vector machine 
for image retrieval. IEEE Transactions on Image Processing, 2006. 
[Bay 08] H. Bay, A. Ess, T. Tuytelaars, and L. Van Gool. Speeded-up robust features 
(SURF). Computer Vision and Image Understanding, 110(3):346–359, 2008. 
[Benitez 98] A. Benitez, M. Beigi, I. Beigi, and S. F. Chang. A contentbased image meta-
search engine using relevance feedback. IEEE Internet Computing, 1998. 
[Borth 09] D. Borth, J. Hees, M. Koch, A. Ulges, C. Schulze, T. Breuel, and R. Paredes. 
TubeFiler: an automatic Web video categorizer. In MM '09: Proceedings of the seventeen 
ACM international conference on Multimedia, 2009. 
[Cao 04] J. Cao and J. F. Nunamaker. Question answering on lecture videos: a 
multifaceted approach. In JCDL ’04: Proceedings of the 4th ACM/IEEE-CS joint 
conference on Digital libraries, 2004. 
[Cha 07] M. Cha, H. Kwak, P. Rodriguez, Y.-Y. Ahn, and S. Moon. I tube, you tube, 
everybody tubes: analyzing the world’s largest user generated content video system. In 
IMC ’07: Proceedings of the 7th ACM SIGCOMM conference on Internet measurement, 
2007. 
[Chang 06] S.-F. Chang, W. Hsu, W. Jiang, L.S. Kennedy, D. Xu, A. Yanagawa and E. 
Zavesky. Columbia University TRECVID-2006 video search and high-level feature 
extraction. Proceedings of TRECVID Workshop, Gaithersburg, USA, 2006. 
100 
 
[Chua 09] T.-S. Chua, R. Hong, G. Li, and J. Tang. From text question-answering to 
multimedia qa on Web-scale media resources. In LS-MMRM ’09: Proceedings of the 
First ACM workshop on Large-scale multimedia retrieval and mining, 2009. 
[Chum 07] Chum, J. Philbin, J. Sivic, M. Isard, and A. Zisserman. Total recall: 
Automatic query expansion with a generative feature model for object retrieval. In ICCV, 
2007. 
[Cui 07] H. Cui, M.-Y. Kan and T.-S. Chua. Soft Pattern Matching Models for 
Definitional Question Answering. ACM Transactions on Information Systems (ACM 
TOIS). Vol 25(2), 2007.  
[Deselaers 09] T. Deselaers, T. Gass, P. Dreuw, and H. Ney. Jointly optimizing relevance 
and diversity in image retrieval. In Proceeding of the ACM International Conference on 
Image and Video Retrieval. CIVR ’09, 2009. 
[Dumais 02] S. Dumais, M. Banko, E. Brill, J. Lin, and A. Ng. Web question answering: 
is more always better?  In SIGIR ’02: Proceedings of the 25th annual international ACM 
SIGIR conference on Research and development in information retrieval, 2002. 
[Fellbaum 98] C. Fellbaum, ed., WordNet: An Electronic Lexical Database. Cambridge, 
USA: The MIT Press, 1998. 
[Feng 03] H. Feng, A. Chandrashekhara, and T.-S. Chua. Atmra: An automatic temporal 
multi-resolution analysis framework for shot boundary detection. In MMM, 2003. 
[Frey 07] B. J. Frey and D. Dueck. Clustering by passing messages between data points. 
Science, vol. 315, pp. 972–976, 2007. 
101 
 
[Gao 09] Ke Gao, Shouxun Lin, Yongdong Zhang, Sheng Tang, and Dongming Zhang. 
2009. Logo detection based on spatial-spectral saliency and partial spatial context. In 
Proceedings of the 2009 IEEE international conference on Multimedia and 
Expo(ICME'09), 2009.  
[Gao 10] S. Gao, Tsang, I.W.; L. -T. Chia; P. Zhao. Local features are not lonely – 
Laplacian sparse coding for image classification. Computer Vision and Pattern 
Recognition (CVPR), 2010 IEEE Conference on , 2010 
[Geng 08] Geng, B., Yang, L., Xu, C., And Hua, X.-S. 2008. Collaborative learning for 
image and video annotation. In Proceeding of the 1st ACM international conference on 
Multimedia information retrieval, 2008. 
[Givoni 09] I. E. Givoni and B. J. Frey. A binary variable model for affinity propagation.  
Neural Computing. vol. 21, pp. 1589–1600, June 2009. 
[Guo 09] J. Guo, T. Mei, F. Liu, and X.-S. Hua. AdOn: an intelligent overlay video 
advertising system. In Proceedings of the 32nd international ACM SIGIR conference on 
Research and development in information retrieval (SIGIR '09), 2009. 
[Jegou 08] Jegou, H., Douze, M., And Schmid, C. Hamming embedding and weak 
geometric consistency for large scale image search. In Proceedings of the European 
Conference on Computer Vision, 2008.  
[Jia 08] Y. Jia, J. Wang, C. Zhang, and X. -S. Hua. Finding image exemplars using fast 
sparse affinity propagation. In Proceeding of the 16th ACM international conference on 
Multimedia. MM ’08, pp. 639–642, 2008. 
102 
 
[Jing 08] Y. Jing and S. Baluja. Page-Rank for product image search. In Proceeding of 
the 17th international conference on World Wide Web (WWW '08), 2008 
[Kennedy 06] L. Kennedy. Revision of LSCOM Event/Activity Annotations, DTO 
Challenge Workshop on Large Scale Concept Ontology for Multimedia. Technical report, 
Columbia University, December 2006. 
[Kennedy 08] L. Kennedy and S. F. Chang. Query-adaptive fusion for multimodal search.  
In Proceedings of IEEE, 2008. 
[Kim 07] S.-J. Kim, K. Koh, M. Lustig, S. Boyd, and D. Gorinevsky, An Interior-Point 
Method for Large-Scale l1-Regularized Least Square, IEEE Journal on Selected Topics in 
Signal Processing, 1(4):606-617, December 2007. 
[Kleban 08] J. Kleban, Xing Xie, Wei-Ying Ma. Spatial pyramid mining for logo 
detection in natural scenes. Multimedia and Expo, 2008 IEEE International Conference 
on , vol., no., pp.1077-1080, June 23 2008-April 26 2008 
[Lazebnik 06] S. Lazebnik, C. Schmid, and J. Ponce. Beyond bags of features: Spatial 
pyramid matching for recognizing natural scene categories. In CVPR ’06: Proceedings of 
the 2006 IEEE Computer Society Conference on Computer Vision and Pattern 
Recognition, 2006.  
 [Leuken 09] R. H. van Leuken, L. Garcia, X. Olivares, and R. van Zwol. Visual 
diversification of image search result. in Proceedings of the 18th international conference 
on World wide Web, WWW ’09, 2009. 
103 
 
[Lew 06] M. S. Lew. Content-based multimedia information retrieval: State of the art and 
challenges. ACM Transactions on Multimedia Computing, Communications and 
Applications, 2006. 
[Li 07] L. -J. Li, J. C. Niebles, and F. -F. Li. OPTIMOL: a framework for online picture 
collection via incremental model learning. In Proceedings of the 22nd national 
conference on Artificial intelligence - Volume 2 (AAAI'07), 2007.  
[Li 09] G. Li, Z. Ming, H. Li, and T.-S. Chua. Video reference: question answering on 
youtube. In MM ’09: Proceedings of the seventeen ACM international conference on 
Multimedia, pages 773–776, 2009. 
[Li 10] Z. Li, J. Liu, X. Zhu, and H. Lu. Multi-modal multi-correlation person-centric 
news retrieval. In Proceedings of the 19th ACM international conference on Information 
and knowledge management (CIKM '10), 2010. 
 [Liu 09] D. Liu, X.-S. Hua, L. Yang, M. Wang, and H.-J. Zhang. Tag ranking. In WWW 
’09: Proceedings of the 18th international conference on World wide Web, pages 351–
360, 2009. 
[Liu 09b] R. Liu, L. Yang, and X. S. Hu. Image search result summarization with 
informative priors.  in Proceeding of the 9th Asian Conference on Computer Vision. 
ACCV ’09, pp. 485–495, 2009. 
[Liu 11] D. Liu, M. Wang, X. S. Hua, and H. J. Zhang. Semi-automatic tagging of photo 




[Lowe 04] D. G. Lowe. Distinctive image features from scale-invariant keypoints. 
International Journal of Computer Vision, 60(2), 2004. 
[Mei 10] T. Mei, X. -S. Hua. Contextual Internet Multimedia Advertising.  Proceedings 
of the IEEE, vol.98, no.8, pp.1416-1433, Aug. 2010 
[Mei 10b] T. Mei, J. Guo,  X. -S. Hua, F. Liu. AdOn: toward contextual overlay in-video 
advertising Multimedia Systems, ACM/Springer Multimedia Systems, Volume 16, 
Numbers 4-5, Pages 335-344, 2010.  
[Minium 70] E. W. Minium, B. M. King, and G. Bear, Statistical reasoning in psychology 
and education. Wiley New York, 1970. 
[Naphade 06] M. R. Naphade, J. R. Smith, J. Tesic, S. -F. Chang, W. Hsu, L. Kennedy, 
A. Hauptmann, and J. Curtis. A Large-Scale Concept Ontology for Multimedia. IEEE 
Multimedia Magazine, vol. 13, no. 3, 2006. 
[Natsev 07] A. P. Natsev, A. Haubold, J. Tesic, L. Xie, and R. Yan. Semantic concept-
based query expansion and re-ranking for multimedia retrieval. ACM Multimedia, pp. 
991–1000, 2007. 
[Neo 06] S.-Y. Neo, J. Zhao, M.-Y. Kan, and T.-S. Chua. Video retrieval using high level 
features: Exploiting query matching and conﬁdence-based weighting. in CIVR, 2006. 
[Nister 06] D. Nister and H. Stewenius. Scalable recognition with a vocabulary tree.  In 




[Parzen 62] E. Parzen and F. Hoti. On estimation of a probability density function and 
mode. In Annals of Matchematical Statistics, 1962. 
[Philbin 07] J. Philbin, O. Chum, M. Isard, J. Sivic, and A. Zisserman. Object retrieval 
with large vocabularies and fast spatial matching. In CVPR, 2007. 
[Philbin 08] J. Philbin, O. Chum, M. Isard, J. Sivic, and A. Zisserman. Lost in 
quantization: Improving particular object retrieval in large scale image databases. In 
CVPR, 2008. 
[Powerset] Powerset: a commercial factoid-based search engine that was acquired by 
Microsoft. See http://www.powerset.com/. 
[Prager 06] John M. Prager: Open-Domain Question-Answering. Foundations and Trends 
in Information Retrieval 1(2): 91-231 (2006), 2006.  
[Radev 02] D. R. Radev, H. Qi, H. Wu, and W. Fan. Evaluating Web-based Question 
Answering Systems. In Demo section, LREC 2002. 
[Romberg 11] S. Romberg, L. G. Pueyo, R. Lienhart, R. v. Zwol, Scalable Logo 
Recognition in Real-World Images  ACM International Conference on Multimedia 
Retrieval (ICMR) 2011, April 2011.  
[Sande 10] Van de Sande, K.E.A, Gevers, T, Snoek, C.G.M. Evaluating Color 
Descriptors for Object and Scene Recognition. Pattern Analysis and Machine 
Intelligence, IEEE Transactions on , vol.32, no.9, pp.1582-1596, Sept. 2010.  
106 
 
[Schroff 07] Schroff, F, Criminisi, A, Zisserman, A. Harvesting Image Databases from 
the Web.  Computer Vision, 2007. ICCV 2007. IEEE 11th International Conference on , 
vol., no., pp.1-8, 14-21 Oct. 2007. 
[Setz 09] A rjan T. Setz and Cees G. M. Snoek. Can Social Tagged Images Aid Concept-
Based Video Search?.  In Proceedings of the IEEE International Conference on 
Multimedia & Expo, New York, NY, USA,  pp. 1460-1463, 2009. 
[Siersdorfer 09] S. Siersdorfer, J. San Pedro, and M. Sanderson. Automatic video tagging 
using content redundancy. In SIGIR '09: Proceedings of the 32nd international ACM 
SIGIR conference on Research and development in information retrieval, 2009. 
[Sivic 09] J. Sivic, Zisserman, A. Efficient Visual Search of Videos Cast as Text 
Retrieval. Pattern Analysis and Machine Intelligence, IEEE Transactions on , vol.31, 
no.4, pp.591-606, April 2009. 
[Smeaton 06] F. Smeaton, P. Over, and W. Kraaij. Evaluation campaigns and TRECVID. 
In Proceedings of the 8th ACM international workshop on Multimedia information 
retrieval, 2008. 
[Smeulders 00] A. W. M. Smeulders, S. Member, M. Worring, S. Santini, A. Gupta, and 
R. Jain. Content-based image retrieval at the end of the early years. IEEE Transactions on 
Pattern Analysis and Machine Intelligence, 2000. 
[Snoek 05] Cees G. M. Snoek and M. Worring. 2005. Multimodal Video Indexing: A 




[Snoek 09] Cees G. M. Snoek and Marcel Worring. Concept-Based Video Retrieval. 
Foundations and Trends in Information Retrieval, vol. 4, iss. 2, pp. 215-322, 2009. 
[Song 09] J. L. Song. Scable image retrieval based on feature forest, ACCV, 2009. 
[Tang 08] S. Tang, J. Li, M. Li, X. Cheng, and L. Yizhi. Trecvid 2008 high-level feature 
extraction by mcg-ict-cas. In TRECVID Workshop, 2008. 
[Ulges 11] Ulges, C. Schulze, M. Koch, and T. M. Breuel. Learning automatic concept 
detectors from online video. Computer Vision and Image Understanding, 114(4):429, 
2011. 
[Wang 06] M. Wang, X. S. Hua, Yan Song, Xun Yuan, Shipeng Li, and Hong-Jiang 
Zhang. 2006. Automatic video annotation by semi-supervised learning with kernel 
density estimation. In Proceedings of the 14th annual ACM international conference on 
Multimedia , 2006.  
[Wang 09] K. Wang, Z. Ming, T.-S. Chua. A Syntactic Tree Matching Approach to 
Finding Similar Questions in Community-based QA Services. In ACM SIGIR,  2009. 
[Wang 09b] M. Wang, L. Yang, and X. -S. Hua. MSRA-MM: Bridging research and 
industrial societies for multimedia information retrieval. MSR Technical report, MSR-
TR-2009-30, 2009.  
[Wang 10] M. Wang, K. Yang, X. -S. Hua, H. -J. Zhang. Towards Relevant and Diverse 
Search of Social Images. IEEE Transactions on Multimedia, vol. 12, no. 8, 2010.  
108 
 
[Wu 09] Z. Wu, Q. Ke, Isard, M, J. Sun. Bundling features for large scale partial-
duplicate Web image search. Computer Vision and Pattern Recognition, 2009. CVPR 
2009. IEEE Conference on , vol., no., pp.25-32, 20-25, 2009. 
[Wu 08] Y.-C. Wu and J.-C. Yang. A robust passage retrieval algorithm for video 
question answering. IEEE Transactions on Circuits and Systems for Video Technology, 
18(10), 2008. 
[Xie 08] X. Xie, L. Lu, M. Jia, H. Li, F. Seide, and W. Y. Ma. Mobile search with 
multimodal queries. Proceedings of the IEEE, vol. 96, no. 4, pp. 589 –601, 2008. 
[Yang 03] H. Yang, L. Chaisorn, Y. Zhao, S.-Y. Neo, and T.-S. Chua. VideoQA: 
question answering on news video. In ACM Mulitimedia, 2003. 
[Yang 03b] H. Yang, T.-S. Chua, S. Wang and C.-K. Koh. Structured use of external 
knowledge for event-based open-domain question-answering. 26th Int'l ACM SIGIR 
Conference' 03. Canada, Jul/Aug 2003. 33-40, 2003. 
[Yeh 08] T. Yeh, J. J. Lee, and T. Darrell. Photo-based question answering. In MM ’08: 
Proceeding of the 16th ACM international conference on Multimedia, 2008. 
[Zobel 98] J. Zobel, A. Moffat, and K. Ramamohanarao. Inverted files versus signature 
files for text indexing. ACM Trans. Database Syst.23, 4 (December 1998), 453-490, 
1998. 
[Zhou 09] X. Zhou, N. Cui, Z. Li, F. Liang, and T. S. Huang. Hierarchical 
Gaussianization for image classification, International Conference on Computer Vision, 
2009.
