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ABSTRACT Google and the Bufferbloat community have designed several solutions to reduce Internet
latency in recent years, involving different TCP-IP stack layers. One of these solutions is named TCP Small
Queues (TSQ) and reduces a TCP flow latency by controlling the number of packets that each TCP socket
can enqueue in the sender node. It works in conjunction with TCP Pacing (TP), which affects the actual TSQ
size as a function of the TCP rate. This paper analyzes TSQ and TP’s performance through real-system tests
over different networks’ bottlenecks, emphasizing Wi-Fi technologies, where their behavior strongly affects
the Wi-Fi frame aggregation mechanism.
INDEX TERMS Bufferbloat, latency, TCP small queues.
I. INTRODUCTION
Internet latency issues have been exposed under a magnifying
glass in recent years, involving big players like Google and
the Bufferbloat community to design novel algorithms for
several TCP-IP layers. To name one, the Bufferbloat com-
munity has developed the hybrid packet scheduler and queue
manager Flow Queue Controlled Delay (FQ-CoDel) [1].
FQ-CoDel has quickly become the standard queueing disci-
pline for many Linux-based end nodes and routers. At the
same time, even Google has designed a couple of remarkable
algorithms like TCP Bottleneck Bandwidth and Round-trip
propagation time (BBR) [2] and TCP Small Queues (TSQ).
The former is a transport layer solution, and the latter is a
cross-layering solution, considering the TCP-IP stack. Unlike
FQ-CoDel, which can be deployed on any node of the path,
BBR and TSQ are designed exclusively for the end nodes.
To the best of our knowledge, there is a lack of scientific
contributions related to TSQ and TP. In particular, we report
a lack in the performance analysis of TSQ in conjunction
with these new TCP-IP solutions involving all the stack lay-
ers. The TSQ module alone is reported in a few scientific
contributions [3]–[6] involving wired networks, but without
investigating the main purpose of the mechanism, i.e., to
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reduce latency without reducing the throughput. For what
concerns wireless environments, instead, other few scientific
contributions [7]–[9], dealing with LTE and Wi-Fi technolo-
gies, report some insight on latency reduction by tuning the
TSQ size. Unfortunately, these previous works deal with old
Linux kernels, in which TSQ was operating statically by
imposing an amount of data to be enqueued, instead of con-
trolling the amount of data to be enqueued dynamically based
on the current data delivery rate. Moreover, none of these
cited works accommodate a broader analysis of TSQ and
TP’s interaction in real and up-to-date environments. Indeed,
to properly investigate the TSQ impact on latency reduction,
a complete system involving TCP BBR and FQ-CoDel must
also be considered concerning the bottleneck position in the
network path. The sole literature contributions combining
TSQ and TP, to the best of our knowledge, are [10] and [11]:
in the former, the authors analyzed the CPU impact of these
solutions, discussing software bottlenecks more than network
bottlenecks, while in the latter, the authors investigated the
behavior of different TCP congestion controls regarding an
hybrid bottleneck network which involves only Wi-Fi 6 envi-
ronments.
The contribution of this paper is (i) the description of
the TSQ and TP, contextualized in the latest Long-Term
Support (LTS) version of the Linux kernel 5.10-lts with the
other involved TCP-IP solutions on both wired and wireless
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FIGURE 1. TCP-IP linux stack.
scenarios, and (ii) a real-test analysis of the TSQ and TP
performance under different network technologies. The paper
is structured as follows: Section II describes the latest TCP-IP
Linux stack and Section III illustrates the testbed used to
collect our data. Finally, Section IV shows the results and
Section V concludes the paper.
II. TCP-IP LINUX STACK
The current and up-to-date TCP-IP Linux stack is depicted
in Figure 1.We report the threemain blocks involved in a TCP
flow transmission with the whole TCP transport block on the
left, the Queueing Layer corresponding to the TCP-IP net-
working layer in the middle and the host-to-network Driver
block on the right. The TCP congestion control algorithm role
did not change recently, so the TCP socket is still calculating
the congestion window (CWND) and dealing with the ACK
reception according to the algorithm used. The most signifi-
cant change in recent years has been in the way packets are
delivered by the TCP socket, now regulated by TSQ and TP,
also shown in Figure 1. Once the TCP socket delivers the
packets, they are enqueued in the lower layers. The Queueing
Layer, depicted in the middle of Figure 1, deploys a standard
FQ-CoDel algorithm, which is the default solution in recent
kernels withmany Linux distributions [1]. Once the scheduler
delivers the packets, they move to the last block, where the
driver firmware implements the last hardware queue before
moving to the physical medium channel. Once a packet is
physically transmitted, a completion signal is cross-passed to
the TSQ algorithm.
Algorithm 1 TCP Pacing Rate
Input: TCP_SOCKET sk, int baseRTT ;
1: int rate = mss * sk→cwnd / baseRTT ;
2: if sk→cwnd < sk→ssthresh / 2 then
3: rate *= tcp_pacing_ss_ratio; // SlowStart phase
4: else
5: rate *= tcp_pacing_ca_ratio; // Cong.Avoid. phase
6: end if
A. TP AND TSQ
The most significant change experienced by the TCP-IP
stack in recent years has been the introduction of
TP and TSQ. The cooperative work of these two
TCP submodules strongly impacts the way packets
are delivered by the TCP socket, affecting the TCP
RTT and the system latency. TP is controlled by two
system variables, i.e., tcp_pacing_ss_ratio and
tcp_pacing_ca_ratio, used in the slow start and
the congestion avoidance phases, respectively, as reported
in Algorithm 1. The TCP socket’s final TCP-paced rate
to deliver data is then adjusted with a pacing ratio that
changes according to the TCP transmission phase. By default,
tcp_pacing_ss_ratio is equal to 2 in the slow-start
phase, and tcp_pacing_ca_ratio is equal to 1.2 in the
congestion avoidance phase. This means that the TCP flow
doubles the slow-start phase rate and increases it by 20%
in the congestion-avoidance phase. This mechanism allows
probing for more bandwidth without forming excessive bursts
of packets in the path’s network queues.
Algorithm 2 TCP Small Queue
Input: TCP_SOCKET sk;
1: int limit;
2: limit = max(2 * sk→pktsize, sk→tcp_pacing_rate 
10);
3: limit = min(limit, tcp_limit_output_bytes);
On the other hand, the TCP paced rate is used to calculate,
in conjunction with the TSQ mechanism, the number of
packets that a TCP socket can enqueue in the sender stack.
This quantity is a dynamic value described in Algorithm 2.
According to the algorithm, the TSQ limit is always higher
than a minimum amount of 2 packets and lower than a maxi-
mum amount oflimit_output_bytes bytes (128KBby
default). The dynamic limit moves through these two bounds
and is the amount of data that corresponds to a latency equal
to 1 ms by default. Algorithm 2 clarifies this behavior: the
dynamic amount of data that can be enqueued is calculated
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through sk→tcp_pacing_rate  10, which is a 10-bit shift
of the current pacing rate, that corresponds to the amount
of data transmitted in 1 ms at the current paced rate. This
mechanism helps the sender congestion control mitigate the
queueing delay occurring inside the node and accurately
calculate RTTs. Concluding, the bit shift quantity changes the
latency introduced by TSQ, while the TP ratio changes the
TSQ limit size. It is important to notice that BBR operates
with a customized TCP pacing mechanism used in its finite
state machine. BBR, indeed, is the sole congestion control to
ignore the global TP module and does not react to the global
tcp_pacing_ratio variable changes. BBR deploys a
specific finite-state machine, reported in Figure 2, where
the pacing rate is computed as a function of the bottleneck
bandwidth. BBR estimates the parameters in the finite-state
machine, in kernel-space, and cannot be modified by the user.
FIGURE 2. Linux TCP BBR block.
B. QUEUEING LAYER AND DRIVER
The default structure of FQ-CoDel, reported in Figure 1,
works as follows: a separate software queue serves each TCP
flow, and each queue is managed by the CoDel algorithm to
control the latency and is served in a round-robin fashion.
The default CoDel threshold is set at 5 ms, which means
that packets with sojourn time greater than the threshold will
be dropped at the dequeue stage. The queueing discipline
in novel Linux systems is managed, by default, with the
tc tool, which allows configuring the characteristics of the
networking layer. The Queueing layer and the Network Inter-
face Card (NIC) Driver blocks are strongly coupled in their
behavior, and Figure 1 represents a simple scenario in which a
single hardware queue is present. The driver also implements
the Byte Queue Limit (BQL) for all the hardware queues,
which is the last algorithm to control the global latency of the
system [12]. The BQL mechanism tries to store enough data
to avoid starvation and, simultaneously, to avoid accumulat-
ing excessive data increasing the latency. The BQL algorithm
is not tested in our paper, and the drivers’ default configura-
tions are maintained. A considerable change imposed by the
usage of a wireless Atheros NIC equipped with the ath9k
driver, as is the case of our tests, is that it implements the
FQ-CoDel mechanism directly in the firmware, disabling the
queueing discipline layer when the driver is used [13]. Thus,
it impacts the maximum aggregation size of the NIC due to
the 5 ms limit imposed by FQ-CoDel.
FIGURE 3. Physical testbed.
TABLE 1. Bottlenecks configuration.
III. TESTBED
To validate the performance of TSQ and TP, we designed
the testbed reported in Figure 3. Our testbed is composed
of 3 nodes, resembling a classical internet connection with
Wi-Fi access for the Client C and a wired backhaul for the
Server S. In the middle between C and S there is the Router
R or Access Point AP, which interconnects the endpoints and
implements a wired testbed or a wireless one, respectively.
A Gigabit Ethernet supports the connection between S and
R/AP. In contrast, the connections between R/AP and C are
a Gigabit Ethernet and an IEEE 802.11n, both configured
with PCIe devices. These embed the BCM5761 chipset in
the wired testbed and the AR9580 chipset in the wireless
one. The bottleneck segment is software-defined to be local
(the link between C and R) or remote (the link between S
and R) in the wired testbed. The difference between local and
remote bottlenecks resembles different possible laboratories
and home connections, allowing us to focus on widely differ-
ent possible real networks by only controlling the few testbed
nodes. To deploy a configurable wired bottleneck, we used
the tc Linux package and implemented a hierarchical token
bucket (HTB) queueing discipline, coupled with the default
FQ-CoDel on the Router interfaces. It is important to notice
that tc allows for traffic shaping through HTB, i.e., impos-
ing a specific delivery rate for an interface, without com-
promising the scheduling and AQM algorithms behaviors,
running in cascade to HTB. This is not true if the bottleneck
is modeled also imposing specific delay or packet losses
thorough thenetem queueing discipline, whichmust be used
in mutual exclusion to the other queueing disciplines such
as FQ-CoDel. Anyway, this is not the case in our discussion
since we focus only on the bottleneck bandwidth characteris-
tic.We defined 5 possible different bottleneck configurations,
summarized in Table 1. Instead, the bottleneck is the physical
wireless interface in the wireless testbed, reflecting a standard
Wi-Fi home access networkwith aGigabit Ethernet backhaul.
All the nodes run an Arch Linux distribution with a 5.10-lts
Linux kernel version.1
1Tests and scripts are available at: netlab.unimore.it/sw/TSQ-NtwL.zip.
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FIGURE 4. Throughput and RTT on different wired bottlenecks: TSQ vs. NoTSQ.
FIGURE 5. TCP RTT: Different wired bottlenecks with TCP BBR or CUBIC.
IV. RESULTS
Our tests are performed using the Flent [14] tool, running
four TCP uploads from C to S for 30 seconds with a con-
current ping flow. The core parameter changed between
each test is the TSQ size; indeed, we developed a Linux
kernel patch1 to allow us to change the standard TSQ dynamic
size of 1 ms of data at the current rate, with a value
from 1 to 8 ms of data at the current rate. We also allowed
the possibility to disable the TSQ mechanism, naming this
strategy NoTSQ in our results. The TCP congestion control
algorithms used in our tests are TCP Cubic and TCP BBR to
evaluate the TSQ performance in the presence of a loss-based
and a delay-based variant, respectively. Moreover, we also
evaluated two possible queueing disciplines, FQ-CoDel
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FIGURE 6. Throughput and RTT of TCP BBR and CUBIC on a remote bottleneck.
and PFIFO,2 which is a priority scheduler with three pos-
sible software queues. PFIFO is still the default queueing
discipline in several Linux distribution and networking nodes,
like the Raspberry PI model 4, waiting for FQ-CoDel to
replace it incrementally.We did not focus on the FQ queueing
discipline, historically associated with BBR; this is because,
before the kernel version 4.17, BBR could not deploy a proper
TP mechanism by itself and was recommended to be used in
conjunction with FQ. The use of FQ indeed helps in terms
of global TCP Pacing, adding an extra CPU usage for this
task as shown in [10]. Anyway, in our analysis, we focus on
network performance, where throughput and latency need to
be controlled through the default packet schedulers or AQM
techniques offered by current Linux kernels. As a matter of
fact, the usage of FQ is not common anymore since, from the
4.17 kernel, BBR effectively implements its pacing system
without needing FQ anymore.
A. WIRED RESULTS
We first introduce the results obtained with the wired version
of our testbed of Figure 3. All the wired tests have been per-
formed using the standard TSQ configuration or the NoTSQ
one with the mechanism disabled.
2The queueing discipline name in the tc package is pfifo_fast.
Figure 4 shows the throughput and the latency of a simple
TCP Cubic stream from C to S, with PFIFO used as queueing
discipline in the two possible bottlenecks tested: L100M and
R100M. We used PFIFO instead of FQ-CoDel to enhance
the sole impact of TSQ on the latency reduction. All our
results are in candlestick format; the top and the bottom of
the boxes represent the 90th and the 10th percentiles of the
data, respectively, while the solid line into the box represents
the median data value. One clear evidence of Figure 4 is
the remarkable impact of TSQ when the bottleneck is local,
because the dominant latency contribution is the queueing
delay caused by the sender node queues, which is limited by
the TSQ mechanism. It is important to note that this remark-
able latency drop is performed maintaining the throughput
close to 96 Mbit/s, like in all the other configurations. On the
other hand, when the bottleneck is remote, the presence of
TSQ only marginally mitigates the end-to-end latency.
Considering that TSQ does not impact a wired bottleneck
throughput, we now focus only on the TCP RTT perfor-
mance of all the five wired bottlenecks tested in Figure 5.
Moreover, we also include the impact of a different TCP
congestion control and a different queueing discipline, BBR,
and FQ-CoDel. Figure 5a is an extension of Figure 4 that
embraces also the L10M, R10M and LR1000M bottleneck
configurations, focusing on the TCP RTT instead of the
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FIGURE 7. Throughput and RTT of TCP BBR and CUBIC on a local bottleneck.
ICMP ping RTT. The introduction of TSQ reduces by two
orders of magnitude the TCP RTT in L10M and L100M,
where the bottleneck is imposed on the local network through
the HTB filter. In the LR1000M, instead, where the interfaces
are not software-limited, and the HTB filter is disabled every-
where, the TCP RTT reduction introduced by TSQ is of one
order of magnitude, which is again a remarkable result.
Moving from Figure 5a to Figure 5b, only the TCP con-
gestion control is changed from CUBIC to BBR. In this case,
the impact of TSQ is still observable but with a smaller impact
of 10 ms and 3 ms in the L10M and L100M configurations,
respectively. Even in this case, removing the bottlenecks with
the LR1000M configuration leads to a smaller TSQ impact
of a couple of ms. Finally, Figure 5c reports the results of
BBR in conjunction with FQ-CoDel, which is very similar
to the effects of CUBIC with FQ-CoDel, not reported here.
The differences with Figure 5b are the maximum latency
in the R10M configuration and in the L10M with NoTSQ,
in which FQ-CoDel imposes a maximum queueing delay at
the bottleneck that results in a global TCP RTT of 10 ms.
To conclude the discussion on wired bottlenecks, we also
present Figures 6 and 7, which include the same tests of
Figure 4, adding also BBR as a congestion control algorithm.
Figure 6 reports the throughput and the RTT of CUBIC
and BBR on a remote bottleneck operating at 100 Mbit/s
with a PFIFO queueing discipline; even though throughput
performance is similar, the RTT is remarkably different, and
the shape of the curves helps to understand the big difference
between the two congestion controls. TCP CUBIC operates
by waiting for the loss feedback from the network, filling the
bottleneck queue up to the packet drops. Indeed, the shape
of the RTT curve presents several peaks corresponding to the
maximum queueing delay when the bottleneck queue is full
and some minimum peaks corresponding to the new starting
congestion window of CUBIC in response to the loss. The
behavior of BBR, instead, is different due to the model-based
nature of the congestion control. It is possible to notice the
draining spikes happening every 10 s, which correspond to
the probe_RTT phase of BBR reported in Figure 2. Since
the bottleneck of Figure 6 is remote, the presence or not of
TSQ moving from Figure 6a to Figure 6b does not impact
the results. The situation is different in Figure 7, where
the bottleneck is local, and packets get accumulated in the
sender’s NIC. If the TSQ algorithm is not active (Figure 7a),
the behavior of the system is logically equivalent to the case
of a remote bottleneck since there is no way to control the
number of packets at the NIC, and both TCPCUBIC and TCP
BBR operate like in Figure 6a. If the TSQ is active, instead,
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FIGURE 8. Throughput and RTT on the ath9k wireless bottleneck.
TCP CUBIC completely changes its behavior because TSQ
forbids TCP CUBIC to accumulate packets in the bottleneck
queue (which is the local NIC’s queue). The result is that TCP
CUBIC, and any loss-based TCP variant generally, would
operate ruled by the TSQ interrupts, maintaining a minimum
NIC’s queue usage like the BBR congestion control.
B. Wi-Fi RESULTS
The TSQ mechanism has been shown to break the frame
aggregation logic of Wi-Fi technologies in [8], so we investi-
gate the impact of different TSQ sizes in conjunction with
different TP ratios and different base-RTT flows. We con-
figured 3 different TP ratios by changing the congestion
avoidance pace variable tcp_pacing_ca_ratio, from
the default value of 1.2 to 1.3 and 1.4, naming these
configurations 2p, 3p, and 4p, respectively. For what
concern, instead, the different RTT flows, we changed the
base RTT through the netem package at the AP with three
possible flows configurations, at 1, 10, and 100 ms of
base RTT.
Figure 8a shows the results of four TCP CUBIC uploads
with our eight different TSQ configurations and the three
possible pacing ratios, while Figure 8b shows the results of
the same test with a standard pacing ratio and three possi-
ble base-RTT. In this set of experiments, we selected only
TCP CUBIC since TCP BBR ignores the global TP variable
changes. These two plots are presented together to highlight
the relation between TP and RTT, which both affect the
number of packets that the TCP socket can enqueue and,
consequently, the throughput. Theoretically, from the combi-
nation of Algorithms 1 and 2, halving the RTT has the same
effect of doubling the TP rate.
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The values reported in green in Figure 8 are almost the
same, due to a slightly different base-RTT of the first exper-
iment, under 1 ms. In Figure 8a, it is possible to see that
increasing the pacing rate (blue and red) has the effect of
increasing the throughput on the Wi-Fi path and increasing
the latency as well. This result is justified by Algorithm 2;
indeed, the higher is the TP rate, the larger is the number of
packets enqueued in the NIC, which allows for larger aggre-
gates increasing the throughput, despite a latency increment.
Once the initial TSQ value is greater than 4TSQ, increasing
the TP ratio has the sole effect of increasing the latency
since the Wi-Fi bottleneck has already been saturated with
the maximum available frame aggregation.
In Figure 8b, on the other hand, it is possible to see that a
higher RTT has the same effect as a pacing reduction. This
effect can be observed moving from 1 ms of base RTT to
10 ms of base RTT, where the former configuration registers
higher throughput with respect to the latter. With a base
RTT of 100 ms instead, the delivery rate is too low, and
the final throughput result is not optimal, even relaxing the
TSQ constraints. This effect is justified because the high RTT
forces a low rate, considering Algorithm 1. Consequently,
even relaxing the TSQvalue inAlgorithm 2 does not allow the
rate to grow enough to form larger aggregates and discover
higher throughputs available on the Wi-Fi channel.
V. CONCLUSION
In this paper, we evaluated that TSQ alone significantly
impacts latency when the bottleneck is local. The reason is
due to the nature of TSQ, which limits the amount of data
that each socket can enqueue, or, in other words, limits the
bottleneck queue size if the bottleneck is the sender’s NIC.
The latency reduction effect is mitigatedwhen algorithms like
BBR and FQ-CoDel are deployed, but it is still observable.
These results pose the TSQ mechanism in a critical position
when dealing with network performance. Network simulators
will have to include this mechanism to maintain high fidelity
results compared with real systems. Nevertheless, the TSQ
has a different impact on a localWi-Fi bottleneckwith respect
to a local wired bottleneck; the latency reduction is coupled
with a non-optimal throughput if the limit imposed by TSQ is
too strict. Simultaneously, TP and the base RTT roles impact
the Wi-Fi performance because they modify the TSQ limit,
and the higher the TP, or the smaller the base RTT, the higher
the throughput will be.
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