Optical focusing at depths in tissue is the Holy Grail of bio medical optics that may bring revolutionary advancement to the field. W avefront shaping is a widely accepted approach to solve this problem, but most implementations thus far have only operated with stationary media which, however, are scarcely existent in practice. In this article, we propose to apply a deep convolutional neural network named as ReFocusing -Optical-Transformation-Net (RFOTNet), which is a Multi-input Single-output network, to tackle the grand challenge of light focusing in nonstationary scattering media. As known, deep convolutional neural networks are intrinsically powerful to solve inverse scattering problems without complicated computation. Considering the optical speckles of the mediu m before and after moderate perturbations are correlated, an optical focus can be rapidly recovered based on fine-tuning of pre-trained neural networks, significantly reducing the time and computational cost in refocusing. The feasibility is validated experimentally in this work. The proposed deep learning-empowered wavefront shaping framework has great potentials in facilitating optimal optical focusing and imaging in deep and dynamic tissue.
Introduction
When light enters a disordered medium which is thicker than a few scattering mean free path l (~0.1 mm for human skin), light will undergo multiple scattering due to the mismatch of refractive index 1 . After scattering, a lot of information carried by the incident light is lost. Therefore, scattering has impeded high-resolution optical delivery and imaging through or within thick scattering media, such as biological tissues. If light is coherent, scattered light along different optical paths interfere randomly, forming speckles, whose intensity distribution can be recorded outside the medium using cameras. Although it seems that speckles are randomly formed and distributed, the way light is scattered is actually deterministic within a certain time window (usually referred as speckle correlation time) 2 . Built upon this property, various approaches have been inspired, such as time reversal 1, [3] [4] [5] [6] [7] [8] , wavefront shaping 2,9-13 , and memory effect 1, [14] [15] [16] [17] , to obtain optical focusing and imaging through scattering media. Time reversal methods, such as TRUE 3 and TROVE 5 , take advantage of guide stars (e.g. focused ultrasonic modulation) to encode diffused light, then only the encoded light is time-reversed and focused inside the scattering medium. Wavefront shaping modulates the phases of light incident into the scattering medium based on the measurement of transmission matrix 10, 12, 13 or the maximization of feedback provided by the optical 9 or photoacoustic signal strength 2 , with a goal to pre-compensate for the scattering-induced phase distortions. Representative algorithms to obtain the optimal compensation include continuous sequential algorithm (CSA) 18 , genetic algorithm (GA) 19 , or phase-conjugation of the transmission matrix 10 . As for the memory effect method, image information is encoded in the autocorrelation of the measured speckles as long as the imaging area is within the memory effect range, so that images can be reconstructed from speckles with iterative phase retrieval algorithms 1, 15 . Each of the aforementioned three approaches has its own advantages and limitations. For example, wavefront shaping is attractive due to its plain working principle and experimental setup. Approaches to sense and control wavefront have already been reported a lot [20] [21] [22] . However, it is inherently time consuming as many iterations are required regardless of the optimization algorithm 23 . For this reason, almost all wavefront shaping implementations reported thus far have operated with stationary medium such as diffusers. Nevertheless, it is hardly possible to find perfectly stationary media in reality. Even for seemingly stable objects, for example, diffusers , tissue-mimicking phantoms, and multimode fibers, their properties or states might be altered due to inevitable environment disturbance. When media are perturbed, the focusing will be degraded or even disappear completely. To recover the focusing, the wavefront shaping iterations have to be repeated from the beginning each time the scattering medium changes, which is again a tedious process 24 . Memory effect can deal with circumstances with slight perturbations, but when the correlation function of two electric fields drops below 0.5, memory effect vanishes 25 . This problem impedes the implementation of wavefront shaping to more general and realistic applications.
Deep learning, often known as deep neural networks (DNNs), are promising for their superior ability in revealing complex relationships through transforming representations at one level to a higher and more abstract level 26 . So far, DNNs have been widely used to solve inverse problems such as denoising [27] [28] [29] , deconvolution [30] [31] [32] , image reconstruction [33] [34] [35] [36] [37] [38] , and super-resolution imaging [39] [40] [41] . The idea has also been exploited to focus light 42 and reconstruct images [43] [44] [45] through static scattering media. For example, Turpin et al introduced neural networks for binary amplitude modulation, and focused light through a single diffuser 42 ; Li et al. trained U-Net with speckles generated by various objects through different diffusers 43 . The pre-trained network was capable to be generalized to "unseen" objects or diffusers. All these diffusers, however, are of the same macroscopic parameters. In this paper, we take one step further. For the first time to the best of our knowledge, we introduce a DNN framework to tackle the challenge of optical refocusing in nonstationary scattering media, which is of great significance in practice. It is known that media before and after changes are correlated to some extent, and the existence of correlation has been exploited for imaging through scattering media 15, [46] [47] [48] (See "Methods" for speckles correlation theory in random media).Taking advantage of such correlation, DNNs can adapt to different environments through fine tuning, and fast recovery of a focal point from perturbations may be feasible. For example, Sun et al. 49 trained five different neural network models to reconstruct blurred images by first classifying scattered images then feeding the images into one of the five pre-trained models to recover them. Note that, however, considering the computation time and memory budget, it is difficult and impractical to train hundreds of neural network models to cover all possible scattering conditions; using five models probably only gets a rough classification and reconstruction. In this work, we do not depend on any classification or pre-trained models. When a scattering medium is changed due to environmental perturbations, we use a small amount of newly available samples to fine tune the neural network, so that it can specifically and precisely model the changed medium. The hypothesis is strongly supported by experimental results, suggesting that the DNNs have great potentials in facilitating smart optical optimal focusing and imaging in deep tissues. The memory and time cost in computation for wavefront shaping optimization and re-optimization can be significantly reduced. As known, optical fields at depths in vivo alter at the speed of milliseconds 50 , posing high demand on processing time, which has not been effectively resolved yet in the field. The fast optical focusing recovery capability enabled by DNNs opens up a new path to settle this challenge, which will benefit a wide range of biomedical imaging, sensing, control and treatment applications in deep biological tissue.
Results
As illustrated in Fig. 1(a) , when coherent light with different phase patterns propagates through a disordered medium, light will be scattered, and speckles will be formed and recorded outside the medium by a camera. In order to resolve inverse scattering problems which are nonlinear and ill-posed, iterative optimization algorithms with regulation are required 51 . So far almost all state-of-art iterative reconstruction algorithms are the cascades of convolutional operations and nonlinear pointwise operations 39 , which are similar with the structure of conventional convolutional neural networks (CNNs). This property suggests that CNNs are intrinsically suited to tackle wavefront shaping problems. In addition, deep neural networks are particularly powerful in solving inverse problems 52 and forming images with noisy, uncertain, or ill-posed measurements 34 . Thanks to these merits, in this study, we directly apply a multi-input deep CNN named as ReFocusing-Optical-Transformation-Net (RFOTNet) to model the inverse scattering process which can be simplified as, establish the relationship between the speckle intensity distribution and its corresponding incident optical wavefront, and more importantly, to fast recover the focal point when the medium is perturbed based on the speckle correlation theory in random media. The process can be formulated as a supervised learning problem 53 (See "Methods" for detailed theoretical analysis). Considering that spatial light modulators (SLMs) are often used to modulate incident optical wavefront in practice, as shown in Fig. 1(a) , in this article, we employ SLM patterns to safely represent the incident optical phase patterns. First of all, samples are collected to train RFOTNet. After training, the RFOTNet can model the inverse scattering function, and output a SLM pattern that can focus light through the scattering medium. When the medium is altered due to perturbations, the focal point can be degraded or even lost. Benefiting from the correlation of the medium speckles before and after the change, only a small amount of extra samples are sufficient to fine-tune the pre-trained RFOTNet in step 3. After the tuning, the RFOTNet can adapt to the concurrent medium state and recover the optical focus.
The structure of the RFOTNet is shown in Fig. 1(b) , which is specifically designed to achieve light focusing and refocusing through nonstationary scattering media (See "Methods" for detailed RFOTNet structure). The RFOTNet has three inputs and one output. They work collaboratively as a team to learn the information of the medium, establishing the transformation from speckles to their corresponding SLM patterns. Comparing with a conventional CNN which simply learns the mapping from speckles to SLM patterns, the RFOTNet demonstrated superior performance in terms of convergence speed, light focusing and refocusing results (see "Supplementary information" for comparison). The results indicate that with the introduction of multiple inputs, the RFOTNet learns richer information about the scattering processes so that it can establish a more accurate inverse scattering model. More importantly, since optical fields of the medium before and after change are correlated, during the fine-tuning of RFOTNet, the information of the medium before perturbation is retained to some extent. Meanwhile, RFOTNet learns the differences between the media, and adjusts the weights to adapt to the new medium, contributing greatly to increase fine-tuning speed and accuracy, which has been proved in Supplementary information. Fig. 1(c) illustrates the working principle of the proposed method. In the first step, samples are collected for neural network training. After training, RFOTNet will precisely model the inverse scattering function and establish the relationship between SLM patterns and the corresponding speckles patterns. Then a focused (speckle) pattern is sent to the RFOTNet through Input 3 as the target, and RFOTNet predicts the SLM pattern required in order to generate the focused target in the current system. Light modulated by this SLM pattern propagates through the same scattering medium, and is supposed to focus to a single point, which should be the same as the target. Affected by unavoidable perturbations from the environment, the scattering medium is changed to some extent, causing the focus to be degraded or even lost. To recover this focus, samples collected in the changed medium are used to fine-tune the RFOTNet trained in Step 1. As the optical fields of the medium before and after the change are correlated, the amount of samples for fine-tuning is much less than that used for retraining a network. After the directed adjustment, the RFOTNet will be able to adaptively model the perturbed medium, and produce an SLM pattern that can recover the optical focusing. The scattering medium can be perturbed continuously, and each time it is altered, the RFOTNet is tuned to adapt to the concurrent state, and help to re focus light. These four steps function together, assuring optimal light focusing in the nonstationary medium.
To verify the feasibility of the proposed method, simulation was conducted. We used a transmission matrix generated from circularly symmetric Gaussian distribution 19 to represent light scattering paths inside a disordered medium. The size of the SLM patterns was 32 × 32, while the size of speckle patterns was 64 × 64. In Step 1, 10,000 samples were generated based on this transmission matrix for RFOTNet training. After training, a SLM pattern can be predicted by the RFOTNet. With such a SLM pattern, light was successfully focused through the scattering medium as shown in Fig. 2 (a). Note that Fig. 2a -c use the same colormap. Next, we modelled different levels of perturbations by adding matrices with different variances to the original transmission matrix. The variances are also of circularly symmetric Gaussian distribution. This procedure can be regarded as the original transmission matrix being affected by independent circular symmetric Gaussian noises with different real-valued variances. After perturbation, the optical focus was degraded (Fig. 2b) . To quantitatively evaluate the focusing performance, the enhancement η is defined as the ratio between the optimized intensity at the chosen position and the average intensity before optimization 9 . We then introduce correlation coefficient of speckles to identify the extent of medium change; two speckle patterns were recorded before and after the medium change, while the SLM pattern remained identical. As shown in Fig. 2 (d), with increased variance, which suggests larger perturbations, both the correlation coefficient and enhancement η drops accordingly. Relative η is calculated by the ratio of η after medium change over the original η. New samples were generated from the altered transmission matrix to fine-tune the pre-trained RFOTNet. The simulated focusing recovery effect is shown in Fig. 2 
(c).
We generated twenty different matrices to model different levels of perturbations, and for each matrix, simulation was conducted five times. Results were averaged and shown in Fig. 2 (e), which illustrates the amount of fine-tuning samples required to recover the original focusing under different levels of medium change. When the correlation coefficient is around 0.6, the amount of fine-tuning samples is only a quarter of that used for training RFOTNet in Step 1, while the original enhancement ratio can be recovered. When the correlation coefficient drops to 0.3 or even lower, the amount of finetuning samples is larger than the half required in Step 1. However, the amount of fine-tuning samples increases sharply when the correlation coefficient drops below 0.2, which means little information of the original status is preserved. These simulation results are consistent with predictions based on the correlation theory 54 . With the increase of perturbations, correlation coefficient drops following a singlesided Gaussian distribution 25, 55 , which is reflected in Fig. 2(d) . When the perturbation is mild, as shown in Fig. 2(e) , the correlation between the speckles is governed by the short-range correlation (1) aba b C  , but when the perturbation becomes stronger, the correlation may fall into the long-range correlation (2) aba b C  , whose magnitude is much smaller than (1) aba b C  (See "Methods" for details). In this case, the distinction due to the change is enlarged, and hence the fine-tuning of the pre-trained neural networks needs more samples and time to adapt itself to model the new situation. Nevertheless, so long as the correlation coefficient remains to be larger than 0.2, the amount of samples for fine-tuning is convincingly smaller than the original number (10,000 samples). The experimental setup is illustrated in Fig. 3 . The resolution of the SLM screen is 1280 × 1024, and it is divided to 32 × 32 macropixels to display the SLM patterns, i.e., one macropixel contains 40 × 32 pixels. The size of speckle patterns recorded by the camera is 64 × 64 pixels. In experiment, we use 32 grey levels in SLM to represent phase values from 0 to 2π. In experiment, for Step 1, 10,000 pairs of samples were collected for training, and the epoch was set to 10. The reason why 10,000 samples were used here is that, based on the training results with different amounts of samples, training RFOTNet with 10,000 samples could balance the trade-off between focusing performance and training cost including time and memory. Before training, the intensity of all collected speckles and SLM patterns are respectively normalized to between 0 and 1. Training time was approximately 2 minutes. After training, a targeted speckle (shown as Fig. 4(m) ) with a single speckle grain was sent to the RFOTNet, predicting an output, which was then loaded onto the SLM to modify the incoming optical wavefront. The final speckle pattern recorded using the predicted SLM pattern was shown in Fig. 4(a) . As seen, light was focused to a single point with diameter ~30 μm, and the enhancement η was 64. After training, the Fig.3 . Schematic of the experimental setup. Light is expanded by two lenses (L1 and L2), and then half-waveplate (HW) and polarizer (P) adjust the polarization state of light incident onto the spatial light modulator (SLM). Light is modulated and reflected by the SLM, then passes through two lenses (L3 and L4) and is focused onto a diffuser (D) surface by an objective lens (OB1). Scattered light is collected by another objective lens (OB2) and recorded by a camera.
Then perturbations were applied to the scattering medium by mechanically moving the diffuser along one direction. After the movement, the speckle pattern also changed, as shown in Fig. 4(b) . Note that Fig. 4a -l use the same colormap and scale. While the SLM pattern remained identical, the focusing performance was degraded as indicated by the appearance of more speckle grains in the background. The correlation coefficient between (a) and (b) is 0.5221, with which the enhancement η dropped from 64 to 27 (Fig. 4n, Group 1) . To recover the focal point, 3,000 pairs of SLM patterns and speckles were collected to fine-tune the pre-trained RFOTNet. The reason why 3,000 samples was chosen is that, based on simulation results, when the correlation coefficient is around 0.5, ~3,000 samples is required to recover the original focusing performance. Iterating 60 epochs took about 3 minutes. The target pattern was the same as the one used in Step 1. The SLM pattern predicted by the fine-tuned RFOTNet resulted in a new focus shown in Fig. 4(c) , whose enhancement η is much higher than Fig. 4(b) as the background is significantly suppressed.
After Group 1 demonstration, experiment conditions were manually varied, and the whole experiment was repeated three more times from Steps 1 to 4. The amount of samples in pre-training and fine-tuning, the RFOTNet structure, and the training settings were all identical to the first experiment (Group 1). Results are illustrated in Fig. 4 as Groups 2-4, respectively. As given in Fig. 4(n) , the focused speckle patterns had enhancements η of 49, 36, and 23, respectively, after Step 1. After the medium (diffuser) was moved laterally by various distances, the focusing performance was obviously degraded (Figs. 4e, h, and k) . More and more bright speckle grains appeared in the background, and eventually the original focal point was submerged and hard to be distinguished (Fig. 4k) . In these three groups, the correlation coefficients with the original patterns were 0.4822, 0.4252, and 0.6976, respectively, and the enhancement η dropped to 22, 17, and 10, respectively. Then for each group, 3,000 samples were used to fine-tune each individual pre-trained RFOTNet. Focusing recovery results are shown in Figs. 4f, i, and l, with the enhancements η improved to 40, 32, and 22, respectively. There is no doubt that after fine-tuning the RFOTNet, the clear focus is recovered from medium perturbations. It is worth noting that the correlation coefficients before and after medium change in this study were all larger than 0.2, for which one may doubt whether it was within the traditional memory effect range 56 . However, retaining the original phase modulation pattern on the SLM can no longer keep light focused after the medium change in experiment, which is consistent with the finding reported by Benjamin et al. 25 . As known, if it is within the memory effect range, when the SLM pattern is shifted slightly, say, along a lateral direction, the resultant focal point shifts laterally accordingly, although the focal intensity decreases with the displacement distance, following a bell-shaped curve 25 . In our experiment, the maximal medium movement is smaller than 2.5 µm, which is much less than the individual element size of the camera (6.5 µm) and the SLM (12.5 µm). So, the movement of the focal point is not obvious. But when the scattering medium is disturbed while the SLM pattern remains unchanged , the intensities of the focal point are significantly reduced, resulting in much more random speckle patterns that may even submerge the focal point. It is thus confirmed that using traditional memory effect methods cannot keep the clear focal point after the medium change.
It also should be highlighted that if conventional iterative wavefront shaping 9 or transmission matrix methods 10 are applied to solve this problem, as discussed earlier, the whole optimization process has to be repeated from the beginning. Imagine the SLM pattern is 32 × 32 as in our experiment, 4,096 measurements are required to calculate the transmission matrix. Moreover, interference between the modulated light and a reference light is required, which significantly increases the system complexity and reduces the efficiency of the SLM considering that part of the SLM pixels work as the reference. As for the iterative optimization methods, such as CSA, the phase value of each macropixel on SLM has to be cycled from 0 to 2π in multiple steps. As in our experiment, 2π is divided into 32 grey levels, which requires altogether 32,768 measurements to calculate the phase mask towards an optimum focusing. In comparison, using the proposed method in this article, only 3,000 (one order of magnitude less) measurements are used to recover the focal point from disturbance. In addition, CSA optimizes each macropixel independently, hence the detected intensity improvement at the output plane is small, making it susceptible to noises 57 . In contrast, our approach optimizes all the SLM pixels together, leading to significant increase in signal-to-noise ratio and computational efficiency.
Discussion
Optical focusing plays a central role in many biomedical applications, which, however, is challenging at depths in tissue due to the strong scattering of light. In recent years, progresses in wavefront shaping have been achieved to focus light tightly and efficiently through or within thick scattering media. Most of these works (including CNN-based studies) 2,9,13,42 , however, have been limited to mechanically stationary samples as the each optimization process is specified to only one state of the medium. When the medium is perturbed or starts to move, the quality of light focusing will degrade in terms of focal intensity and focal-to-background ratio. If the change is beyond the memory effect regime, with existing methods, a new time-and/or resource-demanding optimization process is required to recover the focusing. To tackle such a challenge, in this study, for the first time to the best of our knowledge, we propose to fine-tune the pre-trained RFOTNet so as to recover the degraded or even extinctive optical focus after perturbation much more rapidly than the conventional methods.
In order to manifest the performance of our method against conventional memory effect more clearly, experiments were conducted and results are shown below. Fig. 5(a) is a focused pattern achieved using RFOTNet. Then the diffuser was moved left by 1μm, resulting in obvious degradation in focusing, as shown in Fig. 5(b) . The correlation between (a) and (b) is 0.5303, while the enhancement η in (b) drops to only 32% of (a). The correlation between the original focused speckle (Fig. 5a ) and speckles after shifting the diffuser is a function of translation distance, as shown in Fig. 5(d) . The focal intensity also drops as the translation distance increases, following a bell shape 25 as illustrated in Fig.  5(e) . Relative intensity is calculated against the focal intensity in (a). Despite that 1 μm does not exceed the memory effect range, when the SLM pattern was shifted left accordingly, it resulted in a speckle pattern shown in Fig. 5(c) , failing to recover the focal point. Therefore, slight disturbance in the medium can lead to severe decrease in speckle correlation as well as focal intensity, while traditional memory effect is no longer able to achieve a clear focal point. With our method, as shown above, a clear focused speckle pattern can be reliably recovered through fine-tuning the pre-trained RFOTNet. The feasibility of our method has been clearly demonstrated, as shown in Fig. 4 . We can also see that after the medium movement, the enhancements η is degraded to different extents. Fig. 6 further illustrates how the drop of η is affected by the degree of medium movement. The original focus is the same, so the influence from the focusing performance has been eliminated; correlation coefficient serves as the only convincing factor that describes the change of speckle patterns and measures the difficulty of focus recovery. As seen, when the correlation coefficient is larger than 0.72, the enhancements η drops to 0.7-0.9 of the original value. In this situation, medium change is mild, and the refocusing is relatively easier. When the correlation coefficient goes lower than 0.5, suggesting a larger medium change, the enhancements η drops to less than half of its original value. In this circumstance, recovering the focusing can be difficult. Generally speaking, larger is the medium change, smaller is the correlation coefficient before and after the change, more reduction is the enhancements η, and more challenging is the focusing recovery.
Next, let's examine how the focusing recovery performance is related with the amount of finetuning samples and the degree of medium change. Experiments were conducted five times, with averaged results shown in Fig. 7 . Note that the original focal point was the same, and the enhancements η recovery percentage is measured by the ratio between the η after the RFOTNet fine-tuning and the original η before the medium change. 3000, 5000, and 6000 samples were used to fine-tune the pretrained RFOTNet, and the corresponding results are shown in grey, red, and blue colors, respectively. As seen, when the correlation coefficient is 0.7-0.8 (mild medium perturbation), 3000 samples for finetuning is enough to fully restore the original enhancements η. When the correlation coefficient is reduced to 0.4-0.5 and 0.3, respectively, 5000 and 6000 samples are required accordingly to recover the original performance. If the same amount of tuning samples is provided, the higher is the correlation coefficient, the smaller is the medium change, and the higher is the refocusing quality (as measured by the enhancements η). Although there are some unavoidable interference and/or noise in experiment, the experimental results agree well with simulation. Compared with existing methods such as iterative optimization and transmission matrix, our method needs less measurements and simpler setup to realize focusing recovery. It is worth noting that under some circumstances, the enhancement η recovery percentage can be larger than 1, indicating that the focused speckle achieved by the fine-tuned RFOTNet may even be superior to the original pre-trained RFOTNet. This phenomenon manifests one attractive merit of the proposed method that the fine-tuning of a neural network is not only capable to adapt it to different medium status, it also can compensate the deficiency of the pre-trained network, improving it towards optimal performance. Lastly, since the performance of neural networks highly relies on the training samples, using more samples will definitely lead to better focusing and refocusing, at the expense of spending more time and memory in sample collection and training. So far such trade-off between performance and time cannot be eliminated. Currently, the speed in our study is mainly limited by the slow frame rate of the liquid crystal-based SLM, whose nominal frame rate is up to 60 Hz, but due to the existence of rising and falling response time, in our experiment, the SLM operated at only 16.67 Hz. Digital micromirror device (DMD) can be much faster (the settling time is only 18 µ s 58 ), but it can only provide binary magnitude modulation for incident optical wavefronts . Thus, the focusing performance is inherently poorer; the enhancements η is only 1/5 of that with SLM when the same number of modulating megapixels are actively assigned 59 . In the meanwhile, to speed up the computation, a more powerful GPU and the adoption of FPGA are highly desired. In summary, the proposed method has demonstrated great potential in implementing wavefront shaping-based optical focusing in dynamic media, which could be of great significance to the field.
Methods

Theoretical analysis of implementing deep neural networks for light refocusing through nonstationary scattering media
The scenario is that a monochromatic optical wave field propagates from the source to a scattering layer, and the transmitted scattered light is collected by a camera. After scattering, the optical field at the receiving plane c r (e.g. the camera plane in Fig. 1a) is given using the Fresnel-Kirchhoff diffraction formula 60 , where the effects of absorption is neglected, 
where a r is the source plane (e.g., the SLM p lane in Fig. 1a) , 
Based on the above forward scattering model, to precisely compute the required incident complex optical field () a E r with which light is focused through the scattering medium, the inverse scattering model has to be obtained based on the recorded transmitted light intensity distribution () c I r . From Eqs. (1) and (2), we can see that the inverse scattering problem is nonlinear and ill-posed. These properties prohibit the adoption of direct inversion methods; iterative optimization with regularization is necessary 51 to encounter this problem. In order to fit the general regularized formu lation and solve the specific light scattering problem, here we co mb ine Eqs. (1) and (2) into a discretized form 
where () cn a t r is a co mplex transmission coefficient describing light propagation from the n th optical mode on plane a r to the receiving plane c r . Therefore, the general Tikhonov regularized formu lation can be given as 
where H is the forward scattering model relating the measured speckle patterns c I and light source f , c I Hf  , and α is the regulation parameter. In our wavefront shaping, f is a matrix a E that consists of N different optical modes,
A lot of iterative methods, such as distorted Born iterative method 61 , subspace optimization method (SOM ) 62 , and iterat ive shrinkage and thresholding algorith m (ISTA) 63 , have been reported to solve Eq. (4). A mong them, Yuan et al. prove the existence and efficacy of the inverse scattering function in light scattering problem 64 , Xu et al. confirm that CNNs can be used to solve the inverse scattering problem thanks to the kernel separability 31 , and Jin et al. construct a model revealing the intrinsic relationship between the CNN and the iterative optimization methods for shift-invariant systems 65 . Note that fro m Eq. (1), due to mu ltip le scattering, the whole system is no longer shift-invariant. As CNN has the capability to learn the degree of shift variance and partially co mpensate it 44 , CNN has the potential to resolve inverse scattering problems.
As regard to Eq. (4), most conventional iterative algorithms rely on the building block model 65 :
where the desired estimation ˆa followed by a point-wise nonlinear operation A  by value θ. This is actually quite similar to a typical structure of CNN 65 . As the abovementioned iterative methods can effectively (albeit time consuming) solve the inverse scattering problem, it is natural to hypothesize that CNNs can be implement to tackle the problem.
As a pioneering work, in this study we directly apply a deep CNN to model the inverse scattering function 1 H  and establish the relationship between the speckle intensity distribution c I and its corresponding incident optical wavefront ˆa E . The process can be formulated as a supervised learning problem 53 . Note that we will not compare the parameters in iterative algorithms with the CNN weights. When the scattering medium is subject to perturbations, both H and 1 H  change accordingly. The speckle correlation theory in random media suggests that, when the configurations of the scatterers are changed randomly, the scattering media before and after moderate change are correlated 66 , which can be shown as below 
Here, C  contribute to the short-range correlation, long-range correlation, and … infinite-range correlation, respectively 67 . For most scattering media, the magnitude of C  decrease in sequence. After perturbation, the medium is changed to some extent, and the correlation before and after the change is governed by aba b C  . Based on the correlation, the inverse scattering function 1 2 H  after the change can be deduced from 1 H  as long as the CNN has learnt the difference between these two states, calling for the necessity of adopting the fine-tuning of CNN using samples collected from the changed state. Thanks again to the correlation, the amount of fine-tuning samples can be much less than the samples used for training the CNN from random initialization, which contributes meaningfully to decreasing the time spent in re-optimization. From Eq. (6), it is obvious that the larger the change, the smaller the correlation coefficient aba b C  , and more samples will be needed for fine-tuning. After fine tuning, the new CNN is able to adapt to the new relationship between the speckles and incident light wavefronts for the perturbed medium.
Experiment setup
Experiment setup is illustrated in Fig. 3 . Light emitting from a He-Ne CW laser (633nm, Melles Griot) is expanded by a telescope by 4.3 times. Then a half-wave plate and a polarizer are followed to adjust the polarization of the incident light to be parallel to the long axis of a SLM (X13138-01, Hamamatsu). The light wavefront is modulated by the SLM, after which the light passes through two successive lenses and is focused onto the surface of a diffuser (120 Grit, Edmund ground glass diffuser,) by an objective lens (TU Plan Fluor 50X/0.80, Nikon). The light undergoes multiple scatterings inside the diffuser, then the scattered light is collected by another objective lens (TU Plan Fluor 20X/0.45, Nikon) placed behind the diffuser. Finally the speckles are recorded via a camera (Zyla s4.2, Andor). For the diffuser used, the mean free path l is around 18 μm, while the thickness of the scattering surface L is 0.25mm ~ 0.5 mm, .
RFOTNet structure
U-Net is widely used to solve the image reconstruction problems through scattering media 51, 65, 68 . Image features are extracted and abstracted in contracting paths, which significantly enlarges the effective receptive field of the network and improves the output prediction 51 . Then expansion paths upsample feature maps back to the original image resolution 69 . Nevertheless, image reconstruction concerns more about the quality of the restored images, while it does not pose high demands on time. As for wavefront shaping, time is critical due to the limitation of decorrelation time. Thus a simpler while efficient network specifically targeting on learning the information of scattering processes and modelling inverse functions is preferred in order to speed up SLM patterns computation.
The structure of the proposed RFOTNet is shown in Fig. 1(b) . This RFOTNet has three inputs and one output. Input 1 is the speckle pattern recorded by a camera, while the corresponding phase pattern of the light entering the scattering medium is noted as Input 2. Since phase patterns of light are usually adjusted by a spatial light modulator (SLM), they are represented by SLM patterns. Input 3 is the targeted speckle pattern, while RFOTNet output is the SLM pattern needed in order to get Input 3 through the scattering medium. Each time the scattering medium is changed, the RFOTNet has to be adjusted to model the new medium. In transfer learning, generally only the last few layers, rather than the whole neural networks, are fine-tuned [70] [71] [72] [73] as the last layers are task specific while the earlier ones are modality specific 74 . Information learnt by earlier layers can be shared among all inverse scattering problems, while the last few layers are customized for adapting to specialized conditions. Therefore, in our experiment, only the last fully-connected layer (FC2) in the RFOTNet is fine-tuned while all the other layers are frozen. By doing so, it also saves time and computational resources. The three convolutional layers, Conv1, Conv2, and Cov3, extract image features from Input 1, then these features are flattened to a 1D array to concatenate with Input 2, which has also been flattened. The combination serves as the input to the first fully-connected layer (FC1), followed by a dropout layer. The outputs of FC1 concatenate with the image features extracted from Input 3. The final fully-connected layer (FC2) predicts the SLM pattern needed for Input 3. Conv1, Conv2, and Cov3 consist of 16, 32, and 48 filters, respectively, and the filter size of each layer is 7 × 7, 5 × 5, and 3 × 3 with stride setting as 3 × 3, 2 × 2, and 1 × 1, respectively. Conv1 and Conv4, Conv2 and Conv5, and Conv3 and Conv6 have the same structure, respectively. The number of neurons in FC1 is 512 with a dropout rate set to 0.5. The number of neurons in FC2 is the same as the size of the SLM patterns. Kernel initializers of all layers are set as glorot normal. Mean squared error is employed as the loss function. Adam is used as the optimizer with alpha, beta1, beta2, and epsilon set as 0.0005, 0,9, 0.99, and 0.0001, respectively. The activation function of all layers are tanh, except for the last output layer whose activation function is sigmoid. Tensorflow Keras library is used to construct the model, and the GPU used in computation is NVIDIA GEFORCE GTX 980.
