Recent advances in the fields of robotics, cyborg development, moral psychology, trust, multi agent-based systems and socionics have raised the need for a better understanding of ethics, moral reasoning, judgment and decision-making within the system of man and machines. Here we seek to understand key research questions concerning the interplay of ethical trust at the individual level and the social moral norms at the collective end. We review salient works in the fields of trust and machine ethics research, underscore the importance and the need for a deeper understanding of ethical trust at the individual level and the development of collective social moral norms. Drawing upon the recent findings from neural sciences on mirror-neuron system (MNS) and social cognition, we present a bio-inspired Computational Model of Ethical Trust (CMET) to allow investigations of the interplay of ethical trust and social moral norms.
INTRODUCTION
Significant advances in research from the fields of robotics, neural sciences [28, 71, 86] , cyborg development [90] , moral psychology, multi agent-based systems (MAS) [21] and socionics [54] have spurred a need in the study of the ethical dimension of machine or Machine Ethics. Recent papers by key researchers from an interdisciplinary field of computer science, philosophy, psychology and sociology have attested to the need and importance of a better understanding of this new field [3, 4, 5, 66] while others [50, 64] have argued for the potentials of neural processes for a deeper understanding of self and other social cognitive behaviors.
Within these studies, issues of moral reasoning at the individual level and moral norms development at the social level are of particular interest. A central theme that complements these interests is the notion of ethical trust -a form of trust that is separate from the more traditionally recognized social and cognitive dimensions. We contend that ethical trust is more than just rational decision-making based on options, values or cost. It is about thinking of others, and for others based on accepted ethics and moral norms. Through a review of selected important research in trust and machine ethics, we show why this ethical dimension of trust is significant and how we can (through the use of core computer-based investigative techniques inspired by neural agent-based processes) contribute to a better understanding of the interplay of ethical trust at the individual level and social moral norms at the collective level.
The key research questions that this paper seeks to understand are:
(1) How can computer-based investigative techniques (for example agent-based modeling and simulation) assist in understanding complex topics of ethical trust, particularly in the domain of moral reasoning, moral judgment and moral actions;
(2) Do moral judgments always translate to moral actions at the individual level? [10] suggests that this may not always be so.
(3) How do moral judgments and actions at the individual level translate to collective moral actions at the group or communal level? Does one's moral action become a collective moral norm for a group? Section 2 reviews important research on trust and machine ethics. Section 3 outlines the conceptual notion of a bioinspired Computational Model of Ethical Trust (CMET). A two-tier architecture is proposed and aspects of the model design are discussed. Key features of the CMET are ethical trust reasoning and bio-inspired neural agent-based processes in the evolution of moral norms. Section 4 provides concluding discussions that lead to works including the application of CMET to investigate the interplay of ethical trust and moral norms.
RESEARCH IN TRUST AND ETHICS
Here we analyse selected research in trust and ethics.
Trust
The notion of trust is an interesting one. In fact, according to Stanford Encyclopedia of Philosophy, "trust is both important and dangerous". It is important as trust is an essential element of interactions and is dangerous as trust involved risk taking. Trust can exist in many forms in different contexts [61] , for example, it can be a cause as in " trust is a needed . . . ", or it can be an effect as in " trust is seen as . . . "; even as an organization as in "A Trust Association . . . " or a commodity as in "the Trust fund". Trust has long been the subject of multi-disciplinary attention and the general perception is that trust is something good. Contrary to this general view, back in 1759, Adam Smith provided an early account of a different kind of trust when he reflected that "if there is any society among robbers and murderers, they must at least, according to the trite observation, abstain from robbing and murdering one another" ( [84] : p86); [26] went on to add that "we may want less cooperation (and trust) rather than more, especially among those who are threatening us" ( [26] emphasis in original). This notion that more trust may not be always a positive value had been raised before by [15] when he surveyed the trust literatures. Of course, the surveys were about "Trust organizations or great combination of capitals" as it was called in those days and their impacts on markets notably in the field of economics. Since then, the notion of trust has been studied extensively in many different fields: in economics [35, 93] ; in sociology (See [49, 52, 65, 80, 83] ); in management as initial, organizational and institutional trust (See [42, 58, 81] ) and more recently in computer science (See [9, 17, 32, 57, 62, 69] ). Given the highly complex nature of trust, some researchers even go as far as to suggest that trust be suitably limited in context (See [35, 93] ).
Two important developments can be traced in trust research. First, we are informed of the different dimensionality of trust, in terms of social [16, 49, 52, 68] , affective and cognitive-based trust [41, 59] . This has allowed trust to be link to social capital [23, 46] and the neural science research while at the same time adding interesting perspectives. Second, we are informed of the computational aspects of trust from the research by [55] . This work served as a primer for other computational aspects of trust investigations (See also [43, 44, 56] ). We suggest that this trend -that of adding the social and the computational dimensions of trust have lead to greater understanding of the concept.
Machine Ethics
Ethics like trust has long received the active attention of philosophers ranging from those of pre-Socratic era to those in our current modern day context (See [73, 88, 91] ). It is not possible within this limited space to list all their works except suffice to say that they all in their own way addressed and contributed to the growth of the study of morals and ethics. In fact, this field of study is wide and has a rich history especially when one considers both eastern and western traditions and thoughts.
It is interesting to note that morals and ethics like trust are showing a similar trend that we have mentioned in the earlier section. They too are moving towards adding the social and computational dimensions. For instance, recent research in the traditions of "affective revolution" by [37] suggested a fourth principle to guide research as in "morality is more than harm and fairness" and suggest that morality has a social flavour. In addition, a new field of machine ethics research (See [3, 66] ) is working towards putting computational ethics into machines.
In this new direction of machine ethics research, a number of novel studies aimed at ways of computing ethics have been initiated. These studies include: [18, 19] used gametheoretic approach; [14, 87] used formal logic of deontic, epistemic and action logic; [63] adopted a case-based approach; [33, 34] used neural network approach; [75] used Kantian rule-based ethical theories; [27] used answer set programming to model ethical rules; [4, 6] used inductive logic programming and theories of multiple prima facie duties; [74] employed prospective logic, a model based on abductive reasoning and a look-ahead feature; and finally [8] addressed ethical controllers in robotics; [12] addressed the ethics of autonomous military robots; and [89] touched on implementing moral decision making facilities in computers and robots. Note that these projects focused more on ethics from the western philosophical perspective. Still, with this trend of having a social and computational dimension of ethics and morality, we can expect greater interactions of man and machines.
The need to better understand trust from its ethical dimension is necessary. We see the need for ethical trust to balance the uneven expansion of technological advances such as in robotics and Cyborg development. The two terms of trust and ethics have been mentioned in passing by a few authors. The most interesting observations can be drawn from [40] that trust is based on moral duty; [92] that ethics and management needs optimal trust; and [83] of trust and morals within his theories on secret and the secret society. Modern society with greater interactions in the system of man and machines will need both ethics and trust.
Significance of Ethical Trust
The review of researches in trust and machine ethics allows us to group the need for ethical trust into two perspectives:
1. Man to Machines. In this perspective, trust is essential to ensure proper social interactions and order [52] and hence, by the same extension so is ethical trust needed from man to machines. We will need to have the right reason to be able to trust machines that are autonomous and where their actions have ethical implications.
2. Machine to Man. Here we need to define the scope and boundaries of ethical trust with which we want machines to be built and to interact with us.
From these perspectives, a greater understanding of ethical trust will offer us the following benefits:
• Better control of machine autonomy; restraint of machine freedom of choice and behaviour especially in the medical and healthcare domains;
• Better control of cyborg development and experimental development of biological weapons;
• Better awareness of ethics and nano-technology;
• Greater confidence towards pervasive computing technologies and products;
• Greater trust in the use of the Internet;
• Options to investigate social and moral development theories;
• Extend the frontiers of scientific research through better use of agent-based computing techniques; We develop CMET as a model to allow us to investigate conditions of individual ethical trust reasoning and its interplay with social moral norms.
COMPUTATIONAL MODEL OF ETHICAL TRUST (CMET)
Here we address the conceptual design and architecture of CMET.
Preliminaries -Agent State Change
In an agent environment, we observe that an agent can change from one valid state to another. It is possible to view this change as a process made up of signals where certain stimuli serve as the inputs and valid responses are the outputs. This simplified agent world environment is shown with arrows and blocks diagram in Figure 1 . A block represents a single agent X. Agent X is any form of valid agency such as a human agent or a software agent. The arrow between the Agents represents a change process. This change process is depicted based on the notion of a signal flow. This process has stimuli as inputs and shows the change of state as a directional signal that flows from the agent X's start state to its end state. In this change process, a change is said to have taken place if and only if a signal is generated and this signal causes a change of agent X's state from a certain start state to a certain end state that are both conceptually measurable. The small arrows on the left represent two types of input or stimulus -internal and external stimuli that initiate the change process. The arrows on the right represent two types of output or response -internal and external response. The dotted arrows depict the possible influence or feedbacks between the responses and the stimuli. The "double question marks" symbol represents the interplay between the various elements.
We next map the ethical dimension with this agent world environment model from Figure 1 . The external stimulus is the specific ethical case or dilemma that an agent can encounter. The internal stimulus refers to moral intuition, values and principles that an agent uses to effect a change. We term these internal and external stimuli as the inputs needed for ethical reasoning. The internal response refers to the moral judgment and decisions and the external response refers to the moral conduct or action. They are the outputs from the ethical reasoning process.
From this simplified agent world very little is known about the interplay of the internal response (moral judgment) and that of the external response (moral action). A common and simple way has been to make a simplified assumption -that is, moral judgment and decision naturally leads to moral actions. While this may be true for certain specific cases especially at the individual level, this assumption is too naïve, too weak and inappropriate for a deeper investigation and understanding of the field on moral reasoning. Indeed, it is from this formulation that we have derived the list of research questions that we have outlined in the first section of this paper.
Given that we are not clear about the interplay between moral judgment and moral action, a more useful approach would be to view the moral judgment and moral action from separate but inter-related perspectives and model their interactions. This forms a core design consideration in the formulation of our Computational Model of Ethical Trust (CMET). We model CMET as an expansion of the "arrow of change process" shown in Figure 1 , to incorporate the working mechanisms of the change. In addition to modelling ethical reasoning, in our CMET model, we deploy bio-inspired neural mechanisms that are agent-based. The bio-inspirations include the notion of mirror neuron systems (MNS), equipped with agent functionality of "mirroring" and "adaptive learning".
CMET -A Two-Tier Architecture
Recent neural research suggests that reasoning of social and moral behaviours are related to various areas of the human brain particularly "a functional network of brain regions including the ventromedial prefrontal cortex (VMPFC), orbitofrontal cortex (OFC), the temporal poles, the amygdala, the posterior cingulate cortex (PCC) and the posterior superior temporal sulcus (PSTS)" ( [76] :p 33) (For more detailed discussions on neural science research, social and moral behaviors, see also [2, 7, 31, 38, 47, 77] ).
These investigations provide intuitions that ethical considerations and trust behaviour exist and that they are important components of our reasoning system. While studies have found that the cognitive and the affective elements mutually affect each other [1, 48] it is likely that they play an important role in the moral reasoning process and it is also highly likely that the situated social context impacts the overall reasoning process (See [20] ). In this context, [30] suggested that moral thinking could involve two types of processes a "domain-specific, social-emotional responses and domain-neutral reasoning processes applied in moral contexts".
Hence, we can posit a type of moral thinking. Ethical trust reasoning can be conceived as a form and a process of reasoning involving the ethical or moral consideration of others and a willingness to accept the risk or by exercising a "leap of faith" to arrive at a moral decision and/or action.
Taking recent research findings into consideration, CMET is designed as a two-tier architecture. Research on moral reasoning and process changes suggest that we reason from a dual-level paradigm that of a general-purpose socio-cultural level; and a specific-experience paradigm or a two-tiered cognitive architecture [11] ; (See also [36, 72] ). In many real world contexts, we are confronted with notions of moral intuitions, moral judgment, moral justifications and moral actions where each of these notions may have different roles and impacts on the reasoning process. An appropriate approach would be to explore the modelling of these different elements and their interplay. The CMET architecture is shown in Figure 2 . This model corresponds to and is a conceptual expansion of the working mechanisms of the "change process" arrow marked in Figure  1 . In the CMET model, tier-1 of the CMET architecture models ethical trust reasoning and tier-2 addresses the collective social moral norms.
Bio-inspired Neural Mechanisms
The internal mechanisms of CMET are drawn from two types of the bio-inspired neural systems. The first type is the generic neuron. The generic neuron is organized into artificial neural network (ANN) and deployed in tier-1 of CMET together with a multi-agent system (MAS) to account for social interactions. The second type is the mirror neuron system (MNS) and the concepts of MNS are deployed in MAS in tier-2 of CMET to account for required feedbacks and interactions.
Neurons are discrete cells found in the brain. Heinrich Wilhelm Gottfired von Waldeyer-Hartz first coined the term neuron in 1891 and later Cajal established the neuron doctrine and the principle of connection specificity. Cajal and Sherrington proposed that neurons contact at specialized points called synapses (See [13, 29, 45] ). The neuron and synapse model was operationalised by [60] ; for a history of artificial neural nets (ANN) see [51] . [39] improved on the ANN model by adding associative memory to the recurrent ANN. ANN have proved to be a suitable tool for classifications and pattern recognition. They will be used for classifications of ethical cases in tier-1 of CMET during ethical trust reasoning.
Mirror neuron is a new class of visuomotor neuron discovered in the premotor cortex of primates [25, 79] . Neural studies have identified the important role of mirror neurons systems (MNS) for action understanding and imitation [78, 79] and for normal social cognitive development [70, 82] . We envisage that this notion of MNS agents with the added "empathic role" [20, 24] of sensing and caring for other agents will be able to provide the necessary feedback link to allow collective moral actions to evolve from individual moral judgment and actions. According to [24] , he reported two distinct classes of neurons in a particular sector of the premotor cortex: the canonical neuron and the mirror neuron. As part of [24] "shared manifold hypothesis", the canonical neuron 'simulates' the action required. The canonical neuron also 'simulates' the best "programmed plan" that will achieve the goal and provides a copy of the signal to the mirror neuron; this "simulation of the action is used to predict its consequences, thus enabling the achievement of a better control strategy" ( [24] : p 40). This idea of simulation together with the theories of "mind-reading" [25] and other theories will be used in tier-2 of CMET.
Hence, we deploy two types of neural agents within our model as follows:
Tier-1 of CMET -Ethical Reasoning. In tier-1, we extend the use of 3-layer recurrent neural network (RNN) from the studies of [33, 34] for the classification of ethical cases; application of ethical rules and pragmatic schema and a multi agent-based system (MAS) for modelling social aspects of ethical trust reasoning. We envisage two possible forms of RNN and MAS linkages as shown in Figure 3 and Figure  4 . In the loose coupling format (see Figure 3) , the ANN is linked for shared data access. We expect to use this for rapid prototyping and concept testing.
The tight coupling linkage is use for investigation of the ethical trust reasoning once the concepts are tested and established. Here in the MAS, we have the following agents:
• Feature agent (F) corresponds to the input neurons of the traditional neural network. Feature agent holds the required feature information as well as the values of the synaptic weights. Feature agent can be a parent agent or when new features are required, a new child agent can be instantiated from existing parent feature agent. Hence, feature agent varies in number and unlike input neurons a feature agent allows the structure of the neural network to vary according to the ethical cases.
• Middle agent (M) carries out the function of the hidden layer of the neural network. A middle agent will apply the correct computational rule based on the numbers of feature agent present.
• Ethical agent (E) corresponds to the output neurons. This agent holds the outcomes of the ethical trust reasoning processes. Unlike the traditional output neurons, the pre-defined social parameters and other agents in the MAS can further influence the outcomes. This provide for social interactions and social influence on ethical trust reasoning.
• Logic agent (L) provides the input based on appropriate rules and logic system.
• Control agent (C) provides control and social influence to all the other agents.
The flow of this tight coupling is shown in Figure 4 . Tier 2 -Social Moral Norms. Here, MNS agents first transfer moral judgment into moral actions and next facilitate the Figure 1 , internal and external responses can provide feedbacks (shown as dotted blue arrows) to the internal and external stimuli respectively. To model this signal flow, we deploy appropriate agents with canonical and mirror functionality inspired by the MNS as reported in the previous sections. As seen in Figure 4 , the control agent in the MAS implements the functions of canonical neurons; while the middle agent implement functions of the mirror neuron by applying the appropriate rules and adaptive learning that affect the formation of social moral norms. In addition, the implementation at this second tier draws from MNS and gesture communication theories [79] ; psychological theories [85] ; social cognitive theory of moral thought and action [10] and theories of adaptive structuration theories and multi-stage flow in communication studies. These theories inform the design of the collective moral norms of the CMET.
CMET Components
The key components of the CMET as shown in Figure 2 are as follows:
• Ethics Data encodes the ethical raw data into a format that can be used for computer and logic manipulations. The data is organised into appropriate data structures and stored in designated storage areas.
• Ethics Clearing House applies the various theories of normative ethics; ethics that are for arriving at standards and that regulate conduct. The various ethical datagrams are fed into the recurrent neural network (RNN) and grouped into appropriate ethical groups.
• Ethics Generator generates the ethical rule based on suitable forms of logic. Three types of logic are investigated including formal logic, fuzzy logic and abductive logic. The outputs from this component are appropriate ethical systems that form the ethics knowledge base.
• Ethics Knowledge Base contains the appropriate rules for each of the ethical systems. The knowledge from this component feeds the ethics engine. The knowledge base is updated for each of the ethics cases.
• Ethics Engine contains pragmatic schema and work together with the rules from the ethics knowledge base to extract appropriate "pragmatic" ethical outcomes from notions of upper and lower bound solution sets. This important step addresses and overcomes the traditional rationalist approach to reasoning that required a priori reasons be first present to have substantial understanding of the environment. The theory of Pragmatic Reasoning informs this area of design. The criteria adopted under the commonsense considerations include (a) Social acceptance; (b) Social convenience and (c) Social wisdom.
• Ethical Trust Output serves as the link to tier-2 of CMET. The outputs from real and test cases will be generated from the ethics engine and the responses in the form of human and machine responses are tuned to arrive at a suitable fit. These outputs are channelled to the moral norms module.
• Moral Norm simulates the required social network structures such as lattice, small world network and scalefree network. Mirror neural agents carry out appropriate functionality of "mirroring" and "adaptive learning" to generate the shape of the moral norms.
• Sanctions encapsulate the cost of sanctions and monitoring of moral norms that impact the shape of the moral norms. It serves to provide essential feedback to the system.
We implement components of CMET in a desktop computing environment using Java-based multi-agent simulation toolkits. These toolkits are compliant with the Foundation for Intelligent Physical Agent's specifications [22] . The two types of agent-based modeling and simulation (ABMS) toolkits deployed included (a) the Recursive Porous Agent Simulation Toolkit (Repast) (see [53] ) and (b) Netlogo and Hubnet, the participatory simulation system [67] . Verification of the model and ensuring quality of the simulation model are important part of the design. For our project, we will deploy standard tools for checking codes for errors; use of suitable statistical techniques (t, Mann-Whitney) from simulation literatures for checking of output data; the interpretation of collective behavior that include "cluster analysis of agents" and the use of domain experts checking of simulated outputs -conceptually similar to that of a "Turing test" where we compare output data from the model to those from the system.
CONCLUSION
Neural mechanisms from the study of the human brain and neuroscience have excellent properties for classifications and cognition. In particular, these elements are useful for action understanding, caring and making sense of the actions of others based on their own internal system. These features are useful for the study of ethical trust and social moral norms.
Specifically, we have adapted the computational features of neural nets in terms of artificial neural networks (ANN) for ethical trust reasoning and deployed them in tier-1 of CMET. We also implemented various functionalities of the mirror neuron systems (MNS) as feedback mechanisms of our MAS in tier-2 of CMET. The design of CMET is supported by key theories such as "shared manifold hypothesis" from mirror neuron systems; social signal theory; social cognitive theory of moral thought and action; and theories of adaptive learning. Our project is now at the rapid prototyping and concept-testing phase where we will gather data on appropriate ethical cases and populate the ethics knowledge base. Our next phase is a simulation of the ethical agents and a study of the emergent properties of social moral norms.
