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Abstract— In this paper, we derive upper and lower bounds as well as a simple closed-form 
approximation for the capacity of the continuous-time, bandlimited, additive white Gaussian noise 
channel in a three-dimensional free-space electromagnetic propagation environment subject to 
constraints on the total effective antenna aperture area of the link and a total transmitter power 
constraint. We assume that the communication range is much larger than the radius of the sphere 
containing the antennas at both ends of the link, and we show that, in general, the capacity can only 
be achieved by transmitting multiple spatially-multiplexed data streams simultaneously over the 
channel. Furthermore, the lower bound on capacity can be approached asymptotically by 
transmitting the data streams between a pair of physically-realizable distributed antenna arrays at 
either end of the link. A consequence of this result is that, in general, communication at close to the 
maximum achievable data rate on a deep-space communication link can be achieved in practice if 
and only if the communication system utilizes spatial multiplexing over a distributed MIMO 
antenna array. Such an approach to deep-space communication does not appear to be envisioned 
currently by any of the international space agencies or any commercial space companies. A second 
consequence is that the capacity of a long-range free-space communication link, if properly utilized, 
grows asymptotically as a function of the square root of the received SNR rather than only 
logarithmically in the received SNR. 
 
Index Terms— MIMO, deep-space communication, distributed antenna arrays, prolate 
spheroidal wave functions, Shannon capacity 
 
I. INTRODUCTION 
The intent of this paper is to investigate the capacity of the free-space communication channel 
when available spatial diversity is incorporated into the channel model itself. In particular, we 
derive upper and lower bounds as well as a simple closed-form approximation for the capacity of 
the continuous-time, complex-valued, bandlimited, free-space, additive white Gaussian Noise 
(AWGN) channel for the scenario conceptually encountered in long-range deep-space 
communication applications. That is, information is assumed to be transmitted over a bandlimited 
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radio channel in free space over a very large distance from an information source (the transmitter) 
to an information sink (the receiver) subject to constraints on both the total transmitter power and 
the total effective aperture areas of the transmitter and receiver antennas; however, the antennas at 
both the transmitter and the receiver may be distributed in an arbitrary fashion over spherical 
regions of space at both ends of the communication link subject only to the constraint that the 
radii of both regions is much smaller than the distance between them. We refer to this constraint 
simply as the far-field assumption because it allows us to make what amounts to a far-field 
approximation in the channel propagation model. In this scenario, it is reasonable to assume that 
the rate at which information can be distributed among all of the elements at each end of the link 
is much higher than the rate at which information can be distributed between the two spherical 
volumes and that the power required to distribute that information among the elements is much 
lower than the power required to distribute the information between the two volumes. In fact, we 
make the assumption that both the time and power required to distribute information among the 
elements of both the source and sink are insignificant to the determination of the maximum 
achievable rate at which information can be transmitted from the source to the sink. 
The results presented in this paper justify and generalize the results presented in an earlier 
paper on deep-space MIMO communications [1]. In [1], the characteristics and benefits of MIMO 
for space application are discussed somewhat heuristically under the assumption that the 
multiplexing gain for a MIMO system in space scales with the number of antennas in exactly the 
same manner as that of a conventional terrestrial MIMO system operating in a rich scattering 
environment, with a simple constraint on total aperture area added to the equation. In the current 
paper, the information capacity of the free-space channel is studied in a much more 
mathematically rigorous context in order to both justify and generalize the heuristic results 
presented previously in [1]. 
Since the seminal papers on multiple-input, multiple-output (MIMO) additive Gaussian noise 
channels were published in the late nineties, there have been numerous studies on the capacity of 
the Gaussian MIMO channel under various assumptions regarding number of antennas, antenna 
configuration, and propagation environment. In many of these papers [2-6], capacity in a 
terrestrial fading environment is studied as a function of the number and configuration of the 
transmitter and receiver antennas, and the channels are generally modeled as random. The 
channels are characterized in terms of the correlation structure of the components of the channel 
matrix that models the coupling between transmitter and receiver antennas. Both the diversity 
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gain and the multiplexing gain available in such environments depend critically on this correlation 
structure. 
In several other papers [7-12], the focus is neither on the capacity of the channel, per se, nor on 
the number and configuration of the antennas, but rather on the modeling of communication 
channels in one-, two-, and three-dimensional electromagnetic propagation environments. In this 
case, the channels are not modeled as random, and the primary focus is often on identification of 
the mathematical structure of the operators that model propagation in the environment. 
In yet another large class of papers, the focus is on the rate at which expected capacity scales 
as the number of nodes (antennas) in a communication network grows large. In this case, both the 
channel models and the antenna density and distribution are generally modeled as random. In 
some of these [13-15], the physical environment is not specifically considered, but of primary 
interest for the current work are the papers that specifically consider the impact of the physical 
propagation environment on the scaling of capacity in a MIMO context [16-17] . 
In the current paper, we seek to identify bounds on the capacity of the long-range, free-space 
AWGN channel, which is assumed fixed and non-random, without explicit reference to the 
number of antennas deployed or the distribution of those antennas. The result is derived from the 
properties of the operator that models free-space propagation over long distances rather than from 
the number and configuration of the antennas at each end of the link. At the same time, we 
demonstrate that the capacity on the channel can be approached asymptotically using physically 
realizable MIMO antenna arrays that sample the operator in discrete space. The effects of the 
density and distribution of the spatial sampling, and in particular numerical simulations of those 
effects, are beyond the scope of the current paper, but are clearly relevant and of interest for future 
studies. 
Finally, since the work in this paper is possibly of most interest for deep space communication, 
it is worth noting that the impact of MIMO communication techniques using distributed antenna 
arrays in satellite communication has been considered in several different studies in the past. The 
majority of these are concerned primarily with distributed beam-forming in one form or another 
rather than more fundamental channel capacity questions. A particularly nice review of much of 
that work is presented in [18]. 
A. Review of SISO and MIMO results 
To motivate the problem we are trying to solve as well as the rather abstract channel model 
that we adopt in this paper, we consider two simple examples. Once again, for both of these 
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examples and throughout this paper, we assume that all channels are continuous-time, complex-
valued, bandlimited, free-space, AWGN channels. As such, channel inputs, outputs, and noise 
processes are generally represented by functions of the form  y t( ) ,  x t( ) , and  n t( ) , respectively 
(or vector-valued equivalents), but we will suppress the reference to time throughout the paper. 
This means that the simple vector notation y is shorthand for 
 
 
y = y(t) = y1 t( ), y2 t( ),…, yn t( )⎡⎣ ⎤⎦
T
, 
and that channel outputs will always be demodulated, sampled at the Nyquist rate, and arranged 
into arbitrarily long blocks of complex-valued symbols representing codewords for purposes of 
decoding. 
For the first example, we assume that the transmitter has a single antenna with effective 
aperture area  AT  and the receiver has a single antenna with effective aperture area  AR . In this case, 
the maximum achievable data rate in bits/sec (b/s) on the channel is given by the channel 
capacity, which takes the form 
 
 
C = B log2 1+
AT AR LP
λ 2d 2BN0
⎛
⎝⎜
⎞
⎠⎟
, (1.1) 
where B is the bandwidth of the transmitted signal, P is the transmitted power, d is the range 
between the two antennas, λ is the wavelength at the carrier frequency, N0 is the power spectral 
density of the AWGN on the baseband equivalent (i.e., complex-valued) channel, and L is a factor 
that represents the cumulative effect of additional unmodeled losses on the channel such as circuit 
losses, pointing losses, polarization losses, etc. See [19, (9.164)] for the general bandlimited 
AWGN channel capacity formula and [20, §5.5.2] for a discussion of the received power on 
bandlimited channels. 
Equation (1.1) is generally expressed equivalently in terms of maximum achievable spectral 
efficiency (capacity per unit bandwidth) in bits per second per Hertz (b/s/Hz) as 
 
 
ξ1 =
C
B
= log2 1+
AT AR LP
λ 2d 2BN0
⎛
⎝⎜
⎞
⎠⎟
= log2 1+ γ g( ) , (1.2) 
where g represents the channel gain and γ represents the transmitted signal-to-noise ratio (SNR), 
which are given by 
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g =
AT AR L
λ 2d 2
 and γ = P
BN0
, (1.3) 
respectively. Note that  γ g represents the received SNR. 
As a second example, consider the situation illustrated in Figure 1 below. In this case, the 
communication system has been fractionated into M stations at each end of the link, where each 
station is equipped with a single transceiver with transmit power  P M , the stations at one end all 
have single antennas with aperture area  AT M  and are distributed over the spherical volume  VT , 
and the stations at the other end all have single antennas with aperture area  AR M  and are 
distributed over the spherical volume  VR . That is, the single-input, single-output (SISO) system 
architecture has been replaced by a distributed multiple-input, multiple-output (MIMO) 
architecture. Assuming that the unmodeled losses are the same on each of the point-to-point 
channels between stations at each end of the link, the channel gain on each individual point-to-
point channel will be well approximated by  g M
2  and the transmitted SNR on each channel will 
be given by  γ M  [1]. The remaining behavior of the channel is then determined by the structure 
of the channel matrix H, which is given by 
 
 
H =
h11 h12 ! h1M
h21 h22 ! h2 M
" " ! "
hM1 hM 2 ! hMM
⎡
⎣
⎢
⎢
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
⎥
⎥
, 
where 
 
hij{ } ,  i, j = 1,2,…, M , represent the complex-valued amplitude and phase couplings 
between receive antenna i and transmit antenna j. 
Whatever the actual structure of H, the maximum achievable spectral efficiency of the 
equivalent MIMO channel is then given by [2] 
 
 
ξM H( ) = log2 det I + γ gM 3 HH
∗⎡
⎣⎢
⎤
⎦⎥
⎛
⎝⎜
⎞
⎠⎟
= log2 1+
γ g
M 3
υi
2⎛
⎝⎜
⎞
⎠⎟i=1
M
∑ , (1.4) 
where  H∗  is the complex-conjugate transpose of the matrix H and 
 
υ1
2
≥ υ2
2
≥!≥ υM
2{ }  are 
the eigenvalues of  HH∗ . 
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Note that the spectral efficiency given by Equation (1.4) corresponds to channel capacity 
without channel side information at the transmitter. That is, if the vector channel model (at an 
arbitrary observation time) is represented by 
 
 
y = g
M 2
Hx + n , (1.5) 
where  n ∼ N 0, N0I( )  (i.e., an iid vector-valued, continuous-time, bandlimited, complex AWGN 
noise process with power spectral density N0), then (1.4) represents the maximum achievable 
spectral efficiency under the constraint 
 
E xx*{ } = PM I , which can be achieved using a codebook 
chosen from  x ∼ N 0,
P
M I( ) . If we assume that full channel side information is available at the 
transmitter, and we impose only a total transmitted power constraint, then the maximum 
achievable spectral efficiency is given by the so-called waterfilling solution, which takes the form 
 
 
ξM
wf H( ) = log2 1+ υi 2 γ gKM 2 +
1
K
1
υi
2
j=1
K
∑ − 1
υi
2
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
⎛
⎝
⎜
⎜
⎞
⎠
⎟
⎟i=1
K
∑ , (1.6) 
where K is the largest integer such that 
 
 
γ g
KM 2
+ 1
K
1
υi
2
j=1
K
∑ ≥ 1
υi
2  , (1.7) 
 
Figure 1. Fractioned MIMO Example with M=7. 
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for all  1≤ i ≤ K . See [19, (9.165)-(9.168)] for the general formulae for Gaussian channel capacity 
with and without feedback and [21, §2.3.2] for a discussion of the effects of channel side 
information in the MIMO case. 
B. Goals and Organization 
In this paper, we generalize the result given by Equations (1.6) and (1.7) to the case in which 
an antenna may be any two-dimensional surface (not necessarily connected) distributed arbitrarily 
in  VT  or  VR  that satisfies the required effective aperture area constraint in that region. Similarly, 
the power distribution over the radiating surface of the transmitter antenna may be any function 
that satisfies the total transmitted power constraint. For this very general expression of the long-
range free-space communication channel, we develop the following results. 
1. We derive upper and lower bounds on the maximum achievable spectral efficiency for this 
channel and show that, for values of the received SNR below a weak-signal threshold, these 
bounds are equal and equivalent to the well-known SISO result given by Equation (1.2). 
2. For values above the weak-signal received SNR threshold, we also derive a simple 
approximation for the maximum achievable spectral efficiency, which shows that the 
capacity for the long-range free-space channel actually strictly exceeds the result given by 
Equation (1.2) and grows asymptotically as a function of the square root of the received 
SNR rather than logarithmically as in Equation (1.2). 
3. Perhaps equally important from a practical point of view, we show that for values above the 
weak-signal threshold, the lower bound on the maximum achievable spectral efficiency can 
be approached arbitrarily closely using physically realizable distributed MIMO antenna 
arrays satisfying the antenna aperture constraints at each end of the link. This may have 
significance for the design of future high-data-rate deep-space communication systems. 
The remainder of this paper is organized as follows. In Section II, we show that the far-field 
assumption allows us to study the capacity of the general free-space AWGN channel by 
restricting the distribution of the radiating surface of the antennas to a two-dimensional region of 
space around the source and the sink. The main results of the paper are then stated and proven in 
Section III in the form of Theorem 1 and its Corollary. A discussion of the implications of 
Theorem 1 and Corollary 1 is presented in Section IV along with some remarks on the practical 
implementation of an approximately capacity-achieving communication system. Finally, the 
results and conclusions of the paper are summarized in Section V. 
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II. TECHNICAL BACKGROUND 
Before stating and proving the main results of the paper, we review the implications of our 
basic assumption that the communiction range on the channel is much larger than the radius of the 
sphere containing the transmitting and receiving antennas. In particular, this assumption allows us 
to convert the original problem, in which the antennas are allowed to be distributed arbitrarily 
throughout two spherical volumes, to an equivalent problem in which the antennas are constrained 
to be distributed over the circular surfaces passing through the centers of the original spherical 
volumes and perpendicular to the line connecting those two centers.  
To see that this is true, consider again the situation illustrated in Figure 1, and let  rT  and   rR  
represent the radii of the spherical volumes  VT  and  VR , respectively. In this case, for  sufficiently 
large  d ≫max rT ,rR( ) , the distance  dij  between any two transmitter-receiver pairs  uT , j ,v R,i{ }  of 
the form 
 
uT , j = xT , j , yT , j , zT , j( )T  and  v R,i = xR,i , yR,i , zR,i( )
T
 is well approximated as 
 
 
dij = xR,i − xT , j( )2 + yR,i − yT , j( )2 + zR,i − zT , j( )2⎡⎣⎢
⎤
⎦⎥
1 2
= xR,i − xT , j( ) 1+
yR,i − yT , j( )2 + zR,i − zT , j( )2
xR,i − xT , j( )2
⎡
⎣
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
1 2
≈ xR,i − xT , j( ) 1+
yR,i − yT , j( )2 + zR,i − zT , j( )2
2 xR,i − xT , j( )2
⎡
⎣
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
= xR,i − xT , j( ) +
yR,i − yT , j( )2 + zR,i − zT , j( )2
2 xR,i − xT , j( )
.
 (2.1) 
Hence, the elements of H take the form 
 
 
hij = e
− i2π
dij
λ ≈ e
− i2π
λ
xR ,i−xT , j( )+ yR ,i− yT , j( )
2
+ zR ,i−zT , j( )2
2d
⎡
⎣
⎢
⎢
⎢
⎤
⎦
⎥
⎥
⎥
= e
− i2π
λ
xR ,i−xT , j( )e
− i π
λd
yR ,i
2 +zR ,i
2( )+ yT , j2 +zT , j2( )⎡⎣⎢ ⎤⎦⎥ei2π
yR ,i yT , j( )+ zR ,izT , j( )
λd ,
 (2.2) 
and H can be rewritten as 
 
 
H ≈ hRhT
∗( )! "H , (2.3) 
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where the notation  A !B  denotes the Hadamard (i.e., element-wise) product of the matrices A 
and B and 
 
 
hT = e
i2π
λ
xT ,1−
1
2 d yT ,1
2 − 12 d zT ,1
2( ) ,ei
2π
λ
xT ,2−
1
2 d yT ,2
2 − 12 d zT ,2
2( ) ,…,ei
2π
λ
xT ,M −
1
2 d yT ,M
2 − 12 d zT ,M
2( )⎛
⎝⎜
⎞
⎠⎟
∗
,
hR = e
i2π
λ
xR ,1+
1
2 d yR ,1
2 + 12 d zR ,1
2( ) ,ei
2π
λ
xR ,2+
1
2 d yR ,2
2 + 12 d zR ,2
2( ) ,…,ei
2π
λ
xR ,M +
1
2 d yR ,M
2 + 12 d zR ,M
2( )⎛
⎝⎜
⎞
⎠⎟
∗
,
!H = !hij( ) = ei2π
yR ,i yT , j( )+ zR ,izT , j( )
λd
⎛
⎝
⎜
⎜
⎞
⎠
⎟
⎟
.
  (2.4) 
Note that the matrix  !H  depends only on the coordinates of the transmitter-receiver pairs 
 
uT , j ,v R,i{ }  projected onto the circular regions in the y-z plane of the local coordinate system 
denoted by  ST  and  SR , as represented by the dark blue discs in Figure 1. We have the following 
useful lemma regarding H and  !H . 
Lemma 1. The singular values of H are equivalent to the singular values of  !H . 
Proof. Let  !H = UΛV
∗  represent the singular value decomposition (SVD) of the matrix  !H . It 
follows from Equation (2.3) that 
  H = diag hR( ) !Hdiag hT( ) = diag hR( )UΛV∗diag hT( ) = WΛZ∗ , (2.5) 
where an overbar indicates complex conjugation 
 
 
W = diag hR( )U,
Z = diag hT( )V,
  (2.6) 
and 
 
 
W∗W = U∗diag hR( )diag hR( )U = U∗U = I,
Z∗Z = V∗diag hT( )diag hT( )V = V∗V = I.
  (2.7) 
Hence,  H = WΛZ
∗  represents a version of the SVD of H, and the singular values of H are 
equivalent to the singular values of  !H . ! 
It follows that to determine the maximum achievable spectral efficiency  ξM H( )  for the 
problem illustrated in Figure 1, we can really solve a completely equivalent problem that depends 
entirely on antenna distribution in only two dimensions (y and z) rather than three, in which the 
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matrix H is replaced by  !H . For this equivalent problem, the capacity expressions given by 
Equations (1.4) and (1.6) remain exactly the same as the original problem since the singular 
values of H are equivalent to the singular values of  !H . 
As we discuss below, this equivalence implies that the coupling associated with the distributed 
transmitter and receiver antennas in the more general problem of interest in this paper is very 
accurately represented by a two-dimensional spatial Fourier transform, in which the spatial signal 
is associated with the transmitter, and the corresponding spatial-frequency signal (conceptually 
scaled by d and measured in radians of azimuth and elevation) is associated with the receiver. The 
equivalent Fourier-domain problem is illustrated in Figure 2. Note that the three-dimensional 
transmitter and receiver coordinates  
uT , j  and  
v R,i  have been replaced by the two-dimensional 
equivalents 
 
!uT , j = yT , j , zT , j( )T  and  !v R,i = yR,i , zR,i( )
T
. 
 
III. MAIN RESULTS 
Throughout the remainder of the paper, we assume (without loss of generality) that  ST  and  SR  
are each discs with identical radius R and area  S = πR
2 , centered at the information source 
(transmitter) and the information sink (receiver), respectively. We abuse notation slighly by 
writing  S = ST = SR , where the necessary translation to the appropriate center is understood. We 
also assume that  d ≫ R  (equivalently,  S ≪πd
2 ) and that 
 
AT AR( ) λ 2d 2( ) ≪1 . Recalling the 
discussion in the previous section, let us consider the channel model given by (with the time 
variable suppressed, as usual) 
 
Figure 2. Equivalent 2-D spatial Fourier transform representation. 
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y v( ) = H v,u( )x u( )du
AT
∫ + n v( ), v ∈AR , (3.1) 
where  AT  and  AR  are arbitrary admissible aperture sets that satisfy the aperture constraints 
 
 
AT = AT ,
AR = AR ,
  (3.2) 
and 
 
 
H v,u( ) = L
λ 2d 2
e
i2π
λd
v ,u
, (3.3) 
for  u,v ∈S . Hence, the transmitted symbols may be radiated with varying intensity and phase 
from an arbitrary set of points  AT ⊂ ST  with aperture area  AT , and the received signal is observed 
over an arbitrary set of points  AR ⊂ SR  with aperture area  AR . Let  n v( )  be a complex Gaussian 
white noise process on S with power spectral density  N0  with respect to (wrt) the suppressed 
time variable, and let the input baseband information process  x u( )  be bandlimited to bandwidth 
B wrt temporal frequency and satisfy the power constraint 
 
 
E x u( ) 2 du
AT
∫{ } ≤ P , (3.4) 
To make use of this model, we note that the kernel  H v,u( ) :S→ S  defines a compact normal 
operator  HS  mapping the Hilbert space  L
2 S( )  of square-integrable functions on S into itself. As 
such it can be represented as 
  
H v,u( ) = νn pn v( ) pn u( )
n=1
∞
∑ , (3.5) 
where 
 
νn{ }n=1
∞
 represents the sequence of eigenvalues for the operator  HS  satisfying 
  ν1 ≥ ν2 ≥ ν3 ≥… , (3.6) 
and 
 
 
H
S
2
= νn
2
n=1
∞
∑ = H v,u( ) 2 dudv
S∫S∫ =
L
λ 2d 2
S
2
, (3.7) 
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and 
 
pn{ }n=1
∞
 is a sequence of orthonormal functions that represent the eigenfunctions for  HS . 
Furthermore, either finitely many of the 
 
νn{ }n=1
∞
 are nonzero or  νn → 0  as  n→∞ , and the set 
 
pn{ }n=1
∞
 spans  L
2 S( )  if and only if  νn > 0 , for all  n = 1,2,… , [22]. 
Similarly, the restriction of the operator  HS  to arbitrary admissible aperture sets  AT  and  AR , 
which we denote by 
 
H
AT :AR
, is a compact operator defined by the kernel 
 
H
AT :AR
v,u( ) :AT →AR  
given by 
  
H
AT :AR
v,u( ) = H v,u( ), u∈AT ,v ∈AR ,
0, otherwise.
⎧
⎨
⎪
⎩⎪
⎫
⎬
⎪
⎭⎪
 
that maps  L
2 AT( )  into  L2 AR( ) . Formally, we have  HAT :AR = PARHPAT , where  PAT  and  PAR  are 
the projection operators onto the spaces  L
2 AT( )  and  L2 AR( ) , respectively. The properties of 
 
H
AT :AR
 are very similar to those for  HS . That is [23], 
  
H
AT :AR
v,u( ) = ηnrn v( )qn u( )
n=1
∞
∑ , (3.8) 
where 
 
ηn{ }n=1
∞
 represents the sequence of singular values for the operator 
 
H
AT :AR
 satisfying 
  η1 ≥ η2 ≥ η3 ≥…, (3.9) 
and 
 
 
H
AT :AR
2
= ηn
2
n=1
∞
∑ = HAT :AR u,v( )
2
dudv
S∫S∫ =
AT AR L
λ 2d 2
≪1. (3.10) 
In this case, 
 
qn{ }n=1
∞
 and 
 
rn{ }n=1
∞
are sequences of orthonormal functions that represent the singular 
functions for 
 
H
AT :AR
, and the sets 
 
qn{ }n=1
∞
 and 
 
rn{ }n=1
∞
 span  L
2 AT( )  and  L2 AR( ) , respectively if 
and only if  ηn > 0 , for all  n = 1,2,… . 
For the operator  HS  considered here, which is really just a two-dimensional spatial Fourier 
transform operator, the eigenfunctions 
 
pn{ }n=1
∞
 are versions of the two-dimensional prolate 
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spheroidal wave functions, which, along with the eigenvalues 
 
νn{ }n=1
∞
, satisfy the following 
properties [24, 25]: 
P1.  νn > 0, ∀n = 1,2,… , 
P2.  ν1
2
≈ ν2
2
≈!≈ ν
M
2
≈ L <1  and 
 
νn
2
n=M+1
∞
∑ ≈ 0 , where 
 
M = S
2
λ 2d 2⎡
⎢⎢
⎤
⎥⎥
 for 
 S
2
λ 2d 2 ≥1 , 
P3. 
 
pn{ }n=1
M
 are essentially space- and band-limited to the set S in both domains; that is, 
 pn u( ) = 0  for  u∉S , and  HS pn( ) v( ) ≈ 0  for  v ∉S . 
For the sake of completeness, the exact forms of 
 
νn{ }n=1
∞
 and 
 
pn{ }n=1
∞
 are given in Appendix A. 
It should be noted that for the restricted operator 
 
H
AT :AR
, for which we have 
 
HAT :AR
2
= AT AR L( ) λ 2d 2( )≪1 , the singular values  ηn{ }n=1
∞
, will not necessarily possess the 
“nice” features of Property P2 above. In particular, it will not necessarily be the case that 
 η1
2
≈ η2
2
≈!≈ η
M
2
≈ c  for some constant  c > 0  and some integer  M ≥1, with 
 
ηn
2
n=M+1
∞
∑ ≈ 0 . 
In fact, if the sets  AT  and  AR  are chosen carefully, that will indeed be the case. 
Now, expanding the transmitted information process wrt the basis 
 
qn{ }n=1
∞
 for an abritrary 
admissible aperture set  AT  gives 
 
 
x u( ) = xnqn u( )
n=1
∞
∑ , (3.11) 
subject to the power constraint 
  
 
E xn
2
n=1
∞
∑⎧⎨
⎩
⎫
⎬
⎭
≤ P . (3.12) 
Similarly, the output process may be expanded in terms of the basis 
 
rn{ }n=1
∞
 for an arbitrary 
admissible aperture set  AR  as 
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y v( ) = ynrn v( )
n=1
∞
∑ , (3.13) 
and the channel model given by Equation (3.1) becomes 
 
 
y v( ) = H v,u( )x u( )du
AT
∫ + n v( ) = ηnxn + nn( )rn v( )
n=1
∞
∑ = ynrn v( )
n=1
∞
∑ v ∈AR . (3.14) 
Equivalently, in vector notation representing the expansion wrt to the dual basis 
 
qn{ }n=1
∞
, 
 
rn{ }n=1
∞
 
at an arbitrary observation time, the channel model becomes 
  y = η!x + n , (3.15) 
where 
 
y = yn{ }n=1
∞
, 
 
η = ηn{ }n=1
∞
, 
 
x = xn{ }n=1
∞
, and 
 
n = nk{ }k=1
∞
. With respect to the suppressed time 
variable, the 
 
nk{ }k=1
∞
 are now iid complex white Gaussian noise processes with power spectral 
density N0. Furthermore, given any set of individual power levels  
Pn{ }n=1
∞
 that satisfy 
 
 
Pn ≥ 0 Pn
n=1
∞
∑ ≤ P, Pn ≡ 0 ∀n > N , for some integer N > 0
⎧
⎨
⎪
⎩⎪
⎫
⎬
⎪
⎭⎪n=1
∞
, (3.16) 
the maximum achievable spectral efficiency for Channel (3.15) subject to the set of constraints 
 
 
E xn
2{ } = Pn , n = 1,2,… , (3.17) 
is given by [19, (9.62) and (9.71)] 
 
 
ξ ηn ,Pn{ } = log2 1+ ηn
2 Pn
BN0
⎛
⎝⎜
⎞
⎠⎟n=1
∞
∑ . (3.18) 
We can now state and prove the main result of this paper. 
Theorem 1. Let  AT , AR , λ, d, B, N0, g, γ, and  S = ST = SR  be as discussed previously. Define 
the maximum achievable spectral efficiency  
ξγ g  for the class of all channels of the form (3.1) 
subject to aperture constraints (3.2) and total power constraint (3.3) as1 
 
1 We conjecture that  ξγ g as defined here is the true information capacity of an arbitrary continuous-time, complex-
valued, bandlimited, free-space, AWGN channel that satisfies our far field assumption. That is,  ξγ g  is the 
information capacity for the class of all channels satisfying Equation (3.1) subject to aperture constraints (3.2) and 
power constraint (3.3) for arbitrary S. Unfortunately, proof of this conjecture would require proving a corresponding 
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ξγ g = sup
S ,AT ,AR , Pn{ }n=1
∞
ξ ηn ,Pn{ }
ηn{ }n=1
∞
AT ⊂ ST , AR ⊂ SR ,  admissible,
Pn{ }n=1
∞
satisfying (3.15)
⎧
⎨
⎪
⎩⎪
⎫
⎬
⎪
⎭⎪
. (3.19) 
Then  
ξγ g satisfies 
 
 
ξγ g = log2 1+ γ g( ), γ g ≤ ε0 −1,
log2
ν k
2
BN0
AT AR P
K S
2 +
1
K
BN0
ν i
2
i=1
K
∑
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
⎛
⎝
⎜
⎜
⎞
⎠
⎟
⎟k=1
K
∑ ≤ξγ g ≤ γ gε0 −1
log2 ε0( ), γ g > ε0 −1,
 (3.20) 
where 
 
νn{ }n=1
∞
 are the eigenvalues of the operator  HS  with K and S chosen such that 
 
 
max AT , AR( ) ≤ S ≪πd 2 ,
K = max κ ∈"+ : P
κ
+
S
2
κ AT AR
BN0
ν i
2
i=1
κ
∑ >
S
2
BN0
AT AR ν k
2 ,∀k = 1,2,…,κ
⎧
⎨
⎪
⎩⎪
⎫
⎬
⎪
⎭⎪
< ∞,
 (3.21) 
 and  ε0 ≈ 4.9215  is the solution of the transcendental equation 
  ε = e
2 1−1
ε
⎛
⎝⎜
⎞
⎠⎟ , ε >1. (3.22) 
Proof. It follows from Equation (3.18) that 
 
 
ξγ g ≤ sup
Pn
n=1
∞
∑ =P, ηn 2
n=1
∞
∑ = AT ARLλ2d2
⎧
⎨
⎪
⎩⎪
⎫
⎬
⎪
⎭⎪
log2 1+ ηn
2 Pn
BN0
⎛
⎝⎜
⎞
⎠⎟n=1
∞
∑
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
. (3.23) 
Further, given any set 
 
ηn{ }n=1
∞
 such that 
 
ηn
2
n=1
∞
∑ = AT AR L( ) λ 2d 2( ) , it is straightforward to show 
that (see Appendix B) 
 
 
sup
Pn
n=1
∞
∑ =P
⎧
⎨
⎪
⎩⎪
⎫
⎬
⎪
⎭⎪
log2 1+ ηn
2 Pn
BN0
⎛
⎝⎜
⎞
⎠⎟n=1
∞
∑
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
= max
Pn
n=1
∞
∑ =P
⎧
⎨
⎪
⎩⎪
⎫
⎬
⎪
⎭⎪
log2 1+ ηn
2 Pn
BN0
⎛
⎝⎜
⎞
⎠⎟n=1
∞
∑
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
= log2
ηk
2
BN0
P
K
+ 1
K
BN0
ηi
2
i=1
K
∑
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
⎛
⎝
⎜
⎜
⎞
⎠
⎟
⎟k=1
K
∑ ,
 (3.24) 
                                                                                                                                                                                               
coding theorem for an abstract channel representing the class of all such channels, which is beyond the scope of the 
current paper and is a topic for future research. 
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where K is the greatest integer such that 
 
 
P
K
+ 1
K
BN0
ηi
2
i=1
K
∑ ≥ BN0
ηk
2 , ∀k = 1,2,…, K . (3.25) 
Hence, 
 
 
sup
Pn
n=1
∞
∑ =P, ηn 2
n=1
∞
∑ = AT ARLλ2d2
⎧
⎨
⎪
⎩⎪
⎫
⎬
⎪
⎭⎪
log2 1+ ηn
2 Pn
BN0
⎛
⎝⎜
⎞
⎠⎟n=1
∞
∑
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
= sup
ηn
2
n=1
∞
∑ = AT ARLλ2d2
⎧
⎨
⎪
⎩⎪
⎫
⎬
⎪
⎭⎪
log2
ηk
2
BN0
P
K
+ 1
K
BN0
ηi
2
i=1
K
∑
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
⎛
⎝
⎜
⎜
⎞
⎠
⎟
⎟k=1
K
∑
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
,
 (3.26) 
where K is the greatest integer satisfying Equation (3.25). Since  log2 ⋅( )  is a strictly convex 
function, it follows that for any such K, we have 
 
 
sup
ηn
2
n=1
∞
∑ = AT ARLλ2d2
⎧
⎨
⎪
⎩⎪
⎫
⎬
⎪
⎭⎪
log2
ηk
2
BN0
P
K
+ 1
K
BN0
ηi
2
i=1
K
∑
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
⎛
⎝
⎜
⎜
⎞
⎠
⎟
⎟k=1
K
∑
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
≤ sup
ηk
2
k=1
K
∑ = AT ARLλ2d2
⎧
⎨
⎪
⎩⎪
⎫
⎬
⎪
⎭⎪
K log2
1
K
ηk
2
BN0
P
K
+ 1
K
BN0
ηi
2
i=1
K
∑
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥k=1
K
∑
⎛
⎝
⎜
⎜
⎞
⎠
⎟
⎟
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
= K log2 1+
AT AR LP
K 2λ 2d 2BN0
⎛
⎝⎜
⎞
⎠⎟
= K log2 1+
γ g
K 2
⎛
⎝⎜
⎞
⎠⎟
≤
log2 1+ γ g( ), γ g ≤ ε0 −1,
max
x>0
x log2 1+
γ g
x2
⎛
⎝⎜
⎞
⎠⎟
⎧
⎨
⎩
⎫
⎬
⎭
, γ g > ε0 −1,
⎧
⎨
⎪⎪
⎩
⎪
⎪
=
log2 1+ γ g( ), γ g ≤ ε0 −1,
γ g
ε0 −1
log2 ε0( ), γ g > ε0 −1.
⎧
⎨
⎪⎪
⎩
⎪
⎪
  (3.27) 
Hence, 
 
 
ξγ g ≤
log2 1+ γ g( ), γ g ≤ ε0 −1,
γ g
ε0 −1
log2 ε0( ), γ g > ε0 −1,
⎧
⎨
⎪⎪
⎩
⎪
⎪
  (3.28) 
which establishes the upper bound in Equation (3.20). 
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To establish the lower bound, recall that we always assume 
 
AT AR( ) λ 2d 2( ) ≪1 . Hence, if 
we choose 
 
 
AT = u = xT , yT( ) xT2 + yT2 ≤ ATπ
⎧
⎨
⎩
⎫
⎬
⎭
,
AR = v = xR , yR( ) xR2 + yR2 ≤ ARπ
⎧
⎨
⎩
⎫
⎬
⎭
,
 (3.29) 
then 
 
 
HAT :AR v,u( ) ≈
L
λ 2d 2
, u∈AT ,v ∈AR ,
0, otherwise.
⎧
⎨
⎪
⎩
⎪
⎫
⎬
⎪
⎭
⎪
. (3.30) 
Clearly, if we let 
 
qn{ }n=1
∞
 be any orthonormal basis for  AT  for which  q1 u( ) ≡ 1 AT  and  rn{ }n=1
∞
 
be any orthonormal basis for  AR  for which  r1 v( ) ≡ 1 AR , then  HAT :AR  can be represented as in 
Equation (3.8), where 
 
η1 = AT AR L( ) λ 2d 2( )  and  ηn = 0  for all  n = 2,3,… . Hence, for this 
choice of admissible aperture sets, Equation (3.18) becomes 
 
 
ξ ηn ,Pn{ } = log2 1+
AT AR LP
λ 2d 2BN0
⎛
⎝⎜
⎞
⎠⎟
= log2 1+ γ g( ) , (3.31) 
and it follows that 
 
ξγ g ≥ log2 1+ γ g( )  for all values of  γ g > 0 . This establishes Equation (3.20) 
for the case  γ g ≤ ε0 −1. 
To establish the lower bound for  γ g > ε0 −1, it is sufficient to show that for any values of  S  
and K satisfying Equation (3.21), there exists a sequence of sets of functions 
 
QN = qN ,k u( ){ }k=1
K{ }
N=1
∞
 defined on a sequence of admissible aperture sets 
 
AT ,N{ }N=1
∞
 and a 
corresponding sequence of sets of functions 
 
RN = rN ,k v( ){ }k=1
K{ }
N=1
∞
 
defined on a sequence of 
admissible aperture sets 
 
AR,N{ }N=1
∞
 
such that the sequence of maximum achievable spectral 
efficiencies 
 
ξ QN ,RN ,PN{ }  for the sequence of observational models 
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yN ,1 = xN ,1 rN ,1 v( ) H v,u( )qN ,1 u( )du
AR ,n
∫ dv
AT ,N
∫ + rN ,1 v( )n v( )dv
AR ,N
∫ ,
yN ,2 = xN ,2 rN ,2 v( ) H v,u( )qN ,2 u( )du
AR ,N
∫ dv
AT ,N
∫ + rN ,2 v( )n v( )dv
AR ,n
∫ ,
!
yN ,K = xN ,K rN ,K v( ) H v,u( )qN ,K u( )du
AR ,N
∫ dv
AT ,N
∫ + rN ,K v( )n v( )dv
AR ,N
∫ ,
 (3.32) 
subject to the sequence of constraints 
 
PN = PN ,k{ }k=1
K{ }
N=1
∞
 satisfying 
 
 
E xN ,k
2{ } = PN ,k , PN ,k
k=1
K
∑ ≤ P, N = 1,2,…,  (3.33) 
converges to the lower bound in Equation (3.20). That is, 
 
 
ξ QN ,RN ,PN{ } →N→∞ log2
ν k
2
BN0
AT AR P
K S
2 +
1
K
BN0
ν i
2
i=1
K
∑
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
⎛
⎝
⎜
⎜
⎞
⎠
⎟
⎟k=1
K
∑ . (3.34) 
This conditions is sufficient since for any  ε > 0 , we can then find  N > 0  and a collection 
 
ξ QN ,RN ,PN{ }  such that 
 
 
ξ QN ,RN ,PN{ } > log2
ν k
2
BN0
AT AR P
K S
2 +
1
K
BN0
ν i
2
i=1
K
∑
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
⎛
⎝
⎜
⎜
⎞
⎠
⎟
⎟k=1
K
∑ −ε . (3.35) 
Hence, we must have 
 
 
ξγ g ≥ sup
N>0
ξ QN ,RN ,PN{ } ≥ log2
ν k
2
BN0
AT AR P
K S
2 +
1
K
BN0
ν i
2
i=1
K
∑
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
⎛
⎝
⎜
⎜
⎞
⎠
⎟
⎟k=1
K
∑ , (3.36) 
as claimed. 
Towards this end, let 
 
S  and K satisfying Equation (3.21) be given, and let 
 
pi{ }i=1
∞
 be the set 
of eigenfunctions for the operator  HS  defined on S with corresponding eigenvalues  
ν i{ }i=1
∞
. Since 
the functions 
 
pi{ }i=1
∞
 are eigenfunctions of the kernel H v,u( ) , which is continuous on the set 
 S × S , they themselves are continuous on the set S. Furthermore, since S is compact and K is 
finite, all of the functions  H v,u( ) ,  pi{ }i=1
K
, and 
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pi v( )H v,u( ) pj u( ) v,u∈S , i, j = 1,2,…, K{ } , 
are continuous, and the continuity is uniform for all  v,u∈S  and all  i, j = 1,2,…, K . Now let 
 
SN
T{ }
N=1
∞
 be a sequence of partitions of the set  ST = S  such that 
 
 
SN
T = SN ,i
T ⊂ ST ST = SN ,i
T
i=1
KN
T
∪ ,  SN ,iT ∩SN , jT =∅, i ≠ j,  SN ,iT =
S
N
⎧
⎨
⎪
⎩⎪
⎫
⎬
⎪
⎭⎪
, N = 1,2,…,∞ , (3.37) 
Also let  Bδ u( )  be a disk of area δ centered at the origin in S, and let  UN{ }N=1
∞
 be a corresponding 
sequence of sets such that 
  
UN = uN ,i ∈ST BAT N u− uN ,i( )⊂ SN ,iT ,  i = 1,2,…, KNT{ } . (3.38) 
Similarly, let 
 
SN
R{ }
N=1
∞
 be a sequence of partitions of the set  SR = S  such that 
 
 
SN
R = SN ,i
R ⊂ SR S = SN ,i
R
i=1
KN
R
∪ ,  SN ,iR ∩SN , jR =∅, i ≠ j,  SN ,iR =
S
N
⎧
⎨
⎪
⎩⎪
⎫
⎬
⎪
⎭⎪
, N = 1,2,…,∞ , (3.39) 
and let 
 
VN{ }N=1
∞
 be a corresponding sequence of sets such that 
  
VN = v N ,i ∈SR BAR N v − v N ,i( )⊂ SN ,iR ,  i = 1,2,…, KNR{ } . (3.40) 
Then, 
 
 
pˆN ,m
R v( ) H v,u( ) pˆN ,nT u( )dudvS∫S∫
= pm v N ,i( )ISN ,iR v( )i=1
KN
R
∑
⎛
⎝
⎜
⎞
⎠
⎟ H v,u( ) pn uN , j( ) ISN ,iT u( )j=1
KN
T
∑
⎛
⎝
⎜
⎞
⎠
⎟ dudv
S∫S∫
→
N→∞
pm v( )S∫ H v,u( ) pn u( )dudvS∫ = νnδmn ,
  (3.41) 
uniformly for all  n,m = 1,2,…, K , where  δmn  represents the Kronecker delta function,  IA u( )  
represents the indicator function for the set A, and 
 
 
pˆN ,n
T u( ) = pn uN ,i( ) ISN ,iT u( )i=1
KN
T
∑ , n = 1,2,…, K ,
pˆN ,m
R v( ) = pm v N ,i( ) ISNR v( )i=1
KN
R
∑ , m = 1,2,…, K ,  (3.42)
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are sets of different simple-function approximations of 
 
pk{ }k=1
K
, one set defined on the transmitter 
aperture set and one defined on the receiver aperture set. 
If we now let  
  
fN ,n
T u( ) = S
AT
pn uN ,i( )BAT N u− uN ,i( )
i=1
KN
T
∑ , AT ,N = u∈ST fN ,nT u( ) ≠ 0{ },
gN ,m
R v( ) = S
AR
pm v N , j( )BAR N v − v N , j( )
j=1
KN
R
∑ , AR,N = v ∈SR gN ,mR v( ) ≠ 0{ },
  (3.43) 
for  n,m = 1,2,…, K , then  
AT ,N  and  
AR,N  are admissible aperture sets, and  
fN ,n
T u( ){ }
n=1
K
 and 
 
gN ,m
R v( ){ }
m=1
K
 are unit normal functions defined on  
AT ,N  and  
AR,N , respectively, derived directly 
from 
 
pˆN ,n
T u( ){ }
n=1
K
 and 
 
pˆN ,m
R u( ){ }
n=1
K
. We refer to the sets of functions 
 
fN ,n
T u( ){ }
n=1
K
 and 
 
gN ,m
R v( ){ }
m=1
K
 as admissible distributed antenna functions to reflect the facts that they are 
supported on admissible aperture sets and are unit norm. It follows that 
 
 
lim
N→∞
gN ,m
R v( ) H v,u( ) fN ,nT u( )dudvS∫S∫
= lim
N→∞
S
AR
pm v N ,i( )BAR N v − v N ,i( )
i=1
KN
R
∑
⎛
⎝
⎜
⎜
⎞
⎠
⎟
⎟
H v,u( ) SAT
pn uN , j( )BAT N u− uN ,i( )
j=1
KN
T
∑
⎛
⎝
⎜
⎜
⎞
⎠
⎟
⎟
dudv
S∫S∫
= lim
N→∞
S
2
AT AR
pm v N ,i( )pn uN , j( ) BAR N v − v N ,i( )( )H v,u( )BAT N u− uN ,i( )dudvS∫S∫
j=1
KN
T
∑
i=1
KN
R
∑
= lim
N→∞
S
2
AT AR
pm v N ,i( )pn uN , j( ) BAR N v − v N ,i( )( )H v N ,i ,uN , j( )BAT N u− uN ,i( )dudvS∫S∫
j=1
KN
T
∑
i=1
KN
R
∑
= lim
N→∞
AT AR
S
2 pm v N ,i( )pn uN , j( ) IN ,iR v( )H v N ,i ,uN , j( ) IN ,iT u( )dudvS∫S∫
j=1
KN
T
∑
i=1
KN
R
∑
= lim
N→∞
AT AR
S
2 pm v N ,i( )pn uN , j( ) IN ,iR v( )H v,u( ) IN ,iT u( )dudvS∫S∫
j=1
KN
T
∑
i=1
KN
R
∑
= lim
N→∞
AT AR
S
2 pˆN ,m
R v( )
S∫ H v,u( ) pˆN ,nT u( )dudvS∫
= lim
N→∞
AT AR
S
2 pm v( )S∫ H v,u( ) pn u( )dudvS∫ =
AT AR
S
2 νnδmn.
 (3.44) 
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If we now define the sets 
 
QN{ }N=1
∞
 and 
 
RN{ }N=1
∞
 from Equation (3.32) as 
 
QN = fN ,n
T u( ){ }
n=1
K{ }
N=1
∞
 and 
 
RN = gN ,m
R u( ){ }
m=1
K{ }
N=1
∞
 , respectively, then (3.32) can be rewritten as 
  yN = HN x N + nN , (3.45) 
where 
 
yN = yN ,1, yN ,2 ,…, yN ,K{ }  is the vector of instantaneous outputs from the receiver antennas 
 
gN ,m
R v( ){ }
m=1
K
, 
 
x N = xN ,1,xN ,2 ,…,xN ,K{ }  is the vector of instantaneous inputs to the transmitter 
antennas 
 
fN ,n
T u( ){ }
n=1
K
,
 
nN = nN ,1,nN ,2 ,…,nN ,K{ }  is the vector of independent additive white 
Gaussian noise processes with power spectral density  N0  at the receiver antenna outputs, which 
are given by 
 
 
nN ,m = gN ,m
R v( )n v( )dv
AN ,m
R
∫ , (3.46) 
and the elements of the instantaneous  K × K  channel matrix  
HN = hm,n
N( )  are given by 
 
 
hm,n
N = gN ,m
R v( ) H v,u( ) fN ,nT u( )du
AR ,n
∫ dv
AT ,N
∫ →N→∞
AT AR
S
2 νnδmn . (3.47) 
To derive the sequence of power contraints 
 
E xN ,k
2{ } = PN ,k , for  k = 1,2,…, K , corresponding 
to (3.33), we note that the lower bound in (3.20) can be rewritten as 
 
 
log2
ν k
2
BN0
AT AR P
K S
2 +
1
K
BN0
ν i
2
i=1
K
∑
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
⎛
⎝
⎜
⎜
⎞
⎠
⎟
⎟k=1
K
∑
= log2 1+
AT AR ν k
2
BN0 S
2
P
K
+
S
2
KAT AR
BN0
ν i
2
i=1
K
∑ −
S
2
BN0
AT AR ν k
2
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
⎛
⎝
⎜
⎜
⎞
⎠
⎟
⎟k=1
K
∑ ,
 (3.48) 
and the quantities 
 
 
P
K
+
S
2
KAT AR
BN0
ν i
2
i=1
K
∑ −
S
2
BN0
AT AR ν k
2
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
, k = 1,2,…, K , (3.49) 
are all guaranteed to be positive by (3.21) with 
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P
K
+
S
2
KAT AR
BN0
ν i
2
i=1
K
∑ −
S
2
BN0
AT AR ν k
2
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥k=1
K
∑ = P +
S
2
AT AR
BN0
ν i
2
i=1
K
∑ −
S
2
AT AR
BN0
ν i
2
i=1
K
∑ = P . (3.50) 
Hence, if we adopt the sequence of power constraints 
 
PN = PN ,k{ }k=1
K{ }
N=1
∞
 given by 
 
 
E xN ,k
2{ } = PN ,k = PK + S
2
KAT AR
BN0
ν i
2
i=1
K
∑ −
S
2
BN0
AT AR ν k
2 , k = 1,2,…, K; N = 1,2,… , (3.51)  
then the pair (3.45) and (3.51) give us a sequence of  K × K  observational models subject to a 
sequence of corresponding power constraints for which the sequence of channel matrices  HN ,
 N = 1,2,… , have singular values  
υN ,k{ }k=1
K
 that satisfy 
 
 
lim
N→∞
υN ,k
2
=
AT AR
S
2 ν k
2
, k = 1,2,…, K . 
If we let 
 
ξ HN ,PN{ }  represent the maximum achievable spectral efficiency for the model (3.45) with 
power constraints (3.51), then we clearly have 
 
 
lim
N→∞
ξ HN ,PN{ } = limN→∞ log2 1+ υN ,k
2 PN ,k
BN0
⎛
⎝⎜
⎞
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= log2 1+
AT AR ν k
2
BN0 S
2
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2
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BN0
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∑
= log2
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BN0
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BN0
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⎤
⎦
⎥
⎥
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⎝
⎜
⎜
⎞
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⎟
⎟
,
k=1
K
∑
 (3.52) 
as desired. This proves the theorem. ! 
Corollary 1. For  3.9215 ≈ ε0 −1( ) < γ g ≪ ε0 −1( )π 4 d λ( )
4
, we have 
 
 
ξγ g ≈ γ g( ) ε0 −1( ) log2 ε0( ) ≈1.1610 γ g . (3.53) 
Proof. Let  ε0 −1< γ g ≪ ε0 −1( )π 4 d λ( )
4
 and 
 
S
2
λ 2d 2( ) = γ g( ) ε0 −1( ) . Then, 
 S ≪πd
2 , as required. Recall from Property P2 above that  ν1
2
≈ ν2
2
≈!≈ ν
M
2
≈ L <1  and 
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νn
2
n=M+1
∞
∑ ≈ 0 , where 
 
M = S
2
λ 2d 2⎡
⎢⎢
⎤
⎥⎥
. Hence, in this case the lower bound in (3.20) is well 
approximated as 
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log2 1+
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≈ γ g
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log2 ε0( ) ≈1.1610 γ g .
  (3.54) 
Hence, from (3.20) we have 
 
 
log2
ν k
2
BN0
AT AR P
K S
2 +
1
K
BN0
ν i
2
i=1
K
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⎡
⎣
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⎤
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⎥
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⎝
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⎜
⎞
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⎟
⎟k=1
K
∑ ≈ γ gε0 −1
log2 ε0( ) ≤ ξγ g ≤ γ gε0 −1
log2 ε0( ) , (3.55) 
or 
 
ξγ g ≈ γ g( ) ε0 −1( ) log2 ε0( ) ≈1.1610 γ g , as claimed. ! 
IV. DISCUSSION 
There are several salient characteristics regarding Theorem 1, Corollary 1, and their proofs that 
are worth mentioning at this point. With regard to the validity of approximation (3.53) given in 
Corollary 1, note that the requirement that  γ g ≪ ε0 −1( )π 4 d λ( )
4
 in the statement of the 
Corollary is satisfied in any realistic long-range scenario. This implies that the constraint 
 S ≪πd
2  is not an active constraint on the capacity of the aperture-constrained, free-space 
AWGN channel in any realistic scenario. 
With regard to the accuracy of approximation (3.53), we note that it does not seem likely that 
for  γ g > ε0 −1, the maximum value of the lower bound in (3.20) over all values of 
 S ≥ max AT , AR( )  is equal to the upper bound in (3.20); however, asymptotically, the two are 
essentially the same. To see this, let the value of the lower bound in (3.20) be represented as a 
function of 
 
S  in the interval  S ≥ max AT , AR( )  as 
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2
κ AT AR
BN0
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κ
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BN0
AT AR ν k
2 , ∀k = 1,2,…,κ
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⎨
⎪
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⎫
⎬
⎪
⎭⎪
.
 (4.1) 
Examination of the behavior of the set 
 
νn
2{ }
n=1
∞
 given in [25] for large values of 
 
S  clearly 
indicates that the value of 
 
β S( )  is continuous in  S , that the maximum value of  β S( )  is 
attained in the interval  S ≥ max AT , AR( ) , that this maximum occurs for 
 
S
2
λ 2d 2( ) ≈ γ g( ) ε0 −1( ) , and that 
 
 
lim
γ g→∞
max
S ≥max AT ,AR( )
β S( )
γ g
ε0 −1
log2 ε0( )
= 1 . (4.2) 
Hence, in the sense of Equation (4.2), we have 
 
ξγ g → γ g( ) ε0 −1( ) log2 ε0( ) , asymptotically as 
 γ g →∞ . This implies that the return on investment for achieving  γ g > 3.9215  in a deep-space 
communication system (or on any long-range, free-space communication channel) is really much 
greater than is generally understood. That is, conventional link-budget calculations, which are 
essentially derived from Equation (1.2), assume that 
 
ξγ g ≈ log2 1+ γ g( ) , which is really only valid 
as long as  γ g ≤ ε0 −1( ) ≈ 3.9215 . For  γ g > 3.9215 , we really have  ξγ g ≈1.1610 γ g , which 
implies that much higher data rates can be achieved by raising the basic received SNR figure 
above the weak-signal threshold of  γ g = 3.9215  than is generally realized in the design of such 
communication systems. 
As far as the achievability of  
ξγ g  is concerned, the proof of Theorem 1 shows that for the 
weak-signal regime of  γ g ≤ 3.9215 , the channel capacity of  ξγ g = log2 1+ γ g( )  can be 
approached asymptotically by transmitting a single information stream from a single transmitting 
antenna to a single receiving antenna in the usual manner. That is, the information is transmitted 
in a stream of complex symbols 
 
xi{ }i=1
∞
 at the rate of B symbols per second (sps) using a code 
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with rate  
R < ξγ g  chosen optimally from the class of codes generated randomly and independently 
using the distribution  x ∼ N 0, P( ) . 
On the other hand, the proof also shows that above the weak-signal regime, any spectral 
efficiency 
 
ξ S( )  satisfying 
 
 
log2 1+ γ g( ) < ξ S( ) < maxS ≥max AT ,AR( )β S( ) , (4.3) 
where 
 
β S( )  is given by Equation (4.1), can be achieved only by transmitting multiple 
independent data streams. Furthermore, any such rate 
 
ξ S( )  can itself be approached 
asymptotically utilizing a physically-realizable MIMO antenna array with antenna elements 
distributed over the discs  ST  and  SR  having areas  S  centered at the information source and 
sink, respectively, where the number and distribution of elements in each array is not specified but 
can be determined by approximating a finite number of the eigenfunctions of the operator  HS  
with simple functions. In fact, the antenna elements may be distributed throughout the entire 
spherical volumes  VT  and  VR , and only the projections onto  ST  and  SR  are determined by the 
chosen simple function approximations, which need not be the same at both ends of the link. The 
number of independent data streams transmitted over the chosen MIMO antenna array is  
K S( ) , 
also given by Equation (4.1), and is equivalent to the number of eigenfunctions 
 
pk{ }k=1
K S( )  of  HS  
that must be approximated, but that number is independent of which simple function 
approximations are chosen to represent 
 
pk{ }k=1
K S( )  at each end of the link. Note that the sample 
points of the simple function approximations for 
 
pk{ }k=1
K S( )  at the transmitter must all be identical, 
and the sample points of the simple function approximations for 
 
pk{ }k=1
K S( )  at the receiver must 
also be identical, but the number and locations of those sample points need not be the same at 
both ends of the link. The sample point locations at each end of the link correspond to the 
locations in space of the MIMO antenna elements at each end of the link, and the sampled values 
of 
 
pk{ }k=1
K S( )  at those points correspond to the (complex-valued) weighting that must applied to the 
symbols in each independent data stream before transmission and reception of that stream. The 
powers of the independent data streams are given by 
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BN0
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2
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BN0
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2 , k = 1,2,…, K S( ) , (4.4) 
The information is transmitted in  
K S( )   streams of complex symbols  xk ,i{ }i=1
∞
, 
 
k = 1,2,…, K S( ) , each of which is transmitted at rate B sps using individual codes of rates 
 
 
Rk < log2
ν k
2
BN0
AT AR P
K S( ) ⋅ S 2
+ 1
K S( )
BN0
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2
i=1
K S( )
∑
⎡
⎣
⎢
⎢
⎤
⎦
⎥
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⎛
⎝
⎜
⎜
⎞
⎠
⎟
⎟k=1
K S( )
∑ , (4.5) 
chosen optimally from the class of codes generated randomly and independently using the 
distribution  xk ∼ N 0, Pk( )  for  k = 1,2,…, K S( ) . 
Note that the question of how many individual antenna elements must be used to construct a 
set of suitable distributed antennas is not addressed in the proof of Theorem 1. It is clear from the 
proof of the theorem that all  
K S( )  data streams can be transmitted from the same collection of 
distributed nodes, which together comprise  
K S( )  different distributed antennas by varying the 
phase and amplitude of radiation across the fixed array of distributed elements. However, the 
number of nodes needed to achieve near-optimal performance is not addressed in the proof of the 
theorem. To determine the required number N of elements in the distributed antenna array, it 
becomes necessary to study the smoothness characteristics of the two-dimensional prolate 
spheroidal wave functions, which is beyond the scope of this work; however, based on the 
Nyquist spatial sampling rate associated with the space-bandwidth characteristics of those 
functions, one can conjecture that the total number of required elements is approximately 
 
N = O S
2
λ 2d 2( ) . Using the same logic, one can also conjecture that as long as the N nodes are 
fairly uniformly distributed throughout S at both ends of the link, the performance should be 
reasonably stable. That is, the overall achievable spectral efficiency should not be very sensitive 
to either the number of antenna nodes or small variations in the relative position of the nodes as 
long as the node density is above  S λ
2d 2  nodes per square meter and the distribution is roughly 
uniform. Further insight into this issue may be available in a recent paper on approximation of 
essentially space- and band-limited functions in two-dimensions [27]. 
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V. CONCLUSION 
In this paper, we have studied the capacity of the long-range, free-space AWGN 
communication channel when available spatial diversity is incorporated into the channel model 
itself. In particular, the capacity of the channel has been studied for the scenario conceptually 
encountered in long-range deep-space communication applications. That is, information is 
assumed to be transmitted over a band-limited radio channel in free space over a very large 
distance from an information source (the transmitter) to an information sink (the receiver) subject 
to constraints on both the total transmitter power and the total effective aperture areas of the 
transmitter and receiver antennas; however, the antennas at both the transmitter and the receiver 
may be distributed in an arbitrary fashion over spherical regions of space at both ends of the 
communication link subject only to the constraint that the radii of both regions is much smaller 
than the distance between them. The following results have been presented. 
1. We derived upper and lower bounds on the maximum achievable spectral efficiency for this 
channel and showed that, for values of the received SNR below a weak-signal threshold, 
these bounds are equal and equivalent to the well-known SISO result given by Equation 
(1.2). 
2. For values above the weak-signal received SNR threshold, we also derived a simple 
approximation for the maximum achievable spectral efficiency, which shows that the 
capacity for the long-range free-space channel actually strictly exceeds the result given by 
Equation (1.2) and grows asymptotically as a function of the square root of the received 
SNR rather than logarithmically as in Equation (1.2). 
3. We showed that for values above the weak-signal threshold, the lower bound on the 
maximum achievable spectral efficiency can be approached arbitrarily closely using 
physically realizable distributed MIMO antenna arrays satisfying the antenna aperture 
constraints at each end of the link. This may have significance for the design of future high-
data-rate deep-space communication systems. 
The implications of these results for the practical implementation of nearly optimal long-range, 
free-space communication systems has been discussed briefly, and further work in that area is 
anticipated in future studies. 
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APPENDIX A – PROLATE SPHEROIDAL WAVE FUNCTIONS 
Let D represent the unit circle in  !2 , and recall that  S = RD . The eigenvalues and 
eigenfunctions for Problem (3.4) are given by 
 
 
νn =
L
λ 2d 2
R2α n ,
pn u( ) =ψ n u R( ), u∈S ,
  (Α.1) 
where 
 
α n{ }n=1
∞
 and 
 
ψ n u( ){ }n=1
∞
 are the eigenvalues and eigenfunctions of the integral equation 
 
 
α nψ n v( ) = e
i2πR
2
λd
v ,u
ψ n u( )du
D
∫∫ , v ∈D . (Α.2) 
The solutions to this integral equation have been widely studied [24, 25] and are given by the 
prolate spheroidal wave functions 
 
 
ψ N ,m r,θ( ) = RN ,m r( )e
i2π
λd
Nθ
, N = 0,±1,±2,…,  m = 0,1,2,… , (Α.3) 
(now doubly indexed and given in terms of the polar coordinates  u = r,θ( ) ) and the associated 
eigenvalues 
 
 
α N ,m = 2π i
Nβ N ,m , (Α.4) 
where 
 
 
β N ,mRN ,m r( ) = J N 2πR
2
λd
r ′r
⎛
⎝⎜
⎞
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RN ,m ′r( ) ′r d ′r0
1
∫ , 0 ≤ r ≤1 , (Α.5) 
and 
 
JN r( ){ }N=0
∞
 are the Bessel functions of the first kind [26]. 
APPENDIX B – PROOF OF EQUATION (3.24) 
Let  Pn = Qn
2  for all  n = 1,2,… , and let 
 
 
J Q,λ( ) = log2 1+ ηn 2 PnBN0
⎛
⎝⎜
⎞
⎠⎟n=1
∞
∑ + ρ P − Qn2
n=1
∞
∑⎛⎝⎜
⎞
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, (Β.1) 
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where 
 
Q = Qn{ }n=1
∞
 and ρ represents a Lagrange multiplier for the constraint 
 
Qn
2
n=1
∞
∑ = P . Recall 
that  ηn ≥ ηn+1 > 0  for all  n = 1,2,… . Differentiating wrt  Qn  gives 
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so for any stationary point, we must have 
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where  ′ρ = ρ log2 e( ) . Hence, either  Qn = 0  or 
 
 
′ρ =
ηn
2
BN0 +Qn
2 ηn
2 ⇔Qn
2 = 1
′ρ
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BN0
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It follows that 
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whence applying the power constraint gives 
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where K is the greatest integer such that 
 
 
1
′ρ
>
BN0
ηn
2 , ∀n = 1,2,…, K . (Β.6) 
Solving (B.5) for ′ρ  establishes (3.24), as desired. ! 
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